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Preface

The International Conference Series on Health Information Science (HIS) pro-
vides a forum for disseminating and exchanging multidisciplinary research results
in computer science/information technology and health science and services. It
covers all aspects of health information sciences and systems that support health
information management and health service delivery.

Following the successful first HIS conference held in Beijing in April 2012,
the Second International Conference on Health Information Science (HIS 2013)
was held in London, UK, during March 25-27, 2013. The scope of the conference
includes (1) medical/health/biomedicine information resources, such as patient
medical records, devices and equipments, software and tools to capture, store,
retrieve, process, analyze, and optimize the use of information in the health do-
main, (2) data management, data mining, and knowledge discovery, all of which
play a key role in decision making, management of public health, examination of
standards, privacy and security issues, and (3) development of new architectures
and applications for health information systems.

The HIS 2013 program had three keynote speakers; Joost N. Kok from the
Leiden Institute of Advanced Computer Science, Leiden University, The Nether-
lands; Dame Julie Moore from University Hospitals Birmingham, UK; Jinhai
Shi from Tianjin International Joint Academy of Biotechnology and Medicine,
China. Based on the Program Committee’s informative reviews, a total of 27
submissions were accepted for presentation at the conference, including 20 full
papers, three short papers, three demo papers, and one poster. The authors are
from 18 countries, and some will be invited to submit the extended versions of
their papers to a special issue of the Health Information Science and System
Journal, published by BioMed Central (Springer).

We highly appreciate the reviews provided by the Program Committee mem-
bers. The conference would not have been successful without the support of
the Organizing Committee members, invited speakers, authors, and conference
attendees.

Our special thanks go to the host organizations: Brunel University (UK),
Victoria University (Australia), and the UCAS-VU Joint Lab for Social Com-
puting and E-Health Research, the University of Chinese Academy of Science
(China), and the local arrangements team and volunteers.

We would like to sincerely thank our financial supporters and sponsors: the
Multidisciplinary Assessment of Technology Centre for Healthcare (MATCH)
and UCAS-VU Joint Lab for Social Computing and E-Health Research.
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Finally we acknowledge all those who contributed to the success of HIS 2013
but whose names cannot be listed here.

March 2013 Terry Young
Michelle Towstoless

Yanchun Zhang
Xiaohui Liu

Jing He
Frank Klawonn

Guiqing Yao
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Klemens Böhm Karlsruhe Institute of Technology, Germany
Carlo Combi University of Verona, Italy
Carole Cummins University of Birmingham, UK
Elizabeth Deadman Brunel University, UK
Patrik Eklund Umea University, Sweden
Ling Feng Tsinghua University, China
Alex Gammerman Royal Holloway, University of London, UK
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Modeling and Validating the Clinical Information 
Systems Policy Using Alloy 

Ramzi A. Haraty and Mirna Naous 

Department of Computer Science and Mathematics 
Lebanese American University 

Beirut, Lebanon 
rharaty@lau.edu.lb 

Abstract. Information systems security defines three properties of information: 
confidentiality, integrity, and availability. These characteristics remain major 
concerns throughout the commercial and military industry.  In this work, we 
focus on the integrity aspect of commercial security applications by exploring 
the nature and scope of the famous integrity policy - the Clinical Information 
Systems Policy. We model it and check its consistency using the Alloy 
Analyzer. 

Keywords: Clinical Information Systems Model, Consistency, and Integrity. 

1 Introduction 

The goal of information systems is to control or manage the access of subjects (users, 
processes) to objects (data, programs). This control is governed by a set of rules and 
objectives called a security policy. Data integrity is defined as “the quality, 
correctness, authenticity, and accuracy of information stored within an information 
system” [1]. Systems integrity is the successful and correct operation of information 
resources. Integrity models are used to describe what needs to be done to enforce the 
information integrity policies. There are three goals of integrity: 

• Prevent unauthorized modifications, 
• Maintain internal and external consistency, and 
• Prevent authorized but improper modifications. 

Before developing a system, one needs to describe formally its components and the 
relationships between them by building a model. The model needs to be analyzed and 
checked to figure out possible bugs and problems. Thus, formalizing integrity security 
models helps designers to build a consistent system that meets its requirements and 
respects the three goals of integrity. This objective can be achieved through the Alloy 
language and its analyzer. 

Alloy is a structural modeling language for software design. It is based on first 
order logic that makes use of variables, quantifiers and predicates (Boolean functions) 
[2]. Alloy, developed at MIT, is mainly used to analyze object models. It translates 
constraints to Boolean formulas (predicates) and then validates them using the Alloy 
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Analyzer by checking code for conformance to a specification [3]. Alloy is used in 
modeling policies, security models and applications, including name servers, network 
configuration protocols, access control, telephony, scheduling, document structuring, 
and cryptography. Alloy’s approach demonstrates that it is possible to establish a 
framework for formally representing a program implementation and for formalizing 
the security rules defined by a security policy, enabling the verification of that 
program representation for adherence to the security policy.  

There are several policies applied by systems for achieving and maintaining 
information integrity. In this paper, we focus on the Clinical Information Systems 
Security Policy [4] and to show how it can be checked for consistency or 
inconsistency using the Alloy language and the Alloy Analyze. 

The remainder of this paper is organized as follows: Section 2 provides the 
literature review. Section 3 discusses the Clinical Information System Security 
Model, and section 4 concludes the paper. 

2 Literature Review 

Hassan and Logrippo [5] proposed a method to detect inconsistencies of multiple 
security policies mixed together in one system and to report the inconsistencies at the 
time when the secrecy system is designed. The method starts by formalizing the 
models and their security policies. The mixed model is checked for inconsistencies 
before real implementation. Inconsistency in a mixed model is due to the fact that the 
used models are incompatible and cannot be mixed. The authors demonstrated their 
method by mixing the Bell-LaPadula model [6] with the Role Based Access Control 
(RBAC) model [7] in addition to the Separation of Concerns model [8]. Two modes 
are used for combination of models: mixed and hybrid. The system that adopts mixed-
mode secrecy implements policies following any parent model. Mixed models 
combine the parent model’s policies and their properties.  On the other hand, hybrid 
models inherit properties from parent models or include other properties not available 
in the parent. In a mixed secrecy model there is always inconsistency. The authors 
addressed two types of inconsistencies: model, and system. Model inconsistency is 
the logical conflict between properties and meta policies. System inconsistency is the 
conflict between user policies or between user policies and meta policies. 

Zao et al. [9] developed the RBAC schema debugger. The debugger uses a 
constraint analyzer built into the lightweight modeling system to search for 
inconsistencies between the mappings among users, roles, objects, permissions and 
the constraints in a RBAC schema. The debugger was demonstrated in specifying 
roles and permissions according and verifying consistencies between user roles and 
role permissions and verifying the algebraic properties of the RBAC schema. 

Hassan et al. [10] presented a mechanism to validate access control policy. The 
authors were mainly interested in higher level languages where access control rules 
can be specified in terms that are directly related to the roles and purposes of users. 
They discussed a paradigm more general than RBAC in the sense that the RBAC can 
be expressed in it. 



 Modeling and Validating the Clinical Information Systems Policy Using Alloy 3 

 

Shaffer [11] described a security Domain Model (DM) for conducting static 
analysis of programs to identify illicit information flows, such as control dependency 
flaws and covert channel vulnerabilities. The model includes a formal definition for 
trusted subjects, which are granted privileges to perform system operations that 
require mandatory access control policy mechanisms imposed on normal subjects, but 
are trusted not to degrade system security. The DM defines the concepts of program 
state, information flow and security policy rules, and specifies the behavior of a target 
program.  

Misic and Misic [12] addressed the networking and security architecture of 
healthcare information system. This system includes patient sensor networks, wireless 
local area networks belonging to organizational units at different levels of hierarchy, 
and the central medical database that holds the results of patient examinations and 
other relevant medical records. In order to protect the integrity and privacy of medical 
data, they proposed feasible enforcement mechanisms over the wireless hop.  

Haraty and Boss [13] showed how secrecy policies can be checked for consistency 
and inconsistency by modeling the Chinese Wall Model [14], Biba Integrity Model 
[15], Lipner Model [16] and the Class Security Model [17-18]. The authors used the 
Alloy formal language to define these models and the Alloy Analyzer to validate their 
consistency. In their work, they listed the ordered security classes (Top Secret, Secret, 
Confidential, and Unclassified) and their compartments (Nuclear, Technical, and 
Biological) and defined those using signatures. Then, the possible combinations and 
the relationships between classes and compartments were specified. Facts were used 
to set the model constraints and to prove that the model is consistent. In the Biba 
Integrity model, the authors listed the subject security clearance and the object 
security classes and then modeled the constraints of how subjects can read/write 
objects based on “NoReadDown” and “NoWriteUp” properties.  

3 Clinical Information Systems Security Model 

Security of medical records is a very important issue in clinical information systems. 
Security policies have to be carefully designed in order to limit the number of users 
that can access patient records and to control the operations that may be applied to the 
records themselves. Thus, it is very critical to protect confidentiality of records and 
their data integrity. Anderson [4] developed a policy for clinical information systems 
that combine confidentiality and integrity to assure patient privacy and record 
validity. 

The policy assumes that personal health information concerns one individual at a 
time and is contained in a medical record. As stated in [4], the policy “principles are 
derived from the medical ethics of several medical societies, and from the experience 
and advice of practicing clinicians”. It is expressed based on two sets of principles: 
The Access Principles set deals with confidentiality and the creation, deletion, 
confinement, aggregation, and Enforcements Principles set handles the integrity: 
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• Confidentiality principles: 
o Access Principle 1: Each medical record has an access control list containing 

the individuals and groups who are able to read and append information to 
the record. The system must restrict access to record to those identified on 
the list and deny access to anyone else. 

o Access Principle 2: One of the clinicians (responsible clinician) on the access 
control list must have the right to add other clinicians to the access control 
list. 

o Access Principle 3: The responsible clinician must notify the patient of the 
names on the access control list whenever the patient’s medical record is 
opened. 

o Access Principle 4: The name of clinician, the date and the time of the access 
of medical record must be recorded. Similar information must be kept for 
deletions. 

Note that auditors cannot access original medical records; instead copies are 
provided for this purpose to prevent auditors from changing the original 
records. Medical records can be read and altered by the clinicians by whom 
the patients have consented to be treated. 

• Integrity principles: 
o Creation Principle: A clinician may open a record, with the clinician and the 

patient on the access control list. If the record is opened as a result of 
referral, the referring clinician must also be on the access control list. 

o Deletion Principle: Clinical information cannot be deleted from a medical 
record until the appropriate time has passed. 

o Confinement Principle: Information from one medical record may be 
appended to a different medical record if and only if the access control list of 
the second record is a subset of the access control list of the first. 

o Aggregation Principle: Measures for preventing the aggregation of patient 
data must be effective. In particular, a patient must be notified if anyone is to 
be added to the access control list for the patients’ record and if that person 
has access to a large number of medical records. 

o Enforcement Principle: Any computer system that handles medical records 
must have a subsystem that enforces the preceding principles. The effectiveness 
of this enforcement must be subject to evaluation by independent auditors.  

Therefore, based on Clinical Information Systems Security Policy highlighted rules, and 
assuming the existence/respect of the non-highlighted rules, the system to be 
implemented must ensure confidentiality by maintaining an access control lists 
containing users able to read and append original or copied records and grant access to 
other users. Moreover, the system must maintain data integrity by allowing the 
appending of information from one record to another if and only if the access control list 
of the second record is a subset of the access control list of the first. Responsible 
clinicians must notify patients regarding the names of clinicians on the access control list. 
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3.1 Clinical Information Systems Security Policy Implementation 

In order to implement the model, a clinical information system is used as an example 
to demonstrate consistency with respect to Clinical Information Systems Security 
Policy. The system users can access medical records if their names are contained in 
access control lists attached to the medical records - one list per record. Medical 
records cover the personal health information of individuals. There are two versions 
of medical records: the original version and the copy version. Access to original 
copies is restricted only to clinicians and patients defined in the access control lists. 
Auditors are allowed to alter only the copy version of medical records. Regarding the 
framework used for implementation, the Alloy language and the Alloy Analyzer 
(based on its available features and its ability to check system consistency and to 
generate instances) were used for implementation. 

Table 1 lists system users. There are three types of users: patients, clinicians and 
auditors. However, and according to Access Principle 2, the system has an additional 
user named the responsible clinician who has the right to add other clinicians to an 
 

Table 1. Clinical Information System Users 

Users Description 
Ptns Patients 
Clns Clinicians 
ClnsR Responsible clinicians 
Adts Adults 

Table 2. Clinical Information System Patients 

Patients Description 
P1 Patient 1 

P2 Patient 2 

Table 3. Clinical Information System Clinicians 

Clinicians Description 
C1 Clinician 1 

C2 Clinician 2 

C3 Clinician 3 

C4 Clinician 4 

C5 Clinician 5 
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Table 4. Clinical Information System Responsible Clinicians 

Responsible clinicians Description 
CR1 Responsible Clinician 1 

CR2 Responsible Clinician 2 

Table 5. Clinical Information System Auditors 

Auditors Description 
A1 Auditor 1 

A2 Auditor 2 

A3 Auditor 3 

access control list. Tables 2, 3, 4 and 5 list available patients, clinicians, responsible 
clinicians, and auditors, respectively. Accordingly, the system has two patients (P1 
and P2), five clinicians (C1, C2, C3, C4, and C5), two responsible clinicians (CR1 
and CR2), and three auditors (A1, A2, and A3). 

Table 6 shows two versions of medical records: the original version MRO and the 
copy version MRC. The system covers three medical records (mc1, mc2 and mc3) 
defined in table 7 and their respective copies (mo1, mo2 and mo3) shown in table 8. 
Each medical record contains personal health information that concerns one 
individual at a time. 

Table 6. Clinical Information System Medical Records Versions 

Medical records Description 
MRC Medical Records Copies 

MRO Medical Records Original 

Table 7. Clinical Information System Medical Records (Original) 

Medical records Description 
mc1 Medical record 1 

mc2 Medical record 2 

mc3 Medical record 3 
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Table 8. Clinical Information System Medical Records (Copy) 

Medical records Description 
mo1 Medical record 1 

mo2 Medical record 2 

mo3 Medical record 3 

Table 9 determines the different access control lists used by the clinical 
information system. There are two types of lists: lists accessible by patients and 
clinicians by whom the patients have consented to be treated and they are labeled lst1, 
lst2 and lst3, and lists accessible by the auditors who are given access to copies of 
patients medical records and they are labeled lstA1, lstA2 and lstA3. 

Table 9. Clinical Information System Access Control Lists 

Access control lists Description 
lst1 Access control list 1 covering one patient and clinicians. 

lst2 Access control list 2 covering one patient and clinicians. 

lst3 Access control list 3 covering one patient and clinicians. 

lstA1 Auditor Access control list covering the auditors. 

Table 10 shows the domain of system access control lists. For instance, lst1 is the 
access control list of the medical record mo1 that concerns patient P1. In addition to 
P1, the clinicians C1, C4, C5 and CR1 are in lst1 and are allowed to access mo1, 
whereas CR1 is the responsible clinician who can add other clinicians to lst1. 
Similarly, lst2 is the access control list of mo2. It contains P2, C2, C3, C4 and CR2. 
However, list lst3 concerns mo3 of the patient P2; it contains C2 and CR2. Note that 
mo2 and mo3 are two different medical records for the same patient P2 assuming that 
the system can open a new record for a patient regardless if he/she has a previous 
medical record in the system, with the possibility to append the information from an 
existing record to the new record as per the Confinement Principle, and then discard 
the old record information after a certain period of time as per the Deletion Principle. 

Table 11 displays a matrix showing the system relationships among objects in the 
clinical information system. The objects and relations are used to model and validate 
the clinical information system security policy. In this table and as per the 
Confinement Principle, the information of mo2 can be appended to mo3 since lst3 is a 
subset of lst2. The auditors in the system are used to enforce the system principles 
(Enforcement Principle). They are given access to the copies of the system medical 
records for checking purposes. Auditors can update these copies without any 
constraints because their alteration will not affect system integrity. Additionally, 
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patients are allowed to read their medical records only, whereas clinicians are given  
read and append access to the medical records according to the access control lists. 
Moreover, responsible clinicians can add new clinicians to access control lists. They 
must notify patients about the names of clinicians eligible to read and append their 
records (i.e., clinicians available in the access control list) and also whenever a 
clinician is to be added to the medical record access control list (Aggregation 
Principle). 

Table 10. Clinical Information System Access Control Lists Domain 

Access control list Medical record Patient Clinicians 
lst1 mo1 P1 C1, C4, C5, CR1 

lst2 mo2 P2 C2, C3, C4, CR2 

lst3 mo3 P2 C2, CR2 

lstA1 mc1, mc2, mc3 P1, P2 A1, A2, A3 

Table 11. Clinical Information System Clinical System Relations 

Object/ 
Relation 

 accessed by  read  append  notify  infoappendedto  addnew  
 Clnsto 

mo1 lst1    -  
mo2 lst2    mo3  
mo3 lst3    -  
mc1 lstA1      
mc2 lstA1      
mc3 lstA1      
P1  mo1 - -   
P2  mo2, mo3 - -   
C1  mo1 mo1 -  - 
C2  mo2 mo2 -  - 
C3  mo2 mo2 -  - 
C4  mo1, mo2 mo1, mo2 -  - 
C5  mo1 mo1 -  - 
CR1  mo1 mo1 P1  lst1 
CR2  mo2, mo3 mo2, mo3 P2  lst2, lst3 

The clinical information system can now be represented using the Alloy language. 
First, the system main entities represented in the above tables are declared as shown 
in the following sections of code:  
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• Section 1 declares the main entities of the clinical information system: 
o Users: users set covering all system users. 
o HcUsrs: health care users set as part of users set. 
o Ptns: set of patients as part of users set. 
o Clns: set of clinicians as part of HcUsrs set. 
o ClnsR: set of responsible clinicians as part of Clns set. 
o Adts: set of auditors as part of users set. 
o MRs: set of all medical records defined in the system. 
o MRO: set of original medical records as part of MRs set. 
o MRC: set of medical records copies as part of MRs set. 
o ACL: set of access control lists attached to the original medical 

records. 
o AACL: set of auditor access control lists attached to the copy 

version of medical records. 
 

 

Section 1. Clinical Information System Entities 

Section 1 also defines the relations among entities. The relation “read” 
between Ptns and MRO means that patients can read information from their 
original medical records. Similarly, “read” and “append” relations between 
Clns and HcUsrs means that clinicians can read and append patients medical 
records MRO. The responsible clinicians ClnsR using the “addnewClnsto” 
relation are responsible to add new clinicians to access control lists and 
“notify” patients accordingly. Auditors are part of system users. They are 
allowed to alter the copy version of system medical records. Medical records 
set – MRO - is “accessedby” access control lists set while MRC set is 
accessed by auditors access control list AACL. The access control list ACL 
“contains” patients and clinicians; however, AACL contains only auditors. 
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• Section 2 defines the instances of the sets declared in section 1. Accordingly, 
there are three original medical records instances mo1, mo2 and mo3. 
Following the Confinement Principle of the Clinical Information Systems 
Policy, original medical records information can be appended to other 
medical records. Thus, the relation “infoappendedto” is defined to serve this 
purpose. In addition to the original medical records, the system defines three 
instances of copy version medical records: mc1, mc2 and mc3. Moreover, 
lst1, lst2 and lst3 are three instances belonging to ACL and lstA1 is one 
instance belonging to the AACL set. Also the system declares five clinicians: 
C1, C12, C3, C4 and C5, two patients: P1 and P2, three auditors: A1, A2 and 
A3, and two responsible clinicians: CR1 and CR2. 

 

 

Section 2. Clinical Information System Instances 

 

Section 3. Clinical Information System Constraints (part 1) 
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• Section 3 highlights the beginning of the fact{} procedure where the system 
constraints are set. The first two lines specify explicitly the contents of the 
access control list lst1. List lst1 is accessed by patient P1 and clinicians C1, 
C4, C5 and CR1 where CR1 is the responsible clinician for lst1. List lst2 
contains P2, C2, C3, C4 and CR2, and lst3 contains P2, C2 and CR2. lst3 is a 
subset of lst2 since P2, C2 and CR2 are also part of lst2. The last line of this 
section states that the auditor access control list lstA1 contains A1, A2 and 
A3. The symbol “+” is used for union. 

• Section 4 determines that the medical records mo1, mo2 and mo3 are 
accessed by lst1, lst2 and lst3, respectively. 

 

Section 4. Clinical System Constraint (part 2) 

• Section 5 shows the constraints related to the read and append relations. It 
determines records that can be read or appended by clinicians. This section 
makes use of negation when there are multiple options and explicit 
declaration when there is only one option. For instance, patient P1 can read 
mo1 only. However, P2 has two records in the system mo2 and mo3. In this 
case, the second line states that P2 is not able to read mo1; thus, he/she can 
read either mo2 or mo3 at a time. The same applies to the subsequent lines of 
code: clinician C1 is a member of lst1 only. For this reason C1 can 
read/append mo1 only. However, C2 is part of lst2 and lst3. C2 cannot 
read/append mo1 but he/she has the option to access mo2 or mo3. Regarding 
the responsible clinicians CR1 and CR2, they have additional roles in the 
system other than reading/appending medical records. CR1 is able to add 
new clinician to the access control list lst1 and notify C1, accordingly. The 
last 4 lines of code in the section determine that CR1 notifies P1 when he/she 
adds new clinician to lst1 and CR2 notifies patients other than P1 (i.e., P2) 
upon adding new clinician to a list different than lst1 (i.e., lst2 or lst3). 

Note that the section 5 does not cover any constraints regarding the copy version of 
medical records accessed by the auditors since their alteration will not affect system 
integrity.  
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Section 5. Clinical Information System Constraints (part 3) 

3.2 Clinical Information System Security Policy and Alloy Analysis 

Figure 1 displays the clinical information system meta model generated by the Alloy 
system. It shows multiple users of the system: auditors - Adts, health care users - 
HcUsrs, patients – Ptns, and clinicians – Clns, as part of health care users. 
Additionally, the figure displays the system access control lists – ACL, and auditors’ 
access control lists – AACL, and their instances. Moreover, the model shows two 
types of medical records: original version of medical records (MRO) and the copy 
version (MRC) and their instances. However, the meta model does not show any 
constraints. Executing the system using the Alloy Analyzer will generate instances 
based on defined constraints.  
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Fig. 1. The Clinical Information System Meta Model 

Testing system consistency is done by running the system predicates and 
generating possible instances then validating them. In order to test the constraints 
specified in the fact procedure, we need to write a predicate and run it. 

• Section 6 declares an empty predicate used to test the system consistency based 
on the defined facts. Executing the example() will produce the output specified 
in figure 2. The figure shows that an “instance found” and “Predicate is 
consistent”. It takes around 78ms to determine consistency and find an instance. 

 

 

Section 6. Clinical Information System Predicate 

 

Fig. 2. Clinical Information System Consistent Alloy Analyzer Output 
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Clicking the link “Instance” will show figure 3. More instances can be 
generated by pressing the “Next” button located at the top of the screen of 
figure 3.  

 

 

Fig. 3. Clinical Information System Instance 

The generated instances demonstrate the consistency of the system as shown in 
tables 12- 16. 

Table 12. Clinical Information System Consistency Checking (part 1) 

Object/Relation contains consistent 
lst1 P1, C1, CR1, C5, C4 Yes 

lst2 CR2, C2, C4, C3, P2 Yes 

lst3 P2, C2, CR2 Yes 
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Table 13. Clinical Information System Consistency Checking (part 2) 

Object/Relation accessedby consistent 
mo1 lst1 Yes 
mo2 lst2 Yes 
mo3 lst3 Yes 
mc1 lstA1 Yes 
mc2 lstA1 Yes 
mc3 lstA1 Yes 

Table 14. Clinical Information System Consistency Checking (part 3) 

Object/Relation read append consistent 
P1 mo1 - Yes 
P2 mo3 - Yes 
C1 mo1 mo1 Yes 
C2 mo3 mo2 Yes 
C3 mo2 mo2 Yes 
C4 mo2 mo2 Yes 
C5 mo1 mo1 Yes 
CR1 mo1 mo1 Yes 
CR2 mo2 mo2 Yes 
A1 mc3 mc1 Yes 
A2 mc1 mc1 Yes 
A3 mc1 mc1 Yes 

Table 15. Clinical Information System Consistency Checking (part 4) 

Object/Relation infoappendedto consistent 
mo1 mo1 Yes 
mo2 mo3 Yes 
mo3 mo3 Yes 

Table 16. Clinical Information System Consistency Checking (part 5) 

Object/Relation addnewClnsto notify consistent 
CR2 lst3 P2 Yes 
CR1 lst1 P1 Yes 
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However, specifying a wrong predicate such as stating that lst1 contains the patient 
P2 (section 7, line 2) will cause inconsistency and the result of running the example() 
is displayed in figure 4. 

 

Section 7. Clinical Information System Inconsistent Predicate 

 

Fig. 4. Clinical Information System Alloy Analyzer Inconsistent Output 

Thus, the clinical information system adopting the Clinical Information Security 
Policy is a consistent system. Any misbehavior will results in an inconsistency where 
no instances are found. 

4 Conclusion 

In this paper, we presented the Clinical Information System Security Policy. We used 
system examples based on the defined security model. We formalized the system 
according to the model then checked its consistency. Since Alloy allows expressing 
systems as set of logical constraints in a logical language based on standard first-order 
logic, we used it to define the system and policy. When creating the model, we 
specified the system users and subjects then Alloy compiled a Boolean matrix for the 
constraints, and we asked it to check if a model is valid, or if there are counter 
examples.  
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Abstract. Length of hospital stay (LOS) is closely related to the control of 
medical costs and the management of hospital resources. In this study, we im-
plemented a data mining approach based on Back-Propagation (BP) neural  
net-works to construct a LOS prediction model that can help doctors and nurses 
individualize patient treatment. We analyzed medical data from 921 patients 
whowere diagnosed as cholecystitis and treated in a Chinese hospital between 
2003and 2007. Our prediction model achieved approximately 80% accuracy, 
and revealed 5 LOS predictors: days before operation, wound grade, operation 
approach, charge type and number of admissions. The model can be easily used 
toprovide suggestions for doctors and nurses determining patient LOS. 

Keywords: Length of hospital stay, LOS prediction, BP neural network,  
Data mining. 

1 Introduction 

With the continuous development of medicine and healthcare technology, the level of 
medical service is rising. At the same time, the excessive growth of medical costs puts 
significant pressure on governments and their healthcare service organizations. The 
effective control of medical costs and expenses has also become a priority issue for all 
healthcare institutions. The ideal medical service pattern should allocate medical  
resources accurately based on the understanding of the patient’s condition and needs 
to maximize the efficiency of medical services. Study and analysis of the patient’s 
condition, as well as of the medical process management, are needed to achieve  
this ideal pattern of medical service, and length of stay in the hospital (LOS) is an 
important variable to consider in this research. 

Previous studies have used LOS to assess medical costs and effectiveness and have 
made use of many methods to estimate or predict the LOS of particular patients.  
LOS has a direct link with medical costs and resource consumption. Stephen Mar-
tin[1]suggested that, in the absence of medical cost data, patient LOS should be used as 
the principal benchmark of not only the efficiency of inpatient medical treatmentbut 
                                                           
* Corresponding author. 
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also of the implied medical resource consumption. Samir M Fakhry[2] showed that 
adult trauma patient LOS correlates closely with trauma center profitability. Patient 
LOS also plays an important role in the assessment of medical charge policy; several 
studies have used LOS to measure the consequence of given medical charge policy  
[1-6], and LOS has been shown to be an effective indicator in the assessment of disease 
treatments and risk factors. Focusing on one disease, researchers identified factors that 
may cause a longer LOS, evaluated the effect of alternative treatments on LOS and 
assessed disease risk factors [7-17]. 

Previous studies have used various statistical methods to assess and predict LOS, 
including multiple linear regression and logistic regression [18-24]. Although these 
statistical methods have been applied widely, their ability to predict LOS has been 
unsatisfactory. Other modeling techniques have achieved better LOS prediction  
performance [11, 15-17, 23, 25-27]. Geert Meyfrodt [11] showed that a Gaussian 
process model demonstrated significantly better discriminative power than theEuroS-
CORE Yang chin sheng[15] etc. used a Support Vector Machine (SVM) model to 
predict LOS for burn patients. They emphasized that traditional linear regression may 
not have sufficient flexibility or robustness across different applications because it 
explicitly enforces linear relationships among independent variables and requires 
strict conformance to specific and often rigid assumptions, such as the assumption 
that residuals are independent and identically distributed. Therefore, artificial intelli-
gence techniques may have some strong advantages over traditional statistical models 
in LOS prediction. 

Data mining is an artificial-intelligence-powered tool that can be used to discover 
useful information within a database that can then be used to improve actions. Data 
mining can involve the analysis of observational data sets to reveal unsuspected rela-
tionships among multiple variables and summarizing the data in novel ways that can 
be both understandable and useful to the data owner. In medical practice, a variety of 
variables need to be considered when determining hospital LOS, such as demographic 
factors, characteristics of the disease, treatment modality, etc. A promising method for 
identifying potential LOS predictors would be to use data mining on a large dataset 
gathered from the Health Information System (HIS) and Electric Medical Records 
(EMR).  

In this study, we apply a data mining approach based on BP neural network to  
construct a prediction model for LOS. With the help of the data mining approach, we 
are able to obtain the LOS predictors and their combined mode for patients who un-
derwent surgery for cholecystitis. Based on different combined modes, we employ a 
BP neural network to construct LOS prediction models. Then, we compare different 
LOS prediction models and identify the reasonable predictors. 

2 Methods 

2.1 Patients and Data Collection 

The data we mined and analyzed were selected from the Oracle database of the HIS of 
a large hospital in Zhejiang Province, China, which contains over 700 beds and treats 
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over 15 thousand inpatients every year. We collected data from a total of 921 hospita-
lized cholecystitis patients who were treated in the hospital between 2003 and 2007. 
The raw medical data in the database were voluminous and heterogeneous. The  
medical data recorded in the HIS included various images, interviews with patients, 
laboratory data, and the physician’s observations and interpretations. We selected 
variables of interest from the Oracle database with the help of doctors that were famil-
iar with cholecystitis. These variables included demographic factors such as age, 
gender, and patient admission condition; operation information, including approach, 
number, scale, anesthesia and wound grade; and hospitalization information including 
charge type, days before operation and number of admissions. Table 1 shows the dis-
tribution of categorical variables in the data set. To express the impact of different age 
groups on the LOS, we divided all patients into three age groups. The “patient admis-
sion condition” expresses the patient’s disease situation when they were admitted to 
the hospital. It consists of three levels: level 1 indicates that the patient’s condition 
was critical and had to be treated immediately; level 2 indicates that the patient’s 
condition was an emergency, while level 3 means the patient’s condition was normal. 
There were three possible wound grade levels: Level Ⅰ(aseptic), Level Ⅱ (conta-
minated) and Level Ⅲ (infected). The charge type reflects the mode of payment 
used by the patient, which could be one of four different possible types: type 1, labor 
insurance, means medical costs are borne entirely by the patient’s employer; type 2,  
 

Table 1. Statistial results for categorical variables 

Variable Detail Occurrence (%) Number of records 

Gender 
Male 33.37 307 
Female 66.63 618 

Age 
Age<45 31.41 289 
45<Age<57 34.24 315 
Age>57 34.54 316 

Patient admission condition 
Level 2 10.43 96 
Level 3 89.57 824 

Operation approach 

Cholecystectomy 
15.43 142 

Laparoscopic  
cholecystectomy 

84.57 778 

Operation scale 
Large 95 874 
Medium 4.35 40 

Anesthesia 
General anesthesia 98.26 904 
Local anesthesia 1.63 15 

Wound grade 
Level Ⅰ 14.57 134 
Level Ⅱ 83.26 766 
Level Ⅲ 0.87 8 

Charge type 

Type 1 47.93 441 
Type 2 15.98 147 
Type 3 31.74 292 
Type 4 4.35 40 
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medical insurance, means medical costs are borne partly by the patient while the rest 
is shared by the Government and the patient’s employer; type 3, self-pay, means all 
medical costs are the patient’s responsibility; and type 4 covers other payment modes 
that have little relevance to our study. Table 2 contains the breakdown of numeric 
variables in the data set. “Operation number” represents the number of operations that 
patients underwent during their hospitalization, while number of admissions reflects 
the number of times patients were hospitalized; most of the patients in our study were 
hospitalized once and underwent one operation. Days before operation are a reflection 
of patients’ physiological condition and illness. LOS was our dependent variable. 

Table 2. Statistical results for numeric variables 

Variable Description 

 Min Max Mean SD 
Operation number 1 time 3 times 1.03 times 0.178 
Number of admissions 1 time 6 times 1.068 times 0.334 
Days before operation 0 day 50 days 2.487 days 3.302 
LOS of inpatients 2 days 74 days 7.066 days 5.218 

2.2 Medical Data Mining Approach 

Data mining is an artificial-intelligence-powered tool that can be used to discover 
useful information within a database, which can then be used to improve actions. Data 
mining can be applied to the analysis of observational data sets to find unsuspected 
relationships among multiple variables and to summarize the data in novel ways that 
can be both understandable and useful to the data owner. When mining medical data, 
we are not only concerned with generating and evaluating mathematical models; we 
are also sensitive to concerns regarding data privacy and must take the heterogeneity 
of the data into consideration[28]. For this study, we adopted the Cross Industry Stan-
dard Process for Data Mining (CRISP-DM). The CRISP-DM project was conceived 
in 1996 by three “veterans” of the immature DM market: Daimler-Chrysler (then 
Daimler-Benz), SPSS (then ISL) and NCR. The project was defined and validated as 
an industry- and tool-neutral DM process model, which is now the industry standard 
methodology for DM and predictive analytics across a wide range of sectors. The 
CRISP-DM process has been found useful for medical data analysis. Eduardo Rivo 
found the CRISP-DM process to be very suitable for lung cancer surgery analysis and 
showed that it improved medical care decision making as well as knowledge and 
quality management[29]. In our study, we focused on data understanding, data prepa-
ration, modeling and evaluation. 

2.3 BP Neural Network 

We applied a BP neural network as the modeling technique in our data mining 
process. There are various classification and prediction algorithms, such as decision 
trees, Bayesian belief networks, QUEST, Artificial Neural Networks (ANN), CHAID 
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and so on. ANNs are based on brain structure and, similar to the brain, ANNs can 
recognize patterns, manage data and learn. They consist of artificial neurons that  
implement the essential functions of biological neurons. Back-Propagation is one 
technique used to optimize ANN architecture. A Back-Propagation Network is a mul-
ti-layered feed-forward neural network, and back-propagation involves giving an 
input vector to the network, comparing the desired output to the network output for 
the given input vector, and changing each neural weight by an amount equal to the 
derivative of the error with respect to each weight multiplied by some learning rate. 

Daniel J. Sargent [27] has previously published research that compared Artificial 
Neural Networks with other statistical approaches. We chose a BP neural networks 
for data mining because these networks learn by example; consequently, the details of 
how to forecast the categories of LOS are not needed. What is needed is a collection 
of records that is representative of all of the variations of hospital LOS. As one of the 
architectures of ANNs, BP neural networks are also advantageous because they allow 
arbitrary nonlinear relations between independent and dependent variables. 

2.4 Empirical Study 

We chose Clementine 12.0 as our medical data mining tool because it is a commercial 
tool (SPSS, 2009) that conforms to the CRISP-DM process model. Our research 
process is illustrated in Fig. 1 and included the following steps, which will be de-
scribed in more detail below: data collection, data preparation, correlation analysis 
and BP neural network training. 

We collected data from a total of 921 hospitalized cholecystitis patients who were 
treated in the hospital between 2003 and 2007. 

 

Fig. 1. Data analysis procedure implemented in Clementine 
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To prepare our data for analysis, we deleted or de-identified variables that related 
to privacy and security, such as name and address, to protect the anonymity of the 
patients. We divided the dataset into three categories or bins (shown in Table 3) and 
then predicted the LOS for each bin. 

Table 3. Classification of the number of the stay in hospital 

Categories Number of  days  Number of records Mean Value of LOS 

1 2<=t<5 242 3 
2 5<=t<7 346 5 
3 7<=t<74 332 9 

For our correlation analysis, we assumed that all input and output variables were 
independent. The correlation strength was assessed using chi-square statistics and a 
significance level (α) of 0.05. We divided our significant results into three correlation 
strengths: strong (1-p>0.95), medium (0.90<1-p<0.95) and weak (1-p<0.90), where p 
was the test probability value. At the same time, we also calculated the correlation 
coefficient for every variable.  

To train the BP neural network, we had to set the value of several critical neural 
network parameters. Half of the records were selected randomly as the training set, 
while the other records were set aside as the test set. We chose to have a single hidden 
layer, 3 input neurons, 15 hidden neurons and 3 output neurons. We used an initial 
learning rate η of 0.35 and an η decay rate of 0.1. The learning rate was adjusted 
adaptively, and the initial the value was 0.9, according to experience. For Model A, 
we used all of the variables in Tables 1 and 2 (except LOS) as inputs and adopted 
LOS as our output variable. For Model B, we limited our inputs to variables that were 
strongly correlated with LOS.  

Finally, we used the test set to assess the prediction performance and model  
sensitivity of both models. 

3 Results 

3.1 Correlation Analysis Results 

We assumed that all input and output variables were independent. The correlation 
strength was assessed using chi-square statistics with a significance level (α) of 0.05. 
We divided our significant results into three correlation strengths: strong (1-p>0.95), 
medium (0.90<1-p<0.95) and weak (1-p<0.90), where p is the test probability value. 
We also calculated the correlation coefficient for every variable with LOS. The results 
are shown in Table 4. 

As can be seen from Table 4, all factors except Operation scale, Anesthesia and 
Gender showed medium to strong correlations with LOS. Therefore, we speculated 
that the patient's gender and the type of anesthesia used had little effect on LOS, and 
we did not consider them in our BP neural network modeling. The correlation  
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Table 4. Correlation strength of all the variables 

Variables Correlation Strength Correlation 

Number of admissions 0.111 Strong 
Operation scale 0.035 Weak 
Operation number 0.189 Strong 
Days before operation 0.388 Strong 
Patient admission condition -0.125 Strong 
Operation approach -0.484 Strong 
Wound grade 0.064 Medium 
Anesthesia -0.049 Weak 
Gender -0.044 Weak 
Charge type -0.116 Strong 
Age 0.172 Strong 

analysis also indicated that all of the variables except Patient admission condition and 
Operation approach were positively correlated with LOS; however, the sign of the 
correlation between a variable and a result was determined by the way the data were 
transformed and interpreted. We were more concerned with the absolute values of the 
correlation coefficients. Operation approach, for instance, included two different  
approaches, cholecystectomy and laparoscopic cholecystectomy, according to 
ICD9CM standard. 

3.2 Prediction Model Evaluation Results 

We built two models using different input vectors; one included all variables (Model 
A), and the other only included factors that had a strong correlation with LOS (Model 
B). The performance of the models is shown in Table 5. We could see that the preci-
sion of Model A was only 3-4% higher than Model B, suggesting that correlation 
analysis was important at the input layer of the neural network. 

Table 5. Results of the analysis to different Model 

 Model A Model B 
Correct 83.19% 79.2% 
 381 362 
Wrong 16.81% 20.8% 
 77 96 
Total 458 458 

We evaluated the model quality using measures of sensitivity, specificity, 
precision, false positives and false negatives. Sensitivity, which measures the fraction 
of positive cases that are classified as positive, and specificity, which measures the 
fraction of negative cases that are classified as negative, are the two most frequently 
used measures for medical models. [30] We classified the LOS of patients with 
cholecystitis into three categories. Table 6 shows the prediction performance of 
Model A. Theaverage confidence level of correctly classified records (mean correct) 
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for Model A was 0.758, while the average confidence level of incorrectly classified 
records (mean incorrect) was 0.446. Table 7 shows the predictive results of Model B. 
The mean correct value of Model B was 0.71, while the mean incorrect value was 
0.395. 

Table 6. The results of Model A evaluation measures 

Evaluation Measures 
Model A 

Category 1 Category 2 Category3 
Sensitivity 0.8430 0.8121 0.8615 
Specificity 0.9071 0.8711 0.9796 
Precision 0.2491 0.3598 0.3318 
False positives 0.1570 0.1289 0.1385 
False negatives 0.0929 0.1879 0.0204 

Table 7.The results of Model B evaluation measures 

Evaluation Measures 
Model B 

Category 1 Category 2 Category3 
Sensitivity 0.8471 0.7659 0.8193 
Specificity 0.8776 0.8519 0.9830 
Precision 0.2563 0.3515 0.3200 
False positives 0.1529 0.2341 0.1807 
False negatives 0.1224 0.1481 0.0170 

To enhance the interpretability of our neural network prediction models, we 
analyzed the importance of model inputs, and the results of these analyses are shown 
in Figs. 2 and 3. The input variables are listed in order of importance, from most 
important to least important. The value listed for each input is a measure of its relative 
importance, between 0 (a field that has no effect on the prediction) and 1.0 (a field 
that completely determines the prediction). 

 

Fig. 2. Relative importance of Model A inputs 
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Fig. 3. Relative importance of Model B inputs 

4 Discussion 

In this study, we adopted data mining approach based on a BP neural network and 
generated two LOS prediction models using different input variables. Model A used 
all of the variables that we selected as inputs, and Model B used a subset of these 
variables as inputs, which were filtered by correlation analysis. Based on the results 
that we described above, Model A had a slightly higher predictive accuracy than 
Model B, but the performance of the two models was similar. Careful consideration of 
input variables is needed when using BP neural networks to predict LOS. Using  
correlation analysis to filter our inputs, we observed a slight decline in the prediction 
accuracy of the model, suggesting that BP neural networks can express some hidden 
relationships between input and output variables. This hidden ability could be of great 
importance when mining medical data and constructing prediction models. 

To compensate for the lack of explanatory power of our prediction models, we ana-
lyzed the importance of variables used as input to our models. Comparing the two  
models, we found that 5 factors were important in predicting LOS for patients with cho-
lecystitis. They were Days before operation, Wound grade, Operation approach, Charge 
type, and Number of admissions. Two important factors may contribute to the signific-
ance of days before operation in predicting the LOS. First one, it’s obviously that the 
more days a patient is in the hospital before his/her surgery, the longer his/her LOS will 
be. In addition, the conditions of patients who were in the hospital for longer times prior 
to surgery were generally very complex or bad, which usually meant the patients also 
needed more time in the hospital for observation and nursing postsurgery. Wound grade 
reflects the extent that patients suffer from the trauma and surgery. As for the approach of 
the surgeon, we found that most of the patients whounderwent laparoscopic cholecys-
tectomy were classified in the shortest LOS bin, suggesting that laparoscopic cholecys-
tectomy reduces trauma and scarring and promotes a faster recovery. The abdominal 
muscle damage was reduced, and patients could ambulate and recover gastrointestinal 
peristalsis sooner. However, this relationship did not hold for cholecystectomy.  
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The charge type for cholecystectomy included normal medical insurance, labor  
insurance, self-payment and others. The physicians for these patients might have sug-
gested that the patients stay more days in the hospital because doctors are evaluated by 
patient turnover in many hospitals in China. These patients may also have been willing to 
stay in the hospital longer as a health precaution because the extra time cost them little 
given their insurance plans, potentially wasting medical resources. The rank of the rest of 
the variables was lower because they simply contributed to the most important factors 
that we have already discussed.  

In this study, we found that data mining using a BP neural network has great  
flexibility and robustness in predicting LOS for patients with cholecystitis. The  
majority of previous work has concentrated on traditional statistical methods, such as 
regression (Multiple linear regression, logistic regression and so on) to build LOS 
prediction models. Those methods can analyze existing data from a statistical  
perspective and predict possible LOS trends with the help of regression analysis, but 
they have several shortcomings: these statistical models strictly adhere to the statistic-
al hypothesis, and the relationships among variables are constrained to linear relation-
ships, which excludes the possibility of nonlinear relationships among the variables. 
In addition, these models are always used in retrospective studies; conclusions can 
sometimes be drawn from these models, but the conclusions are not useful for indivi-
dualizing patient treatment. To overcome the shortcomings of statistical methods in 
predicting LOS, some researchers have implemented artificial intelligence methods. 
SVMs and model-tree-based regression have been shown to perform well in model 
training and model explanation [15], but their application adaptability and prediction 
accuracy need to be improved. In this study, we used CRISP-DM and BP neural  
network modeling to establish a superior framework covering all aspects of LOS pre-
diction, from collection of data to model deployment. Additionally, our prediction 
model has greater flexibility and robustness because it uses a BP neural network. We 
are able to capture hidden nonlinear relationships between input variables and LOS, 
and we can use this model without prior knowledge of the complexity of the underly-
ing relationships. Third, our prediction model has strong portability; our prediction 
model can adapt to different applications through relearning and revising. The current 
study focused on only one medical institution, but the data mining framework can be 
transported to other institutions, and it could potentially even be extended to the  
regional medical information system.  

We not only consider the establishment of an LOS prediction model but also the 
application of our model. The LOS prediction model can be used as a second opinion 
in formulating patients’ postoperative treatment plans. Doctors subjectively determine 
patients’ hospitalization. Typically, they tend to recommend a longer LOS to ensure 
that patients have recovered and meet discharge indicators, but a longer LOS increas-
es medical costs. Our model shortens hospitalization as much as possible while ensur-
ing the rehabilitation of patients. The LOS prediction model can also be used by 
nurses. The prediction model can help nurses identify patients who will have to stay 
in the hospital longer early in their hospitalization and enable nurses to give them the 
specialized care they will need. Some studies have shown that careful medical atten-
tion given early on to patients who have a tendency to stay in the hospital longer can 
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significantly reduce their LOS and their medical expenses. The LOS prediction model 
can also be used by patients and their families to learn their hospitalization and  
communicate with their doctors in a comprehensible and effective manner. 

5 Conclusion 

We generated a LOS prediction model for patients with cholecystitis using BP neural 
networks. The prediction accuracy of this model was better than 80%, and we identified 
5 important predictors (Days before operation, Wound grade, Operation approach, 
Charge type, Number of Admissions) for the LOS of patients with cholecystitis. 
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Abstract. When storing files on an untrusted cloud, attribute based
encryption is the cryptosystem usually chosen to securely encrypt the
files while allowing fine grained access. When storing Personal Health
Records (PHR), we find that allowing access to a users emergency med-
ical records (EMRs) during an emergency would be difficult to achieve
while ensuring privacy preservation. Providing ECPs with unlimited and
unrestricted access to EMRs is not an acceptable solution for a privacy
view point. In this work our aim is to allow ECPs the ability to ac-
cess a patients EMRs, but only in the case of an emergency, preventing
them from abusing their privileges. We propose a solution that solves
this problem without requiring the participation of the patient in the
process.

1 Introduction

As patients our medical records are stored in many locations; hospitals, phar-
macies, clinics, medical labs, etc. This makes it difficult for a doctor to get the
complete medical history for a patient. Personal health records (PHR) have be-
come popular. In such a system, patients’ data would be gathered in one location
and is accessible to the patients.

With cloud storage we usually expect the data on the cloud to be protected
by trusted servers. However, if an attacker were able to penetrate the security of
the authentication server on such a cloud, he would be able to access all patient
records. Since medical health records are sensitive, we assume the data is stored
on an untrusted server.

Although this might seem unsecure, each file in the system is to be encrypted
using an attribute based cryptosystem which would only allow users with the
right credentials to decrypt the files. To better understand what we mean by
attributes we could think of them as roles or privileges which that entity has.
In a cloud based patient centric PHR management system, the patients have
control over their medical records. When we assume the cloud to be untrusted,
then this means that the files are to be encrypted with the patient’s private key
and access control is to be controlled by the patient.

Before a user encrypts a medical record, he associates that record with a
set of attributes which describe the users who should have access to the file.

G. Huang et al. (Eds.): HIS 2013, LNCS 7798, pp. 30–41, 2013.
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When a record is requested from the cloud, the user would be able to de-
crypt the record if and only if his key has all the attributes associated with the
encrypted record.

Our proposed solution solves the problem of granting an ECP access to a pa-
tient’s EMRs in case of an emergency while preventing them from abusing that
power to access patients’ records without an emergency.

1.1 Problem Statement

In case of an emergency, the patient’s EMRs must be available to ECPs. EMRs
contain basic information such as the patient’s blood type, terminal illnesses,
emergency contacts, etc. Granting access to these files may be easily done by
adding an attribute to represent an ECP. Also, when the patients encrypt their
emergency files, they must set the emergency access attribute. This solution
would easily allow ECP to access any patient’s emergency medical records. How-
ever, it does give too much power to ECPs. An employee at an ECP would have
the power to access all patient emergency files in the system without being de-
tected or stopped since we’re assuming the cloud to be untrusted.

In our research, our goal is to come up with a method that would enable us
to allow ECPs access to a patient’s emergency medical records without giving
them the ability to view every medical record in the system.

This paper is divided as follows. In section 2, we illustrate the problem by pro-
viding several scenarios. Section 3 will provide a brief technical background. Sec-
tion 4 will show similar related works. In section 5, we will present our proposed
solution.

2 Scenarios

In this section, we present two scenarios. The first scenario presents the behav-
ior of a PHR system during an emergency. The second scenario shows how an
adversary might be able to abuse such a system to invade a user’s privacy.

In the first scenario, a hospital gets a call about a car accident. They are
told that the patient is unconscious, and that he has been severely injured. The
hospital rapidly sends an emergency team to the location of the accident and
retrieve the patients file before he gets to the emergency. An employee at the
hospital enters the patient’s ID into the system and then the system would re-
trieve the patient’s EMRs in a reasonable amount of time.

In the second scenario, an employee at a hospital with malicious intentions
retrieves a public figure’s EMRs. The purpose of this request is to smear that per-
son’s reputation by convincing the public he is not healthy enough for a higher
position. The employee would enter the patient’s ID into the system. Rather
than getting the medical records back, the system should reject that request
and flag the hospital for abusing the system.
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3 Technical Background

The use of a username and password method of authentication would not be
useful since we are assuming the PHRs are stored on an untrusted cloud. Since
we are assuming the cloud to be untrusted, we assume that PHRs are available to
any entity on the cloud. However, the PHRs would be encrypted with ciphertext-
policy attribute based encryption. In this section we will provide a more detailed
description of attribute based encryption and threshold encryption.

3.1 Attribute Based Encryption

When using Biometrics as identities for Identity Based Encryption, the values of
the biometric feature readings contain noise. Amit Sahai and Brent Waters [1]
tackled this problem and in doing so, they also introduced what is now known as
Attribute Based Encryption. They suggested that if we use w as the Biometric
Identity, then the next reading of the biometric features would be w′, which
would be close to the value of w. They also proposed a Fuzzy Identity Based En-
cryption scheme which can use w′ as an Identity to decrypt messages encrypted
using w as the Identity. They then explain that Fuzzy-Based Encryption can be
used as an application for ”Attribute-Based Encryption”. In ABE, ciphertexts
are associated with attributes. To Decrypt the ciphertexts, a user must have all
the attributes needed to decrypt the file.

Matthew Pirretti, Patrick Traynor, and Patrick McDaniel [2] later proposed a
more secure Attribute Based Encryption method. They implemented more com-
plex policies for Attribute Based Encryption based on the work done by Sahai et
al. [1]. In their method they allow complex policies such as having ’and ’ and ’or ’
logical policies. They also applied their method to a medical application where
the patients’ medical records were only available to entities with the proper
attributes.

There are two basic ABE schemes, namely cipher-based attribute based en-
cryption (CP-ABE) [3] and key-policy attribute based encryption (KP-ABE)[4].
The difference between these two schemes is what the attributes describe. In
CP-ABE the attribute access structures are used to describe the encrypted data,
while in KP-ABE the attribute access structures are used to describe the user’s
key. CP-ABE is similar to RBAC, while KP-ABE is similar to ABAC.

3.2 Threshold Cryptosystems

In a (t, n) threshold scheme [5], a secret S is split into n shares and distributed to
the participants. To reveal the secret S, any t participants must work together
and use their share to calculate the secret S. Threshold schemes also ensure
that when t− 1 participants work together, it would not be possible for them to
calculate S nor gain any information about it.
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4 Related Work

Ming Li et al [6] proposed a method for providing access to emergency PHRs
encrypted with ABE during an emergency. They suggested using a break-glass
approach where each patient’s PHR’s access rights are also delegated to an emer-
gency department. To protect the PHR break-glass option from being abused
they suggested that the ER staff need to contact the emergency department
to verify their identities and verify the emergency case. The emergency depart-
ment would then give temporary read keys. After the emergency, the patient
may restore normal access by computing another key and then submit it to the
emergency department and the server to update the files.

Although their proposed solution provides access in emergency cases, they do
make the assumption of trusting emergency departments. Any employee in an
emergency department would be able to access any emergency PHR record in the
system. In our work we do make the assumption that non of the entities in the sys-
tem are completely trusted.We alsomake the assumption that the access to PHRs
is not achieved by emergency staff accessing them using their personal keys. In our
work we simplify the process by giving all ECPs the same attributes and keys.

Gardner et al. [7] proposed a different method which did not rely on attribute
based encryption. In their work they assumed the PHRs are to be stored on
a smart phone, and their goal was to protect the PHRs stored on the phone
from being accessed by an adversary. Moreover, the approach they proposed
may be modified to access EMRs stored on an untrusted cloud. They proposed
using Secret Sharing [5] to split the decryption key and distribute it to different
entities. By dividing the access capabilities, it becomes possible to associate the
credentials of different entities with varying weights. The partial weighted rights
are then distributed in a way where no one credential is sufficient to obtain
access, but appropriate combinations are.

They used Secret Sharing to distribute the decryption key kr between the
following entities:

– Break-The-Glass (BTG): a share that is used only as a last-resort access
mechanism.

– Password: a share accessible with the PHR owner’s password.
– EP: a share that is available to ECPs.
– Face: a share that is accessible with the PHR owner’s face.
– Finger: a share that is accessible with the PHR owner’s fingerprint.

Although this solution could be applied to provide access to PHRs stored on an
untrusted cloud. We do not think it could be used as a global solution because
this would mean that all medical health providers would be using the same
key. This implies that any ECP would be able to view all PHRs on the cloud.
Gardner et al. discussed this problem and suggested three mehtods for solving
this problem.
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– The first was to provide every EP with a different key pair. However, this
would mean that the client software must store a corresponding ciphertext
for each key. This would obviously have a huge storage overhead if looked at
as a global solution.

– The second solution was to use a public-key broadcast encryption system
such as that proposed by Boneh et al.[8], a trusted entity would generate
a private key for every EP and a broadcast public key. This entity would
program the private keys onto a smart card for each EP and maintain a list
of non-revoked keys. The client software would use this list and the broadcast
public key to encrypt the EP share.

– The third solution was to update the EP keys everyday, but this would
also require the patient to download the new keys and re-encrypt the PHRs
everyday.

Narayan et al [9] proposed a scheme for Privacy preserving electronic health
records (EHR) using an attribute-based infrastructure. The system they pro-
posed is patient-centric which means that the patient has complete control over
the EHR. In their scheme the EHR are stored in untrusted cloud storage. The
EHR in this system are seen as a directory of files stored in sub-folders. They
assumed EHR to have the following structure:

– Patients’ health data in the form of encrypted files. These files are encrypted
with symmetric keys which can be found in the entry files.

– A table consisting of entries corresponding to the patient’s files. The contents
of the entry files include the following:
• Meta data describing the files and their locations, all in encrypted form.
The data is encrypted using broadcast ciphertext-policy attribute-based
encryption and includes the following information:
∗ File description.
∗ A random locator tag which is also the file name used to locate the
file in the cloud.

∗ A symmetric key used to encrypt the health data.
• An access policy in plain text form which specifies who decrypt the
encrypted data in the entry file.

• A search-index for keywords within the encrypted file used for keyword
search. The search index is the encryption of the keyword.

5 Proposed Solution

We base our work on the privacy preserving PHR scheme proposed by Narayan
et al. [9] described in the related work section. However, in our work we introduce
a method that would allow ECPs to get access to a patient’s EMRs in case of
an emergency without giving them access to all EMRs in the system.

In our scheme, rather than generating a single key for every user in the system,
we propose generating another ABE key pair to aid in the emergency access
protocol. The public key generator (PKG) would generate another key kep for
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Fig. 1. Proposed system architecture under an LTE mobile network

every patient in the system for use in case of an emergency. This key would be
generated under the policy:

{emergency ∧ patient′sID = x}.

In our proposed scheme, we encrypt all EMRs with kep. We also note that no
one in the system would have that key, not even the ECPs or the patient. The
patient would not be able to decrypt the records without having the emergency
attribute.

The PKG would then split the kep key into n shares, where k shares would
be needed to recalculate kep. To achieve this, we propose using shamir’s (k,n)
threshold scheme [5]. In our scheme, we propose splitting the keys into four
shares, where any two shares are needed to compute kep. However, increasing
the number of shares needed to access an EMR would make it more difficult for
an attacker to conspire with key share holders to unlawfully access a patient’s
EMRs. All the key shares would also be encrypted with ke, which is a key with
the policy {emergency}. This would make the key shares accessible to ECPs
only. The key shares will be given to the following entities:

– One share would be in the patient’s entry file. This would enable any ECP
to access the patient’s first kep key share. However, the ECPs would not be
able to decrypt the EMRs because they would still need another share of kep
to be able to decrypt the EMRs.
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– A second share of kep is given to the patient for cases where the patient needs
emergency medical care, but is also able to participate in the protocol. In
this case, the protocol would enable the patient to provide the ECP with the
second share enabling them to retrieve and decrypt the emergency medical
records. This share could be stored on the patient’s mobile device and sent
to the ECP after the patient acknowledges the emergency.
Another method of storing the key share could be to give the patient an
RFID chip with the key share stored on it. This could even save time if
found in the patient’s wallet during an emergency.

– The third share would be giving to a third party, which would provide the
third share after verifying that the patient needs emergency medical atten-
tion. In this scheme, we assume the third party to be the patient’s telecom
provider. We do not assume that the telecom provider is completely trusted,
which is why all the key shares are also encrypted with ke. In section 4.2.5
we will further discuss why we chose the telecom providers to be the third
party and the methods they may use to verify an emergency situation. After
verifying the patient’s need for emergency medical attention, the partial key
is sent to the ECP allowing them to calculate kep and decrypt the emergency
medical records.

– The fourth share would be given to a government agency which would pro-
vide the fourth share after verifying that the patient is in need of emergency
medical care. This verification would be done manually by a government
employee. After making sure that the patient is in need of emergency medi-
cal attention, the government agency would authorize the system request to
send the kep key share to the ECP.

Encrypting the EMRs with an ABE key as in our proposed solution would enable
the patient to modify the medical records at anytime. This is mainly because
the system would automatically generate the EMRs from the patient’s medical
records and encrypt the EMRs with the policy set to:

{emergency ∧ patient′sID = x}.

Although encrypting the EMRs with an ABE key gives us the advantages we
mentioned above, we find that a problem could arise after a patient has received
the needed emergency care. Since the same key would always be used to encrypt
the patient’s EMR, the ECP would always be able to access the patient’s medical
records. If we assume that this could be a security risk, we propose the following
solutions to solve this problem:

– Session attributes could be added to the ABE access policy. The new policy
would be:

{emergency ∧ patient′sID = x ∧ session = y}.

It would be enough for the session attributes to be a counter where every
time the patient gets emergency treatment the counter y is increased by one.
The PKG would also need to split the new key to four share and redistribute
them.
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– Rather than using an ABE key kep to encrypt the EMRs, a random sym-
metric key Kr would be used to encrypt the patients’ EMRs. Similar to our
protocol, the first share of Kr would also be encrypted with ke and placed in
the patient’s entry file. The other shares would be distributed to the other
parties after encrypting them with ke.

Although using a symmetric key might seem more appropriate than using an
ABE key as in our proposed solution, we find that when using the latter, the
shares could always be recomputed by the PKG in case one of the key shares
is lost. However, if one of the symmetric key shares is lost then nothing can be
done unless a copy of the entire symmetric key is stored somewhere.

5.1 Key Share Providing Protocol

We propose an authentication protocol in place for sending a key share to the
ECP. The purpose of this protocol is to authenticate both parties to each other,
and ensure that the key share is securely sent to the ECP. ABE is used in this
protocol to ensure the confidentiality and integrity of the data.

Notations:

– ECP : Emergency Care Provider
– KSH : Key Share Holder (this could be any entity with a key share,

ex. patient or telecom provider)
– PID: Patient’s ID
– ECPID: ECP’s ID
– KSHID: KSH’s ID
– {..}KKSH : Encrypted with a key which has the identity attributes

set to the KSH’s ID
– {..}KECP : Encrypted with a key which has the identity attributes

set to the ECP’s ID
– Kepi: A key share of Kep

The Key Share Request Protocol:

– ECP → KSH {PID,ECPIDRAND1}KKSH

– KSH → ECP {PID,RAND1, RAND2}KECP

– ECP → KSH {PID,RAND2}KKSH

– KSH → ECP {PID, {Kepi}}KECP

5.2 Building a Patient-Centric EHR System

In this section, we outline the algorithms needed to construct a PHR system with
the properties described in our proposed solution. The protocol is presented in
a sequence diagram in figure 2.



38 F. Aljumah et al.

The main concept of this work is to build on current ABE PHR systems to
allow emergency access. Access to the EMRs is to be provided only in case of
a verified emergency. Granting access should not allow ECPs the right to view
every emergency medical record in the system. The encryption scheme of our
PHR system is based on CP-ABE [3] and contains the following functions:

PHR-Setup: Runs CP-ABE-Setup(): It is used to obtain the system public key
PK and the master secret MK. The setup algorithm will choose a bilinear group
G0 of prime order p with generator g. Next it will choose two random exponents
α, β ∈ Zp. The public key is published as:

PK = G0, g, h = gβ , e(g, g)α

and the master key MK is (β, gα).

PHR-KG(S,ID): Run CP-ABE-KeyGen(MK, S, ID). The key generation algo-
rithm will take as input a set of attributes S along with the ID of the user, and
outputs a secret key SKid that identifies with the set of user attributes.

PHR-ER-KG(ID): Run CP-ABE-KeyGen(MK, emergency, ID) to generate an
emergency key kep for a patient, the key generator will generate a key kep with
the attributes {emergency, patientID}.

PHR-Split-ER(kep): It is used to split the key kep into four shares where any
two shares are enough to reconstruct the key kep. The algorithm first chooses a
random value rand. Then it forms the polynomial:

f(x) = kep + rand x

Finally, it computes and returns the key shares kepi = f(i), 1 ≤ i ≤ 4, along
with the index i.

PHR-Combine-ER(kep1,kep2) it combines any two shares to reconstruct kep. The
algorithm computes the coefficient a1 of f(x) by using Langrangian interpolation.
The algorithm then can compute f(0) = a0 = kep.

PHR-Encrypt: Run CP-ABE-Encrypt(PK,M,T ) to generate a cipher text of a
message M under the tree access structure T .

PHR-Decrypt: Run CP-ABE-Decrypt(CT, SKid). The decrypt algorithm takes
as input the ciphertext CT and the private key SKid.

5.3 Emergency Verification

In our proposed solution, we suggested that a third party would provide a key
share of kep, which is also encrypted with ke, to the ECP after verifying that
the patient is in need of medical attention. It is difficult to come up with an
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Fig. 2. Sequence diagram of proposed solution

automated method to achieve this task because a false negative could delay
the medical care a patient needs. Also, a false positive would be an invasion
of a patient’s privacy. There are numerous ways of verifying an emergency. We
propose in this section three possible methods of emergency verification.

Willkomm et al. [10] analyzed data collected over three weeks at hundreds of
base stations in highly populated areas. The dataset consisted tens of millions of
calls and billions of minutes of talk time. In their study they found that 10% of
RF voice channels were allocated for the duration of about 27 seconds. They later
confirmed that these were calls that were either not answered and then redirected
to voice mail. This means that 90% of all phone calls were answered. With a 90%
probability of having phone calls answered, we propose giving the third share to a
third party that would contact the patient and emergency contacts to verify the
emergency. The third party could be a telecom provider given the resources they
have. Moreover, with the high percentage of mobile subscribers, we are assuming
every user in the system would be a mobile subscriber. We propose the following
three methods of verification, each with its advantages and disadvantages.

Location Based Verification: Telecom providers have the ability to find a
mobile subscribers approximate location given the cell towers providing the mo-
bile subscriber with a connection to the network.

When a ECP requests a key share for a patient, the telecom provider may
provide it if the patient’s telecom device is in a location within a reasonable
distance from the hospital’s location.

This solution has the benefit of being completely automated. This would lead
to a response within seconds, allowing the ECPs the chance to act rapidly to
save the patient’s life.

Although this solution would deny access from ECPs which are not in the
same location as the patient’s mobile device, it would still be possible for an
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ECP to target a specific person within the same location where the patient’s
mobile device is located. Access might also be denied if the patient’s mobile
device’s battery runs out in a location far from the location of the emergency.
This would mean that the telecom provider’s data shows the last known location
of the patient’s device in a different area. However, that could also be solved with
an algorithm that would estimate the possibility a patient could travel from the
last known location to the location of the emergency. Also, access to a patient’s
key share might be denied because the patient did not have his/her mobile device
at the location where the emergency occurred.

Emergency Contact Verification: To overcome the disadvantages in the
location based solution, we propose contacting the patient’s emergency contacts.
The telecom provider could either send a text message or generate an automated
call to the patient asking for permission to provide access to the ECP. In case
the patient does not reply within a reasonable amount of time, the same request
would be sent to the patient’s emergency contacts.

This method has the benefit of being more thorough in verifying whether the
patient is in need of emergency care or not. However, it does require more time,
which could be dangerous to the patient’s health in an emergency. Moreover,
a request might be denied if the emergency contacts are contacted during late
hours of the night.

Location-Based and Emergency Contact Verification: Both of the emer-
gency verification methods we mentioned above had their advantages and disad-
vantages. Thus, we propose using a hybrid solution that combines both methods.
We propose using the emergency contact verification method in the beginning,
and in case no response is returned, the location based method would take over.
This means that a request would only be denied if the emergency contacts do
not respond within a reasonable time interval and the patient’s last location is
not in proximity to the ECPs location.

6 Conclusion

In this work we discussed the problem of providing emergency response providers
access to emergency PHRs stored on an untrusted cloud. We proposed a solution
based on using ABE and threshold cryptography to secure the data on the cloud
while providing fine grained access control and confidentiality. In our solution we
proposed a protocol capable of providing access to these records, but only during a
verified emergency. We achieved this by splitting the decryption key between four
parties where two are needed to calculate the decryption key. We also discussed
how verifying the occurrence of an emergency can be automated by a third party
such as a telecom provider. We believe that this method can be generalized to
storing sensitive data in untrusted storage systems such as cloud storage systems.
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Abstract. Healthcare providers are facing an enormous cost pressure and a 
scarcity of resources, so that they need to realign in the tension between eco-
nomic efficiency and demand-oriented healthcare. Clinical guidelines and clini-
cal pathways have been established in order to improve the quality of care and 
to reduce costs at the same time. Clinical guidelines provide evident medical 
knowledge for diagnostic and therapeutic issues, while clinical pathways are a 
road map of patient management. The consideration of clinical guidelines dur-
ing pathway development is highly recommended. But the transfer of evident 
knowledge (clinical guidelines) to care processes (clinical pathways) is not 
straightforward due to different information contents and semantical constructs. 
This article proposes a model-driven approach to support the development of 
guideline-compliant pathways and focuses the generation of ready-to-use path-
way models for different hospital information systems. That way, best practice 
advices provided by clinical guidelines can be provided at the point of care and 
therefore improve patient care. 

Keywords: Clinical Pathways, Clinical Guidelines, Metamodeling, Health Level 7, 
Ontologies, Hospital Information Systems. 

1 Introduction 

Clinical guidelines and clinical pathways are accepted instruments for the quality 
assurance and process optimization in the healthcare domain. Both concepts define a 
standardized best practice about appropriate patient treatment for a specific disease. 
Clinical pathways are defined as "a complex intervention for the mutual decision 
making and organization of care processes for a well-defined group of patients during 
a well-defined period" [22]. They provide a process-like description of proper medical 
treatment, whereas clinical guidelines are defined as "systematically developed state-
ments to assist practitioner and patient decisions about appropriate health care for 
specific clinical circumstances" [5]. They represent results of latest research. The 
positive impact of clinical guidelines on the quality of care has been scientifically 
proven in [6]. But their influence on clinical routine is still very low in Germany due 
to their narrative and non-formalized form [18]. A decisive factor for the success of 
clinical guidelines is the provision of the knowledge at the point of care [13]. 
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The main challenge can be summarized as follows; imprecise, not formalized and 
abstract guidelines have to be implemented as concrete processes. Clinical pathways 
are appropriate for that purpose; they are used in different kinds of healthcare facili-
ties, facing a diversity of hospital information systems (HIS). The following approach 
presents an IT system, which allows the derivation of guideline-compliant pathways 
and which generates evidence-based pathway models for different target systems. 

2 Conceptual Model Development 

The consideration of clinical guidelines during pathway development is highly  
recommended, but there are no standardized mechanisms, which ensure a guideline-
compliant care. Guideline recommendations are abstract and therefore not directly 
applicable. Thus, these recommendations have to be implemented and tailored to local 
settings. By using clinical pathways for that purpose, the content-adaption of clinical 
guidelines leads to concrete process flows [13]. That way, the latest scientific findings 
can be applied in everyday healthcare and therefore lead to a best quality of  
patient care. This section presents the conceptual model to ensure the development of  
guideline-compliant pathways. 

2.1 Related Work 

Several methodological approaches exist to implement clinical guidelines into opera-
tional practice. They show considerable differences concerning the aim or result of 
the translation process (clinical pathways vs. computer-interpretable guidelines). In 
addition, they vary in the degree of automation (highly manual vs. semi-automated 
approaches). 

One approach focus the formalization of narrative guidelines in a computer-
interpretable form (see [11, 21]), which can be processed in decision support systems. 
The domain experts are supported during this process by special editors. It is error-
prone to map prose text to coded data, because clinical guidelines can partly be  
ambiguous, incomplete, or even inconsistent [14]. Several guideline representation 
languages exist as rule-based languages, e.g. Arden Syntax, logic-based languages, 
e.g. PROforma, task network models, e.g. Asbru, GLIF, or document-centric ap-
proaches i.e. GEM. Differences and similarities of these languages are outlined in 
[16, 19]. If computer-interpretable guidelines should be used by a hospital in order to 
provide the medical knowledge during patient care, the hospital information systems 
need to have the ability to interpret and use those formalizations. The translation 
process does not produce a clinical pathway by definition; rather computer-
interpretable guidelines (CIGs) are created to support the decision making process 
during patient treatment. This approach provides one way to implement guideline 
recommendations in daily routine, but, according to [13], the translation of clinical 
guidelines into alerts and reminders does not support the patient treatment as a unit. 

The second approach is a highly manual process, where clinical pathways are  
developed on the basis of existing clinical guidelines (see [2, 8, 15]). The pathway 
development process is done by a group of domain experts. An interdisciplinary team 
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is composed of all professional groups involved, e.g. physicians, nurses, medical con-
trollers, quality assurance representatives. At this approach, the pathway development 
process starts with an extensive literature research, where pertinent guidelines are 
identified. The analysis needs to be done manually by the interdisciplinary team or a 
single project member. It is a time-consuming and resource-intensive task with no 
methodical support. The extracted recommendations from the guidelines can be used 
as an input for the pathway development. Therefore, the guideline content needs to be 
tailored to local conditions and a consensus among the participating health profes-
sionals needs to be reached [13]. Information technology is mainly used for modeling 
tasks and not for the whole lifecycle management of clinical pathways. The result of 
this development process is a clinical pathway for one specific healthcare facility. The 
interdisciplinary team produces text documents or informal process models, which 
describe the appropriate care for a specific disease in form of a clinical pathway. 
Thus, the developed pathways cannot be directly interpreted by IT systems. A forma-
lized description and additional technical information for the enactment of clinical 
pathways needs to be defined, e.g., mapping of service calls to specific tasks. The 
implementation of clinical pathways is a separate step, which is done by IT-
specialists. It is an error-prone task, because these experts often do not have detailed 
domain knowledge and sometimes the pathway definitions are ambiguous. There is a 
high need for communication between the domain- and the IT-specialists. Several 
cycles are necessary to implement the pathways in the present information system. 
Thus, a gap between development and implementation of clinical pathways exists as 
well as a media break between both process steps. 

A further approach focuses the systematic derivation of clinical pathways from 
clinical guidelines by the help of a model-based methodology (see [10, 20]). Jacobs 
[10] developed a reference model for the methodical transfer of clinical guidelines in 
clinical pathways, which was exemplary deduced from the breast cancer treatment. 
One universal pathway for a specific guideline was derived, which can be adapted to a 
special institution in a further step. Jacobs performed a theoretical examination of the 
derivation process; but no consistent IT support for the implementation of the derived 
clinical pathways in the present information system was provided. Schlieter [20] car-
ried the results from Jacobs forward. Rule sets were added to the reference model in 
order to define the way of reusing model content. Schlieter provides construction 
techniques for deriving specific models from a formalized guideline.  

After presenting the related approaches, the following requirements can be im-
posed, as a quintessence, for our work. In contrast to other approaches, the whole 
development process (definition, implementation, lifecycle management) is sup-
ported. Each presented approach covers only one aspect of the entire derivation 
process; a formal representation (see CIGs), the development of concrete clinical 
pathways for one specific institution (manual process), or the systematic translation 
(model-based approach). The work in hand creates a guideline-compliant clinical 
pathway, which describe the whole patient treatment of a special disease in one  
concrete setting. Additionally, ready-to-use path models are generated for different 
hospital information systems to implement the derived pathways. Related approaches 
especially neglect the last step (deployment), although it is a decisive factor for the 
success and usage of clinical pathways. 
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2.2 Model-Driven Approach 

We propose a model-driven approach for defining guideline-compliant pathways  
(see Fig. 1). The key part is an underlying metamodel, which provides a formalized 
description of evidence-based pathways and stores all extracted information. A meta-
model offers the ability to represent data structures of a special domain in a concise 
way. In this context, it can merge knowledge of clinical guidelines and clinical  
pathways in a generic model before the guideline-compliant pathways are integrated in 
concrete information systems. Our goal is the provision of a metamodel that underlies 
both; the knowledge elicitation process (step 1 in Fig. 1) and the generation process 
(step 2 in Fig. 1). A detailed description of the derivation process can be found in  
Sec. 2.3. The entire model-driven approach for defining guideline-compliant pathways 
is supported by information technology. Therefore it consists, in general, of two differ-
ent modules; a modeling component to define a clinical pathway on the basis of existing 
clinical guidelines and a generation component, which supports the deployment of these 
pathways in concrete information systems.  

 

Fig. 1. Model-driven approach 

The encoding for the metamodel is given through artifacts of Health Level 7 
(HL7), a worldwide accepted standard in the healthcare domain. HL7 provides a 
comprehensive framework for interoperability that improves care delivery, optimizes 
workflow, reduces ambiguity, and enhances knowledge transfer among all of the 
stakeholders; see [9]. It ensures a platform independent description of guideline-
compliant pathways until they are deployed in concrete information systems. The 
encoding was done on basis of the HL7 Care Plan Model, which has been developed 
by the HL7 group to define action plans for various clinical pictures. The HL7 Care 
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Plan Model is not a normative standard yet [9]; rather it is a draft, which can be  
extended and adapted to depict the metamodel of guideline-compliant pathways.  

Before we point out, how the derivation of guideline-compliant pathways takes 
place, we briefly present the metamodel. It can describe intersectoral pathways  
involving multiple medical disciplines and healthcare facilities. Clinical guidelines 
provide, in the majority of cases, recommendations for the whole medical treatment 
of a disease including different episodes of care, e.g. prevention, diagnostics, thera-
peutics, follow-up, and rehabilitation. Our model offers elements to depict such an 
integrated care approach. Every episode of care can be supported by different health-
care facilities and is represented by a set of clinical pathways. These pathways de-
scribe the entire care activities for one episode. Fig. 2 exemplary summarizes that; the 
episode acute care is completely described through the pathways P3 – P7. Each 
pathway can furthermore be divided into different treatment phases, e.g. a preopera-
tive day, a day of surgery, and a postoperative day, see Fig. 2. Each phase is described 
by a set of medical, nursing, and administrative activities. According to Health Level 
7, there exist different activity types to describe the patient treatment, e.g. procedures, 
medications, encounters, and observations. A pathway can be defined by composing 
these activity types, adding responsibilities in the care process, and specifying the 
detailed control flow. To realize the last-named routing, we integrated the HL7 
workflow control suite of attributes. Beside these process-like structures, additional 
information from clinical guidelines, e.g. risk factors, complications, or guiding 
symptoms, is considered. This information has no influence on the control flow of 
patient treatment, but it can create added values especially for young professionals 
and thus should be displayed on demand in the target systems. To depict this informa-
tion, a generic parameter system has been integrated in the metamodel. 

 

Fig. 2. Structure of the metamodel 
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The HL7 Care Plan Model was extended by the following classes to depict the  
entire elements of the metamodel: 

1. Assignment of clinical guidelines to clinical pathway; that way the evident basis 
for the definition of a guideline-compliant pathway is stored 

2. Adding structural components to define intersectoral pathways, and to divide the 
whole patient treatment in coherent units, e.g. episodes of care 

3. Defining concepts like costs, strength of evidence and recommendation, and so on 
(those contents cannot be depicted by the original model) 

4. Integrating the HL7 Control Suite of Attributes to enable the definition of a  
detailed control flow 

5. Representing additional information within a parameter system 

These extensions should be evaluated and proved in a HL7 interoperability forum, 
which intends the presentation and discussion of HL7 specific implementations. 

2.3 Derivation Process 

The derivation process is done by an interdisciplinary team. They use existing (narra-
tive) clinical guidelines to define guideline-compliant pathways. In general, three 
different steps need to be performed by the domain experts. 

• Step 1: Extraction of all pertinent guideline recommendations, which should be con-
sidered during pathway development, and which are classified based on the elements 
of the metamodel. The classification indicates the content of a narrative recommen-
dation, e.g. medication, procedure, observation, additional information. We delibe-
rately avoid the direct mapping of these narrative recommendations onto coded data 
of the metamodel. The coding is done in two different steps. Step 1 only includes the 
extraction of pertinent information from a clinical guideline, which is supported by 
an integrated mark-up tool. In addition, we enriched the narrative recommendation 
semantically by classifying the content. In step 2 the coding is realized. 
Example: “Patients with early invasive breast cancer should have a baseline dual 
energy X-ray absorptiometry (DEXA) scan to assess bone mineral density” [17]. 
Classification: An X-ray is an examination (observation). 

• Step 2: Formalization of the recommendations; through the classification in the 
previous step, the correlation between the metamodel and the guideline excerpts is 
already given. The metamodel defines all descriptive attributes for a specific ele-
ment, e.g. a procedure consists of a name, an OPS code, and so on. Based on this 
definition, customized forms are generated to capture the remaining information in 
order to formalize the narrative recommendations. Step 2 is completed by adding 
further activities, which are not defined within clinical guidelines, but which need 
to be performed during patient treatment, i.e. nursing activities. After step 2 all  
activities are represented in a computerinterpretable form (HL7).  
The following representation of the DEXA examination is produced by the IT system 
(see Fig. 3). The domain experts do not need any knowledge about the metamodel 
and its representation. They use generated forms to fill in all necessary data and the 
system stores the formalized elements within the structures of the metamodel. 
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Fig. 3. HL7 representation of a dual energy X-ray absorptiometry 

• Step 3: Composition of a guideline-compliant pathway by sequencing the defined 
activities, by adding responsibilities and resources, by defining a detailed control 
flow and so on. This step is supported by a graphical editor. The input for step 3 is 
the list of all formalized activities (step 2). Based on these elements, the definition 
of the clinical pathway can be done. 

The IT system supports the domain experts in extracting pertinent knowledge from 
clinical guidelines and mapping the information onto the underlying metamodel. The 
main goal is to hide the complexity of the metamodel and provide an intelligent guid-
ance to the domain experts to extract pertinent elements from the narrative guidelines 
and to translate these recommendations in pathway structures. The domain experts 
need to have the ability to use the IT system without having knowledge about the 
underlying model and the target representation of the backend system. Therefore the 
acquisition and definition process can be performed without imposing the burden on 
the experts of learning formal representation languages. A clinical guideline is one 
knowledge source during this process and is enriched by factual and practical know-
ledge of the domain experts, which has a bearing on the development process as well.  

3 Generation of Ready-to-Use Pathway Models for Different 
Hospital Information Systems 

After the development process, the guideline-compliant pathways are defined and 
represented within the metamodel. Most of the healthcare facilities use and manage 
clinical pathways in their information systems. Therefore the next step is the deploy-
ment of the guideline-compliant pathways. The introduction of clinical pathways into 
a hospital information system can create the most added values, i.e. a continuous  
surveillance of clinical outcome is possible or routinely documentation tasks can be 
reduced, because only derivations from a pathway need to be recorded. There exists a 
diversity of HIS in German hospitals. They use different strategies to manage and 
enact clinical pathways. Some HIS use explicit process models in conjunction with a 
diversity of process modeling languages, e.g. Business Process Model and Notation 
(BPMN), or XML Process Definition Language (XPDL). Other store clinical path-
ways within the HIS database. The guideline-compliant pathways, which are depicted 
within the metamodel, are described by a HL7 specific XML structure. As a conse-
quence, to execute the guideline-compliant pathways, they need to be translated into 
different formalisms of the target systems, i.e. SQL or various XML syntaxes. For 
that purpose, two steps are required; a mapping between the elements of the metamo-
del and the elements of the target systems needs to be done; see Sec. 3.1. In addition, 
a technical translation of the pathway into the target formalism has to be realized; see 
Sec. 3.2. Fig. 4 points out different aspects of the generation process. 
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Fig. 4. Different layer of the generation process 

3.1 Component Mapping 

We take a knowledge management approach to ontologically model the component 
mapping between the elements of the metamodel and the elements of the target sys-
tems. Gruber [7] defines an ontology as an “explicit formal specification of a shared 
conceptualisation”. Ontologies represent a key technology, which enable semantic 
interoperability and integration of data and process [3]. “Semantic” means the map-
ping between a language or modeling syntax to some formalism, which expresses the 
“meaning” [1]. Semantic applications do not focus on the presentation of data rather 
they focus on the subjects and their relationships. The main advantage is the explicit 
representation of these concepts, that underlie an application and the needed presenta-
tions are generated by these specifications [1]. In this approach, different metadata 
schemes of HIS describing clinical pathways need to be linked. The main advantage 
of modeling the component mapping ontologically instead of hard coding this infor-
mation content is the possibility to extend or adapt the knowledge consecutively. If 
the data model of a target HIS changes, these modifications can be made intuitively. 
For performing the initial mapping, a detailed knowledge about the target systems is 
required. Therefore, a system analysis is performed for every target HIS identifying 
the available components to represent the information contained in the metamodel.  
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The component ontology ensures that every element of the metamodel is mapped 
to one or more equivalent representations in a target system. It is possible that an 
element of the metamodel has only one counterpart, e.g. a medication. But it is possi-
ble too, that there are several ways to represent an element in a target system. This 
will be clarified by the following example. 

The HIS iMedOne (Tieto) provides the path module Doc.Path to manage and enact 
clinical pathways. The elements of the pathway are scheduled in a calendric view and 
are assigned to different dimensions. A dimension aggregates equal element types, 
e.g. orders, medications, nursing activity, so that various views can be defined for 
different user groups. The element medication in the metamodel has only one equiva-
lent in Doc.Path; a prescription. But additional information out of the generic parame-
ter system could be represented in different ways, e.g. a new dimension information 
can be created and the content can be placed within such an element, or this informa-
tion is displayed within the textual description of a specific path element, or it is 
represented by a document or an URL, which can be added to every path element.  

Based on the possible representation forms defined within the component mapping, 
the interdisciplinary path team has the choice, how to implement the guideline-
compliant pathway. Again the users are supported by the IT system, because the sys-
tem knows about the available facilities of the target system and can therefore offer 
the possible elements to the domain experts, who can perform the configuration of the 
pathway. As a consequence, the arrangement of the pathway models in a special  
system is no black box for the domain experts. In contrast, they can influence the 
results by interacting with the IT system. The arrangement of a pathway in a concrete 
information system may even vary between different users. Thus, the configuration 
can be stored individually to adapt the generated suggestions to each user.  

Concerning the generation of concrete pathway models, there exist, in general, two 
different kinds of information; active and passive elements. Passive elements, i.e. addi-
tional information, can be simply copied to a target system and can be handled as pure 
data. In contrast, active elements require the creation of special elements in the target 
system and therefore the interpretation of the information content. For instance, a lab 
test described within the metamodel, would lead to a concrete order in a target system. 
Thus, such elements need to be converted and implemented in a backend system. 

3.2 Technical Mapping 

The last task within our approach is given by a technical translation to actually gener-
ate ready-to-use pathways. Basically we have to compile one formalism into another 
and this kind of problem has been successfully solved over decades through methods 
of theoretical computer science. So we can use long time approved methods at this 
point. Coming from the HL7 specific XML structure of the metamodel, there are at 
least three different translation schemata to mention: 

• XML to other XML syntaxes 
• XML to a relational data model 
• XML to other formalisms 
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The translation can be realized using a transformational language like XSLT (XSL 
Transformation), if the target formalism is XML specific either. Additionally, there 
exist several methods to map XML data into relational tables, cf. [4].  

4 Conclusion and Future Work 

We presented a model-driven approach, which supports hospitals and other healthcare 
facilities in developing guideline-compliant pathways. As a result, the latest scientific 
findings can be transferred into clinical routine. Our goal is to support the entire life-
cycle of guideline-compliant pathways by one IT system including the definition and 
deployment of the pathways in different target systems. The IT system enables the 
domain experts to model the pathways without requiring knowledge about formal 
representation languages and to configure the defined pathway in a concrete target 
system. The encoding of the metamodel by Health Level 7 ensures a non-proprietary 
solution; the last translation process is not even required for HIS, which can import 
clinical pathways using a HL7 interface.  

The first part of this approach was already proven by one concrete example. We 
translated the interdisciplinary S3 Guideline for the Diagnosis, Treatment and Follow-
up Care of Breast Cancer [12] into the metamodel and showed that the whole infor-
mation content can be depicted precisely by the HL7 artifacts. In a further step, the IT 
system should be evaluated in cooperation with a German hospital focusing on the 
handling of the system. Additionally, the generation process of ready-to-use pathway 
models should be tested by different HIS.  
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Abstract. Follow-up care for Cancer patients is provided by the oncologist at the 
cancer center. There are administrative and cost advantages in providing the 
follow-up care by family physicians or nurses. This paper presents a Semantic Web 
approach to develop a decision support system for the Colorectal Cancer Follow-up 
care that can be used to provide the follow-up care by the physicians. The decision 
support system requires the development of Ontology for the follow-up care 
suggested by the Clinical Practice Guidelines (CPG). We present the ontology for 
the Colorectal Cancer based on the follow-up CPG. This formalized and structured 
CPGs ontology can then be used by the semantic web framework to provide patient 
specific recommendation. In this paper, we present the details on the design and 
implementation of this ontology and querying the ontology to generate knowledge 
and recommendations for the patients.  

Keywords: semantic web, ontologies, clinical practice guidelines (CPG), 
Colorectal Cancer Follow-up. 

1 Introduction 

Follow-up care is a medical program that (cancer) patients participate in after their 
primary treatment. Some of the key points are [5]: 

a) Follow-up care involves regular medical checkups and tests, which includes a 
review of patients’ medical history and physical exams; 

b) The purpose of follow-up care is to check for (cancer) recurrence, the return of 
cancer in the primary, or metastasis, which is the spread of cancer to another part of 
the body; 

c) The visits during follow-up care may be helpful to identify or address some 
treatment-related problems patients may have, or to check for problems that 
continue or may arise after treatment ends; 

d) Follow-up care is specified depending on the type of cancer, the type of treatment 
patients received and patients’ overall health condition; 

e) Follow-up care can be divided into long-term versus short-term that is 
determined by the length of the program; or it can be divided into high-intensive 
and low-intensive program which is judged by the visit or test frequencies; 

f) There are usually some guidelines for each follow-up care program, although 
different doctors may have different emphases in practice.  
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Follow-up care helps to identify changes in patients’ health, early detection of other 
types of cancer, solve ongoing problems related to the cancer or its treatment. 
Oncologist discusses the follow-up program with the patient based on the Clinical 
Practice Guidelines (CPG) which is followed by the patient. For efficient 
administrative and cost effective treatment, the follow-up can be administered by a 
physician or a nurse. This can be done by providing the physician or the nurse with a 
decision support system based on the CPG to help provide the follow-up care at the 
secondary care level.  

Clinical Practice Guidelines (CPGs) [2], [3], [6], [13] for follow-up care is the key 
both for the physicians as well as patients. It is evidence-based recommendation to 
use in a more general clinical setting where specialist is not required. In order to give 
follow-up care, physicians need access to the CPGs and then apply it to individual 
patient. It is the first document reference for the physicians. CPGs can also be used to 
standardize medical care, improve quality of care, reduce kinds of risks (mainly to the 
patient) as well as achieve the balance between cost and medical factors, such as 
efficiency, specificity, sensitivity and clearness. 

In this paper we use semantic web [11] technology to construct well-defined 
ontology [10] to build a decision support system for the Colorectal Cancer follow-up 
care based on the CPG. We do not present the complete framework for the decision 
support system due to limited space. Ontology for the Colorectal Cancer follow-up 
CPG [2] is created by defining the relevant classes, properties and its relationships.  

2 Semantic Web and Ontology 

Semantic Web can be referred to the technology of “Web of linked data” that can 
enable people to create data accessible through the Web, build vocabularies to 
eliminate the ambiguities, and define rules to handle data. 

The Semantic Web component, which is also known as the Semantic Web Stack, 
consists of XML, XML Schema, RDF, RDF Schema and OWL [8] as its standards 
and tools. The structure and architecture of this stack is shown in Figure 1. The main 
components are defined below. 

1. RDF is a language used to express data models as resources and the 
relationships amongst the resources. RDF can be represented in various 
syntaxes, such as RDF/XML, N3, and Turtle. 

2. RDF Schema (RDFS) extends the RDF by adding semantic vocabularies to 
describe properties and classes of RDF resources. 

3. OWL adds more vocabularies to describe properties and classes, such as 
relations between classes, cardinality (e.g. “some”, “exactly one”), equality, 
richer typing and characteristics of properties and enumerated classes, it 
improves the semantics in the ontologies. 

4. RIF (Rule Interchange Format) is the Rule Layer of the Semantic Web Stack, 
and 

5. SPARQL [12] is a language to query data from Semantic Web sources, such 
as RDF and OWL. 
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Fig. 1. The Semantic Web Stack 

Ontologies are used to represent the knowledge as a set of concepts within a domain 
and the relationships amongst them. It can also be used to reason about the entities 
within domains and describe the domains. Ontologies can be used as a form of 
knowledge representation about things, which makes the ontologies as a very 
important component in the Semantic Web that provides meaning to the text. 
Although there are some differences within different formats of ontologies, most of 
the ontologies consist of the following components: 

• Individuals: instances or objects as the entities 
• Classes: sets or collections of things, which are categorized by types 
• Attributes: properties, characteristics about each class or individual 
• Relations: how classes and individuals are related to each other 
• Function terms: complex structure, or combination of certain relations 
• Restrictions: define what should be true or false to obtain logical inferences 
• Rules: if-then statements that describe the logical inferences to obtain 

assertions 
• Axioms: assertions and rules that comprise the overall theory 

After all the content of components is created within ontologies, it can be coded into 
ontology language, such as Web Ontology Language (OWL). 

3 Ontology Engineering Colorectal Cancer Follow-Up Care 
CPG 

American Society of Clinical Oncology [1] released an update [4] of Colorectal 
Cancer follow-up care CPG based on published evidence and results from three 
independently reported meta-analyses of randomized controlled trials. The abstract of 
the update (new version) of the follow-up care CPG for Colorectal Cancer is: 
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1. Annual computed tomography (CT) of the chest and abdomen for 3 years 
after primary therapy for patients who are at high risk of recurrence and who 
could be candidates for curative-intent surgery; 

2. Pelvic CT scan for rectal cancer surveillance, especially for patients with 
several poor prognostic factors, including those who have not been treated 
with radiation; 

3. Colonoscopy at 3 years after operative treatment, and, if results are normal, 
every 5 years thereafter; 

4. Flexible proctosigmoidoscopy every 6 months for 5 years for rectal cancer 
patients who have not been treated with pelvic radiation; 

5. History and physical examination every 3 to 6 months for the first 3 years, 
every 6 months during years 4 and 5, and subsequently at the discretion of 
the physician; 

6. Carcinoembryonic antigen every 3 months postoperatively for at least 3 years 
after diagnosis, if the patient is a candidate for surgery or systemic therapy. 

3.1 Ontology Design 

The following classes should be created to represent the CPG as ontology: 

1. Patient: the CPG is designed to help deliver follow-up to patients, and every 
statement of the CPG is about patients; 

2. Disease: the CPG is designed to conduct follow-up for Colorectal Cancer, 
which is a disease. This class can include all the diseases, and in this 
particular case, has Colorectal Cancer;  

3. Follow-up: follow-up will represent as the class of all the follow-up care 
CPGs, which in this case includes CPG for Colorectal Cancer follow-up; 

4. Treatment: all the tests, laboratory exams, and medicines mentioned in the 
CPGs. 

Object (Class) Properties 

Next, the object (class) properties have to be defined so that the classes can be 
connected to one another. The first class is the Disease, so that each disease has some 
follow-up care. As a convention to ontology naming, hasFollowup property is 
created, where the domain is the class of Disease while the range is the class of 
Follow-up that connects the classes as “Disease has some Follow-up”. 

Second property would be involveTreatment between the classes Follow-up and 
Treatment since every follow-up involves at least one test or exam. The two classes 
can be connected as “Follow-up has some Treatment”. 

recommendedFor property connects classes Follow-up and Patient. There are six 
items in the Colorectal Cancer follow-up CPG, with different requirements and 
condition of patients. Each item should be designed for different patients. Thus the 
classes are connected as “Follow-up is recommended for a Patient”. 

OWL supports inverse properties, i.e. the inverse relationship from class A to B as 
a relationship from class B to A. isFollowupOf is the inverse property of hasFollowup 
between the classes Disease and Follow-up. It represents the relationship “Follow-up 
is follow-up of Disease”. 
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Fig. 2. Classes and Object relationships in the Colorectal Cancer follow-up CPG Ontology 

So in all there are four object properties in the CPG ontology to represent the 
relationships amongst the classes. Meanwhile, these object properties embed 
semantics into the four classes as shown in Figure 2. 

Data Properties 

In order to efficiently develop the ontology, data properties are carefully defined 
according to the CPG. Data properties provide more information such as attributes. 
Individuals in each class have different data properties, as attributes for each class. 
After carefully studying the CPG mentioned above, the following data properties are 
created and associated to individuals in each class: 

Patient class: 

• atHigherRiskofRecurrence: indicates whether a patient is at higher risk 
of recurrence, with binary value “yes” or “no” 

• isCandidateforCurative-intentSurgery: specifies if a patient is a 
candidate for curative-intent surgery, with binary value “yes” or “no” 

• hasSeveralPoorPrognosticFactors: indicates whether a patient has 
several poor prognostic factors, with binary value “yes” or “no” 

• hasTreatedwithRadiation: indicates if a patient has been treated with 
radiation, with binary value “yes” or “no”  

• hasTreatedwithPelvicRadiation: indicates if a patient has been treated 
with pelvic radiation, with binary value “yes” or “no” 

• hasCancerSpecified: gives more information on the specific disease for 
the patient, for example, colon is a specific cancer of Colorectal Cancer 

• isCandidateforSurgeryorSystemicTherapy: indicates if a patient is a 
candidate for surgery or systemic therapy or not 

Disease class: 

• name: provides formal name of disease 
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Follow-up class: 

• name: provides formal name for disease, the same as the data property 
in the class Disease 

• startFrom: indicates the start time or date of such follow-up 
• position: where to proceed the actual test on the patient 
• frequencyWithinFirst3YearsMax: defines the maximal test frequency 

within the first 3 years after the follow-up is created 
• frequencyWithinFirst3YearsMin: defines the minimal test frequency 

within the first 3 years after the follow-up is created 
• conditionOfFirst3Years: gives more information of the condition on 

such follow-up item to the physician to arrange follow-up, within first 3 
years 

• frequencyAfterFirst3YearsMax: defines the maximal test frequency after 
the first 3 years of the follow-up 

• frequencyAfterFirst3YearsMin: defines the minimal test frequency after 
the first 3 years of the follow-up 

• conditionAfterFirst3Years: gives more information of the condition after 
the first 3 years on such follow-up item to the physician to arrange 
follow-up 

Treatment class: 

• name: formal name of test, exam, medicine 
• abbreviation: abbreviation of test name, such as CT stands for 

Computed Tomography 

The design of the ontology described above has four classes, four object properties 
and seventeen data properties. Next the designed ontology is coded into OWL. 

3.2 Coding the Ontology 

In order to code the designed ontology into OWL, protégé [9] is used to accomplish 
this task. Protégé is a powerful OWL editing tool with GUI using JENA [7] engine of 
Semantic Web [11]. The very first step is to name the ontology, i.e. the URI, as the 
URI is the unique address and name for ontology. In the paper, the URI of Colorectal 
Cancer follow-up CPG Ontology is 

http://fccwebsys.cs.laurentian.ca/ontologies/2012/5/colorectalcancerfollowup.owl 
This is the URI of the ontology, and with the ontology document placed on the server, 
everyone can access this ontology through the web. 

Protégé provides a friendly interface that allows all operations to the ontology in an 
efficient and easy manner. Figure  shows adding a new class to the Colorectal Cancer 
Follow-up CPG ontology. In OWL and protégé, everything belongs to Thing, and all 
the classes are subsets of the Thing. Comments can be easily added into the ontology, 
which is intended for programmers to know how to use the ontology or the 
functionality provided by a class. Once the classes and properties are created, they can 
be accessed by adding # after the URI and names after # to access. For example, once 
class Disease is created, it can be accessed by visiting 
http://fccwebsys.cs.laurentian.ca/ontologies/2012/5/colorectalcancerfollowup.owl#Disease 
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Fig. 3. Add class into ontology in Protégé 

Figure shows how to add object (class) properties to the ontology. As can be seen 
in this figure, object property hasFollowup belongs to the domain of Disease, while 
on the other hand it might belong to some other class also. So the keyword “some” is 
used to indicate that hasFollowup has the domain of Disease, but is not limited to this 
class/domain. Class Followup is the range of hasFollowup, which will include the 
individuals of actual follow-up items, while isFollowupOf is the inverse property of 
hasFollowup. 

 

Fig. 4. Add object properties to ontology 

Figure  shows the screenshot of creating data properties into the ontology.  The type 
or value of data property could be Integer, String, or Boolean as regular data types. As 
in this ontology, Integer is selected to represent number of months and String to 
represent text and sentences. Figure 6 shows the individuals and its data properties after 
the ontology is created. For example the 6th item of the CPG converted to ontology is  
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named as followupitem6. In the object property assertions, it can be seen that this item 
involvesTest carcinoembryonicantigen is one individual in the Treatment class. After all 
the classes, object properties and data properties are created, individuals are required to 
be added into the ontology to represent actual semantics. The classes and properties are 
abstract rules, until the individuals are added into the classes, semantics or knowledge 
cannot be represented. Individuals are added accordingly with divergent data properties 
most of the time as shown in Figure. 

 

Fig. 5. Creating data property for ontology 

 

Fig. 6. Individuals in the ontology 

3.3 SPARQL Query 

SPARQL is an RDF query language and its name is an acronym that stands for 
SPARQL Protocol and RDF Query. The query consists of triple patterns, conjunctions, 
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disjunctions, and optional patterns. SPARQL allows unambiguous queries from users, 
unlike SQL, which for example treats both “email” and “e-mail” as the same, and that 
SPARQL deals with URI, which is defined uniquely. SPARQL defines four different 
query types (variations) to achieve different goals. They are defined below. 
SELECT query: Query to extract raw values from a SPARQL endpoint (through 
HTTP, or local dataset), the results are returned in a table format. SELECT defines 
the named variables that are in the result set. 

CONSTRUCT query: Query to extract information from SPARQL endpoint and to 
transform the results into valid RDF. This query builds an RDF on a graph template. 
In the graph template, named variables are bound by a WHERE clause. 

DESCRIBE query: Query to extract an RDF graph from the SPARQL endpoint, while 
the content is left to the endpoint to decide about the useful information. For each 
URI found or mentioned in the DESCRIBE clause, the query processor should 
provide a useful fragment of RDF, such as all the known details. 

ASK query: The ASK query returns a Boolean result; true if the pattern is matched, 
false otherwise. 

Each of the query forms above involves a WHERE clause that puts constraints on the 
query to minimize the results.  

 
PREFIX table: 
<http://fccwebsys.cs.laurentian.ca/ontologies/2012/5/colorectalcancer
followup.owl#> 
SELECT ?name ?diseasename ?position ?starttime ?testname ?hasCancer 
FROM 
<http://fccwebsys.cs.laurentian.ca/ontologies/2011/5/colorectalcancer
followup.owl> 

WHERE 
{ 
  ?hasFollowup table:name ?name. 
  ?hasFollowup table:isFollowupOf ?disease. 
  ?disease table:name ?diseasename. 
  ?hasFollowup table:position ?position. 
  ?hasFollowup table:startFrom ?starttime. 
  ?hasFollowup table:involveTest ?test. 
  ?test table:name ?testname. 
 
  OPTIONAL { 
    ?patient table:hasCancerSpecified ?hasCancer. 
  } 
  FILTER(regex(?hasCancer, "rectal") && ?diseasename = "colorectal 

cancer"). 
} 
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An example of the SPARQL query on the CPG could be written as “what are the 
follow-up items for the Colorectal Cancer with rectal cancer in particular? Provide  
the name of each follow-up item, and for each item, provide the name and position of 
the test, and mention the start time of the test”: 

As shown above, the first line of the query is to define the prefix. By doing this, it 
makes the query clean and understandable, and defines “table” to represent the URI of 
the CPG ontology (owl). Variables are indicated by a “?” or “$” prefix. 

OPTIONAL clause is used to take care of undefined properties. For example, in 
the example above, variable ?hasCancer may not occur in some follow-up items, so 
this variable or property is optional. If the OPTIONAL clause was not defined, 
hasCancer information will not be retrieved. OPTIONAL provides extended 
information, so that if the condition is met in the OPTIONAL clause, the solution will 
be extended, otherwise the original solution will be returned. 

FILTER clause is used to restrict the result to a minimal set. The condition in the 
FILTER clause must be met, as in an ontology dataset (OWL) a large amount of data 
may be defined and stored. Using FILTER will get the results that meet certain 
conditions. For example, in the above query, regex stands for regular expression, that 
means the value of the variable ?hasCancer must contain the string “rectal”, while the 
value of the variable ?diseasename must be “colorectal cancer”. A logical AND “&&” 
specifies that the two conditions must be true at the same time, so the FILTER clause 
shows that the follow-up items must belong to the disease of colorectal cancer, and 
the type of this cancer must be rectal. 

The SPARQL query processor will search for sets of triples to match this pattern 
above, binding the variables in the query to the corresponding parts of each triple. 

Results Binding: After sending the query, the corresponding results will be returned in 
XML format. The SPARQL results document begins with sparql document element in 
XML, with the namespace of http://www.w3.org/2005/sparql-results#. 

There are two sub-elements inside the sparql element, head and results. 
While for the ASK query, the sub-elements would be head and boolean, the 
elements must appear in the defined order. 

Head: head is the first element in sparql element. Most of the time head must 
contain a sequence of elements describing the set of the names of query variables in 
the queried order from the select, or in the corresponding order of the results 
element, and it is the same order as in the select query, while the order will be 
undefined if select * is used, which means select everything about the results. 

Inside the head element, there are empty child elements with the same name 
called variable. This variable is provided with an attribute called name, which 
would have the values of the queried variables.  

In the case of a boolean query result, there will be no element inside head 
element. Sometimes a link element may appear inside the head element with an 
attribute called link that links to another URI. This would be some additional 
metadata besides the regular variable element inside the head. 
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Results: The results contain all the query results. While inside the results 
element, individual result element is present as a group of result unit. Each result 
element corresponds to one query solution in a result and contains child elements of 
the query variables that appear in the solution (query). 

Each binding inside a solution is coded as an element binding as the child element 
of result, with the variables appearing as the value of name attributes. The 
following snippet shows how results element looks like when it is binding two 
variables testname and position:  
 

<?xml version="1.0"?> 
<sparql xmlns="http://www.w3.org/2005/sparql-results#"> 
<head> 
    <variable name="testname"/> 
    <variable name="position"/> 
</head> 
<results> 
   <result> 
      <binding name="testname"> 
 <literal xml:lang=”en”>CT</literal> 
      </binding> 
      <binding name="position"> 
 <literal xml:lang=”en”>Chest</literal> 
      </binding> 
   </result> 
   <result> 
      <binding name="testname"> 
 <literal xml:lang=”en”>CT</literal> 
      </binding> 
      <binding name="position"> 
 <literal xml:lang=”en”>Pelvic</literal> 
      </binding> 
   </result> 
    ... 
</results> 
</sparql> 
 

As shown above, in the results there are two individual result units, one is 
CT at position of Chest, the other is CT at position of Pelvic. For the Boolean results, 
it would be <boolean>true (or false)</boolean> directly after head element. 

3.4 Testing the Ontology 

After the Colorectal Cancer follow-up Ontology is created, SPARQL has to be 
implemented to test the outcome of the query result. In the development of the CPG 
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ontology engineering, twinkle [14] is used as a SPARQL tool to query the OWL 
ontology. A SQL-like query against the ontology can generate all the information 
required to represent the CPG knowledge. As tested, it provides the expected results 
as desired, and can fully support the development of the proposed framework.  

4 Conclusions  

In this paper we demonstrated the use of Semantic Web technology to develop the 
Colorectal Cancer follow-up CPG ontology and to query the ontology. A decision 
support system has been created using this ontology as a knowledge source to 
generate follow-up recommendations for the patients although it has not be presented 
in this paper due to lack of space. The decision support system can help physicians to 
decide the details of the follow-up for individual patients, to make decision on test 
selection, frequency selection and so on. The decision support system is designed to 
be as easy to use as a regular web application, but has the underlying semantics to 
generate knowledge.  
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Neural Network Solution  
for Intelligent Service Level Agreement in E-Health 

Nada Al Salami and Sarmad Al Aloussi 

Abstract. In the next twenty years, service-oriented computing will play  
an important role in sharing the industry and the way business is conducted  
and services are delivered and managed. This paradigm is expected to have 
major impact on service economy; the service sector includes health services  
(e-health), financial services, government services, etc.With increased 
dependencies on Information and Communications Technology (ICT) in their 
realization, major advances are required in user (Quality of Services) QoS 
based allocation of resources to competing applications in a shared environment 
provisioning though secure virtual machines.  

In this paper, we pointed in addressing the problem of enabling Service 
Level Agreement (SLA) oriented resources allocation in data centers to satisfy 
competing applications demand for computing services. e-Health offers a QoS 
Health Report designed to compare performance variables to QoS parameters 
and indicate when a threshold has been crossed. e-Health graphs relevant 
performance metrics on the same axes as thresholds indicative of SLAs or 
equivalent requirements. We suggest a methodology which helps in SLA 
evaluation and comparison. The methodology was found on the adoption of 
policies both for service behavior and SLA description and on the definition of 
a metric function for evaluation and comparison of policies. In addition, this 
paper contributes a new philosophy to evaluate the agreements between user 
and service provider by monitoring the measurable and immeasurable qualities 
to extract the decision by using artificial neural networks (ANN). 

Keywords: Service Oriented Architecture, Service Level Agreements,  
e-Health, a QoS, and Neural Network. 

1 Introduction 

The term e-health, referring to all digital health-related information, in the latter 
part of the nineteenth and early part of the twentieth century, medical applications 
were quick to derive benefit from the progress being made in the field of analogue 
telephony. The technology enabled not only individuals to call the doctor but also 
hospitals to transmit electrocardiograms over telephone lines. Digital telemedicine has 
experienced tremendous growth over the past 25 years and is now a major component 
of e-health. It enables, among other things, the exchange of healthcare and 
administrative data and the transfer of medical images and laboratory results. The 
prefix "e-", standing for "electronic", is similarly used in numerous other applications 
such as "elearning", "e-governance" and "e-transport", to convey the notion of digital 
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data. Without digitization there would be no automatic processing and no 
instantaneous exchange via the network. The term "health" is used broadly and does 
not refer solely to medicine, disease, healthcare or hospitals. The scope of e-health is 
health in general, with its two major facets, namely public health –which is the 
responsibility of States and is geared towards preventing and responding to disease in 
populations – and healthcare, which is geared towards E-health products, systems and 
services are location independent, in that they can be used locally (doctors' surgeries, 
hospitals) or remotely, as is inherent in the term “tele” (teledermatology, telesurgery, 
telediagnosis and so on). Currently, health information is accessed from and 
transferred over many different types of computers, telecommunications networks and 
information systems .Often these have been implemented in isolation of one another 
making it difficult and costly to share information between providers and systems in a 
secure way. In a person-centered health system the ability to connect services, 
applications and systems is essential for allowing patients to be cared for by the right 
health provider, at the right time and place, providing access to patient records 
electronically with the confidence that information is kept secure at all stages. The 
Connected Health Program is a key step in achieving this aim. Its purpose is to 
establish the secure environment needed for the safe sharing of health information 
between all the participating health providers.  

Service-level agreements are, by their nature, "output" based — the result of the 
service as received by the User is the subject of the "agreement." The (expert) service 
provider can demonstrate their value by organizing themselves with ingenuity, capability, 
and knowledge to deliver the service required, perhaps in an innovative way. 
Organizations can also specify the way the service is to be delivered, through a 
specification (a service-level specification) and using subordinate "objectives" other than 
those related to the level of service. This type of agreement is known as an "input" SLA.  

The cooperation between services and service oriented architectures for e-health 
need to interact between them, generally service level agreements expressed in 
ambiguous ways and this implies that they need to evaluate both in a mutual 
agreement to qualify a service and in monitoring process.  

The development of SOA, organization is able to compose complex applications 
from distributed services supported by third party providers. Service providers and 
User negotiation based service level agreement (SLA) to determine different activities 
(security, cost, penalty,…..etc) on the achieved performance level. The service 
providers need to manage their resources to maximize the profits. 

To maximize the SLA revenues in shared data environments, it can be formulated 
as the dual problem of minimizing the response time and maximizing throughput. 
That proposal considers the problem of hosting multiple web sites. 

2 Policies to Express Service Level Agreements 

We need a formal way to express Health Service Levels and automate the Agreement 
process (sick and system). To do this we will adopt a policy way for the formalization 
and an evaluation methodology for the automatic agreement. Policies can be 
expressed and formalized in mathematical formal or intelligent formal. We could 
classify the following types of policies: 
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1. Formal policies are usually expressed in mathematical form. 
2. Semi formal policies are partially expressed in artificial form. 

The formal policies are typically expressed by us according to service provider model 
need to express in an unambiguous way technical procedures, while the needing to 
express practical and behavioral aspects of the service providing process for secure 
form policies. Both technical and organizational aspects are very critical, the policy 
formalization and the evaluation process are performed by an artificial model. It 
intends to make the decision more sensitive to the policy formalization in terms of 
what to express in a security policy and in which formalism to express it [1],[2]. 

3 The Evaluation Methodology 

Having formalized and expressed SLAs by a policy form, in this thesis we need an 
evaluation methodology to compare them and decide to request a service from the server 
or changing the server to provide the request service. The proposed methodology is based 
on a Reference Evaluation Model (REM) to evaluate and compare different security 
policies and behavior policies, quantifying their security level by either value 0 (represent 
not existing sub provision for each immeasurable provisions) or value 1 (represent 
existing provisions)  . The model will define how to express in a rigorous way the 
security policy (formalization), how to evaluate a formalized policy, and what is its 
service level. In particular the REM is made of three different components: 

1. The policy formalization, 
2. The evaluation technique,  
3. The reference levels. 

3.1 The Policy Formalization 

The formalization policy is a way to express all the qualities parameters for SLA in a 
rigorous technique to define either the qualities exist or not, or for measurable 
qualities with defined values. 

These qualities can be applied directly to evaluate it either mathematically or 
artificially to extract the suitable decision. 

3.2 The Evaluation Technique 

We propose REM includes the definition of a technique to compare and evaluate the 
policies; we have called this component the REM Evaluation technique. Different 
evaluation techniques represent and characterize the measurable and immeasurable 
level associated to a policy in different ways, for example with a numerical value, a 
fuzzy number [3] or a verbal judgment representing its security level. 

3.3 The Reference Levels 

The last component of the REM is the set of SLAs levels that could be used as a 
reference scale for the numerical evaluation of SLA. When references are not 
available, the REM could be used for direct comparison among two or more policies.  
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4 SLA Structure 

The service providers and the users often negotiate by the qualities to base the Service 
Level Agreements (SLAs) by behavior aspects based on the achieved performance 
levels. The service provider needs to manage its resource to maximize its profits. The 
optimization approaches are commonly used to provide the service load balancing and 
to obtain the optimal classifications for quality of service levels. By the above are also 
used as guidelines and for realizing high level trends. One main issue of these systems 
is the high variability of the workload according to values of measurable and 
immeasurable qualities [4]. 

By such model, the service can dynamically be allocated among the service 
providers depending on the service availability. Fig.1 shows the architecture of SLA 
model implementing an autonomic infrastructure. Service providers are allocated and 
de-allocated on demand on servers. The server level agreement model can monitor the 
qualities and by predictor phase, it can allocate the server to provide the service. 

 

 

 

Fig. 1. SLA architecture of data center 

The main components of the SLA model [2] include a monitor, a decision maker 
and a server allocator. The system monitors the qualities and performance matrices of 
each form, identifies requested classes and estimates requested service time. The 
decision maker can evaluate the system performance from the trace values. The 
allocator chooses the best system configuration.  

5 Service Level Agreement Categories 

SLA was defined as a contract between the users and service providers, and then the 
contract has many rules. Their rules can be established by different ways either 
manually or automatically. It can be either static, which means the system will be fixed 
without any modifications or upgrading all the service providing or the contract rules be 
dynamic and changing all the time, therefore SLAs typically fall into three categories: 

Basic: a single SLA with well established matrices those are measured and/or 
verified. The collection of these matrices is typically done manually.  
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Medium: the introduction of multi-level quality based on the cost of the service. 
The objective is to balance the levels of quality and cost. Automatic data collection 
enables comprehensive reports.  

Advanced: dynamic allocation of resources to meet demand as business needs evolve. 
From all the above, the SLA can be classified according to the inputs values 

collection way and the SLA, the inputs can define as qualities can classify as below: 

5.1 Measurable Qualities 

There are many measurable qualities; it can measure for each user, the definitions of 
the measurable qualities are shown below: 

Accuracy is concerned with the error rate of the service. It is possible to specify the 
average number of errors over a given time period.  

Availability is concerned with the mean time to failure for services, and the SLAs 
typically describe the consequences associated with these failures. Availability is 
typically measured by the probability that the system will be operational when 
needed. It is possible to specify the system’s response when a failure occurs − the 
time it takes to recognize a malfunction. 

Capacity is the number of concurrent requests that can be handled by the service in 
a given time period. It is possible to specify the maximum number of concurrent 
requests that can be handled by a service in a set block of time. 

Cost is concerned with the cost of each service request. It is possible to specify the 
cost per request the cost based on the size of the data − cost differences related to 
peak usage times. 

Latency is concerned with the maximum amount of time between the arrival of a 
request and the completion of that request.  

Provisioning-related time (e.g., the time it takes for a new client’s account to 
become operational). 

Reliable messaging is concerned with the guarantee of message delivery. It is 
possible to specify how message delivery is guaranteed (e.g., exactly once, at most 
once) whether the service supports delivering messages in the proper order. 

Scalability is concerned with the ability of the service to increase the number of 
successful operations completed over a given time period. It is possible to specify the 
maximum number of such operations. 

5.2 Immeasurable Qualities 

There are three main immeasurable qualities that can be defined by main provision and 
sub provision for each quality; in the following we define the immeasurable qualities: 

Interoperability is concerned with the ability of a collection of communicating 
entities to share specific information and operate on it according to an agreed upon 
operational semantics. Significant challenges still need to be overcome to achieve 
semantic interoperability at runtime. 

Modifiability is concerned with how often a service is likely to change. It is 
possible to specify how often the service’s 

Interface changes. 
Implementation changes. 
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Security is concerned with the system’s ability to resist unauthorized usage, while 
providing legitimate users with access to the service. Security is also characterized as 
a system providing non-repudiation, confidentiality, integrity, assurance, and auditing. 
It is possible to specify the methods for 

authenticating services or users 
authorizing services or users 
encrypting the data 

5.3 Policy Formalization 

It will depend on measurable and immeasurable qualities which are mentioned is 
previous section. It will form two unsymmetrical matrices, first one describes the 
immeasurable qualities for n users, as well as the output matrix describe the decided 
output. The second matrix represent the measurable matrix, each row represent the 
provision and the state of each column represent if the sub provision exist or not, the 
output matrix represent the trace value of measurable matrix. Trace is the value of 
each matrix by maximum value of matrices. 

 

Measurable Matrix 
Output usern = [Trace, Request, Delay Request, Wait, Change Provider, New User] 
 

 Prov.1 Prov.2 Prov.3 ---------------------------- Prov.m--1 Prov.m  

Interoperability -  - -    - -  

Modifiability -  - -    - -  

Security -  - -    - -  

          
Immeasurable Matrix 
Output= [Trace, Activated output] 

5.4 Mathematical Evaluation Technique 

To adopt WS-policy framework and to express policies for security-SLA the 
framework is structured as a hierarchical tree to express all sub provisions. We have 
started the formalization by considering the set of items proposed by [5]; the first 
level of the tree structure includes: 

 User1 User2 User3 ----------------------------------- Usern--1 Usern  
Accuracy  - - -    - -  
Availability  - - -    - -  
Capacity  - - -    - -  
Cost  - - -    - -  
Related Time  - - -    - -  
Scalability  - - -    - -  
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1. Security documentation, 
2. Security Auditing, 
3. Contingency Planning, 
4. User Security Training, 
5. Network Infrastructure Management, 
6. Physical Security, 
7. User Discretionary Access Control (DAC) Management, 
8. Password Management, 
9. Digital Certificate Management, 
10. Electronic Audit Trail Management, 
11. Security Perimeter or Boundary Services, 
12. Intrusion Detection and Monitoring, 
13. Web Server Security, 
14. Database Server Security, 
15. Encryption Services, 

6 Configuration Management 

All the above items represent general categories (both technical and organizational) 
and they are actually expressed in natural language. Second level provisions try to 
describe all the details about all sub provisions and they express objects that are still 
complex but bring a more bounded security information; for example the Digital 
Certificate Management provision includes: Key Pair Generation, Key length, Private 
Key Protection, Activation Data, Key Controls and verification, Network Security 
Control, Cryptographic module engineering controls [6]. 

The provisions defined in the first two steps by either existing or not, the structures 
of tree nodes identify complex security provisions, leaves identify simple security 
provisions. Furthermore the other immeasurable qualities Interoperability and 
Modifiability can be represented in the same way for security provisions.  

7 ANN Evaluation Technique and Concepts 

A web service can be described broadly as a service available via the web that conducts 
transactions. E-businesses set up Web Services for clients and other Web Services to 
access. They have a uniform service provider locator at which they can be accessed and 
have a set of activated outputs. These web services interact to each other they would 
need to create and manage service level agreements amongst each other. SLA 
management involves the procedure of signing SLAs thus creating binding contracts, 
monitoring their compliance and taking control actions to enable compliance. 

To define and develop new intelligent approach that provides optimal services to 
the end-user in client-server environment. The proposed approach will be used to test 
the service level agreement by selecting policies formalization for each end user. 
Artificial neural networks (ANNs) are used as interface between the client side and 
providers to decide if the service query must send by the current server or there is a 
need to change the server. In this case a heuristic search algorithm based on genetic 
algorithm will be run to find good such server. To design the ANN service level 
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agreement (SLA), matrices technique are used  by define different policies 
formalization in different category then it will find the trace for each matrix by 
maximum value of the matrices, so that  it can select the optimum policy formula.This 
is particularly useful in applications where the complexity of the data or task makes 
the design of such a function by conventional technique is impractical. Application 
areas include system identification and control (process control), and decision 
making. In service level agreement we select different patterns of policy 
formalization, then train ANNs, so that it can select the optimum policy formula, this 
formula represent the best formula to test the service behavior in SOA. Fig.2 shows 
the general concepts of Neural Network Service Level Agreement in SOA. 

 

 

Fig. 2. ANN Service Level Agreements 

7.1 Proposed ANNSLA Model 

The main idea of this model is to be able to decide if the services can supply by 
service provider or not depending on the value of the activated outputs. Because of 
this model was proposed depending on artificial neural network then the ANN needs 
to train by input and output data sets to be able to extract the outputs for other input 
data sets. The training input and output data sets will be represented according to the 
mathematical models. The input sets of ANN represent the measurable and 
immeasurable matrices which are used in mathematical model while the output sets 
represents the extracted outputs for the traces and the activated outputs from the 
mathematical calculations model. There are two phases should execute to extract the 
correct decision. In the following we will discuss the phases of ANNSLA model: 

ANN Training phase: in this phase, the extracted data sets (formalized inputs and 
calculated outputs) from the SLA mathematical model will apply to ANN to train it as 
Fig.4. Operation Phase: when the ANN trained correctly according to inputs/outputs 
data sets, it will be ready to use it as decision maker for different input sets to extract the 
trace value and activated output or outputs for either immeasurable qualities or 
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measurable qualities. To evaluate the output values, it can compare the extracted outputs 
with calculated outputs from mathematical model, Fig.4 shows the general trained 
ANNSLA model. By this model can extract the outputs for different inputs by applying 
it to trained ANN. As we mentioned in the training phase, the trained ANN be as a 
decision maker to extract the outputs. When applying the immeasurable or measurable 
matrices to trained ANN it can extract the trace and activated output or outputs.  
 

 

Fig. 3. ANNSLA training phase 

 

Fig. 4. ANNSLA operation phase 

7.2 ANNSLA Process and Simulation 

The ANNSLA will build using ANN architecture, it’s very important to select the 
architecture by defining the number of layers (hidden layers), the number of input 
nodes in input layer, the output nodes in output layer, the values of inputs, the values 
of target outputs, and the error value. These architectures can be done by using 
MATHLAB package version 7.7.0. ANNSLA MATLAB Architecture 

As we mentioned in the above sections the ANNSLA model architecture has two 
part one for measurable qualities and the second one for immeasurable qualities, this 
means there are two ANN.  

The measurable ANN part consists the following:  
Input layer with consist 6 input neurons for each user. The inputs represent the 

measurable qualities which are the accuracy, availability, capacity, cost, related time, 
and scalability. The values of these inputs represent numeric value all the time ≤ 1[6]. 

One or two hidden layers to test the effect of increasing the hidden layers upon the 
performance of the architecture.The output layer consist either one neuron if we want 
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to calculate trace of measurable matrix or five neurons represent the outputs (Request, 
Wait, Change, New Service, and Timer) for measurable part in ANNSLA model. 

The immeasurable ANN part consists the following:  
Input layer with consist 40 input neurons for each user. The inputs represent the 

immeasurable qualities represent interoperability, modifiability, and security. All the 
values of these inputs will be represented either 1 (exist) or 0 (not exist). 

One or two hidden layers to test the effect of increasing the hidden layers upon the 
performance of the architecture. 

The output layer consist either one neuron if we want to calculate trace of 
immeasurable matrix or one neuron represents the activated output for immeasurable 
part in ANNSLA model. 

7.3 ANNSLA MATLAB Simulation Data Sets 

To train the measurable and immeasurable ANN, we need to prepare the following 
types of data to be ready when we will train the ANN: 

Trace calculation, for both measurable and immeasurable matrices will be 
calculated according by mathematical forms in MATHLAB package. The 
mathematical forms represent the trace and the distance equation which are mentioned 
in mathematical evaluation technique section. 

Measurable simulation data sets: 
The inputs measurable matrices are represented in 12 input data sets, each matrix 

represents 5 users. 
The outputs matrices are represented in 12 output data sets, these sets represent the 

output for the measurable ANN part in SLA model. These outputs values represent 
the target output for the immeasurable ANN. 

Immeasurable simulation data sets: 
The inputs immeasurable matrices are represented in 17 input data sets, each 

matrix represents 5 users. 
The outputs matrices are represented in 17 output data sets; these sets represent the 

trace values and activated outputs for the immeasurable ANN part in SLA model. 
These outputs values represent the target output for the immeasurable ANN.  

The above measurable and immeasurable data sets will apply to ANNs to train it. 
When the ANN trained according to acceptable error values then this trained ANN 
can be used to extract the actual outputs and be as a decision maker when applying 
new data sets of measurable and immeasurable qualities for SLA. 

ANNSLA MATLAB Training and Running process 
The proposed ANN for both measurable and immeasurable parts should train 

before run it. The training processes will discuss in the next sections: The 
MATHLAB shows a neural network performance window which mentioned all the 
setting factors and performance factors. The following figure shows the neural 
network training performance for measurable part in ANNSLA there are many factors 
are defined. The main factor is the Epcho (maximum number of iterations); the 
maximum value of iterations is 1000000. The second factor is the performance  
(the acceptable error between the target outputs and actual extracted outputs), the 
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acceptable error setting is 0.21. Below the neural network training performance for 
measurable part in ANNSLA; from this performance window, we can conclude that 
the actual extracted output reached to the target output by performance value about 
0.0607, it is less than the setting value of the gradient. The ANN was trained in about 
4211 iterations. The training time is about 46 seconds. The architecture of ANN is 6 
inputs in input layer and 5 outputs in output layer with two hidden layers. The error 
rule is mean square error to calculate the gradient value between the actual and target 
outputs. The training process was done by MATHLB software packages by writing a 
simulation program represents all the inputs/outputs values for the measurable 
qualities and activated outputs. The training process is dependent on actual values 
then the results of this process will be extracted correctly, if all the trained values are 
correct otherwise all the results and the process will run in not suitable way this issue 
considers as a restricted condition to build and define the ANNSLA model for 
measurable, immeasurable, and trace ANN parts. From all the above the ANNSLA 
will build depending on the mathematical model execution and results. 

 

 
 
In the same above way, the immeasurable ANN part will train. The setting of the 

training factors is similar values in the above (maximum number of iteration is 
1000000, and the performance value is 0.174.The ANN was trained in about 20321 
iterations, the actual extracted output reached to the target output by performance 
value about 0.00175, and the training time is about 4 minutes and 20 seconds. The 
figure below shows the performance window for immeasurable ANN part for 
ANNSLA, it shows all the training parameters. It is very clear the values of the 
training process parameters. 
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Below the Figure shows the trace training window, the value of Epcho (maximum 

number of iterations) is about 1697, the second factor is the performance is 0.18, the 
actual extracted output reached to the target output by performance value about 
0.0191,and the training time is about 22 seconds. 
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From all the above we conclude that the ANNSLA model can trained in phase part 
within acceptable error, then the model can extract the actual output/outputs for any 
measurable and immeasurable data set within minimum performance time. 

The trained measurable and immeasurable ANN will train to extract the actual 
outputs by applying different measurable and immeasurable data sets. For measurable 
ANN part, we will test 3 data sets and for immeasurable ANN part, we will test 20 
data sets.  

8 Conclusion  

In this paper we have introduced a theoretical methodology to evaluate Service Level 
Agreement in SOA. The methodology is based on two fundamental features; the first 
one is the SLA formalization through the use of standard policy while the second one 
is the formalization of  "qualifiable service levels" against which we could measure 
the SLA.  

In particular, we have adopted a Reference Evaluation Model, developed for 
different methodology, to evaluate and compare different policies and quantifying 
their levels. The application of the methodology in different samples of measurable 
and immeasurable qualities and we adopted it in the integration of mathematical 
model and artificial model to guarantee the same perceived service level to the  
end-user.  
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Abstract. The United States Office of Inspector General (OIG) has issued a 
number of compliance guidelines including third-party medical billing 
guidelines for healthcare companies in the United States to reduce errors and 
fraud in the field of medical billing. OIG strongly suggests that medical 
companies should ensure compliance of these guidelines by incorporating OIG 
requirements within their processes. Compliance of OIG guidelines will 
ultimately support medical companies to reduce the consequences and penalties 
of legal actions in case of non-compliance/government audit. This research has 
suggested that medical companies can adopt an ISO 9001 framework to ensure 
compliance with OIG billing guidelines. The authors compared ISO 9001 
standard with OIG third-party medical billing guidelines by mapping their 
components. The comparison reveals that the requirements mentioned in the 
ISO 9001 guideline meet or exceed the OIG third-party medical billing 
guideline by more than 70 percent. The authors also emphasize the importance 
of creating additional patterns, named as compliance patterns for the healthcare 
industry. A few billing compliance patterns are also devised to ensure billing 
compliance. The United States based third-party Medical Billing Company 
(MBC) with a backup office in Pakistan was used as a case study to evaluate the 
effectiveness of this proposed framework. MBC was able to increase customer 
satisfaction from 72 percent to 84 percent by implementing the proposed 
framework and compliance pattern approach. Two internal audits were also 
carried out to evaluate the effectiveness of the proposed framework. It was also 
clear from the evidence that with a prior implementation and tailoring of the 
framework approach customer satisfaction tremendously increased. 

Keywords: Medical Billing Compliance Patterns, Common Audit Framework, 
ISO 9001, Quality Management System (QMS), and OIG. 

1 Introduction 

It is essential for billing companies in the United States to ensure compliance with 
specific standards and guidelines that restrict illegitimate medical billing activities. 
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Controlling bodies, e.g., Center of Medicare and Medicaid (CMS), carried out a 
number of audits to identify, correct, and prevent illegitimate billing activities.   

1.1 OIG Guidelines for Third-Party Medical Companies 

The Office of Inspector General (OIG) is an independent organization established by the 
Congress to identify, correct, and prevent billing errors and frauds. The OIG has issued 
a series of voluntary medical billing guidelines for the United States healthcare industry, 
including third-party medical billing guidelines to monitor and limit unauthorized 
medical billing activities. Medical companies can tailor these guidelines to effectively 
improve internal controls to ensure compliance with applicable standards.  

This paper focuses on third-party medical billing guidelines issued by (Federal 
Register Vol. 63, No. 243)[1]. The term third-party medical billing refers to obtaining 
the medical billing services of another company or in other words outsourcing billing 
services. Third-party medical billing companies are also covered under the umbrella 
of the OIG. These third-party medical companies and their unauthorized billing 
practices can potentially have a negative impact on the United States healthcare 
industry.  In order to avoid this and to improve third-party medical billing standards, 
OIG and Department of Health and Human Services (HHS) published medical billing 
guidelines for third-party companies. The basic purpose of this program is to increase 
compliance in health care industry throughout the United States, by preventing the 
submission of incorrect or falsified payment claims  to federal health care programs. 

Compliance with OIG guidelines is voluntarily, but in case of non-compliance the 
companies have to face legal action as defined by the United States government. It is 
highly recommended that healthcare companies should ensure compliance with OIG 
guidelines to prevent fraud otherwise they will face the consequences of non-compliance. 

1.2 ISO 9001:2008 Quality Standard 

The International Organization for Standardization (ISO) is an organization 
responsible for developing and publishing international standards. ISO 9001 is a 
voluntary standard which specifies generic requirements for quality management 
systems (QMS) to enhance customer satisfaction and an organization’s compliance 
with applicable standards and regulations. 

ISO 9001 standard (reference number ISO 9001:2008 (E)) can be adopted by any type 
of organization to demonstrate ability to provide quality products [2]. To achieve 
compliance with ISO 9001 standard, organizations are responsible for incorporating such 
requirements within their processes. If any requirement(s) of ISO 9001 cannot be 
implemented for a valid reason, organizations are required to provide evidence for these 
exclusions and prove that they will not affect the organization’s ability to offer quality 
products to its customers or to comply with applicable standards and regulations.   

1.3 Motivation  

Recently the trend for outsourcing information, including medical billing, has 
increased tremendously. Sometimes third-party backup offices work in countries such 
as Pakistan to utilize the easily available human resource. The United States 
healthcare professionals also outsource medical billing to these companies after 
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ensuring compliance with applicable regulatory and standard requirements  and fulfill 
the government regulations. 

This paper suggests a new approach to ensuring compliance with regulatory 
requirements using the ISO 9001 framework which can be used by any third-party 
medical company.  

2 Observations and Analysis  

The billing operation of a Medical Billing Company (MBC) backup office in Pakistan 
was taken as a case study.  MBC provides medical billing along with IT services to 
the United States healthcare professionals as third-party. It is essential for MBC to 
apply a framework to ensure compliance with OIG 3rd party medical billing 
guidelines. We have done survey and analyses of the MBC to shed light on the 
importance  of Billing Compliance. 

2.1 Customer Complaint Survey 

A customer complaint survey was conducted in four quarters of the year to see 
customer satisfaction trend. Seventy five percent customer complaints were related to 
MBC billing services as shown in Table 1 and figure 1.  

Table 1. Customer Complaint analysis 

Type Total Quarter 1 Quarter 2 Quarter 3 Quarter 4 

Billing 75% 417 263 341 170 

IT 4% 13 22 24 11 

 
Based on this analysis it can be interpreted that customers face problems/issues in 

MBC medical billing services.  
 

 

Fig. 1. Quarterly billing complaints analysis 
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2.2 Billing Compliance Survey of Providers  

It is important to identify potential issues in MBC’s billing process. For the billing 
compliance survey that we conducted that contains the following sections [3]: 

a) Never visited the doctor: In this case the Patient did not visit the doctor 
“Provider”. The Patient was being wrongly charged.    

b) Overcharged: In this case the Patient has to pay more than permitted/ 
allowed amount.  

c) Overpayments: In this case payment was being paid more than allowed 
amount. It is the responsibility of the Provider to repay the overpaid amount 
to either Patient or Insurance.    

d) The patient was mistakenly sent to the collection agency.   
e) Procedure codes were inconsistent with Patient age. 
f) The incorrect tax ID number was used to claim. 
g) Incorrect fee schedule was selected for payment. 
h) Incorrect payer/insurance address was mentioned in the claim.  
i) Incorrect Current Procedural Terminology (CPT) or CPT units were 

mentioned in the claim. 
j) The incorrect policy number was mentioned in the claim. 
k) Incorrect place of service (POS) was mentioned in the claim.  

 
Analysis: Figure 2 shows statistics of issues being reported by the Providers against 
billing compliance category. 

 

 

Fig. 2. Total number of billing compliance issues reported 

Based on the survey, following top five issues reported are listed as follows:  

a) 41 percent issues were about use of  incorrect CPT or CPT units. 
b) 25 percent issues were categorized as never visited the doctor category.  
c) 10 percent issues were categorized as Patient wrongly sent to the collection 

agency. 
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d) 7 percent issues were  categorized as the wrong insurance address category. 
e) 6 percent issues were  categorized as the wrong fee schedule category.  

 
Based on this analysis, it can be concluded that the MBC billing process needs to be 
improved.  

2.3 Questionnaire Survey by MBC Employees 

Billing survey was arranged for billing teams working in MBC as employees using 
Microsoft collaboration server. The following issues were addressed in the survey: 

• Inappropriate incident-to billing, 
• Following verbal instruction(s), 
• Using modifiers without Provider’s instruction, and 
• Receiving unmatched electronic remittance advice (ERA) for Claims not 

submitted by MBC. 

65 percent surveys were completed by billing teams and 35 percent  surveys were not 
fully completed. 

 

 

Fig. 3. Questionnaire survey analysis 

The survey’s first question was related to an incident-to billing issue. The term 
incident-to is defined by the Medicare to define a situation in which Nurse 
Practitioner (NP) or Physician Assistant (PA) can perform medical services on an 
established patient in the presence of physician on site. This claim will be billed 
under Supervising Physician national provider number (NPI) and will possibly result 
in 100% payment of the allowed amount defined in Part B Physician Fee Schedule. 
Incorrect billing is not authorized by the OIG. Currently, 4% inappropriate incident-
to billing issues were highlighted by MBC’s employees that were created by 
Providers.  
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Fig. 4. Inappropriate incident-to billing 

The survey’s second question was related to verbal instructions. MBC employees 
receive a number of instructions related to billing. According to company policy, 
MBC employees should only follow documented and approved instructions by the 
MBC Compliance Department. Currently 3 percent billing teams were following 
Provider’s verbal instructions. 

 

 

Fig. 5. Following verbal instructions 

The survey’s third question is related to modifier usage without instructions. MBC 
employees cannot use modifiers in claims without explicit approval from Providers. 
Currently, 2 percent billing teams were using the modifier without Provider’s written 
instructions. 
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Fig. 6. Using modifiers without Provider’s instructions  

The survey’s fourth question was related to unmatched ERA.  

 

 

Fig. 7. Received unmatched ERA for Claims not submitted by MBC 

The Provider agreement with MBC limits the Providers to submit the claims on their 
own as they have outsourced billing to MBC. Providers provide the billing information to 
MBC via either FTP or MBC's Electronic Health Records.  Currently 6 percent claims 
were directly submitted by Providers which are in direct violation of MBC agreement.   

2.4 MBC's Existing Billing Audit Process 

MBC has laid down and implemented a monthly billing compliance audit plan which 
highlights the practices (“Providers”) and billing teams (“Employees”) requirements 
that need to be audited. The audit has been divided in three phases called “pre-audit”, 
“audit” and “post-audit”. The details of each phase are listed below:  

a) Pre-audit 
A team select and audit practice based on customer complaints, management 
instructions and practice compliance health. 
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The Monthly Practice Compliance Health Report is formulated by MBC's internal 
audit teams to check current billing compliance status of the billing process. This 
report is obtained by weighting each of the OIG factors and points are allocated to 
each practice using the defined percentages below: 

Table 2. Practice Selection Criteria 

Category  Claim Selection 
SSC Complaints 30% 

OIG Factors 70% 
Practice Compliance Health 100% 

 
b) Audit 

The auditor(s) may identify different issues during the audit. The error can be 
categorized against either one of the categories:  

• Errors Affecting Compliance: Errors which directly affect the compliance 
process. 100 percent weight has been assigned to errors that affect 
compliance.  

• Other Errors: Errors which include non-compliance affecting errors. The 
weight of this reference error is 33 percent.    
 

c) Post-Audit 
 
If the practice health falls under the category of unacceptable, then the practice will be 
selected for re-audit. 

 
Sample audit findings: We have reviewed number of claims created between Jan 

20, 2012 and Feb 20, 2012 and calculated compliance error rate.  
Number of Days= 31 days (01-20-2012 to 02-20-2012) 
Number of Claims=176 
Compliance Error Rate=7. 0% 

 
Based on the audit and error report, the practice is categorized as critical. Further 
categories are given in Table 3:  

Table 3. Practice Compliance Health Category 

Category  Non-Compliance 
Normal Less than 10% 

Critical  Above 10% 
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3 Compliance Patterns for Healthcare Industry 

Patterns are devised to control recurring problems in a certain context by proposing 
and implementing a specific solution to fix these types of problems. Existing 
identified patterns are not sufficient to handle health care regulations and standards 
requirements. There is a need to identify specific patterns for the United States 
Healthcare Industry known as compliance patterns or Billing Compliance Patterns, 
which are derived from applicable healthcare regulations and standards such as OIG 
guidelines. This approach may be adopted by third-party medical billing companies to 
limit fraud and errors and protect them from unnecessary government involvement. A 
sample pattern is given below: 

Pattern 1: Correct or Prevent Use of Incorrect CPT Code or CPT Units within 
Billing Software 

1) Name Correct the use of the CPT code and units.  
 
2) The Problem How to enhance compliance and achieve maximum accuracy by 
incorporating artificial intelligence techniques within medical software to restrict 
incorrect use of CPT code and units entered by the billing team within the MBC 
medical billing software?  

 
3) The Context 
Billing is scheduled to start; Provider enrollment is not complete. 
Remember that MBC’s Billing Compliance Team is the billing team’s friend. 

 
4) The Forces 
Billing team receives claims from Providers in scanned format. Sometimes it is 
difficult to read Providers' writing and the billing team enters claims without checking 
to confirm any doubts. 
All members in a team do not have the same capabilities to handle billing. 
All members need to develop and enhance existing capabilities. 
Repetitive data entry activity reduces concentration.  

 
5) The Solution  
Implement a rule-base engine at the software level to systematically restrict the user 
from entering an incorrect claim;   
Allocate tasks to billing team members based on their skill set. Billing compliance is 
highly dependent on the billing team 
Conduct an audit at specific intervals, and keep the records in the billing compliance 
audit software for future reference. Based on the error rate, decide increments and 
bonuses.  
It is better to assign challenging tasks to billing team members based on their 
capabilities to enhance their existing skills. 
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6) Rationale 
The Billing Team member is the key player to ensure compliance. Different billing 
team members do not necessarily handle the claims in a similar manner.  
Billing Team members handle claims differently. Some billing team members are 
good with follow-up versus handling the claims. 
Some Billing Team members can communicate with Providers and Payers effectively. 
 
7) Resulting Context 
If tasks are being assigned to billing team members based on skills, the compliance 
with billing standard will be enhanced. 
Systematic checks using rule-based engine will be more effective to minimize the 
potential errors.  
Billing Team member’s ignorance of billing can result in negligence while 
performing the task by making illogical assumptions.    
Repeated use of this pattern can result in exhaustion of the billing team member or the 
amplification of exceptional capability. 

4 Billing Compliance Using QMS Framework 

The OIG requires medical companies to continually review and evaluate their billing 
processes’ compliance with the third-party medical billing guideline requirements [4]. 
It is, therefore, vital for third-party medical billing companies to put into practice an 
audit framework to evaluate and improve compliance with billing standards.  

4.1 Common Audit Framework 

Here we consider the situation of MBC. This MBC has attained ISO 9001 
certification demonstrating its ability to provide quality products and services. One of 
the ISO 9001 certification requirements is that MBC should conduct periodic internal 
audits. In this section we propose that the existing MBC quality audit framework can 
be tailored to comply with OIG internal monitoring and auditing requirements and 
thus avoid duplication and complications in the audit process. To achieve a common 
audit framework, inter-mapping between ISO clauses and OIG requirements was 
carried out by performing an in-depth comparative analysis of these two standards. 
After gap identification the next step is to ensure that OIG requirements are properly 
incorporated in the QMS so as to enhance compliance [4]. 

4.2 Comparative Assessment 

In the section we have defined a number of operators which can be used to compare 
both the standards [5]. Identified operators used to compare the scope and intention of 
ISO and OIG standards are listed as follows: 
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Table 4. Comparison Standards Operators 

 Title Description 
Overlap ISO==OIG OIG and ISO requirements are equivalent. 

ISO>OIG ISO requirement(s) is (are) greater than OIG requirement(s) 
and the ISO requirement(s) include(s) OIG requirement. 

OIG>ISO OIG requirement(s) is (are) greater than the ISO 
requirement(s) and OIG requirement(s) include(s) OIG 
requirement. 

Not found ! OIG OIG requirement does not exist in ISO 9001 standard and OIG 
requirement is less than the ISO requirement (ISO>(! OIG)). 

! ISO Requirement not found in the ISO 9001 standard. ISO 
requirement is less than OIG requirement (OIG>(! ISO)). 

Compliance 
Attributes 

(CA) 

Yes The requirement is architectural in nature and it describes 
the condition to which a system must conform.   

No The requirement is not architectural in nature.   

4.3 Identification, Prioritization and Comparison of Billing Compliance 
Requirements  

The OIG has defined seven elements of requirements which we have mapped against 
ISO 9001 clauses  as given in Table 5: 

Table 5. OIG Requirements Comparison with ISO 9001Requirements 

CR# OIG Requirement ISO 9001 
Requirement 

CA? Comparison 

1 Implementing written 
policies, procedures, and 
standards of conduct 

4.2.3-Control of 
Documents  and  

4.2.4-Control of Records 

ARCHRE
Q=No 

ISO==OIG 

2 Designating a compliance 
officer and compliance 
committee 

6.2-Human Resource ARCHRE
Q=No 

OIG>ISO 

3 Conducting effective 
training and education 

6.2.2-Competence, 
Training, and Awareness 

ARCHRE
Q=Yes   

ISO==OIG 

4 Developing effective lines 
of communication 

5.5.3-Internal 
Communication 

ARCHRE
Q=Yes   

ISO==OIG 

5 Enforcing standards 
through well publicized 
disciplinary guidelines 

6.2-Human Resource ARCHRE
Q=No   

OIG>ISO 

6 Conducting internal 
monitoring and auditing 

8.2.2-Internal Audit,  
8.2.3-Monitoring and 

Measurement for 
Processes and 8.2.4 - 

Monitoring and 
Measurement of Products 

ARCHRE
Q=Yes   

ISO==OIG 

7 Responding promptly to 
detected offenses and 
developing corrective 
action 

8.5.2-Corrective Action 
8.5.3-Preventive Action 

ARCHRE
Q=Yes   

ISO==OIG 
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Compliance Requirement (CR)#1: OIG requires that billing companies should 
realize written policies, procedures, and standards of conduct. As shown in above 
Table, this OIG requirement can be directly mapped to the ISO Documentation and 
Record requirements. We are not considering this requirement as architectural. 
 

CR#2: OIG requires that billing companies should designate a responsible person to 
devise and execute policies, procedures, and standards of conducts. This can be 
mapped to the ISO Human Resources requirement but, in this case, the OIG 
requirement is greater than the ISO requirement. We are not considering this 
requirement as architectural. 
 

CR#3: OIG requires that billing companies should employ an effective training program. 
This requirement can be mapped to the ISO Competence, Training, and Awareness 
requirement. We are considering this requirement as an architectural requirement based 
on the assumption that training is available online via an employee website. 
 

CR#4: OIG requires that billing companies should employ effective lines of 
communication. This requirement can be mapped to ISO Internal Communication 
requirement. We are considering this requirement as an architectural requirement based on 
the assumption that the communication channel is available online via employee website. 
 

CR#5: OIG requires that billing companies should enforce standards by devising and 
implementing disciplinary guidelines. This requirement can be mapped to the ISO Human 
Resources requirements. We are not considering this requirement as architectural.   
 

CA#6: OIG requires that billing companies should conduct internal auditing and 
monitoring processes. This requirement can be mapped to the ISO Internal Audit and 
Monitoring of Processes requirements. We are considering this requirement as an 
architectural requirement based on the assumption that auditing and monitoring are 
built-in features of billing software. 
 

CR#7: OIG requires that billing companies should promptly correct and prevent 
billing issues. This requirement can be mapped to the ISO Corrective & Preventive 
Action requirements. We are considering this requirement as an architectural 
requirement based on the assumption that corrective and preventive actions are 
implemented using billing software.  
 

Table 6 shows the comparison summary of ISO and OIG standards. It can be concluded 
that 71% of OIG requirements can be directly mapped against ISO requirements. The 
remaining 29% can be added by the MBC to existing quality system procedures (QSP).  

Table 6. Summary of Comparison of ISO 9001 and OIG Standards 

 Title Percentage 
Overlap ISO==OIG 71% 

ISO>OIG 0% 
OIG>ISO 29% 

Not 
found 

! OIG 0% 
! ISO 0% 
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Table 7 shows the OIG requirements classification according to their 
architectural/non-architectural nature. According to the analysis, 57 percent of OIG 
requirements are architectural in nature and can be directly incorporated at the system 
level. For the remaining 43 percent compliance can be ensured by adding the 
requirements to the existing QMS.  

Table 7. OIG requirements Classification 

 Title Percentage 
OIG Architectural 

Requirement 
Yes 57% 

No 43% 

5 Evaluation 

MBC used this analysis and incorporated OIG guideline requirements into existing 
QMS processes. The next step involved an evaluation of this customized framework’s 
effectiveness.  

5.1 Audit 

MBC conducted two internal ISO audits in 2010. In the first audit (IA-1), only ISO 
requirements were evaluated. In second audit (IA-2), OIG requirements were 
evaluated along with ISO requirements. Figure 8 shows the non-conformance trend in 
IA-1 and IA-2.   

The non-conformance rate increased by 12 percent from IA-1 to IA-2. The reason 
is quite obvious; in IA-2, OIG requirements were also included in the scope of the 
internal audit.   

 

 

Fig. 8. ISO internal audit  
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5.2 Customer Satisfaction 

The basic purpose of the ISO framework is to improve customer satisfaction through 
enhanced quality and compliant services. Four surveys were conducted to measure 
customer satisfaction before and after implementing the combined audit framework. It 
is clear from the analysis that during IA-1 (Q1 and Q2), customer satisfaction 
declined. One of the obvious reasons is that OIG requirements were not effectively 
incorporated within MBC processes.  

 

 

Fig. 9. Quarter-wise customer satisfaction trend 

However, during IA-2 (Q3 and Q4), customer satisfaction increased tremendously. 
One of the major reasons for the increase in customer satisfaction is that OIG 
requirements were incorporated within MBC’s existing QMS. Table VIII shows that 
customer satisfaction improved from 72 percent to 84 percent, and customer 
dissatisfaction was reduced from 28 percent to 16 percent. 
 

Table 8. Customer satisfaction trend 

 Start End 
Positive Response Rate 72% 84% 

Negative Response Rate 28% 16% 

 
In summary, we can conclude that customer satisfaction has increased as a result of 

implementing compliance patterns and the ISO and OIG combined audit approach. 

6 Conclusion 

OIG provides a specific billing compliance framework for medical billing companies. 
This paper presented a new approach for third-party medical billing companies to 
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integrate OIG guideline requirements into an existing QMS system with minimal 
additional efforts. The ISO 9001:2008 guidelines might be adopted and implemented 
by any type of company to show its ability to provide quality services and products. 
This paper described the possibility of incorporating OIG requirements in the medical 
company’s existing QMS. A billing compliance pattern was explored to enhance 
compliance with billing standards, e.g., OIG guideline. MBC, with a backup office in 
Pakistan, was used as a case study. The proposed approaches were implemented 
within MBC to evaluate their effectiveness. As per our analysis, the controls 
mentioned in the ISO 9001 guideline meet or exceed the OIG guideline for 71% of 
the implementation requirements. Medical companies can adopt an ISO 9001 
guidelines and processes-based approach to achieve OIG compliance and improved 
customer satisfaction. MBC was able to achieve an increase in client satisfaction. OIG 
guidelines also provided a process-based model to achieve and ensure continuous 
compliance with its requirements. Most OIG requirements can be mapped against 
clauses mentioned in the ISO 9001 guidelines. The exceptions can be dealt with by 
devising specific procedures to address the OIG requirement and then incorporating 
these procedures into the existing ISO protocol.  
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Abstract. The overwhelmed amount of medical information available in the  
research literature, makes the use of automated information classification  
methods essential for both medical experts and novice users. This paper 
presents a method for classifying medical documents into documents for medi-
cal professionals (experts) and non-professionals (consumers), by representing 
them as term vectors and applying Multiple Criteria Decision Analysis 
(MCDA) tools to leverage this information. The results show that when medical 
documents are represented by terms extracted from AMTEx, a medical  
document indexing method, specifically designed for the automatic indexing of 
documents in large medical collections, such as MEDLINE, better classification 
performance is achieved, compared to MetaMap Transfer, the automatic  
mapping of biomedical documents to UMLS term concepts developed by U.S. 
National Library of Medicine, or the MeSH method, under which documents 
are indexed by human experts. 

Keywords: Health Information System, User profile, MeSH, MEDLINE,  
AMTEx, MetaMap Transfer, Semantic Network, Recommender Systems, 
MCDA. 

1 Introduction 

In the world of medical information literature, two major categories of information 
seekers are mainly identified. The first, often called “healthcare consumers”, or simp-
ly consumers, represent those who search in the medical document corpus to find 
medical information described in simple words, as opposed to “healthcare experts”, 
that often represent medical professionals. 

Over the last few decades, consumer involvement in health care has been signifi-
cantly increased. At the same time, the growing health information available on the 
Internet offers a valuable tool to healthcare consumers. On February 2011 a research 
by the Pew Research Center's Internet and American Life Project and the California 
HealthCare Foundation (CHCF) found that 80% of Internet users look online for 
health information, making it the third most popular online search among all those 
tracked by the Pew Internet Project, following email and search engines [1].  
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On the other hand, medical information systems such as MEDLINE1 are designed 
to serve health care professionals (expert users in general, such as clinical doctors or 
medical researchers). Typically, expert users are familiar with the type and content of 
the medical resources (such as the National Library of Medicine - NLM dictionaries 
and databases) they are using and use medical terminology for their searches. A med-
ical information system must be capable of providing dedicated, domain specific an-
swers to experts or, simple, easy comprehend answers to novice users, respectively. A 
similar categorization of medical information applies in existing systems such as 
MedScape2, MedlinePlus3, Wrapin4 and MedHunt5 (maintained by HON, the Health 
on the Net Foundation, a non-profit organization aiming at providing authoritative 
and trustworthy information on the Web) and in other related systems such as Med-
Worm6, a medical RSS feed provider as well as a search engine built on data collected 
from RSS feeds. PubMed7 of NLM is of particular interest to us. It provides free 
access to MEDLINE document abstracts and to articles in selected life sciences jour-
nals not included in MEDLINE. 

An automatic system able to characterize medical articles as “consumer specific” 
or “expert specific” and thus appropriately recommend it, is valuable to both cases, by 
assisting consumers in managing their personal health information and experts in 
significantly reducing their effort on information seeking task. 

In this work, we investigate on potential improvements to the problem of medical 
document classification by user profile (i.e., consumer users and domain experts). The 
high classification performance achieved in this work results from the main contribu-
tions of this paper, which are: (1) the realization and demonstration that different 
terms representing a medical document, contribute unequally to its classification; (2) 
the incorporation of Multiple Criteria Decision Analysis (MCDA), as a method for 
calculating the significance by which each term participates in the document classifi-
cation; and (3) the representation of medical documents by term vectors extracted by 
the AMTEx method [2]. Evaluation results are taken on a subset of MEDLINE docu-
ments, the premier bibliographic database of the U.S. National Library of Medicine8 
(NLM). Building upon AMTEx and MetaMap Transfer9 we show that document 
representations are semantically compact and more efficient, being reduced to a li-
mited number of meaningful multi-word terms (phrases), rather than by large vectors 
of single-words (as it is typical in classic information systems work) part of which 
may be void of distinctive content semantics. Although document contents are sum-
marized by only a few terms, these terms can be any term in the MeSH10 with almost 

                                                           
 1 http://www.nlm.nih.gov/bsd/pmresources.html 
 2 http://www.medscape.com/ 
 3 http://www.nlm.nih.gov/medlineplus/ 
 4 http://www.wrapin.org/ 
 5 http://www.hon.ch/HONsearch/Patients/medhunt.html 
 6 http://www.medworm.com/ 
 7 http://www.ncbi.nlm.nih.gov/pubmed/ 
 8 http://www.nlm.nih.gov/ 
 9 http://ii.nlm.nih.gov/MMTx.shtml 
10 http://www.ncbi.nlm.nih.gov/mesh/ 
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24,000 terms, meaning that MCDA should treat any MeSH term as a separate  
classification criterion which is prohibitive in practice. In this work, application of 
MCDA is enabled by mapping MeSH terms to their more abstract category terms in 
the Semantic Network11 (SN) of UMLS12 (Unified Medical Language System). 

Related work is discussed in Section 2. Our method on document categorization by 
user profile is presented in Section 3. Evaluation results are presented in Section 4 
followed by conclusions and issues for further research in Section 5. 

2 Background and Resources 

Recommender Systems (aka Recommenders or Recommendation Systems) have 
gained increasing popularity on the web, both in research and in industry [3]. Multi 
Criteria Recommender Systems have been also proved successful in this direction [4]. 
At the same time, in the healthcare literature, Recommender Systems are still on their 
infancy. In [5] for example, a health recommendation system architecture is proposed 
using rough sets, survival analysis approaches and rule-based expert systems. Their 
main goal was to recommend clinical examinations for patients or physicians from 
patients’ self-reported data. The challenges and opportunities of merging recommend-
er systems with personalized health education can be found in [6]. 

Medical document repositories, such as MEDLINE and PubMed, contain a huge 
amount of medical literature and are supported by NLM. Automatic extraction of 
useful information from these online sources remains a challenge because these doc-
uments are unstructured and indexed by human experts by assigning to each one, a 
number (typically 10 to 12) of terms, based on a controlled list of indexing terms, 
deriving from a subset of the UMLS Metathesaurus, the MeSH (Medical Subject 
Headings) thesaurus.  

Automatic indexing and categorization of medical documents relies mainly on term 
extraction for the identification of discrete content indicators, namely index terms. 
Traditional indexing techniques ignore multi-word and compound terms, which are 
split into isolated single word index terms. However, compound and multi-word terms 
are very common in the biomedical domain [7] and are often used in indexing medi-
cal documents. Multi-word terms carry important classificatory content information, 
since they comprise of modifiers denoting a specialization of the more general single-
word, head term. For example, the compound term “heart disease” denotes a specific 
type of disease.  

In this work, we focus our attention on multi-word terms and AMTEx for extract-
ing multi-word terms from medical documents. AMTEx and MetaMap Transfer have 
been shown to be more suitable than single-word term extraction methods not only for 
document indexing and retrieval, but also, for general concept description and ontolo-
gy construction tasks [8]. AMTEx, in particular, has been shown to be more selective 
than the MetaMap Transfer (MMTx) method of NLM which maps arbitrary text to 
concepts in the UMLS Metathesaurus. 
                                                           
11 http://www.nlm.nih.gov/pubs/factsheets/umlssemn.html 
12 http://www.nlm.nih.gov/research/umls/ 
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2.1 Unified Medical Language System (UMLS) 

The Unified Medical Language System (UMLS) is a source of medical knowledge 
developed by the U.S. NLM. UMLS consists of the Metathesaurus, the Semantic 
Network and the SPECIALIST lexicon. Metathesaurus is a large, multi-purpose, and 
multi-lingual vocabulary database. It integrates about 800,000 concepts from 50  
families of vocabularies. The Semantic Network (SN) consists of 134 semantic types 
categorizing the Metathesaurus concepts. The purpose of the SN is to provide a con-
sistent categorization of all concepts represented in Metathesaurus and a set of useful 
relationships among these concepts.  

2.2 The MeSH Thesaurus 

The MeSH Thesaurus (Medical Subject Headings) is a taxonomy of medical and  
biological terms and concepts suggested by the U.S NLM. The MeSH terms are  
organized in IS-A hierarchies, where more general terms, such as “chemicals and 
drugs”, appear in higher levels than more specific terms, such as “aspirin”.  

2.3 WordNet 

WordNet13 is an on-line lexical reference system developed at Princeton University 
which attempts to model the lexical knowledge of a native speaker of English.  
WordNet v.2.0 (2006) contains around 127,361 terms, organized into taxonomic  
hierarchies. Nouns, verbs, adjectives and adverbs are grouped into synonym sets  
(synsets). The synsets are also organized into senses (i.e., corresponding to different 
meanings of the same term or concept). 

2.4 MEDLINE and OSHUMED 

MEDLINE database is a collection of biomedical articles. It consists of medical pub-
lications abstracts together with metadata, which is information on the organization of 
the data, the various data domains, and the relations between them.  

The OHSUMED14 test collection is a set of 348,566 references from MEDLINE, 
consisting of titles and/or abstracts from 270 medical journals over a five–year period 
(1987–1991). OHSUMED is commonly used in benchmark evaluations of IR applica-
tions and provides 64 queries and the relevant answer set (documents) for each query. 

2.5 MetaMap Transfer Technology Transfer and AMTEx 

MetaMap Transfer Technology (MMTx) uses the Metathesaurus and SPECIALIST 
lexicon knowledge resources during the term extraction process. This process maps 
arbitrary text to Metathesaurus term concepts. 

                                                           
13 http://wordnet.princeton.edu/ 
14 http://ir.ohsu.edu/ohsumed/ohsumed.html 
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AMTEx [2], implements the C/NC-value [9], a domain-independent method for the 
extraction of multi-word and nested terms. In this approach, noun phrases are initially 
selected by linguistic filtering. The subsequent statistical component defines the  
candidate noun phrase termhood by two measures: C-value and NC-value.  

2.6 Multicriteria Decision Analysis 

In Decision Sciences, the field of Multiple Criteria Decision Analysis (MCDA) is 
well established and comes into a large variety of theories, methodologies, and tech-
niques [10]. Here, we adopt the disaggregation-aggregation approach [11], a common 
approach in the field of MCDA, by exploiting the UTASTAR algorithm, a representa-
tive algorithm of this approach. In abstract, the UTASTAR algorithm, considers as 
input a weak-order preference structure on a set of alternatives, together with the per-
formances of the alternatives (here the medical documents) on all attributes, and re-
turns as output a set of additive value functions based on multiple criteria, in such a 
way that the resulting structure would be as consistent as possible with the initial 
structure given by the user. This is accomplished by means of special linear pro-
gramming techniques. UTASTAR’s output involves the value functions associated to 
each criterion, approximated by linear segments, as well as the criteria significance 
weights (trade-offs among the criteria values). 

3 Medical Document Recommendation by User Profile 

We follow a three phase (data retrieval and term extraction, data representation and 
modeling and document classification) methodology, as described in Figure 1, to 
prove our assumption that certain Semantic Network sub-category terms are more 
important that others in medical document classification based on user profile. 

In this work, we advocate that the characterization of a medical document as “for 
experts” or “for consumers” depends on the expert terms that the document contains, 
which in turn are mapped to the Semantic Network sub-category terms. The latter, 

 

 

Fig. 1. The proposed methodological framework consisting of three phases (data retrieval, 
modeling and categorization) 
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represent the criteria on which the overall percentage of expert terms in a document 
term vector depends. 

To begin, in Sections 3.1, 3.2 and 3.3, we discuss the overall framework of our 
proposed approach together with all the individual components.  

3.1 Data Retrieval and Expert Term Extraction 

As already stated, our approach relies on popular knowledge and algorithmic re-
sources namely, the UMLS MeSH and Semantic Network for document indexing, 
MetaMap Transfer and the AMTEX extension for term extraction and the MEDLINE 
collection of biomedical articles for testing their performance. 

The proposed approach for categorizing MEDLINE documents by user profile re-
lies on the observation that MeSH terms are distinguished into i) general medical 
terms expressing known concepts (e.g., “pain”,“headache”) which are easily con-
ceived by all users, ii) domain specific terms which are used mainly by experts, iii) 
general - non medical terms. The more expert terms a document contains, the higher 
its probability to be a document for experts [12]. Moreover, since the amount of ex-
pert terms in a document is low, even for expert documents, we ignore consumer 
terms during the modeling process in our experiments and we represent all documents 
based on expert terms. Consequently, we assume mutual exclusion, meaning that any 
medical document that is not expert is presumably a consumer document. 

We combine information from WordNet and MeSH to construct the following 
three term vocabularies and exploit them to characterize terms as expert or consumer: 

Vocabulary of General Terms (VGT): these are terms that belong to WordNet but 
not to MeSH: 

VGT = (WordNet) − (MeSH) 

It follows that VGT contains 105,675 general (WordNet) terms. 
Vocabulary of Consumer Terms (VCT): these are terms that belong to both, 

WordNet and MeSH: 

VCT = (WordNet) ∩ (MeSH) 

It follows that VCT contains 7,165 consumer (MeSH) terms. 
Vocabulary of Expert Terms (VET): these are MeSH terms that do not belong to 

WordNet: 

VET = (MeSH) − (Wordnet) 

It follows that VET contains 16,719 expert (MeSH) terms. Next, documents are 
represented by terms, extracted by applying three different approaches: AMTEx, Me-
taMap Transfer and the original MeSH terms.  

3.2 Data Representation and Modeling 

Since the Disaggregation-Aggregation approach of MCDA has mainly focused on the 
development of comprehensible decision models from small data sets, whose main 
objective is to support decision aiding through an interactive model calibration 
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process, the total number of expert terms found in the document is too large in order 
to consider all the initial MeSH terms extracted from this document as criteria in the 
MCDA process. Furthermore, the entire set of alternatives (here medical documents) 
should be evaluated on the same number of criteria. For these reasons, after the term 
extraction process, every term originating from either AMTEx or MetaMap Transfer 
is mapped by the two-layered indexing structure to the UMLS Semantic Network 
category terms and these sub-categories are considered as criteria. MeSH terms as 
given by Medical Subject Headings Section staff for every document are also  
similarly mapped. 

Only expert terms, as described in Section 3.1, count in this process and the simple 
term frequency measure is applied. Hence, a document in the dataset is represented by 
a 130-dimensional vector of expert term frequency as: 

di={tf1,tf2,…tfn}, where n=1,2,…130 

and 

 1

k

j j
j

t t VET
tfi

N
=

→ ∈
=


 (1) 

where k is the number of expert terms that belong to the ith SN category and N is the 
total number of expert terms in di . For example, consider that for a document di five 
different expert MeSH terms are extracted by AMTEx, two of which belong to the sub-
category “Molecular Function”, one to the sub-category “Cell” and the remaining two 
to “Disease or Syndrome”. Then, the value of sub-categories “Molecular Function” 
and “Disease or Syndrome” will be 2/5, while of “Cell”, 1/5. Therefore, the smaller the 
number of a sub-category, the less this sub-category contributes to the classification of 
di as expert document. A zero value here means that no expert term from this SN sub-
category was extracted. The question that arises at this point and we also try to address 
in this work is: Do all sub-category of the Semantic Network contribute identically to 
the characterization of a document as expert? And if not, what is the significance of 
each sub-category for medical document classification as expert or consumer? 

MCDA methods usually assume that only a small reference set is available, since it 
is difficult for decision makers to express their global preferences on too many alter-
natives. Therefore, during the 10-fold stratified cross validation that was performed to 
estimate the performance of our predictive model, which was built based on the 
aforementioned Multicriteria Decision Analysis approach, the training set was every 
time randomly split into 10 segments of size n with replacement and the average val-
ues of the estimated UTASTAR parameters were calculated. By applying the so 
called UTASTAR algorithm in the training set, a vector of significance weights for 
the UMLS Semantic Network category terms is calculated, indicating the different 
role of each category in the characterization of a MEDLINE document as “for  
consumers” or “for experts”. 

According to the methodological requirements of the Disaggregation-Aggregation 
approach, a weak preference order of the alternatives (here, the medical documents), is 
required to apply ordinal regression. In our experiments, the probability of a document 
to be considered as “expert” or “consumer” is calculated as the number of expert terms 
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that the specific document contains divided by the total number of terms extracted from 
the specific document. More specifically, this probability is calculated as the percentage 
of terms that belong to the VET. For example, a document with VET% = 0.62 has 62% 
probability of being a document suitable for experts. Therefore, we assume that this 
probability represents the global estimation of a document as expert and based on that, 
we transform the initial global ratings into a ranking order for the training set. 

3.3 Medical Document Classification 

During the last phase, the classification phase, a medical document is labeled as either 
expert or consumer. This choice is based upon the utility score calculated based on the 
final solution that corresponds to the marginal value functions (criteria weights). A 

linear transformation of the form i i

i

w b⋅  where i denotes the SN sub-categories and 

bi the value of the document under consideration for the specific SN sub-category 
provides the utility score for every document that belongs to the test set. The main 
concern that arises at this point is threshold selection. Statistical classifiers, such as a 
Naive Bayes classifier or Neural Network classifiers, usually calculate a score, 
representing the degree to which an instance is a member of a class. These scores 
represent probabilities, in which case standard theorems of probability can be applied. 
In our case however, utility scores, are not strict probabilities, in which case the only 
property that holds is that a higher score indicates a higher probability. Thus, in such 
“scoring classifiers” a threshold is necessary to produce a discrete (binary) classifier. 

In diagnostic studies, the ROC curve, a plot of a test’s sensitivity versus  
(1-specificity) for every possible threshold value, and the area under the ROC  
curve (AUC) are important tools in assessing the diagnostic utility of classifiers [13]. 
Still, finding an optimal cut-point for discriminating between binary classes is also of 
paramount importance.  

Although the area under the ROC curve (AUC) is the most commonly used global 
index of diagnostic accuracy the Youden Index [14] has also frequently used by  
researchers. This index can be defined as J=maxi{Sensitivity(i) + Specificity(i) −1} 
and ranges between 0 and 1. 

4 Evaluation 

As a proof of concept we designed a series of experiments whose purpose is twofold: 
First, to study and compare the effectiveness of AMTEx, MetaMap Transfer and 
MeSH, in classifying medical documents and second, to prove that Semantic Network 
categories contribute differently in classifying medical documents. 

Initially, documents are retrieved from a subset of the OHSUMED TREC collec-
tion consisting of 10% of OHSUMED (i.e., 34,000 documents). Both, data store and 
access mechanisms are implemented using Lucene. The retrieved documents were 
evaluated manually by users, as consumer or expert documents and this categorization 
is considered as the ground truth in our experiment. Subsequently, we extracted only 
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expert documents that contain at least 2 Semantic Network category terms resulting in 
a subset of 237 different expert documents. To avoid any inconsistencies originating 
from our dataset, the same number of consumer documents is selected. Therefore, our 
experimental data set consists of the above 237 expert documents and 237 consumer 
documents and is used in all our experiments below. 

As already stated, we advocate that not all the Semantic Network sub-categories 
contribute identically to the classification of medical documents as expert, or  
consumer. On the contrary, we identify different significance weights for those  
sub-categories. It is crucial to mention at this point that the significance weights do 
not follow the frequency appearance of the sub-categories in the document corpus, 
meaning that the most frequent sub-category is not necessarily the most important. 

To evaluate classification performance we calculated several classification  
accuracy measures (precision, recall, F-measure, classification accuracy), in 10-fold 
cross-validation, as well as ROC Analysis, which altogether help us to identify the 
best classification performance.  

Table 1 summarizes the results of best-case, worst-case and average case values of 
all the evaluation measures calculated on AMTEx, MetaMap Transfer and MeSH 
term vectors from the 10 folds. The best and worst values are assigned in bold and 
italics, respectively. 

It is obvious from Table 1 that AMTEx outperforms all the other methods in the 
majority of performance measures, whilst MeSH cannot adequately separate expert 
and consumer documents. Moreover, it is crucial to mention here, that UTASTAR 
weights achieve much better evaluation scores compared to a relative equal weight 
scenario, by simply adding the SN category values into a utility score and apply  
exactly the same evaluation measures. 

Table 1. Classification evaluation measures for AMTEx, MetaMap Transfer and MeSH 

 
AMTEx 

MetaMap 
Transfer 

MeSH 

F-measure 
Best -case 0.8000 0.3175 0.2615 

Worst -case 0.5333 0.2581 0.1977 

Average-case 0.6527 0.2814 0.2261 

Precision 
Best -case 0.7097 0.1942 0.1604 

Worst -case 0.3636 0.1481 0.1149 

Average-case 0.5085 0.1660 0.1313 

Recall 
Best -case 1.0000 1.0000 1.0000 
Worst -case 0.9130 0.8696 0.6957 

Average-case 0.9449 0.9322 0.8391 

AUC 
Best -case 0.9732 0.7293 0.6578 

Worst -case 0.9528 0.6407 0.5359 

Average-case 0.9629 0.6882 0.6047 

Accuracy 
Best -case 0.9580 0.6705 0.6336 

Worst -case 0.8397 0.4733 0.3359 

Average-case 0.9037 0.5656 0.4743 
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Additionally, Figure 2 illustrates the ROC curves for the best precision values in all 
cases allowing us to compare the classification performance of our model built based 
on AMTEx terms, MetaMap Transfer terms and MeSH terms. 

 

 

Fig. 2. ROC curves for AMTEx, MetaMap Transfer and MeSH approaches 

Clearly, AMTEx shows the best performance than MetaMap Transfer or MeSH. 
We also studied the classification performance of the three medical document re-

presentation methods by applying Decision Tree analysis (DTA), as an alternative of 
Multiple Criteria Decision Analysis. Decision trees are a simple, but powerful form of 
multiple attribute analysis. Decision trees are produced by algorithms that identify 
various ways of splitting a data set into branch-like segments. Here, we consider two 
segments, experts and consumers, as the dependent class variables and the Semantic 
Network sub-categories as the independent variables. We performed 10 fold cross-
validation on the J48 classifier with default parameter values (confidence threshold 
for pruning at 0.25) for inducing classification trees. The J48-algorithm is a Java re-
implementation of the C4.5-algorithm and is a part of the machine learning package 
WEKA15. Table 2 shows the results of Decision Tree Analysis on the same document 
collection.  

Table 2. Decision Tree Analysis results 

Accuracy (%) Precision (%) Recall (%) F-Measure (%) AUC 

AMTEx 83.75 87.3 83.8 80.8 0.812 

MetaMap 

Transfer 
78.9 79.5 78.9 78.8 0.807 

MeSH 65.82 66.0 65.8 65.7 0.674 

                                                           
15 http://www.cs.waikato.ac.nz/ml/weka/ 
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Clearly, the Decision Tree analysis results, also confirm that AMTEx is the most 
appropriate method for term extraction and representation for the MEDLINE docu-
ments that we studied. This result becomes more apparent in the MCDA experiments, 
probably due to the fact that AMTEx terms seem to be more representative for the 
classification of medical documents, than MetaMap Transfer or MeSH terms assigned 
by humans, leading thus to a better identification of the significance of SN sub-
categories in this classification. Moreover, AMTEx achieves better results in most 
evaluation measures when MCDA is applied compared to DTA.  

5 Conclusions 

This work brings together ideas from document information management and Re-
commender Systems and shows how these ideas can applied for effectively classify-
ing medical documents by user profile. We investigated the problem of automatic 
categorization of medical information on two common types of users (consumers  
and experts). Medical documents were represented by term vectors extracted from 
three different approaches (AMTEx, MetaMap Transfer and MeSH). Based on our 
experiments, we conclude that when documents are represented by AMTEx, a medi-
cal document indexing method, specifically designed for the automatic indexing of 
documents in large medical collections, such as MEDLINE, the categorization  
performance is significantly increased compared to when the same documents are 
represented by MetaMap Transfer, the automatic mapping of biomedical documents 
to UMLS term concepts developed by U.S. National Library of Medicine, or the 
MeSH method, under which documents are indexed by human experts, based on a 
controlled list of indexing terms, deriving from a subset of the UMLS Metathesaurus. 
We also proved that the UMLS Semantic Network sub-category terms can act as cri-
teria for the categorization of a medical documents, however their performance play 
an important role in their classification ability. Moreover, our experiments show that 
Multiple Criteria Decision Analysis, as a method for identifying the significance of 
Semantic Network sub-category terms in their classification ability, achieves better 
results compared Decision Tree Analysis, when documents are represented by  
AMTEx terms. 

Future work involves extending our studies in discovering mechanisms for  
classifying medical documents into several thematic categories. For example, our 
intention is to be able to recommend medical documents to expert users for “breast 
cancer”. 
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Abstract. In this paper, we present an automated method to segment
blood vessels in fundus retinal images. The method could be used to
support a non-intrusive diagnosis in modern ophthalmology for early de-
tection of retinal diseases, treatment evaluation or clinical study. Our
method combines the bias correction to correct the intensity inhomo-
geneity of the retinal image, and a matched filter to enhance the appear-
ance of the blood vessels. The blood vessels are then extracted from the
matched filter response image using the Expectation Maximisation algo-
rithm. The method is tested on fundus retinal images of STARE dataset
and the experimental results are compared with some recently published
methods of retinal blood vessels segmentation. The experimental results
show that our method achieved the best overall performance and it is
comparable to the performance of human experts.

Keywords: Retinal image, vessel segmentation, matched filter, bias
correction, expectation maximisation.

1 Introduction

Automated segmentation of retinal structures allows ophthalmologist and eye
care specialists to perform mass vision screening exams for early detection of
retinal diseases and treatment evaluation. This non-intrusive diagnosis in mod-
ern ophthalmology could prevent and reduce blindness and many cardiovascular
diseases around the world. An accurate segmentation of retinal blood vessels
(vessel diameter, colour and tortuosity) plays an important role in detecting and
treating symptoms of the retinal abnormalities such haemorrhages, vein occlu-
sion, neo-vascularisation. However, the intensity inhomogeneity and the poor
contrast of the retinal images cause a significant degradation of the performance
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of automated blood vessels segmentation techniques. The intensity inhomogene-
ity of the fundus retinal image is generally attributed to the acquisition of the
image under different conditions of illumination.

Previous methods of blood vessels segmentation can be classified into two
categories: (1) pixels processing based methods, and (2) tracking-based methods
[1]. Pixel processing based methods use filters to enhance the appearance of
the blood vessels in the image, then processing techniques such as thinning
or branching are applied to classify pixel as either belonging to vessels or not.
Hoover et al. [2] proposed a framework to extract blood vessel from retinal images
using a set of twelve directional kernels to enhance the vessels before applying
threshold-probing technique for segmentation. Mendoca et al. [3] presented a
method to extract a vessel centreline then filled it using the global intensity
characteristics of the image and the local vessel width information. The drawback
of these techniques is that some proprieties of blood vessels can only be applied
in the segmentation process after a low level preprocessing and they generally
output poor segmentation results on disease retinal images.

Tracking-based methods use a Gaussian function to characterise a vessel pro-
file model, which estimates the location of vessel points use in vessel tracing.
Xu et al. [4] combined the adaptive local thresholding method and the track-
ing growth technique to segment retinal blood vessels. Salazar et al. [5] used
an adaptive histogram equalisation and the distance transform algorithm to en-
hance the vessels appearance, then applied the graph cut technique to segment
vessels. The limitations of these methods is that the multiple branches models
are not applicable and they do not perform well on disease retinal images.

2 Methods

In this paper, we present a new automated method to extract blood vessels in
retinal funds images. The proposed method combines two pre-processing tech-
niques. Our approach takes as a first step the correction of the intensity inho-
mogeneity of the retinal image using a bias correction algorithm[6] , then the
appearance of blood vessels are enhanced with a matched filter response. The
Expectation Maximisation (EM) algorithm is used to extract the vascular tree
from the matched filter response image. Finally, a length filter is applied on the
EM algorithm output image to eliminate all the non-vessels pixels. An overview
diagram and experiment results of the steps used in our method is given in Fig. 1
and Fig. 2 respectively.

2.1 Bias Correction

One of the major issues associated with fundus retinal images is the inten-
sity inhomogeneity across the images, which causes a significant degradation
to the performance of automated blood vessels segmentation techniques.The in-
tensity inhomogeneity of the fundus retinal image is generally attributed to the
acquisition of the image under different conditions of illumination.
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Fig. 1. Vessel segmentation algorithm

(a) (b) (c)

(d) (e) (f)

Fig. 2. (a) Retinal image with intensity inhomogeneity. (b) Bias corrected image. (c)
Matched filter response image. (d) EM image. (e) Length filter image. (f) Ground truth
image.

In order to overcome such a problem, we use the N4 algorithm of bias correc-
tion presented in [6] which is a modified version of the originally bias correction
proposed N3 algorithm [7] that includes a modified iterative update within a
multi-resolution framework. Let consider a noise free two dimensional medical
image v, which can be defined as:

v̂(i, j) = Î(i, j) + B̂(i, j) (1)

where I is the uncorrupted image, B is the bias field and v̂ = log v, Î = log I and
B̂ = logB. To define the uncorrupted image, the following iterative equation is
derived at the nth iteration as:

Î(i, j)n = Î(i, j)n−1 − S∗{Î(i, j)n−1 − E[Î(i, j) | Î(i, j)n−1]} (2)

where Î(i, j)0 = v̂(i, j), the initial bias field estimate and B̂(i, j)0e is equal to
zero. S∗{.} and E[Î(i, j) | Î(i, j)n−1] are the B-spline approximator and the
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expected value of the true image given a current estimated of the corrected
image respectively. The expression of the expected value of the true image is
derived in [7]. Figure. 2 (b) shows the bias corrected image.

2.2 Matched Filter for Blood Vessels

In order to enhance the appearance of the blood vessels in the retinal image, we
have implemented a two-dimensional matched filter. This technique adapted the
method presented in [8], where the matched filter maximises the response over
blood vessels and minimises it in the image background. The intensity profile of
vessels is approximated by a Gaussian function as:

f(x, y) = A{1− k exp(−d2 \ 2σ2)} (3)

where A represents the gray-level intensity of local background, d is the perpen-
dicular distance between given point (i, j) and the straight line passing through
the centre of the blood vessel in the direction along its length, k defines the
measure of contrast of the blood vessels relative to its background and σ is the
spread of the intensity profile. To design an optimal filter, the filter must have the
same shape as the intensity profile. Thus from the intensity profile, the weight
coefficients of the two-dimensional kernel are given by

K(x, y) = − exp(−x2 \ 2σ2) (4)

where |y| ≤ L \ 2, L denotes the length of the segment for which the blood
vessel is assumed to have a fixed direction. Since blood vessels may appear in
any direction, a set of twelve 16×15 pixels kernels is designed and rotated for all
possible orientations of the blood vessels. Thus, the kernels are applied at every
pixel in the image and only the maximum value of the matched filter response
is retained. A pixel is labelled as blood vessel if this maximum value is above
a certain threshold. More details for computing the weight coefficients of the
two-dimensional kernel can be found in [8]. Figure. 2(c) shows the matched filter
response image.

2.3 Expectation Maximisation

To extract the blood vessels from the fundus retinal image, we implemented the
Expectation Maximisation (EM) algorithm adapted from [9] and applied it to a
Gaussian mixture distribution of the pixel intensities. The EM performs the seg-
mentation by classifying vessel’s pixels in one class (foreground) and non-vessel’s
pixels in the other (background). The EM output is obtained by iteratively per-
forming two steps: E-step, which computes the expected value of the likelihood
function (pixel class membership function) with respect to the unknown vari-
ables, under the expected parameters of a Gaussian mixture model and M-step
which maximises the likelihood function defined in the E-step until convergence
[10]. The EM algorithm takes the value of a pixel’s intensity as a random variable.
Like any random variables, the pixel intensities of an image have a probability.
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To derive the probability model, we assume a Gaussian mixture distribution
as [11]:

P (x | μi, σ
2
i ) =

1

σ
√
2π

exp
−(x− μi)

2

2σ2
i

(5)

where (μi) is the mean vectors and (σ2
i ) is the variance of class i. Our aim is

to estimate and maximise the parameters of the Gaussian mixture model. The
likelihood estimates function (LE) of parameters in the Gaussian mixture model
is expressed as:

L(θ) =

n∑
N=1

log

k∑
i=1

piP (xN | μi, σ
2
i ) (6)

where pi is the mixing proportion (the probability of a pixel belonging to a class
i, where i = 1, 2, ...k). The values of the parameters which maximise (6) are
known as maximum likelihood estimators (MLE). The MLE is defined as:

μi =

∑n
N=1 P (i | xN )

P (i | xN )
(7)

σ2
i =

∑n
N=1 P (i | xN )(xN − μ)2

P (i | xN )
(8)

where μi, σi
2 and pi are the maximum likelihood of the mean vector, the variance

and the mean membership probability (expected value) receptively. More details
of MLE are given in [9].

2.4 Length Filter

Figure 2 (d), shows some misclassified pixels in the EM output image. The
length filtering model is designed to eliminate all the non-vessels pixels in the
EM algorithm output image. We adapt the length filtering used in [12], which
discard all the groups of pixel with pixel number less than a certain number
of pixels. The approach uses connected pixels labelling model, in which each
individual object in the image is defined as connect regions. The approach starts
by identifying all the connected regions, then discard all the connected objects
less than a certain number of pixels using an eight-connected neighbourhood
of all surrounding pixels. Finally a label propagation is used and all connected
components larger than a certain number of pixels are labeled as blood vessels.
This approach reduces significantly the false positive, the output of the length
filtering is shown in Fig. 2 (e).

3 Experimental Results

The method presented in this paper was evaluated on publicly available reti-
nal image dataset STARE presented by Hoover et al. [2]. The STARE dataset
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contains 20 fundus colour retinal images captured by a Topcon TRV-50 fundus
camera at 35 degree field of view (FOV) and the size of the image is 700x605
pixels. We calculated the mask of the image for this dataset using a simple
threshold technique for each colour channel. The dataset included images with
retinal diseases selected by Hoover et al. The dataset provides two sets of hand
labelled images segmented by two human experts. The first expert labelled fewer
vessel pixels than the second one. We adapt the first expert hand labelled as the
ground truth.

To facilitate the performance comparison between our method and other reti-
nal blood vessels segmentation methods, we have considered the accuracy rate
as performance measure. The following parameters are used in the experiment to
measure the performance of the segmentation: True Positive Rate (TPR), which
is defined by dividing the number of true positive by the total number of blood
vessels in the ground truth image, False Positive Rate (FPR) is defined by di-
viding the number of false positive with the total number of non blood vessels in
the ground truth image, and the accuracy (ACC) is computed as the sum of true
positives and true negatives over the total number of pixels in an given image.
It is worth mentioning that a perfect segmentation would have a FPR of 0 and
a TPR of 1. We also tested the performance of our method on retinal disease
images provided by STARE dataset, which generally cause a significant degra-
dation to the performance of automated blood vessels segmentation techniques.
The experiment values of different retinal blood vessels segmentation methods
on the STARE dataset is shown in Tables 1 and 2. All the methods used the
first expert hand labelled images as performance reference.

The experimental results in Tables 1 show that our method with an accuracy
of 0.9450 performed better than the methods presented by Mendoca et al. [3] and
Hoover et al [2] and its only marginally inferior to the hand segmented images of

(a) (b) (c)

(d) (e) (f)

Fig. 3. (a) Healthy retinal image. (b) Final vessel segmentation. (c) Ground truth. (d)
disease image. (e) Final vessel segmentation. (f) Ground truth.
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Table 1. Performance of vessel segmentation methods on STARE dataset (disease and
Healthy retinal images)

Method TPR FPR Accuracy

2nd human observer [3] 0.8949 0.0610 0.9354

Mendonca [3] 0.6996 0.0270 0.9440

Hoover[2] 0.6751 0.0433 0.9267

EM segmentation 0.6645 0.0216 0.9450

Table 2. Performance of vessel segmentation methods on STARE dataset (disease
retinal images only)

Method TPR FPR Accuracy

2nd human observer [3] 0.8252 0.0456 0.9425

Mendonca[3] 0.6733 0.0331 0.9388

Hoover[2] 0.6736 0.0528 0.9211

EM segmentation 0.6520 0.0255 0.9411

the second human expert. Tables 2 shows that our method with an accuracy of
0.941 on disease retinal images, outperforms the methods proposed by Mendoca
et al. [3] and Hoover et al [2] and it is comparable to the performance of human
experts.

4 Conclusions and Discussion

We have presented in this paper an new approach to blood vessels segmentation
by integrating the bias correction, the matched filtering and the EM segmenta-
tion method. We have evaluated our method against other retinal blood vessels
segmentation methods on STARE dataset. The experimental results presented
in Tables 1 and 2 show that the proposed approach achieved the best overall
performance.

Our method has an advantage over tracking-based methods because it applies
a two-dimensional matched filter on retinal images to enhance vessel appearance
and allows multiple branches models. Also our method achieves better results
over pixel processing based methods as it corrects the intensity inhomogeneities
across retinal images to improve the segmentation of the blood vessels. This
technique also minimises the segmentation of the optic disc boundary and the
lesions in the retinal images.

However, we are aware that the improvement in term of accuracy is marginal
over other methods we compared against. Also, the size of the dataset is relatively
small although it is the best we have at the moment for this specific problem.
Evaluating our method on a larger dataset will be part of our future work.
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Abstract. So far the traditional process modeling languages have found a  
limited use in the hospital settings. One of the reasons behind this delay has 
been the lack of clear definition of the sequence of activities that are carried out 
in the hospital. We propose a new modeling language (as a profile of UML 
Class diagrams) that captures all the useful features from various UML  
diagrams and can be used in modeling of the hospitals. Based on the modeling 
language, we have developed an easy-to-perceive graphical query language, 
which allows the physicians to retrieve directly from the various hospital data-
bases information they need to better understand the flow of clinical processes. 

Keywords: Hospital, Modeling, Modeling languages, Query languages. 

1 Introduction 

In 2002, the management professor and renowned author Peter Drucker stated in his 
book “Managing in the Next Society”, that “health care is the most difficult, chaotic, 
and complex industry to manage today”, and that the hospital is “altogether the most 
complex human organization ever devised”. Since then, hospitals have made advances 
in implementation of the promising health information technologies (HIT) in hopes to 
achieve major healthcare cost savings, reduce medical errors and improve health out-
comes [2]. Unquestionable and measurable has been the positive impact of the HIT on 
patient safety, quality and continuity of care, and the patient empowerment [3.4]. So 
far however there has been little evidence that implementation of the HIT is leading to 
health care cost savings [4]. One of the reasons for this lack of impact by the HIT  
likely lies in the complexity of the business process ownership in the hospitals. 

While both the management and support processes are directly controlled by the 
hospital management, the main operational clinical processes which constitute the 
core value production of the business has generally been owned by the doctors. Since 
medical professionals and not the managers carry the ultimate responsibility for the 
patient’s outcomes, the management has a limited control over the doctors’ individual 
bedside decisions. Therefore, a more profound involvement of the doctors in trans-
forming the processes within their health care organizations has been widely regarded 
as a factor that is critical for their success [5-8]. This is particularly true considering 
the fact that up to 85% of all the spending in health care is directly or indirectly  
controlled by the medical professionals [9]. 
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In contrast to the professional managers who have received an appropriate training 
and control the administrative resources (e.g., specially dedicated business analysts 
for extracting process knowledge from the increasing amount of digitally stored data), 
doctors so far have benefitted to a much lesser degree from these advances in HIT as 
a tool for better understanding of the patterns and systemic consequences of the  
clinical decisions they make. The goal of our research is to develop a business  
model-based method for hospital use which would allow doctors to retrieve directly 
the ad-hoc information from various hospital databases which is needed in building 
their process-oriented knowledge for their managerial roles. 

For better understanding, we broke down the task of achieving this goal into two steps. 
First, we developed a new domain-specific language for hospital modeling which allows 
doctors and managers to visualize the hospital processes (see Section 3). Subsequently, 
based on this modeling language, we developed an easy-to-perceive graphical query lan-
guage which permits retrieving specific information needed for the analysis of a particular 
clinical process. The query language described in Section 4 is considered to be the basic 
added value of this paper. An evaluation of our approach is given in Conclusions. 

2 Related Work 

In recent years business processes in hospitals have been studied for the applicability of 
modeling methods used in other industries. For example, there are published reports of 
successful usage of BPMN for describing the clinical process for strictly selected group 
of patients with a specific diagnosis in oncology [10] and the process in selected depart-
ment for pathology investigations [11]. However, there are also reports suggesting that 
application of BPMN is difficult in the specific domain of health care, since the nature of 
health care processes in a multidisciplinary hospital is inherently complex [12], and that 
has been the basis also for the domain-specific modeling in testing [13]. 

There are works on querying the descriptions of the business processes without the 
underlying data, e.g., work of Beeri et.al. [14], where the visual query language BP-
QL has been introduced, and the BPMN-Q language by Awad [15]. 

Beeri et.al. [16] went a step further by introducing the BP-Mon – a query language 
for monitoring business processes, which allows the users defining the monitoring 
tasks and retrieving their associated reports visually. Although the language is simple 
enough for IT specialists, it is hardly useable by doctors in the hospitals. For example, 
the specification of reports (retrieved data) requires knowledge about XML. 

Beheshti et.al. [17] introduced a process mining and querying methodology, where 
data are acquired also from the information system. These data are called Event Logs 
and are grouped into folder nodes – a similar concept to slices presented in this paper. 
However, the query language is itself based on SPARQL making it impractical for a 
broader use by the hospital staff. 

3 Hospital Modeling Language MEDMOD 

The most-widely known general purpose modeling language UML offers at least 
three different types of languages, whose elements can be used in hospital modeling. 
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The first one – UML Activity diagrams (and also the BPMN diagrams) – describes 
the sequence of activities to be performed. However, this kind of language cannot be 
directly used in the hospital domain because of the large degree of variations of the 
order how doctor execute various treatment procedures. The sequence of the activities 
can only be partially defined here. On the other hand, certain procedures have  
established protocols and well-defined sequence of activities, e.g. registration of the 
patient, or anesthesia used in performing certain types of procedures, and these are 
suitable for analysis using the UML activity diagram. Therefore, while the activity 
diagrams can be used in describing some aspects of the hospital operation, they are 
not applicable for the entire process. 

The second type of diagrams are the UML Class diagrams or ontologies (they 
largely differ in only one aspect – the former uses closed-world semantics, while the 
latter exploits the benefits of the open-world semantics, e.g., see [18]). This type of 
diagrams is very convenient for concept modeling, but is not oriented towards  
modeling the activities. UML allows however perceiving an activity, e.g., X-ray in-
vestigation for a patient, as a class. Instances of this class would then be defined as 
certain X-ray investigations used for specific patients. Further in this paper we will 
make an essential usage of this type of classes. 

The third type of diagrams is UML Use-case diagrams, which combine the ele-
ments of the class and activity diagrams. They describe activities called use-cases. It 
is also stated that use-cases can be perceived as classes, whose instances are concrete 
executions of these activities. A very useful aspect of the use-case diagrams is their 
capability for interaction between the use-cases with extending the activity by calling 
another activity. In other words, the extension point mechanism in the use-case dia-
grams makes it possible to describe specific control flows having a guard condition 
(the extension point name), which are executed during the current activity instead of 
waiting for the activity to complete. This feature isn’t present neither in UML activity 
diagrams, nor in BPMN, but is very pertinent in the case of hospital modeling. At the 
same time there are no ordinary control flows in use-case diagrams, because use-case 
diagrams are a priori dedicated to describing a higher-level functionality. 

This all led us to think that a special domain-specific modeling language is needed 
for hospital modeling, which would borrow the most useful features from class, activ-
ity and use-case diagrams. We have developed such a language called the MEDMOD. 
Formally, we can define the MEDMOD as a profile on UML Class diagrams as can be 
seen in Fig. 1 (OCL constraints defining MEDMOD more precisely are omitted here).  

 
<<metaclass>>

Class

<<stereotype>>
Follows

<<stereotype>>
Interruption

<<stereotype>>
Composition

<<stereotype>>
Extension

extensionPoint: String

<<metaclass>>
Association

<<stereotype>>
Activity

isStartActivity: Boolean
isAggregateActivity: Boolean

{required}{required}

 

Fig. 1. The UML profile defining the MEDMOD language 
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We are however describing the language on examples (see Fig. 2) for its easier  
perception by the domain experts (doctors and managers). 

Let us now describe the elements of MEDMOD in more detail (see Fig. 2). 
 
Activity. Activity is the central element of the MEDMOD language and denotes a task 
in time having a start and end moments. Semantically it is related to the Action  
element of UML Activity diagrams. Examples of Activity are seen in Fig. 2 depicted 
as yellow boxes with rounded corners. 
 

Doctor at emergency 
department evaluates 

patient's medical needs
emergency_doctor: String

Patient consulted by 
second doctor

consulting_doctor: String

Patient admitted to 
hospital ward

date&time: DateTime
ward_code: wCode

Patient treated at 
emergency department
procedure_code: pCode
cost: Real

Patient scheduled 
for transfer to 
another ward

ward_code: wCode
Clinical process in 

ward
ward_doctor: String

Doctor assigns 
procedure

date&time: DateTime
procedure_code: pCode

Doctor sets diagnosis
diagnosis_code: dCode

Procedure is executed
date&time: DateTime
procedure_code: pCode
cost: Real

Patient leaves the 
hospital

date&time: DateTime
total_expenses: Real

Patient enters the 
hospital

date&time: DateTime
surname: String
age: Integer

{second opinion is necessary}

**

 

Fig. 2. An example of a MEDMOD process 

From the linguistic point of view, we divide Activities in three different categories 
based on how the Activity name is formed. The first type of Activities is the most 
common one and conforms to the simple present linguistic form – “Doctor sets diag-
nosis”. The second type of Activities is formed in passive voice and used in cases, 
when there can be different consequences to some previous Activity leading to ex-
ecute one of different outgoing flows from it – “Patient admitted to hospital ward”. 
The third type of Activities refers to a greater process with some given name, which 
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then serves as a name for the Activity – “Clinical process in ward”. These naming 
conventions are, however, only guidelines for users creating and reading the 
MEDMOD diagrams and they are provided for better comprehension of the process. 
The visual appearance of Activity does not depend on its linguistic type. 

Activities can also have attributes of five primitive data types – Integer, Real, 
String, Boolean and DateTime. These attributes can be specified for every concrete 
Activity at diagram creation, and different values can be assigned to these attributes 
of concrete instances of the Activity at run-time. Since there are very detailed codifi-
cators in the medical world for coding every procedure, diagnosis or other attributes 
(see Health Level Seven International, the global authority on standards for interope-
rability of health information technology [19]), we also allow using enumerations as 
data types. For instance, the Activity “Doctor assigns procedure” has an attribute 
“procedure_code”, whose values come from the enumeration “pCode” (see Fig. 2). 

Exactly one of the Activities of every MEDMOD diagram is denoted as the Master 
Activity meaning that the execution of the diagram starts with this Activity (there can 
be no ingoing arrows to this Activity). Master Activity has a slightly different visuali-
zation – a bolder frame (see Activity “Patient enters the hospital” in Fig. 2). 
 
Follows. This type of oriented relation can be established between two Activities A 
and B meaning that Activity B can only start after Activity A has ended (the same 
semantics as the Control Flow of UML Activity diagrams). It is allowed for several 
Activities to follow the same Activity – the XOR semantics is implied in this case 
meaning that only one of those outgoing flows can be executed. We denote this situa-
tion by introducing a new diamond-shaped graphical element seen in Fig. 2. It is also 
allowed to have several ingoing flows into an Activity implying the OR semantics, i.e., 
the following Activity can start executing when at least one flow has executed, and 
several instances of that Activity can arise, if several incoming flows executes at dif-
ferent times. It is, however, not allowed to introduce several parallel outgoing flows 
from the same Activity. We substitute the parallel branching of UML Activities with a 
more general feature, the composition, by introducing so called Aggregate Activities 
and their parts – Component Activities that can be executed simultaneously. 
 
Composition. A composition between two Activities can be established, if one Activ-
ity (called the Aggregate) semantically consists of one or more other Activities (called 
the Components). It has an analogy with the relation “includes” of UML Use-case 
diagrams. We have borrowed the notation for the Aggregate part of Composition (the 
filled diamond) from the UML Class diagrams. Also, a composition fork graphical 
element can be introduced to collect the Components of the same Aggregate Activity 
(seen in Fig. 2). For instance, Activity “Clinical process in ward” consists of two 
types of Activities – “Doctor assigns procedure” and “Doctor sets diagnosis” (notice a 
slightly different visualization – a dashed frame – for Aggregate Activities in Fig. 2). 
Each Component Activity can appear several times within the Aggregate, therefore 
we also allow cardinalities to be attached to the Component end of a Composition (the 
default cardinality is 1). 
 
Interruption. An interesting phenomenon relates the composition – what is the seman-
tics of a Follows-type relation going out from the Aggregate Activity? It was stated 
before that the Follows flow can execute when the Activity A has ended. But the  
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Aggregate Activity can actually never end, if it has at least one Component having a 
cardinality, e.g., * (many). In this case the Aggregate is constantly waiting for new and 
new Component instances to born, and only some force from outside can decide, when 
to stop the waiting process. We must therefore introduce a new type of control flow – 
an Interruption – stating that if there is an outgoing Interruption flow from the Aggre-
gate Activity A to some Activity B, it means that the Activity A is suspended, when 
the flow is executed (i.e., when the Activity B needs to be started) meaning that it can 
no more create new Component instances (already created Component instances con-
tinues to execute normally). For instance, in Fig. 2 the Activity “Clinical process in 
ward” is suspended when the doctor decides to either transfer the patient to another 
ward, or to discharge the patient. The Interruption flow is adorned with a jagged 
“lightning bolt” arrow. Simple Activities can also be interrupted in similar manner. 
 
Extension. Extension is an oriented relation between two Activities A and B meaning 
that Activity B can be called at some time during the execution of Activity A. This 
feature allowing us to extend the Activity is also borrowed from UML Use-case dia-
grams. The call is triggered, when some predefined condition occurs. The condition is 
described as an Extension point name and attached to the Extension. For instance, a 
doctor can decide that a “second opinion is necessary” (the Extension point name) 
during the evaluation of patient’s medical needs. In that case another Activity “Patient 
consulted by second doctor” is called (see Fig. 2). 

Using the four abovementioned elements, one can define a MEDMOD process serv-
ing at least two purposes: 1) the visualization of hospital processes can help doctors 
and management of the hospital in performing their daily tasks better; 2) one can use 
the graphical process in order to perform queries on their underlying real data. This is 
one of the added values of this paper. To achieve the second part of the goal stated in 
the Introduction, we must first introduce a new concept of a slice being exploited in 
the next section. If we look at the MEDMOD diagram from the process point of view, 
we can notice that every instance of the Master Activity define a separate transaction 
consisting of those instances of Activities that can be reached from the instance of the 
Master Activity (these are called run-time instances in the process modeling world). 
We call the set of all run-time instances within a transaction a slice. The basic as-
sumption we make here is that no two slices can ever share any common instances. It 
must be notices that certain Activities can have several instances within a slice (be-
cause of loops and cardinalities of type “many”). We use a slightly different visual 
representation for this type of Activities for better perception as can be seen in Fig. 2. 

When the process is described, is it very important for the doctor to be able to see 
the run-time instances (both within a slice and over several slices) with their respec-
tive attribute values from different points of view. One idea here could be to export all 
slices over some period of time to Microsoft Excel and then use its features to analyze 
the data. The main problems here arise from the fact that we can have loops and car-
dinalities of type “many” allowing several run-time instances appear for a concrete 
Activity. Developing a non-trivial query for this case may involve serious “Excel 
programming” not being possible for a doctor. To overcome this problem, we have 
developed a simple process query language that is based on the process diagram that 
needs to be analyzed. 
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4 Process Query Language 

The Process Query Language (PQL) has been based on MEDMOD process definition 
language. The purpose of PQL is to allow a doctor interested in clinical processes 
querying (filtering) runtime data of hospital’s processes described using MEDMOD. In 
fact, a doctor should be able to ask questions like “How much did the Dr. Jekyll’s 
patients cost?” or “Which patients with Pneumonia had more than two X-rays?”. 
This paper describes general ideas behind PQL and does not touch any implementa-
tion details. We assume that technical problems, like the import of runtime data from 
hospitals information system to MEDMOD data structures, have been already solved. 
 

 

Fig. 3. An example of Process Query Diagram describing a hospital operation 
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Asking questions begins with choosing (opening) the MEDMOD process diagram, 
which describes the process under inspection, switching to the filtering mode (for 
example by pressing on a special toolbar button) and setting the time interval the doc-
tor is interested in. As a result, a new diagram – Process Query Diagram – is created. 
It contains the chosen process description in the MEDMOD syntax. In addition, every 
activity node in the diagram has an indicator (the attached box) showing the number of 
instances in the initial dataset – all slices corresponding to the chosen time interval 
(see Fig. 3 – an example where the details described in this section can be viewed). 

Now the doctor can undertake two types of actions – she can set filtering  
conditions or retrieve data. Setting filtering conditions can be initiated by selecting 
an action node. Typically, the doctor can choose to set a filter on attribute values of 
the node. The attribute can be selected, for example, by clicking on it. There are  
several options for filtering. The first filtering option is the comparison operations 
like equals, greater than, less than, contains, begins with, etc. The actual list of opera-
tions depends on the data type of the attribute. The same principle has been used in 
spreadsheet applications like Microsoft Excel for setting simple filtering conditions on  
column values. The typical filter input form has been shown in Fig. 4. 

 

Fig. 4. Filtering condition input form – comparison operation on attribute 

First, the comparison operation is selected (e.g., greater than). Second, a value is 
given. If the possible values can be retrieved from the fixed list (e.g., HL7 codes or 
doctors of the hospital), then the input form offers a list (e.g., via a combo box) the user 
can choose from. Following the simplicity of spreadsheet applications, only one extra 
comparison operation is allowed here. User may choose one of the following options – 
either both conditions are mandatory (logical AND), or at least one of the conditions 
must be met (logical OR). Thus, most of the typical conditions, including value inter-
vals, can be given using such input form. In the process query diagram a filtering condi-
tion appears as a label in the corresponding activity node. Thus, the doctor is always 
aware of filtering conditions that have been set. Immediately after the filtering condition 
has been created or updated, it is applied on the dataset. The filtered dataset contains all 
instances from those slices, which contains instances conforming to the filtering condi-
tion. As a consequence, all data displayed in the diagram (e.g., the indicators of number 
of instances) are updated. The order, in which filtering conditions are set, does not mat-
ter – they all are applied every time a new condition has been added or old one deleted. 

The second filtering option is the data partitioning operations like getting Top or 
Bottom instances based on some attribute. Doctor may ask for 10 slices, where total  
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Fig. 5. Filtering condition input form – data partitioning operation 

expenses are the largest. She should select the corresponding activity and choose the 
data partitioning option. The filter input form is shown in Fig. 5. 

First, the partitioning operation is selected (e.g., Top). Second, a value is given. 
When the filter is applied, the filtered dataset contains only instances from those 
slices, which contain instances with ten largest total expenses values. It should be 
noted that partitioning operations are applied on the dataset retrieved by applying the 
comparison operations. If several data partitioning operations have been set, then the 
result is the intersection of slices retrieved by partitioning operations. 

If there is a possibility that a slice may contain more than one instance of the same 
type (e.g., if there is a composition with a cardinality “many” or flows heading  
backwards), then it is possible to set a filtering condition on aggregate functions. The 
filtering conditions may be applied to the Sum or Average of attribute values of  
instances in the slice. The filtered dataset contains all instances from those slices, 
which contains instances of the filtered type having sum or average value of the given 
attribute within values specified by the condition. For example, the doctor may ask for 
those slices, where average cost of “Procedure is executed” is greater than 100.  
Another option is to set comparison condition on number of instances within a slice 
using the Count operation. For example, doctor can ask for slices where “Doctor sets 
diagnosis” happened more than once. Setting this condition may be initiated by  
clicking on the action node itself (not on an attribute). 

As stated before, there are two types of querying actions – setting filtering condi-
tions and retrieving data. The former is explained above. Now let us proceed to the 
latter. Although the MEDMOD diagram elements cannot be modified in PQL, user may 
supplement the diagram with additional details. The possible options appear in the 
palette and can be dragged into the diagram, thus retrieving data within the diagram. 

The first option is the time interval. It can be drawn between actions containing 
date&time attribute. The time interval symbol appears in the diagram. The incoming 
arrow denotes interval’s start activity and the outgoing arrow denotes interval’s end 
activity. The interval has also a name. In fact, we may think of a time interval as of a 
derived attribute in the master activity of the slice, which is computed as the differ-
ence between interval’s end activity date&time and interval’s start activity date&time. 
Note that there may exist multiple interval values because of multiple start and end 
instances within the slice. To specify more precisely the instances the time interval 
should be measured between, a conditional expression may be used. For example, if 
the doctor wants to measure time between “Doctor sets procedure” and “Procedure is 
executed” for those instances, whose procedure code matches, she should supply the 
conditional expression stating “start procedure code equals end procedure code”. If 
no conditional expression has been supplied, then the interval between two adjacent 
(in time) instances of corresponding types is measured. Once the time interval has 
been defined, it can be used in filtering conditions. 
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An important feature is the possibility to add intervals between instances allocated 
in different slices, e.g., between patient’s multiple appearances in the hospital. It 
would require grouping of slices to be introduced. Grouping would allow merging 
slices depending of some attribute values, e.g. patient’s surname. 

The second data retrieving option is the set of aggregate functions, which can be 
evaluated over the filtered dataset in order to obtain a single number as an answer to 
the question asked. They are: Count, Sum and Average meaning respectively the 
number of instances within the dataset, the sum of the given attribute values over all 
instances in the dataset and the average of the given attribute values over all instances. 
They can be applied by dragging the selected function from the palette to the corre-
sponding activity node (for Count) or to the attribute (for Sum and Average).  
The result (one number) appears on the diagram as an indicator box, which displays 
the computed value. In fact, the number of instances of each activity appears in the 
diagram by default. However, they can be also removed from the diagram. 

The third possible option of retrieving data is a list of all instances corresponding 
to the selected activity. Dragging corresponding palette element to an activity initiates 
the display of all instances of corresponding type in the filtered (or initial if no filter-
ing conditions are applied) data set. They are displayed as a table, where each row 
represents an instance and columns represent the attribute values. There is also one 
special column containing slice’s ID the instance belongs to. Since it is possible to 
display several instance tables at once, the presence of an ID in each of them helps to 
recognize data from the same slice across several tables. If the filtering conditions 
have been changed, then the content of all tables and indicator boxes is recomputed. 

Thus, the basic steps in querying are: 
 

1. Process Query Diagram is created from a MEDMOD diagram – the initial 
dataset is determined by initial time interval given by the doctor and the  
indicator boxes denoting the number of instances for each action appear;  

2. Doctor may apply two types of filtering conditions – comparison operations 
on attributes and aggregation functions or data partitioning operations; 

3. Doctor may retrieve data into the diagram – aggregate values (Count, Sum, 
Average), which are one number answers, or instance tables; 

4. Changing filtering conditions immediately reflects on displayed data. 
 

The main advantages of the PQL are: 1) the view on data through “glasses” of famil-
iar process, 2) the simple and easy-to-perceive means of setting filtering conditions 
require no more expertise than using spreadsheat applications (like MS Excel), and 3) 
the dynamic response to each step in construction of the complete query – the doctor 
sees immediate reaction to every action. It shortens the learning curve greatly and 
encourages even non-experienced users to try this out. 

5 Conclusions and Future Work 

To test the practical aspects of using this methodology we presented it to a group of 
seven doctors working in a hospital. Our primary interest was to assess the “readabili-
ty” of the designed clinical process model and of the information filtered with its 
application by the end-users. After a short instruction about the syntax of process 
description, available filtering mechanisms and visualizing the retrieved information 
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in data indicator boxes next to each of activity nodes, doctors were asked to explain 
the meaning of the three prepared screenshots representing retrieved data with a use 
of the query language. All participants of this test demonstrated that they could accu-
rately retrieve the question to be asked by applying the proposed querying techniques 
in our hospital model. In general, all of the participating doctors rated the presented 
methodology positively and noted not only the potential for this tool to facilitate man-
agement and improve the transparency of clinical processes, but also its potential for 
research on the impact that certain variables have on the treatment outcomes. 

We are about to continue developing this project with two further steps. First, we 
are planning to develop user-friendly graphical editors for the MEDMOD process mod-
eling and query languages. We have already built prototypes of these editors, which 
were used in creating the proof of concept, e.g., examples seen in Figures of this pa-
per. Nowadays, it is a rather easy task to develop such domain-specific languages 
within some of the tool building platforms like GRAF [20] or METAclipse [21]. 

Our second plan is to develop an effective implementation of the query language. 
Success of the PQL depends mainly on the efficient implementation of the query ex-
ecution. This task, is closely related to the pattern matching problem [22] in the field of 
implementation of model transformation languages (like, MOLA [23], lQuery [24], 
etc.), which have already been used in the various areas of Model-Driven Engineering. 
 
Acknowledgments. This work has been partially supported by the European Regional 
Development Fund within the project Nr. 2010/0325/2DP/2.1.1.1.0/10/APIA/VIAA/ 
109 and by the Latvian National Research Program Nr. 2 „Development of Innovative 
Multifunctional Materials, Signal Processing and Information Technologies for  
Competitive Science Intensive Products” within the project Nr. 5 „New Information 
Technologies Based on Ontologies and Model Transformations”. 

References 

1. Drucker, P.F.: Managing in the Next Society. Journal of Documentation 59, 209 (2002) 
2. Hillestad, R., Bigelow, J., Bower, A., Girosi, F., Meili, R., Scoville, R., Taylor, R.: Can 

electronic medical record systems transform health care? Potential health benefits, savings, 
and costs. Health Affairs (Project Hope) 24(5), 1103–1117 (2005) 

3. Chaudhry, B., Wang, J., Wu, S., Maglione, M., Mojica, W., Roth, E., Shekelle, P.G.: Im-
proving Patient Care Systematic Review: Impact of Health Information Technology on. 
Annals of Internal Medicine 144(10), 742–752 (2006) 

4. Goldzweig, C.L., Towfigh, A., Maglione, M., Shekelle, P.G.: Costs and benefits of health 
information technology: new trends from the literature. Health Affairs (Project 
Hope) 28(2), w282–w93 (2009) 

5. Barzdins, J.: Developing health care management skills in times of crisis: A review from 
Baltic region. International Journal of Healthcare Management 5(3), 129–140 (2012) 

6. Burns, L.R., Bradley, E.H., Weiner, B.J., Shortell, S.M.: Shortell and Kaluzny’s Health 
Care Management Organization Design and Behavior. In: Management. Delmar Cengage 
Learning, Clifton Park (2012) 

7. Clark, J., Armit, K.: Leadership competency for doctors: a framework. Leadership in 
Health Services 23(2), 115–129 (2010) 

8. Edwards, N.: Doctors and managers: building a new relationship. Clinical Medicine 5(6),  
577–579 (2005), http://www.ncbi.nlm.nih.gov/pubmed/16411354 (retrieved) 



124 J. Barzdins et al. 

 

9. Sager, A., Socolar, D.: Health Costs Absorb One-Quarter of Economic Growth, 2000-
2005. Health (San Francisco), Boston (2005), http://dcc2.bumc.bu.edu/hs/ 
healthcostsabsorbone-quarterofeconomicgrowth2000-05sager-
socolar7february2005.pdf 

10. Scheuerlein, H., Rauchfuss, F., Dittmar, Y., Molle, R., Lehmann, T., Pienkos, N., Sett-
macher, U.: New methods for clinical pathways-Business Process Modeling Notation 
(BPMN) and Tangible Business Process Modeling (t.BPM). Langenbeck’s Archives of 
Surgery / Deutsche Gesellschaft für Chirurgie 397(5), 755–761 (2012) 

11. Rojo, M.G., Rolón, E., Calahorra, L., García, F.O., Sánchez, R.P., Ruiz, F., Espartero, 
R.M.: Implementation of the Business Process Modelling Notation (BPMN) in the model-
ling of anatomic pathology processes. Diagnostic Pathology 3(suppl. 1), S22 (2008) 

12. Müller, R., Rogge-Solti, A.: BPMN for Healthcare Processes. In: Proceedings of the 3rd 
Central-European Workshop on Services and Their Composition, ZEUS 2011, Karlsruhe, 
Germany, February 21–22, pp. 65–72. CEUR-WS.org, Karlsruhe (2011),  
http://ceur-ws.org/Vol-705/paper9.pdf (retrieved) 

13. Agt, H., Kutsche, R.-D., Wegeler, T.: Guidance for domain specific modeling in small and 
medium enterprises. In: Proceedings of the Compilation of the Co-Located Workshops on 
SPLASH 2011 Workshops, vol. 63 (2011) 

14. Beeri, C., Eyal, A., Kamenkovich, S., Milo, T.: Querying business processes. In: VLDB, 
pp. 343–354 (2006) 

15. Awad, A.: BPMN-Q: A Language to Query Business Processes. In: EMISA, pp. 115–128 
(2007) 

16. Beeri, C., Eyal, A., Milo, T., Pilberg, A.: Monitoring business processes with queries. In: 
Proceedings of VLDB 2007, Vienna, Austria, pp. 603–614 (2007) 

17. Beheshti, S., Benatallah, B., Motahari-Nezhad, H.R., Sakr, S.: A Query Language for Ana-
lyzing Business Processes Execution. In: Rinderle-Ma, S., Toumani, F., Wolf, K. (eds.) 
BPM 2011. LNCS, vol. 6896, pp. 281–297. Springer, Heidelberg (2011) 

18. Bārzdiņš, J., Bārzdiņš, G., Čerāns, K., Liepiņš, R., Sproģis, A.: UML Style Graphical No-
tation and Editor for OWL 2. In: Forbrig, P., Günther, H. (eds.) BIR 2010. LNBIP, vol. 64, 
pp. 102–114. Springer, Heidelberg (2010) 

19. Health Seven Level International, http://www.hl7.org 
20. Sproģis, A., Liepiņš, R., Bārzdiņš, J., Čerāns, K., Kozlovičs, S., Lāce, L., Rencis, E., 

Zariņš, A.: GRAF: a Graphical Tool Building Framework. In: Proceedings of the Tools 
and Consultancy Track. European Conference on Model-Driven Architecture Foundations 
and Applications, Paris, France, pp. 18–21 (2010) 

21. Kalnins, A., Vilitis, O., Celms, E., Kalnina, E., Sostaks, A., Barzdins, J.: Building Tools by 
Model Transformations in Eclipse. In: Proceedings of DSM 2007 Workshop of OOPSLA 
2007, pp. 194–207. Jyvaskyla University Printing House, Montreal (2007) 

22. Sostaks, A.: Pattern Matching in MOLA. In: Barzdins, J., Kirikova, M. (eds.) Proceedings 
of the 9th International Baltic Conference on Databases and Information Systems, Riga, 
Latvia, July 5-7, pp. 309–324. University of Latvia Press, Riga (2010) 

23. Kalnins, A., Barzdins, J., Celms, E.: Model Transformation Language MOLA. In: 
Aßmann, U., Akşit, M., Rensink, A. (eds.) MDAFA 2003. LNCS, vol. 3599, pp. 62–76. 
Springer, Heidelberg (2005) 

24. Liepiņš, R.: Library for Model Querying – lQuery. In: Proceedings of 2012 Workshop on 
OCL and Textual Modelling (2012) 



 

G. Huang et al. (Eds.): HIS 2013, LNCS 7798, pp. 125–136, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Towards Dynamic Non-obtrusive Health Monitoring 
Based on SOA and Cloud 

Mohamed Adel Serhani, Abdelghani Benharref, and Elarbi Badidi 

College of Information Technology, UAE University 
UAE, Al-Ain 

{serhanim,abdel,ebadidi}@uaeu.ac.ae 

Abstract. Despite the fact that new technologies and life style are continuously 
improving, many diseases have unfortunately extensively increased in today’s 
population. State-of-the-art studies are showing an exponential increase of these 
diseases, which present a heavy burden on governmental and private healthcare 
systems. Many industrial and academic works are trying to alleviate this burden 
using varying clinical solutions. For example, e-health monitoring and preven-
tion have revealed to be among promising solutions. In fact, well-implemented 
monitoring and prevention schemes have resulted in a decent reduction of dis-
eases risk and or have reduced their effects. In the same line, this paper propos-
es a Service-Oriented Architecture-based platform for health disease tracking 
and prevention with a focus on disease monitoring. A monitoring scheme based 
on Service-Oriented Architecture and Cloud technology has been designed and 
developed to proactively detect any risk of diseases prior to its development. 
Therefore a preventive plan is dynamically generated and customized according 
to the patient’s health profile and context while considering many impelling pa-
rameters. A mobile application has been developed to evaluate our monitoring 
scheme and preliminary data have been collected and analyzed.  

Keywords: E-health, Diseases, Monitoring, Prevention, SOA, Cloud. 

1 Introduction  

The last decade has witnessed a high and increasing ratio of deaths caused by chronic 
and cardiovascular disease (CVD) in all countries over the world [1]. For example, 
and according to the World Health Organization (WHO), the UAE has the second 
highest rate of diabetes in the World. Moreover and according to the statistics from 
the United Arab Emirates (UAE) Ministry of health published in 2010, over 25% of 
deaths in the country are caused by cardiovascular disease [2]. Diabetes, high blood 
cholesterol and other lipids, physical inactivity, smoking, overweight and obesity are 
some factors that can cause these diseases. 

To address the rising incidence of diseases and their associated complications, a 
continuous monitoring-driven prevention approach can contribute to explaining the 
main reasons of HDs and then reducing the risk of their occurrences. Also, continuous 
monitoring of subjects is a very important element in detecting diseases’ symptoms as 
soon as they occur; therefore, it can mitigate the impact and the consequences that 
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these diseases may cause. Tracking is also an essential mechanism in locating the 
subject while he/she is away of usual known points. 

Western healthcare industry is undergoing fundamental changes. It is shifting from 
hospital-centric services to a more ubiquitous and ambulatory system (with homecare, 
day care clinics, remote healthcare) and the treatment of diseases that actively  
involves the patient himself/herself. The emergence of Web-based e-Health services 
allows patients and professionals to have easy access to important information any-
time anywhere while optimizing healthcare cost. The UAE Ministry of Health has 
recently announced the implementation of Wareed health system that will connect 
hospitals and clinics in the UAE to improve related services and reduce costs [3].  

Application of the above mechanisms requires full integration of different technolo-
gies, systems, and communication infrastructures. Continuous on-the-fly monitoring 
requires appropriate devices, such as mobile sensors, in addition to pervasive compu-
ting; communication with hospitals and physicians requires wireless/mobile-networking 
technologies. These technologies provide the foundation to support efficient and  
continuous HDs prevention, tracking, and monitoring. 

In this work, we propose a non-invasive mobile health monitoring architecture, for 
monitoring of diseases. The system relies on the concept of Service Oriented Archi-
tecture (SOA) and Cloud computing. SOA has been proven to be an adequate solution 
for integrating heterogeneous systems and technologies, allowing application-to-
application communication over the Internet, reducing cost of integration, and expos-
ing data and services to different stakeholders. The system will allow continuous data 
gathering, automatic monitoring, and taking proactive measures to identify potential 
risky situations and prevent the subject from severe heath consequences. Besides, due 
to the use of standard and open technology, the system can be easily integrated with 
other healthcare systems, which allows high interoperability and dynamic integration 
between heterogeneous systems. 

The monitoring approach, to detect HDs as soon as they occur, involves the usage 
of sensing technologies along with communication infrastructure to sense and collect 
important physiopathology measures of a patient. It addresses topics such as measur-
ing and collecting sensory information, purging and enhancing this sensory informa-
tion, and making intelligent and health-critical decisions. Major discrepancies in 
measured data triggers immediate analysis and assessment of the subject’s data by 
physicians to find out whether the subject has or not a chronic disease. 

The preventive approach to reduce the incidence of HDs and control the spread of 
these diseases, involves addressing the causing factors mainly obesity, hypertension, 
smoking, diabetes, overweight, dyslipidemia, physical inactivity and unhealthy diet 
and life style. Collection, analysis, and mining of data are key elements in addressing 
the problem. It consists of extracting patterns to build prediction models that greatly 
help taking rational decisions to prevent and decrease the risk factors.  

In this paper, we propose an architecture for diseases monitoring. The system is 
based on the SOA paradigm [4] , advanced information and communication technolo-
gy (ICT) and Cloud infrastructure, platform and applications. Adopting SOA will 
allow developing a pool of e-health services that will ease the integration with other 
healthcare systems. The proposed architecture will also allow the integration and the 
usage of these services from mobile devices.  

The remaining sections of this paper are organized as follows: next section dis-
cusses the state of the art in e-health and m-health monitoring. Section 3 discusses our 
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Smart and Non-Invasive Health Monitoring architecture based on SOA and Cloud and 
SOA. Section 4 presents our smart and non-invasive health monitoring based on cloud 
and SOA. Section 5 concludes the paper and highlights some of future works. 

2 Related Work 

Nowadays, several e-health centers emerged and many initiatives are launched in 
USA, UK, EU, AU as well as in many developing countries in order to improve 
healthcare services and optimize medical resources. At the core of all this initiatives is 
the investment in modern Internet and Communication Technology (ICT) infrastruc-
tures to connect hospitals, clinics and healthcare organizations so that the exchange of 
medical data can be possible.  

The increasing demand for e-Health services has led to many research efforts [5]. 
Different architectures have been proposed for e-Health or other healthcare related 
system purposes. Some of them are used in special areas, such as trauma [6], and 
cardiology [7]. Some are used with special purposes, such as emergency and patient 
monitoring [8, 9]. With the advantages of wireless and mobile technologies, there are 
also many wireless-based e-Health systems presented in [10]. The common feature of 
these systems is that they only provide limited or special services to users. 

Several research works and initiatives have investigated the issue and challenges of 
building e-health solutions. These solutions differ mainly in the way they handle inte-
gration issues due to heterogeneity of different systems and type of middleware, 
framework or architecture used to build an integrated e-health system. The authors in 
[11] proposed a distributed framework of Web-based telemedicine system, which 
addresses two types of servers: 1) Web servers and 2) data servers. This framework is 
based on CORBA technology and a database. The system is not flexible to allow any 
integration of non-CORBA systems; therefore, it requires an intermediary middleware 
to handle the heterogeneity between different heath systems as well as a huge  
development effort to adapt the system to the integrated system requirements.  

In [12], authors proposed a multi-layer SOA-based e-Health services architecture 
that consists of six main components responsible for defining interactions among 
different layers. The system is generic; it states an architectural design without detail-
ing the implementation and its challenges. In addition, the proposed system has not 
been implemented. Kart, F. et al. [13] described a distributed e-healthcare system that 
uses SOA as a means of designing, implementing, and managing healthcare services. 
The users of the system are physicians, nurses, pharmacists, and other professionals, 
as well as patients. The system includes a clinic module, a pharmacy module, and 
patient’s interfaces, which are implemented as Web services. Various devices can 
interact with these modules, including desktop and server computers, PDAs and smart 
phones, and even electronic medical devices, such as blood pressure monitors. 

The authors in [14] described the design, the implementation, and the deployment of 
a multi-tier Inpatient Healthcare Information System based on SOA and on the HL7 
massage exchange standard at the National Taiwan University Hospital (NTUH). The 
services-tier includes Computerized-Physician Order Entry (CPOE), Billing, Pharmacy, 
and Diet. This work also investigates how healthcare organizations, using SOA, can 
leverage their shared services to automate multiple business processes and reinforce 
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overall interoperability. The authors in [15] designed and developed a SOA-based  
platform for home-care delivery to patient with diseases. Always on monitoring, it 
presents applications and requirements of pervasive healthcare, wireless networking 
solutions and several important research problems. These healthcare applications  
include pervasive health monitoring, intelligent emergency management system,  
pervasive health- care data access, and ubiquitous mobile telemedicine. 

To promote interoperability among healthcare organizations that are seeking to  
develop SOA-based architectures, a joint collaboration effort among standards groups, 
specifically Health Level Seven (HL7) and the Object Management Group (OMG), was 
formed under the name: Healthcare Services Specification Project (HSSP). The intent is 
to produce SOA health standards standard services that define services’ responsibilities, 
behavior, and interfaces so that ubiquity can be achieved across implementations and 
vendor products [16].  

Our solution is aligned with the above initiatives and addresses mainly diseases 
monitoring. It also addresses some difficult issues in the design of an e-health system 
and protection of medical data. Our solution relies on SOA and the Cloud to integrate 
different systems, data, and make it available for the sake of diseases monitoring an-
ywhere and whenever needed. The potential of using SOA in our solution is that it 
facilitates interoperation among various systems that typically do not speak the same 
language. Using SOA as a common standard enables reducing the complexity in inte-
grating heterogeneous systems. New services can be developed to satisfy the needs of 
integration, and existing system capabilities can also be organized into services. Re-
dundant processing, which is normally developed and used by several units, can be 
structured and represented as a separate service or set of services. Each service be-
comes, then, available to all stakeholders through a standard interface. Furthermore, 
services can be orchestrated in such a way to be aligned with users’ workflows. 

Beside the challenges in the development and implementation of the above model, 
several research issues are widely open, in particular the collection of appropriate data 
using appropriate sensors and at appropriate intervals, integration of different tech-
nologies and systems to solve the interoperability are among the difficult challenges. 
Being able to solve these issues and build such system will be a breakthrough in re-
search and development of complete safety-critical m-Healthcare systems. 

3 Health Monitoring Architecture 

3.1 Architecture Description  

In this section, we describe our architecture that is founded on cloud infrastructure and 
the open SOA. Figure 1 depicts the proposed architecture based on our initial investiga-
tions on the issue of continuous and accurate monitoring of patient’s health data. The 
particularity of our solution is its full integration of highly promising sensing and moni-
toring technologies, cloud infrastructure, SOA to enable smart monitoring of patient’s 
vital health parameters. The architecture categorizes varying contributors within the 
solution along with their contribution and participation in the monitoring, evaluation, 
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and decision processes. Subsequent section describes each module and actor in addition 
to their main roles and duties within the architecture. 

Non-Invasive Sensing Layer: this layer includes any device (e.g. sensor, mobile) 
that can be used to sense one or more health parameters such as blood pressure, blood 
sugar, body temperature, oxygen saturation, etc. It also includes gateways that serve 
in collecting data from sensors, perform some processing (e.g. filtering) and store 
these data on the Cloud. Many sensing technologies are available nowadays and used 
to retrieve vital information, and then relay these to the nearest device capable (e.g. 
gateway) to process these health data. These intermediate relays generally provide an 
interface to access and retrieve these data. 

Cloud Application, Platform, and Infrastructure Layer: this layer serves as the un-
derlying infrastructure and platform that hosts e-health data and applications. This 
includes connectivity management, device management, e-health data processing, and 
other cloud based services that support monitoring activities and related processes. 

Access and Integration Layer: this layer is responsible for integrating other health-
care systems with the monitoring architecture as well as providing the necessary inter-
faces to allow an easy access and manipulation of heath data. The main component of 
this layer is the Enterprise Service Bus (ESB) that allows interoperation and exchange 
of data among different sub-systems. Other components of this layer include Web 
services interfaces that can be invoked by service consumers in order to explore and 
process monitoring data. This layer also manages process integration using workflows 
and service composition. 

Presentation Layer: this layer consists of a set of applications and services that 
might be used for collection and processing of health data. Type of services might 
include report generation, pattern mining and recognition tools, and data visualization. 
 

 

Fig. 1. SOA & Cloud enabled Architecture for Smart Non-Invasive Health Monitoring  
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The other three towers of the architecture include Security mainly privacy, QoS-
SLA, and management towers. These areas are applied in all the four architecture 
layers. Security and privacy of the data, services and applications is of prime impor-
tance as it deals with private patient’s health data. QoS-SLA includes establishing and 
guarantying service level agreement with all roles and partners in the architectures in 
terms of QoS enforcement and violation. Management is of prime importance for all 
the architecture components and layers; this includes management processes that span 
from sensing devices management to service and application management. 

3.2 Monitoring Lifecycle 

In this section, we will illustrate the main processes of smart health monitoring. The 
monitoring lifecycle involves a set of roles and components that include the patient, 
physicians (healthcare professionals), monitoring platform (mobile, Sensors), and 
Engine system. 

Patient: can be: (1) any person suffering from a health disease and can use the 
monitoring system to benefit from continuous monitoring of his/her disease, and to 
get fast assistance and intervention by physicians whenever a need raises, (2) any 
person that do not suffer from any diseases but who is interested in using the system 
to monitor periodically his/her health condition. 

Sensing platform: includes any sensing devices, equipment, and gateways that are 
used to sense the patient’s health parameters and send real time data to a backend 
server. The latter includes a smart engine that processes, mines and filters these data 
to detect and report if any discrepancy of patient’s health data is triggered. Therefore, 
healthcare professionals are informed with the report monitoring status to take  
actions, if needed. 

Expert system (Engine): is in charge of processing patient’s collected data and ex-
ecute some data mining operations. The ES receives and analyses notification messages 
that might be sent by the gateway if an expected heath condition of a subject has  
occurred. The ES also handles SOS notification messages to the healthcare profession-
als when an emergent situation is detected by transmitting the details of the situation and 
the monitored heath data of the patients. Also, the ES exhibits set of services that are 
made available to physicians and to patient’s assistance team. These services expose 
data such as laboratory tests, demographic, anthropometric, and biological data. This 
information serves as decision support for physicians to take the appropriate actions. 

Healthcare professionals: includes various physicians and healthcare professionals 
that might be involved in the examination of monitored subject. After receiving SOS 
messages from the ES, it triggers necessary actions and notifies physicians of the 
current conditions of the subject under observation and provides them with the neces-
sary data. Depending on the detected health problem (disease) expert physicians on 
the disease domain are called to respond to the case and follow up with the patient’s 
heath situation. Physicians are supported by the monitored data they received in  
addition to other laboratory test, scanners, historical data, etc.  
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4 Smart Health Monitoring  

In addition to the above roles, our model exhibits two key features that concern (1) 
visualization of assistance data, statistics and report generation, data mining and pat-
terns detection, (2) prevention and action plan generation to respond to the occurrence 
and treatment of diseases. A prevention plan may recommend, for instance, practicing 
regular sport exercises, following a diet plan, changing the food habits and the life-
style, etc. An action plan, however, consists of a series of actions that might include 
medications, chemotherapy, reeducation, etc. 

Figure 2 shows how blood pressure parameter is monitored and data is sent to a 
mobile device, afterwards it is transmitted to a cloud data center. Once the data is 
available on the Cloud surveillance center in a hospital for instance, it can access 
these data and notify the appropriate health professionals if an intervention is required  
 

 

Fig. 2. Monitoring process illustration  

 

Fig. 3. Mobile Health Monitoring Lifecycle  
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in response to any inconsistency of monitored vital parameters. Also, physicians can 
access the historical monitoring data of monitored patient stored on the cloud for  
further investigation purpose. 

Figure 3 describes the mobile health monitoring process and the main component 
involved in the accomplishment of this process. It summarizes the interactions among 
system actors. 

5 Implementation 

To illustrate the proposed monitoring scheme, we present the development of a  
mobile health monitoring application that incorporates three monitoring scenarios that 
we have proposed for the purpose of varying patients’ contexts. This application 
adopts a self-adaptive non-invasive health-monitoring scheme in which the observed 
patient is not aware of monitoring activities that are taking place. In the following, we 
describe the environment setup, the monitoring scenarios, the mobile application we 
have developed for the sake of monitoring, and the experimentation results we have 
obtained along with their interpretations. 

5.1 Environment Setup and Main Scenarios 

We have conducted a series of experiments to monitor and collect a couple of physi-
opathology health data. This includes the following parameters: temperature, blood 
pressure, ECG, heart rate, and blood sugar. To collect these measurements, we setup a 
wireless sensor network using a set of sensors. These sensors sense real time data and 
transmit it to a mobile device. Then, the collected data is stored and processed on a 
Cloud data center. The Cloud also offers some data processing services including 
filtering, mining, fusion, and visualization. 

Setup 

To execute the above experiments, we have settled the following environment: 

• Samsung mobile Galaxy Note running Android 4 to retrieve sensed data.  
• Sensing devices including communication protocol and APIs. 
• A Non-Invasive Mobile application developed to parse the sensed data stored on 

the cloud generates, visualizes, and interprets the monitoring results. Then sends 
alerts and summary information. 

• Cloud data center in which sensed data is stored and managed. 

Scenarios 

We have developed monitoring scenarios that capture different patient’s situations 
form normal to moderate health condition. These scenarios include monitoring two 
vital health parameters that are Blood Sugar (BS) and the ECG (Electro Cardio  
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parameter a couple of services are offered, and include data visualization (MyData), 
graph generation (MyChart), automatic advices generation (MyAdvices), and a para-
meterized monitoring setting (MySettings). In addition, the application provides a 
reporting service that allows the user to generate different reports and statistics. 

We also developed an engine that processes the collected data on the cloud and ge-
nerates some important information that helped in making prevention plan and/or 
other clinical decision. These processed data is visualized on the MM-heath applica-
tion. The main features of the application include: collecting sensed data, provide a 
health status, health data visualization, continuous awareness messages generation, 
alert and reminder, share health information, prevention plan, and other important 
information. 

Results and Interpretation 

Figure 5 shows a graph resulting from monitoring the blood sugar in three situations: 
fasting, after meals, and at bedtime. The mobile application also incorporate a sum-
mary of test results in addition to some advices generated for the patient based of the 
Blood Sugar observed levels as illustrated in Figure 6. These advices include for  
instance practicing sport, and consulting urgently a physician. Figure 7 shows the 
results of monitoring the ECG; the user can scroll horizontally the screen to see the 
rest of ECG signal. No interpretation of results is made at this stage, as it is hard to 
automate the interpretation of the ECG signal. It is subject to other ECG parameters, 
and needs a physician intervention. 

 

 

Fig. 6. Automatic advices generation for 
monitored Blood Sugar patient 

Fig. 7. Results of monitoring ECG 

From the scenarios we have executed, we have drawn the following conclusions: 
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• Mobile monitoring is a very challenging process as it is subject to many restric-
tions; this includes mobile device limited processing capacity, unpredictability of 
network connection, and power drainage of both sensor and mobile device. 

• Automatic diagnosis and interpretation of health data cannot be fully automatic as 
it consists of different parameters such as analyzing patient’s historical health data, 
his/her laboratory test, etc. therefore needs intervention of health professionals. 

6 Conclusion 

Mobile health monitoring has been recognized as an important action to monitor vital 
parameters of a subject under observation. This is explained by the mobility of pa-
tients and the nature of their work conditions. Many solutions were implemented to 
mitigate the impact of main diseases via monitoring proactively and intrusively pa-
tient’s health parameters in order to detect and prevent the consequences these diseas-
es might cause. 

We proposed a solution based on a proactive monitoring and scheme supported by 
an open, flexible, high scalable, and interoperable SOA and Cloud based solution. 
This architecture allows monitoring of vital parameters of a patient while moving, 
generates important information and advices visualized on a mobile device and stores 
on a cloud data center for better processing, maintenance, and privacy guarantee. 

As future work, we are planning to conduct extensive monitoring scenarios on large 
data set and do some data mining of these data which will enable a better understanding 
of the nature of diseases and evaluate the ability of our solution in guarantying perfor-
mance, security, and wide range of services. 
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References 

1. Serhani, M.A., Badidi, M.E., Benharref, A., Dssouli, R., Sahraoui, H.: Integration of Man-
agement of Quality of Web Services in Service Oriented Architectures. In: Sugumaran, V. 
(ed.) Intelligent Information Technologies and Applications. Advances in Intelligent  
Information Technologies (AIIT) Book Series, pp. 190–220 (2007) 

2. Benharref, A., Glitho, R., Dssouli, R.: Mobile agents for testing web services in next gen-
eration networks. In: Magedanz, T., Karmouch, A., Pierre, S., Venieris, I.S. (eds.) MATA 
2005. LNCS, vol. 3744, pp. 182–191. Springer, Heidelberg (2005) 

3. Benharref, A., Dssouli, R., Glitho, R., Serhani, M.A.: Towards the testing of composed 
web services in 3rd generation networks. In: Uyar, M.Ü., Duale, A.Y., Fecko, M.A. (eds.) 
TestCom 2006. LNCS, vol. 3964, pp. 118–133. Springer, Heidelberg (2006) 

4. Papazoglou, M.P., Traverso, P., Dustdar, S., Leymann, F.: Service-oriented computing: 
State of the art and research challenges. Computer 40, 38–45 (2007) 



136 M.A. Serhani, A. Benharref, and E. Badidi 

 

5. Kaur, G., Gupta, N.: E-health: A new perspective on global health. Journal of Evolution 
and Technology 15, 23–35 (2006) 

6. Chu, Y., Ganz, A.: A mobile teletrauma system using 3G networks. IEEE Transactions on 
Information Technology in Biomedicine 8, 456–462 (2004) 

7. Fayn, J., Ghedira, C., Telisson, D., Atoui, H., Placide, J., Simon-Chautemps, L., et al.: 
Towards new integrated information and communication infrastructures in e-health. Ex-
amples from cardiology. In: Proceedings of Computers in Cardiology, pp. 113–116. IEEE 
(2003) 

8. Jovanov, E.: Wireless technology and system integration in body area networks for m-
health applications. In: 27th Annual International Conference of the Engineering in Medi-
cine and Biology Society, IEEE-EMBS, pp. 7158–7160. IEEE (2006) 

9. Istepanian, R.S.H., Jovanov, E., Zhang, Y.: Guest editorial introduction to the special sec-
tion on m-health: Beyond seamless mobility and global wireless health-care connectivity. 
IEEE Transactions on Information Technology in Biomedicine 8, 405–414 (2004) 

10. Xiang, Y., Gu, Q., Li, Z.: A distributed framework of Web-based telemedicine system. In: 
Proceedings of the 16th IEEE Symposium Computer-Based Medical Systems, pp. 108–113. 
IEEE (2003) 

11. Omar, W.M., Taleb-Bendiab, A.: E-health support services based on service-oriented ar-
chitecture. IT Professional 8, 35–41 (2006) 

12. Hsieh, S., Hsieh, S., Weng, Y., Yang, T., Lai, F., Cheng, P., et al.: Middleware based inpa-
tient healthcare information system. In: Proceedings of the 7th IEEE International Confe-
rence on Bioinformatics and Bioengineering, BIBE, pp. 1230–1234. IEEE (2007) 

13. Kart, F., Moser, L.E., Melliar-Smith, P.M.: Building a distributed e-healthcare system  
using SOA. IT Professional 10, 24–30 (2008) 

14. Juneja, G., Dournaee, B., Natoli, J., Birkel, S.: SOA in healthcare (Part II). SOA Magazine 
(2009) 

15. Yang, C.L., Chang, Y.K., Chu, C.P.: Modeling Services to Construct Service-Oriented 
Healthcare Architecture for Digital Home-Care Business. In: International Conference on 
Software Engineering & Knowledge Engineering, pp. 351–356 (2008) 

16. HL7 and OMG, The practical Guide for SOA in Health Care: A real World Approach to 
Planning, designing, and deploying SOA (2008),  
http://hssp.wikispaces.com/PracticalGuide 



Case-Centred Multidimensional Scaling
for Classification Visualisation in Medical Diagnosis

Frank Klawonn1,2, Werner Lechner3, and Lorenz Grigull3,4

1 Department of Computer Science
Ostfalia University of Applied Sciences

Salzdahlumer Str. 46/48, D-38302 Wolfenbuettel, Germany
2 Bioinformatics & Statistics

Helmholtz Centre for Infection Research
Inhoffenstr. 7, D-38124 Braunschweig, Germany

3 Improved Medical Diagnostics Pte Ltd
190 Middle Road, #19-05 Fortune Centre, Singapore, 188979

4 Department of Pediatric Haematology and Oncology
Medical University

Carl-Neubergstr. 1, Hannover, Germany

Abstract. Computer-based decision support can assist a medical doctor to find
the right diagnosis. The knowledge and experience of the medical doctor is en-
hanced by a much larger data set of patients than the doctor will ever see in her
or his life. The decision support system can derive possible diagnoses for a new
patient based on a suitable classifier built on the patients in the patient database.
However, since such a system cannot replace a medical doctor and should only
support her or him, it should also provide information about the certainty of its
recommendation. In this paper, we propose to visualise how close or similar the
new patient is to others in the database by a modified multidimensional scaling
technique that focuses on the correct positioning of the new patient in the visu-
alisation. In this way, the medical doctor can easily see whether the diagnosis
recommended by the system is reliable when all patients close to the new patient
have the same diagnosis or whether it is quite uncertain when the new patient is
surrounded by patients with different diagnoses.

1 Introduction

To arrive at a medical diagnosis is a complex process. Doctors usually include clini-
cal and laboratory findings to generate a hypothesis and then systematically rule out
differential-diagnoses by experience and/or logical thinking. Unfortunately, this pro-
cess is prone to mistakes. As a consequence, tired doctors or doctors in the emergency
department or unexperienced doctors are at risk to pose wrong diagnoses.

We therefore aimed at developing a tool to support the medical diagnostic decision
process in the paediatric emergency department. Data sets of about 700 patients with 18
different medical diagnoses frequently encountered at a tertiary childrens hospital were
included. Using an ensemble of three different classifiers, a new patient data record
could then be allocated to the correct diagnosis with good reliability thus resulting in a
good diagnostic support for doctors.
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The decision support system for the medical doctor can be incorporated at any phase
of the examination of the patient. In a very early state, when only a few attributes or
measurements of the patient are available, the decision support system might not be able
to propose a diagnosis or only one with great uncertainty. With more and more mea-
surements taken from the patient, the decision support system will be able to provide
one or two possible diagnoses with high certainty.

It is important for the medical doctor to obtain information about the status of the
decision support system, how certain it is about the proposed diagnosis. The system
proposed in [1] which we use in this paper as a case study, will provide an A- and a B-
diagnosis. The A-diagnosis is the one considered to be most probable, the B-diagnosis
is the one with the second highest probability. The system will not provide any diagnosis
if the A-diagnosis has too little certainty. Nevertheless, it is crucial to know whether the
system is relatively sure about the proposed A-diagnosis or whether the B-diagnosis is
almost as likely as the A-diagnosis.

This could be indicated by probabilities or scored. But a visualisation can include
more information than a single number. Therefore, we have developed a visualisation
technique that shows how close the new patient is to those ones in the database for
which the diagnosis is already known.

Our method is based on principles of multidimensional scaling, a visualisation tech-
nique briefly reviewed in Section 2. However, the focus of our visualisation should be
put on the new patient, not on data visualisation in general. Therefore, we connect mul-
tidimensional scaling as a general purpose data visualisation technique with classifiers
and classifier ensembles in Section 3. Since the new patient to be classified should be in
the centre of the visualisation, we propose a modified version of multidimensional scal-
ing in Section 4 which we call case-centred multidimensional scaling. The algorithm
to compute the visualisation for case-centred multidimensional scaling is explained in
Section 5. Section 6 illustrates how our visualisation technique works for artificial and
real data. The final conclusions summarise our results and emphasize that – although
we have focused on medical diagnosis – our visualisation technique can also be applied
in other areas.

2 Multidimensional Scaling and Distance-Based Visualisation

Multidimensional scaling (MDS) is a dimension reduction technique which is mainly
used for visualisation of high-dimensional data. MDS assumes that a p-dimensional
data set X = {x1, x2, ..., xn} ⊆ Rp is given. By d(v, w) we denote the Euclidean
distance ‖v − w‖ between points v ∈ Rp and w ∈ Rp. In MDS each of the high-
dimensional data points xi has to be mapped to a low-dimensional representative yi.
The projection of X is denoted as Y = {y1, y2, ..., yn} ⊆ Rq where 1 ≤ q < p
(typically q ∈ {2, 3}). A perfect distance-preserving projection of X to Y would keep
the distances dxij = d(xi, xj) of the high-dimensional space identical to the distances
dyij = d(yi, yj) of the projected data objects, that is, dxij = dyij holds. A perfect pro-
jection is, however, impossible except for a few trivial cases. Therefore, MDS seeks
to minimise the error introduced by the projection (|dxij − dyij | for all i, j). Common
objective functions for MDS are [2]:
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E1 is based on the absolute errors for the distances, E3 on the relative errors and E2 is
a compromise between the absolute and the relative error. E2 is also called stress and
MDS based on E2 is called Sammon mapping. The minimisation of any of the objec-
tive functions for MDS poses a non-linear optimisation problem, so that the selected
objective function is usually minimised by a numerical optimisation technique.

It should be noted that MDS only needs the distances dxij between the data points,
not the coordinates of the points themselves. MDS does not have to be based on the
Euclidean distance. Any other distance measure between the data points can also be
used to define the values dxij . This fact will also be exploited in the following section
when we explain the connection MDS and the visualisation of a classification result.

3 Visualisation of Classification Decisions

In this paper, a modified version of MDS is introduced, not for the primary purpose of
visualising the patients in a database for whom the diagnosis is already known, but for
illustrating how similar a new patient is to other patients in the database.

Figure 1 uses an artificial data set to illustrate how such a visualisation could look.
The red cone represents the new patient. Patients in the database with diagnosis A are
represented by green spheres, whereas patients in the database with diagnosis B are
marked by blue cubes. In this case, the new patient fits very well to the patients with
diagnosis A and is not very close to the patients with diagnosis B.

But how would one generate such a visualisation based on MDS? MDS requires the
pairwise distances between the patients in the database as well as distances of the new
patient to the patients in the database. One could simply use the Euclidean distance as
a distance measure. This would require that all attributes are numerical, so that cate-
gorical attributes would have to be converted into numerical attributes. Furthermore, in
order to be independent of the influence of the measurement unit, each attribute should
be normalised in a suitable way, for instance by scaling its range to the unit interval.
Conversion of categorical attributes to numerical ones and normalisation is not the topic
of this paper and we refer to a more detailed discussion on these topics to [3].

Missing values must also be taken into account. Missing values in patient data are
quite normal, since not all possible measurements will be taken from each patient.
The Euclidean distance between two patients could be computed based only on those at-
tributes without missing values. But this would introduce a bias to smaller distances for
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Fig. 1. Visualisation for an artificial data set where the classes or diagnoses are well separated
and the new patient is in the centre of patients from one diagnosis. The cube is drawn to provide
a better 3D perception.

patients with a larger number of missing values. To avoid this bias, this distance could
be divided by the number of attributes which where available for the distance calcula-
tion. Instead of the Euclidean distance, suitable kernel-based distances [4] could also be
considered. However, a visualisation based on the Euclidean or a kernel-based distance
would essentially illustrate how well a nearest neighbour classifier would perform.

But the system for diagnostic support might not be based on a nearest neighbour
classifier, but on other classification techniques. In our case [1], none of the single
classifiers we tried showed a fully satisfactory performance. Therefore, we rely on a
classifier ensemble [5] of three classifiers: a support vector machine, a neural network
and a fuzzy rule-based system.

The visualisation of the performance of a classifier ensemble could be based on the
distances between the outputs of the different classifiers instead of the Euclidean dis-
tances based on the attributes of the patients. This idea is illustrated by Table 3. For the
new patient and also for each patient in the database, we have k different possible diag-
noses and each of the c classifiers of the classifier ensemble provides a score for each of
the diagnoses. This means, each patient is represented by a (k · c)-dimensional vector.
The Euclidean distance between these vectors could be used as basis for the MDS visu-
alisation. In our specific application, we have 18 diagnoses and 3 classifiers, so that the
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Table 1. Structure of the data table for the distance calculation based on the results of the single
classifiers

Classifier 1 . . . Classifier c
Patient Diagnosis 1 . . . Diagnosis k . . . Diagnosis 1 . . . Diagnosis k

New patient • • • • • • •
Patient 1 • • • • • • •

...
...

...
...

...
...

...
...

Euclidean distance between 54-dimensional vectors would have to be computed. How-
ever, this could lead to certain problems. Two patients might be considered very similar
mainly because they do definitely belong to a larger subset of diagnoses and have very
similar values for these diagnoses. But they might still be different in the two or three
still possible diagnoses. Therefore, we display the new patient together only with those
patients in the database from the two most probable diagnoses that the classifier indi-
cates for the new patient. Therefore, the distance between patients is computed based
on 6- instead of 18-dimensional vectors. We also limit the number of patients to be
displayed and show only those cases from the database being closest to the new patient.

4 Case-Centred Multidimensional Scaling

In the previous section, we have explained how the distances between the new patient
and patients in the database and also distances between patients in the database can be
computed. Based on these distances, MDS can be applied to obtain a visualisation that
indicates how well the new patient can be classified by the computer-based decision
support system. In this way, the medical doctor obtains information about where the
decision support system stands and whether further information about the patient is
needed to be able to distinguish well between the two closest diagnoses.

In principle, one could apply MDS directly to the corresponding distances or pre-
calculate an MDS visualisation for the patients in the database and use the technique
described in [6] to add the new patient to the visualisation. This would, however, imply
that all distances are equally important: the distances between the new patient and the
patients in the database in the same way as distances between patients in the database.
But the focus of our visualisation is the new patient and where he should be positioned
in comparison to the patients in the database.

Therefore, we introduce a case-centred version of MDS for a 3D-visualisation. The
new patient is placed in the centre of the visualisation, i.e. at the origin of the coordinate
system and we preserve the distance of the new patient to each of the patients in the
database exactly. This is achieved by placing each patient in the database on the surface
of a sphere around the origin of the coordinate system. The distance to the new patient is
used as the radius of the sphere. This can be considered as a constrained MDS problem.
The patients in the database cannot be positioned arbitrarily, but are constraint to the
surface of their corresponding sphere.

The formalisation of this constraint MDS problem and an algorithm to solve it is
presented in the following section. We use polar coordinates to simplify the problem.
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Polar coordinates where already used for MDS in [7] for two-dimensional and in [8] for
three-dimensional representations. However, in contrast to our proposed method, these
approaches – like ordinary MDS – do not focus on a specific patient or data object in the
visualisation. All patients or data objects are treated equally. But for our purposes, it is
essential to primarily focus on the new patient in relation to the patients in the database
and only then to consider the relations between the patients in the database.

5 Algorithm for Case-Centred Multidimensional Scaling

For each patient in the database, we have the freedom to choose the position on the
surface of the sphere with the radius corresponding to the distance to the new patient.
The objective function for the Sammon mapping (3) becomes for a 3D-visualisation

E =
1

4

n−1∑
i=1

n∑
j=i+1

(
(xi − xj)

2 + (yi − yj)
2 + (zi − zj)

2 − dij
)2

dij
(4)

where we assume that we have n patients in the database. The constant factor 1
4 is

introduced for convenience reasons as we will see later on. dij is the distance between
patients i and j in the database. (xi, yi, zi) are the coordinates for positioning patient i
in the visualisation.

The objective function (4) should be minimised under the constraints

x2
i + y2i + z2i = r2i (5)

where r2i is the distance of the new patient to patient i in the database. In this way it is
guaranteed that the distances between the new patient and the patients in the database
are represented without error in the visualisation.

The minimisation of the objective function (4) under the constraints (5) is based
on a gradient descent method. In order to take the constraints (5) into account, we
rewrite Eq. (4) in spherical coordinates. For the computation of the gradient, we need to
calculate the partial derivatives with respect to all parameters. For the sake of simplicity,
we only use spherical coordinates for the record i for which we want to calculate the
corresponding derivatives. Then the addend in Eq. (4) becomes

(
(ri sin(θi) cos(ϕi)− xj)

2 + (ri sin(θi) sin(ϕi)− yj)
2 + (ri cos(θi)− zj)

2 − dij
)2

dij
(6)

where 0 ≤ θi < π and 0 ≤ ϕi < 2π.
The partial derivatives w.r.t. θi and ϕi are

∂E

∂θi
= ri ·

n∑
j=i
j �=i

1

dij
·
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(
(ri sin(θi) cos(ϕi)− xj)

2 + (ri sin(θi) sin(ϕi)− yj)
2 + (ri cos(θi)− zj)

2 − dij

)
·

(
(ri sin(θi) cos(ϕi)− xj) cos(θi) cos(ϕi)

+ (ri sin(θi) sin(ϕi)− yj) cos(θi) sin(ϕi)

− (ri cos(θi)− zj) sin(θi)
)

(7)

and

∂E

∂ϕi
= ri ·

n∑
j=i
j �=i

1

dij
·

(
(ri sin(θi) cos(ϕi)− xj)

2 + (ri sin(θi) sin(ϕi)− yj)
2 + (ri cos(θi)− zj)

2 − dij

)
·

(
−(ri sin(θi) sin(ϕi)− xj) sin(θi) sin(ϕi)

+ (ri sin(θi) sin(ϕi)− yj) sin(θi) cos(ϕi)
)
, (8)

respectively.
One could first use random values for the parameters xi and yi (i = 1, . . . , n), i.e.

position each of the patients in the database randomly on the surface of his correspond-
ing sphere. But we are more interested to make smaller mistakes between the patients
in the database who are close to the new patients, i.e. those patients whose associated
spheres have a radii. We insert the patients stepwise into the visualisation in ascending
order with respect to their distances to the new patient (radii of their associated spheres).

By reordering the patients in the database with respect to their distance to the new
patient, we can assume without loss of generality that r1 ≤ r2 ≤ . . . ≤ rn holds. We
then proceed in the following way.

1. The first patient in the database, i.e. the one closest to the new patient, will be
positioned at point (x1, y1, z1) = (r1, 0, 0).

2. If r1+
√
d12 ≥ r2 and r1+r2 ≥

√
d12 hold, then the patient in the database second

closest to the new patient can be positioned in such a way that the distance
√
d12

between the first two patients in the datbase can also be represented exactly in the
visualisation. In this case, choose (x2, y2, z2) = (r2 cos(α), r2 sin(α), 0) for the
second patient in the database where

α = arccos

(
r21 + r22 − d12

2r1r2

)
.

If r1 +
√
d12 < r2 holds, then the second patient in the database will be positioned

at (x2, y2, z2) = (r2, 0, 0) in order to minimise the error for the distance d12.
If r1 + r2 <

√
d12 holds, then the second patient in the database will be positioned

at (x2, y2, z2) = (−r2, 0, 0) in order to minimise the error for the distance d12.
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3. For positioning the third point, the problem of three intersecting spheres needs to
be solved: The third point should have a distance of r3 to the origin of the coordi-
nate system – where the new patient is located – and distances d13 and d23 to the
points representing the first and the second patient in the database. In case there is
a solution to the problem of intersecting spheres, choose (x3, y3, z3) where

x3 =
r21 + r23 − d13

2r1
,

y3 =
r23 − d23 + x2

2 + y22
2y2

− x2

y2
x3,

z3 =
√
r3 − x2

3 − y23.

If there is no solution for the problem of three intersecting spheres, i.e. if r3 −
x2
3 − y23 < 0 holds, then the position of the third point is determined by a gradient

method as described in the following step.
4. When the positions (x1, y1, z1), . . . , (xk, yk, zk) for the patients with r1 ≤ . . . ≤

rk ≤ . . . ≤ rn have been determined, the position (xk+1, yk+1, zk+1) for the
next patient is determined by a gradient descent method based on the gradient in
terms of the variables θk+1 and ϕk+1 given in Equations (7) and (8), respectively,
where i = k+1. For the position (xk+1, yk+1, zk+1) we only consider the patients
1, . . . , k.

The above described algorithm positions the points for the patients in the visualisation
step by step in increasing order of their distances to the new case, in order to obtain a
quick solution. Of course, one could also use this as an initialisiation and then optimise
the positions again based on a similar gradient descent method, but now always taking
all points into account. However, this would also lead to higher computational costs.

6 Examples

As mentioned above, we include only those patients from the database in the visualisa-
tion with the two closest diagnoses that are considered possible for the new patient. An
ideal result would look like the one for the artificial data set in Figure 1 where the new
patient – the red cone – is only surrounded directly by patients represented by green
spheres, i.e. all patients close to the new patient have the same diagnosis. Patients with
the second most probable diagnosis marked by blue cubes are all quite far away from
the new patient.

Figure 2 shows the data of a 17 year old boy suffering from leukemia and pneumonia.
He was initially admitted for pneumonia, but further tests revealed an acute leukemia
(ALL). Interestingly, both diagnoses are valued by the system. The green spheres indi-
cate other patients with malignant hematological diseases. The red triangle symbolizes
the patient under discussion and the blue cubes stand for children with pneumonia. Of
note, the doctors first treated only pneumonia in this patient and the leukemia has only
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Fig. 2. A difficult patient for the doctors

been detected after transferal to a tertiary hospital. Usage of the diagnostic aid would
have been helpful for treatment of this boy.

Figure 3 shows the case of patient where it was difficult to find the right diagno-
sis. In this 8 year old boy with high fever and headache an inflammation of the brain
(meningitis) was suspected. Results of additional diagnostic tests were negative for this
differential diagnosis. Two days later, he developped severe abdominal pain. Now, the
doctors in charge assumed that “appendicitis” could be the cause of the problems. How-
ever, the surgeons remained sceptical and ordered a computer tomography (CT) of the
abdomen. Surprisingly, the CT scan showed a large abscess formation in the kidney. To
our big surprise, the computer system was already suggesting an inflammation of the
urinary tract followed by systemic infection. Both differential diagnoses are apparently
correct and better than those posed by the doctor on duty.

The patient in Figure 4 came to the pediatric emergency department with a short his-
tory of abdominal pain. The 11 year old boy had fever and nausea. Further tests showed
a normal leukocyte number and a moderately elevated C-reactive protein. An appen-
dicitis was suspected, but the surgeon was not convinced. Therefore, sonography was
performed. Here, small amounts of fluid in the abdominal cavity were seen. As a con-
sequence, an appendectomy was done revealing a severe inflammation of the appendix.
The diagnostic tool gave strong arguments for the differential diagnosis “appendicitis”
already in admission. This might help for fast track procedures.
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Fig. 3. A case where the system proposes the right diagnosis, but with less certainty

Fig. 4. Another case where the system proposes the right diagnosis, but with less certainty
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Fig. 5. Visualisation of a data set obtained from a healthy person

Figure 5 shows an interesting example with an “ideal” virtual healthy patient. The
red triangle does not represent a specific patient, but is a virtual person obtained by
averaging the data of all healthy persons in the database. The green spheres correspond
to healthy patients in the database. Although the green spheres, representing the correct
diagnosis, are closest to the virtual healthy person, they are as close to the red triangle
as in the other examples. This is probably an indication for the curse of dimensionality
[9,10]. The original data set contains 26 clinical and laboratory parameters, so that – ac-
cording to the curse of dimensionality – the density at the centre of this 26-dimensional
data set is quite low.

7 Conclusions

Wrong diagnoses carry an enormous risk for patients. Clinical decision support sys-
tems try to reduce this risk, but such applications are not widely used in daily practice.
Our new diagnostic data mining tool demonstrated good results to compute a diagnosis
using 26 clinical and laboratory parameters frequently used in a paediatric emergency
department. To even increase the potential benefit for a user of this diagnostic support
system, the display of the data is of considerable relevance. Any (tired) doctor will
profit from data display immediately indicating “diagnostic clarity” or even “diagnostic
vagueness”. This feed-back given from the computer back to the doctor might result
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in an impulse to order additional diagnostic tests to provide additional security. Conse-
quently, the risk of posing wrong diagnoses should be decreased.

Our method is not restricted to patient data, but can be applied to any type of clas-
sification problem to visualise how well a nearest neighbour classifier or a classifier
ensemble can classify a specific new object.

In this paper, we have focused on 3D-visualisation. It is straightforward to derive a
corresponding algorithm for a simplified 2D-visualisation.
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Abstract. Medicine becomes more and more complex domain. The
process from patient registration through to the provision of the right
treatment becomes complex and sophisticated, and any mistakes or in-
accuracies can have a significant consequences for both the patient and
the care professionals. This paper presents a MMDCP — Medical Mo-
bile Data Collecting Platform, which aims is to reduce the error rate
and speed up the process of data collection. Since medical staff should
have the access to medical data from any place of the healthcare facil-
ity, the MMDCP provides it’s users the mobility. The proposed platform
also distinguishes itself with flexibility, simplicity of maintenance and
integration.

Keywords: data collecting, business process, electronic health record,
integration, SOA, REST.

1 Introduction

Medicine becomes more and more complex domain. The process of patient treat-
ment, the amount of various drugs treatments available, and other aspects of
modern healthcare become increasingly sophisticated and difficult. On the other
hand, the expectation of a greater efficiency means that the time spent on the
execution of medical tasks is shrinking.

These aspects can lead to errors and mistakes unacceptable in any medical
environment. In the process from patient registration through to the provision
of the right treatment, any mistakes or inaccuracies can have significant conse-
quences for both the patient and the care professionals.

While the training, procedural checks, double checks and clear processes can
reduce error rate, the humans are still the weakest link. Care professionals are
required to record information on the performed medical procedures and the
medications given to patients. Unfortunately, when humans read or transcribe
information, there is a possibility that this process will lead to an error. Since
the process of recording medical information is relatively time consuming, it
is often carried out post-factum, which only increases probability of mistake.
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Therefore it is important to provide tools for medical staff, which will support
collecting data in a way that requires less attention and time to do so. As care
professionals have administrative tasks that are frequently very time-consuming,
there is only a limited time available for the patient. By maximizing the efficiency
of such tasks with the use of just mentioned tools, more time can be spent
providing quality patient care. Moreover, the acquired data can be analyzed and
utilized to automatically fill in patient electronic health record (EHR).

Another crucial feature of considered a tool is mobility. Medical staff should
have an access to themedical data fromany place of the healthcare facility, whether
they are in the hospital pharmacy or close to the patient’s bed on the ward.

According to HIMSS [17] the significant benefits can be achieved, e.g., by using
barcode technology in patient registration and admission process, patient safety,
clinical care delivery, tracking and accounting, product logistics management
coordination. The problem with practical implementation is the real workflow
and business processes that occur in healthcare units e.g. hospitals or other long
term care facilities are very individual and unique. Thus the information system
that supports them should be very flexible, easily configurable and transparent
for the end user.

To address above mention problems, in this paper we propose a MMDCP
— a mobile platform that supports automatic medical data collection. The pro-
posed platform provides mobility, simplifies and speeds up the medical data entry
process.

The paper is organized as follows. In Section 2 we describe the design and
implementation of the platform. Next, in Section 3 the approach to integration
of our platform with HIS systems is presented. Section 4 shows the practical
application of the platform. Finally, in the last Section we conclude the paper.

2 Mobile Medical Business Process Architecture and
Execution Environment

The implementation of MMDCP medical platform proposed in this paper is
based on the Service Oriented Architecture (SOA) [16]. According to the SOA,
the system functionality is distributed among independent applications, called
web services. Such web services can be composed into so called business process
when more complex and sophisticated functionality is required. In the result of
SOA-based architecture of MMDCP, the functionality of the proposed platform
can be easily expanded without changing already offered functions, which is im-
portant in case of all medical systems. Additionally, due to the service-oriented
architecture of MMDCP, an easy and flexible integration of the proposed plat-
form with various HIS systems is possible.

Nowadays, one of the popular approaches to implement SOA is the RPC-
based approach, where Web Services and business process are implemented with
a huge stack of standards like: WSDL [9], SOAP [7], BPEL [12] or set of
WS-* standards (eg. [11], [10]). However, at present, also a new approach called
REST [15] is getting more and more attention. In contrast to the conventional
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Fig. 1. Architecture of mobile medical business process platform (MMDCP)

Web Service, RESTful web services [18] are lightweight, fast and well suited to
the current web architecture [8] (HTTP protocol). Additionally, RESTful web
services organize functionality of the system into collection of resources available
via network and provide a uniform interface to manage them. Consequently,
systems implemented accordingly to REST paradigm are easier to integrate with
other information systems, even those that already exist. This is a result of the
use of HTTP protocol’ [5] semantics which is well known and 7 used. Therefore,
in MMDCP the REST paradigm was used as SOA implementation. The designed
and implemented MMDCP system architecture is presented in Figure 1.

The central element of the proposed platform is ROsWeL business process
execution engine [13], which is an execution environment for medical business
processes. In order to create in the considered environment a medical business
process the following steps are made. First the description of the business pro-
cess is prepared using ROsWeL language [14] syntax. Then, the document with
the defined business process is uploaded to the specified URL address of the
engine service. Next, based at uploaded business process description, the new
Web Service implementing the desired functionality is created and installed at
ROsWeL Workflow Engine. In consequent, the business process in a form of a
RESTful Web Service is provided to the user. Such a RESTful Web Service can
be invoked on almost any type of device (personal computer, smart phone or
tablet). In order to fully utilize the proposed platform, such a device has only
to support HTTP communication protocol, and HTML format to display a user
interface. In practice, it can be any device that has a web browser installed.
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Fig. 2. ”Thin client” architecture

It is important to note, that ROsWeL engine is responsible for processing both
logic, and communication between the system components, and the end-user de-
vice, including the information on how to display data, what information should
be enter to the system, and how. In other words, ROsWeL engine allows to com-
pose several advanced medical services (being a collection of RESTful medical
resources) providing a complex functionality, by invoking single medical services
in a defined in a ROsWeL file order. Details on the description of a business
process can be found in [14] and information on design and implementation of
the business process engine are in [13].

Second element of the proposed MMDCP platform is the end-user universal
mobile application. Its main task is to initialize business process execution and
the active participation in it. The important feature of such a mobile application
is its ability to generate the user interface based on the data transmitted from
the ROsWeL engine during the business process execution (called ”on-the-fly”).
Such an interface allows medical staff to enter the data either using a keyboard,
a camera or a dedicated laser reader integrated with the device or connected
as a peripheral device. In the current state of a development of MMDCP, its
user can enter several types of data: strings, images and barcodes. Using the
built-in camera or dedicated barcode scanner there is possibility to scan either
1D bar codes (the cheapest and widely used), or 2D bar codes (more expensive
but much more reliable) like QR-code, Aztec etc. In the consequence, we will
call the mobile application a ”thin client”, which means that even a very simple
and inexpensive device can play such a role within the proposed platform.

Up to date, a ”thin client” is available for the following platform: Windows
Mobile (v6.1, v6.5), Windows Phone, Android and PC with a web browser. It
is important to add that regardless of the device and its quality, the graphical
interface design of the proposed application looks almost the same. This has
been achieved by our thin client architecture depicted in Figure 2.

The architecture of mobile application is modular and consists of the follow-
ing modules: Controller, Communication Layer, User Interface Generator and
Graphical Interface Interpreter.
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The Controller module is used to invoke native functions of different mobile
devices. It is used for setting or getting the mobile device settings like language,
sound, connection and uses them during a business process execution. On the
top of the Controller module the Communication Layer is built. Its main goal
is to send and retrieve messages between ROsWeL engine and a thin client ap-
plication. Above the Communication module is the User Interface Generator
placed. It retrieves messages received by Communication Layer in order to gen-
erate optimal interface for a device (screen resolution etc.). The interface’s data
are described with a small subset of HTML5 tags, enhanced with some missing
functionality, such as a barcode and some optimizations, which consist of post-
ponement the generation of the part of the user interface in order to accelerate
their display on certain potentially weak devices. The missing part of interface
is added to the already generated interface later, on the user’s demand. The last
module of mobile application is a Graphic Interface Interpreter, which simply
draws generated interface on the mobile device screen.

3 The Integration of MMDCP with Hospital Information
Systems

Nowadays there are many Hospital Informations Systems (HIS) on the market.
They are required to meet demands of the fast data access, high customizability,
and stringent safety. Such requirements result in complex architecture of such
systems, and their custom software solutions. Therefore, the integration with
HIS systems is a very difficult task. The MMDCP platform provides an internal
mechanisms to integrate it with the existing HIS systems.

In order to achieve maximal interoperability, the proposed MMDCP does not
communicate with a Hospital Information System (HIS) in a direct manner.
In case of reading medical data, ROsWeL invokes medical services (resources),
which are network interfaces for data stored in the HIS. Additionally, to allow
an easy integration with various HIS systems, medical services use so called
adapters to adjust the inner HIS data format (e.g. database structure) to the
one understood by the MMDCP platform. The details of the way of exchanging
the format are discussed in the following part of this Section. The last element
of the platform is a buffer service. It is used in order enable recording some data
in HIS database. Since HIS systems have various architectures and functionality,
and require a strict control of what can be recorded, the proposed platform adds
a buffer element to implement so called ”delayed write”. The main idea of a
delayed write is to record temporarily data into buffer instead of HIS database
directly. Afterwards, the HIS system retrieves on demand data stored in a buffer
via buffer adapter and updates its medical records in internal database. This
approach allows to control the data that will be stored in HIS database, and
provides a high level of interoperability.

The proposed solution consists of two Java web services utilizing Jersey [6]
technology and using Hibernate [3] ORM mapping framework. First of them is a
Universal Identification Services (UIS), which task is to export information from
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HIS database to the business process engine in order to provide data objects
required by business processes. This service after a few simple configuration
steps creates REST interface for accessing objects using different data types,
identifying them by scanned barcodes or their natural database ids.

The second web service — Universal Buffer Service (UBS) — is burdened
with task of gathering in an universal way the information along with multiple
useful meta information, collected during the business processes execution.

Due to the fact that each of the above mentioned services performs different
tasks, UIS and UBS are presented in the following sections.

3.1 Universal Identification Service

Primary task of the UIS (architecture in Figure 3) is to fetch information from
the HIS system and present it to the business process engine, which can therefore
use the obtained data to complete its tasks. The proposed service neither inter-
feres with existing HIS infrastructure, nor requires to create redundant data
structures. Its requirements are very strict and simple, and are the following.
Database system must cooperate with Hibernate (either by standard terms or
by specific dialect and driver). Additionally, each object in that database should
be supplied with barcode persisted in a string format. Moreover, the type of data
stored in the table’s columns must be Hibernate’s standard basic types [4] (this
last requirement is planned to be uplifted in the future work). As the result,
the UIS will support also other types of columns: references to another tables,
complex types, collection types.

Fig. 3. Universal Identification Service architecture

Configuration process requires from the platform administrator to take a few
simple steps. The Administrator should first consider what is required in the
business process. Then he/she should prepare database’s tables and views, and
the configuration storage place. Then should be filled out the database configu-
ration file and created Hibernate mappings for the views.

Since to complete a business process users need some data, this data can
be presented to business process engine by the UIS. Choosing the right data is
crucial, as too much information may be confusing, and too few will prevent
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business process user from completing his task successfully. When the adminis-
trator knows what data is required, a database presentation should be prepared,
because in the HIS systems data is stored in different tables or views. The UIS
requires that each object class should be stored in one table or view with us-
ing basic types such as string or integer. Often this step is negligible, because
data is already presented in the right way. Therefore, the administrator should
prepare storage place for configuration files, a separate folder with adequate
security rights if it should not be read by applications other than application
server. The UIS searches for configuration files in the preconfigured location set
in Java’s System.getProperties() facility. In Tomcat this values can be found
in catalina.conffacility. This folder should contain Hibernate database connec-
tion configuration stored in hibernate.cfg.xml file - a XML document. Also
the application server on which the UIS is installed should be equipped with
the proper JDBC connection drivers mentioned in the file. The final step for
platform administrator is to create the hibernate mappings for desired objects.
Those mappings must be supplemented by only one mandatory Hibernate meta-
argument ”barcode”. Those meta-argument should mark mentioned, mandatory
textual field containing the barcode.

Universal Identification Service on the basis of configuration files creates the
REST interface. This interface is available instantly after the service’s start under
the service’s URL address configured by the application server administrator.
Each of the configured object classes can be accessed as separate resource. Such
a resource informs also the user about the object’s properties. Objects of given
class can be accessed by identifying them with their natural database id or by
the barcode. Each of the mentioned resources can be presented by the UIS in
three different formats, namely: XML, JSON, HTML5. Whether the first two
are common standard of web application communication formats, the last one
is meant for humans.

3.2 Business Process Buffer Service

Business processes are often created with a purpose to perform some process along
with the user, and during that process data is collected. This data can contain use-
ful information for the HIS system, for example a number of syringes that remain
in warehouse or amount of drug injected. Such a data should be stored somehow.
This problem may be solved with the usage of the Universal Buffer Service (archi-
tecture at Figure 4) — a service which delays the storage of data to the moment
when the HIS system will be ready to accept it (”delayed write”). The role of the
service is to collect useful meta-information. The collected information can be uti-
lized to optimize business processes, provide additional security or perform moni-
toring services. Such information comprises among the others: user, who executed
process, device, on which process was executed, process which was executed, host
name address, execution time and application name.

Configuration process of UBS is composed of three steps: finding and creat-
ing database according to the supplied schemas, providing Hibernate database
configuration file, and adding eventual security restrictions on business process
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Fig. 4. Universal Buffer Service architecture

types, users or devices on which they are performed. Database, which ought to
be prepared, must contain tables mentioned in the service’s documentation and
must cooperate with Hibernate. Database configuration file again must be put
in the folder, which therefore will be read through the Java’s properties facility.
The last and optional step allows to restrict business process executions which
will be accepted — only specific processes, users or devices can be allowed to
store data inside the UBS. Also simple meta-description rules can be provided to
validate the data stored by business process users in order to achieve consistency
(similarly to the XSD).

Data gathered by the Universal Buffer Service is stored inside the database. It
can be therefore collected by the HIS system in order to allow it to maintain its
internal procedures and structures. Business process execution’s data database
stores object of execution, which has a mentioned meta-information. All other
data is stored as its properties in a textual way, as provided by the workflow
engine. This data can be accessed through database connection or through the
REST interface, which provides it as a resource. REST interface also contains
separate resource for configuring the mentioned restrictions. UBS presents to
user additional web-based interface which allows to browse database and store
additional restrictions.

Both backend services provide well defined, simple and robust interface for
both the business process workflow engine (that seamlessly integrates with ser-
vices), and hospital information system. Despite need of some effort to plug the
Universal Buffer Service and Business Process Buffer Service, the services do
not interfere with existing infrastructure. Therefore they can be integrated with
almost every platform currently existing in the market.

4 MMDCP Data Collecting Process

In order to illustrate the possible usage of the proposed MMDCP platform in
the healthcare facilities, an exemplary process is discussed (5). In the considered
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Fig. 5. Drug administration process

process the information on drugs administered to patients during medical proce-
dures is being collected. First, medical staff using a mobile application installed at
a mobile device connects to the ROsWeL engine and asks for a list of available pro-
cesses. After selecting the drug administration process, ROsWeL engine executes
first step of the process (step 1), which requires to enter medical staff member ID
in order to verify her/his identity (step 2). ID number can be entered manually
(keyboard), or scanned from the barcode placed at the ID of the employee. Next,
ROsWeL engine via a Personel Identification Resource (one of the available med-
ical resources) queries HIS database for the verification (step 3). If such a person
exists in the database and is authorized to administrate drugs, the information
is send back to the ROsWeL engine to proceed, otherwise authorization error is
send back to the thin client. In the next step the patient’s identification number
same as medical staff person ID (step 4) has to be entered. The patient informa-
tion is verified, and (step 5) send back by ROsWeL engine to the client in order
to generate the appropriate interface at mobile device, consistent with the defini-
tion of the business process. If the above steps pass successfully, the ID number of
administrated drug can be entered into the system (step 6, step 7 and step 8). It
is important that usually each patient takes more then one drug. To administrate
a new drug fast and easily, the MMDCP platform (ROsWeL engine) remembers
medical staff and patients, and do not require to repeat first two steps of the above
described process. Changing a patient, or a medical staff who takes part in the
considered process, one just needs to enter a new ID of respectively patient or a
medical staff.. Finally, all complete triples in form of: <staff_id, patient_id,
drug_id> are recorded in a buffer (step 8).

5 Conclusions and Future Work

The MMDCP platform provides a flexible and easy to integrate environment that
supports medical staff in the daily duties of collecting medical data. This solution
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has been successfully integrated with the Eskulap Hospital Information System,
which is the third most used system in polish hospitals [1]. Due to the applied
service-orientedarchitecture and technology, the integrationprocesswas completed
without any major problems, and its validity has been confirmed in practice. By
providing byMMDCP a possibility of defining a new business processes, it is possi-
ble to obtain a completely new functionality that enriches the Eskulap HIS system
almost out of the box.

Further development of the proposed platform will be simultaneously focused
on two directions. The first one will focus on extending the possible range of
MMDCP practical applications. We are going to enhance the presented plat-
form by adding a possibility to use information on the patient’s insurance and
the quality of that insurance in order to propose an appropriate drug or its
equivalent. This functionality also makes it possible to facilitate the easier man-
agement of hospital pharmacy in case of the lack of certain drugs. The latter
option concerns with the development of the ROsWeL Workflow Engine func-
tionality. Currently, we work on adding the semantic information on the business
process steps and on resources used during the process composition. Such a se-
mantic extension will allow, e.g. to more accurately propose equivalent drugs or
even equivalent resources in case of system failures.

Finally, one might consider using the HL7 [2] standard as an internal rep-
resentation of medical data structure. This standard is well recognized in the
medical environment and would allow to not only add new data sources to the
platform but also allow to exchange messages with other systems more easily.
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Abstract. Assistive technology can enhance the level of independence of peo-
ple with dementia thereby increasing the possibility of remaining in their own 
homes. It is important that suitable technologies are selected for people with 
dementia, due to their reluctant to change. In our work, a predictive model has 
been developed for technology adoption of a Mobile Phone‐based Video 
Streaming solution developed for people with dementia, taking account of indi-
vidual characteristics. Relevant features for technology adoption were identified 
and highlighted. A decision tree was then trained based on these features using 
Quinlan’s C4.5 algorithm. For the evaluation, repeated cross-validation was 
performed. Results are promising and comparable with those achieved using a 
logistic regression model. Statistical tests show no significant difference be-
tween the performance of a decision tree model and a logistic regression model 
(p=0.894). Also, the decision tree demonstrates graphically the decision making 
process with transparency, which is a desirable feature within healthcare based 
applications. In addition, the decision tree provides ease of use and interpreta-
tion and hence is easier for healthcare professionals to understand and to use 
both appropriately and confidently. 

Keywords: Technology adoption, Decision tree, Dementia, Assistive  
technology. 

1 Introduction 

A common pathway for people with dementia (PwD), taking into consideration their 
increased care requirements, is to eventually move from their home environment into 
a care facility. One possible approach to improve this situation and to allow persons to 
remain living at home for longer, with lower costs and with improved levels of inde-
pendence, is through the use of assistive technology. Nevertheless, PwD are generally 
reluctant to change their routine and in addition, are often afraid of making mistakes 
using technology or are simply unable to use it. It is therefore important to identify 
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the best suitable technology for the PwD - caregiver dyad. A key element in achieving 
this is being able to highlight which characteristics may determine the likelihood of 
appropriate adoption for a particular technology. 

The aim of the current study is to identify the features that may influence technol-
ogy adoption and based on these features develop a predictive model which can be 
used to determine whether a PwD may or may not adopt assistive technology. The 
usage of such a screening process would be of benefit to clinicians and healthcare 
professionals at the point of introducing a new form of assistive technology into the 
daily life of the PwD (e.g. in a memory clinic setting). During a patient assessment, 
information could be entered into the predictive model and the healthcare professional 
could be informed immediately as to the likelihood of success if technology were to 
be introduced.  

A number of attempts to address the notion of prediction have been reported in 
the literature, for example, the Psychosocial Impact of Assistive Devices Scale 
(PIADS) or the technology acceptance model (TAM) [1-2].  TAM is based on the 
theory of reasoned action and states that the behaviour intention is influenced by 
perceived usefulness and perceived ease of use. This has been shown to have a direct 
effect on the actual behaviour [1]. A common approach when considering likely 
features to adoption is to separate the features into external environmental features 
such as social structures, the regulatory environment and infrastructure in addition to 
internal personal features such as utility perception, expectations and self-esteem [2]. 
The PIADS scale is an extension to TAM which is focused on personal features and 
acknowledges the existence of external features such as social networks and a larger 
society around which may have an impact on usage and on self-image. The PIADS 
scale is targeted specifically towards assistive technology. The assessment of embar-
rassment and other negative connotations have been included in the PIADS scale to 
assess the psychosocial impact of assistive technology on three levels: competence, 
adaptability and self-esteem. This 26-item scale, however, requires that a person is 
able to reflect and provide feedback on their perceptions; for PwD such a reflection 
may be difficult. Both the TAM and PIADS models have been criticised in the litera-
ture due to their questionable heuristic value and lack of explanatory and predictive 
power [3]. 

The organisation of this paper is as follows: Section 2 provides a synopsis of  
experimental setup and data collection. Section 3 describes data pre-processing,  
including the process of feature selection and discretisation. Section 4 presents a 
decision tree trained based on data with selected features using Quinlan’s C4.5  
algorithm. This is followed by the model evaluation, discussion and its use in the 
form of a set of rule-based classifiers in Section 5. Conclusions and future work is 
provided in Section 6. 

2 Data Collection 

Our Mobile Phone‐based Video Streaming (MPVS) solution has been developed 
to provide reminders for everyday tasks for PwD. The system works through the 



162 S. Zhang et al. 

 

delivery of video based reminders using a mobile phone [4]. The system is com-
prised of three components: a mobile phone based component, which has been 
modified to support easy interaction for PwDs and is used to deliver personalised 
video messages to provide reminding prompts. Upon receiving reminders, users 
are required to press a large button on the device, which acknowledges receipt of 
the reminder and causes playback of a pre-recorded video. A second element of 
the system provides caregivers with a touch screen and an associated software 
application, to record video reminders and to schedule these appropriately. The 
third component of the system is a server, which manages the storage, communi-
cation and transmission of data between the caregiver application and the mobile 
phone based application. 

The MPVS system has been evaluated and improved iteratively. Throughout 
this iterative process a range of evaluations has been undertaken with a cohort of 
40 PwDs. The technological platform was then updated in accordance with feed-
back from these evaluations [4-7]. In an attempt to identify the relevant features 
pertaining to adoption or abandonment of the system, interviews were performed 
with the various members of the research and development team which included: 
biomedical engineers, computer scientists, research nurses and geriatric consult-
ants. Together, they identified a range of features potentially relevant to the  
adoption of the MPVS solution, such as appropriate infrastructure, the cognitive 
and physical ability to manage the system, previous experience with technology 
and the perceived utility of the assistive technology. In addition, the role of the 
carer was identified as being important, with features such as carer burden, en-
couragement for the PwD, perception of utility and their technology experience 
being identified. Following these interviews and discussions, an influence dia-
gram was created, indicating which parameters may have an impact on which 
other parameters with respect to the PwD and also to the family carer in relation 
to adoption of the technology. Once established, the influence diagram was pre-
sented and discussed and subsequently refined in a workshop with formal carers 
of PwD (n=8). 

Consequently, the data from the aforementioned evaluations, in line with  
the features identified through the influence diagram, from the 40 participants 
were collated from databases and patient visit logs. The features identified  
are presented in Table 1. The level of adoption was described by a 4-item Likert 
scale recorded by the research nurse, based on previously recorded notes,  
which indicated whether the dyad had dropped out, was non‐compliant or  
was compliant or even eager to keep the technology. Later this scale was  
contracted to two classes of Non‐adopter and Adopter where the Non-Adopter 
class includes the users in the categories of ‘dropped out’ and ‘non-compliant’ 
and Adopter class contains the users in the categories of ‘compliant’ and ‘eager to 
keep the technology’.  
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Table 1. Features collected from patients through interviews and questionnaires 

Feature 
Data 
Type

Range / Options + Description 

Age Scale 20-100 (years old) 

Gender category Male / female 

Mini Mental State Examina-
tion (MMSE)  

Scale 
30-point questionnaire test (0-30); 
to screen for cognitive impairment 

Previous Profession category 
Administrative Position, Caring Profession, 
Technician / Engineer, Other 

Technology Experience  
Patient 

category 

score of 0-4, calculated from technology 
questions, where 
0 – no mobile phone, no PC; 
1 – use mobile to receive calls only, no PC or 
no mobile, have PC; 
2 – use mobile to receive and initiate calls, 
no PC or use mobile to receive calls only, 
have PC; 
3 – use mobile for initiate, receive calls and 
sms, no PC; use mobile to receive and initiate 
calls, have PC; 
4 – use mobile for initiate, receive calls and 
sms, have PC 

Broadband category Yes / No 

Mobile_Reception category Issues / good 

Carer_Involvement category Yes / No 

Living_Arrangement category Living alone / living with somebody 

Extra Support category 
Yes/No 
Whether the patient has care from family 
support or additional informal carers 

Physical Health scale 
Disability Assessment For Dementia (DAD) 
or Instrumental activities of daily living 
(IADL) – independent questionnaire 

If there is a carer 

Age Carer scale 20-100 (years old) 

Gender of Carer category Male / female 

Previous Profession Carer category 
Administrative Position, Caring Profession, 
Technician / Engineer, Other 

Health of Carer string indirect through issues 

Completed after evaluation   

Adoption category Yes / No 
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3 Data Pre-processing 

In the first instance, in the process of feature selection, the most relevant combination 
of features to the output Adoption class was selected. Following this process, the  
continuous features in the selected feature set were discretised as this is required for 
the decision tree approach. 

3.1 Feature Selection  

In the collected data, 32.5% of patients did not have a carer. Given the small sample 
size, information related to the carers, namely the carer’s age, gender, previous  
profession and health, was therefore omitted in the data analysis. Nevertheless, such 
information is deemed to be potentially informative and may be considered if a larger 
dataset were to be made available in the future. 

Feature selection was performed in a data pre-processing stage to select the most 
relevant features for the output class, Adoption. In the first instance, a pairwise sig-
nificance test was performed on an individual feature against the output class to select 
the directly relevant features. The Chi-square or Fisher’s exact test [8] was used for 
features of categorical type and the Mann-Whitney test was used for continuous data 
type features. All tests were performed using IBM® SPSS® Statistics 19.0.0. For the 
Chi-square tests, if the cell expected frequency fell below 5 in more than 25% of the 
cells of the contingency table, Fisher’s exact test was used. A conventional p-value of 
0.05 was used for the threshold of significance. Results from the pairwise significance 
test in the pre-processing revealed four significantly relevant features for the outcome 
feature Adoption namely MMSE, Age, Living_Arrangement and Broadband. Principle 
component analysis was subsequently used to identify indirectly relevant and related 
features, where the combination of features may have a significant relationship with 
the output feature Adoption. Three additional features were subsequently included in 
the reduced feature set namely Carer_Involvement, Gender and Mobile_Reception.  

3.2 Feature Discretisation  

Following the process of feature selection, the continuous features of Age and MMSE 
were discretised. The discretisation of the MMSE score follows the guidelines from 
the Alzheimer Society [9] which stated that: MMSE scores of 27 or above (out of 30) 
are considered normal, mild Alzheimer's disease equates to an MMSE score of 21-26, 
moderate Alzheimer's disease equates to an MMSE score between 10-20 and severe 
Alzheimer's disease equates to an MMSE score less than 10. Given the inclusion cri-
terion of recruitment of PwDs with an MMSE score over 18 in the studies conducted, 
there was only a small sample size in the category of ‘moderate’ and none within the 
category ‘Severe’. The distribution of Age generally follows a normal distribution as 
presented in Figure 1 with a mean value of 72.5 years. Based on the age histogram 
and to avoid possible over-fitting based on the small sample size, the discretisation 
was based on a division using two values 65 and 75 years.  
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Fig. 1. Histogram of feature Age with the plot of Normal distribution fitting 

The categorical features following the process of feature selection are Gender, 
Broadband= {‘Mobile broadband connection’, ‘Fixed line broadband connection’}, 
Mobile_Reception= {‘Issues’, ‘No issues’}, Carer_Involvement= {‘No carer’, ‘Carer 
involved’} and Living_Arrangement= {‘Living alone’, ‘Living with somebody’}.  
The discretisation of the continuous features Age and MMSE is presented in Table 2. 

Table 2. Discretisation for Age and MMSE features selected following feature selection 

 1 2 3 
Age ≤65 66-75 >75 
MMSE ≤20 21-26 >26 

4 Classification 

A decision tree (DT) is a popular data mining approach based on a top-down divide- 
and-conquer induction strategy [10]. The DT can be represented in a graphical tree, 
where leaves of a tree represent the class labels and branches represent conjunctions 
of features that lead to those classes. The principle of the DT is to partition the data 
space spanned by the input features to maximise a score of class purity based on in-
formation theory that the majority of points in a node of a tree belong to one class 
[11]. At each stage an attribute can be split based on the best attribute that separates 
the classes of the instances of that attribute. Each node can then be split into more 
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branches. The process can be repeated a number of times. DTs are useful in  
healthcare related applications given that the decision making process is transparent 
and can be presented on graphical DTs. In addition, DTs are easy to use and interpret 
and they can be transformed to a set of rules which are comprehensive to  
non-technical decision makers to use. Such features are appreciated by healthcare 
professionals especially if they do not have a computational background.  

For the given problem, Quinlan’s C4.5 DT algorithm [12] was employed using the 
concept of information entropy. The criterion of splitting the samples for a node was 
based on an attribute with the highest normalised information gain, where information 
gain is the difference in information entropy between the node prior and post splitting 
using the attribute. The implementation was via the J48 tree classifier which is an 
open source Java implementation of the C4.5 algorithm in the Weka data mining tool 
[13]. The derived tree (noted as DT7) based on the data considered within the given 
study is presented in Figure 2 with the selected 7 features following the process of 
feature selection. In Figure 2, the light grey nodes marked NA represent the  
Non-Adopter class and the dark grey nodes marked A represent the Adopter class. 
 

 

Fig. 2. The DT model DT7 for technology adoption, where the light grey nodes marked NA 
represents Non-Adopter class and the dark grey nodes  marked A represents Adopter class.  

5 Evaluation Results 

The performance of the trained DT model was evaluated and compared with the 
model generated using a logistic regression approach. Rules were then naturally  
generated from the DT. The advantages of the DTs are further discussed, especially in 
the context of healthcare related applications.  

Living_Arrangement 

Broadband 

Yes No

MMSE 

≤20 ≥28 

A 

21-27 

Gender 

Female Male

NA 

Not alone Alone

A 

A 

A NA 
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5.1 Evaluation 

For the purposes of model evaluation, in situations where there is not a sufficient 
amount of data available, cross-validation can be used to measure the error rate of a 
learning scheme [14]. The evaluation of the DT7 model performance within the cur-
rent study was performed using 4-fold cross validation. To assist in obtaining reliable 
results, the 4-fold cross validation was repeated ten times.  

Both the training and test data should be representative samples of the underlying 
problem. To meet this criterion, the order of the data was initially randomised. For the 
training and test data sampling, a stratification process was applied to ensure that each 
class was properly represented in both the training and test datasets for each fold. 
Based on this approach, at each cross-validation stage, the dataset (n=40) was split 
into 4 equal proportions with assigned folds (n=10). Each fold of data was in turn 
used as test data with the remainder being used for training. Therefore, the model was 
trained on 3 folds of the data which equated to 75% of the entire samples and subse-
quently tested with the remaining 25%. Given that it was a 4-fold cross validation, the 
training and testing process was repeated 4 times on a different training set and test 
set, where every instance was used exactly once for testing. The 4 performances from 
each fold were averaged to yield a classification accuracy value. The cross-validation 
process was repeated 10 times with different stratified random sampling in an effort to 
produce reliable results. Finally, the model performance was averaged over the 10 
cross-validation repetitions with the standard deviation, also presented to demonstrate 
variability.  

The performance results are presented in Table 3 for the evaluations on the training 
data and the 10 iterations of the 4-fold cross-validation. The corresponding standard 
deviation values are presented alongside each mean value in brackets.  

Given the small amount of data available, the performance of the models in the 
cross-validation process built from 75% of the data is likely to be a pessimistic esti-
mation of the true model. To compensate for this, the ultimate model performance is 
combined with the resubstitution performance on the training data which provides an 
optimistic estimate of the model performance on the new data [14]. The estimate 
model prediction performance is thus estimated as follows: 0.75 · 0.25 ·  

The final estimated performance, combining both performance on the training and test 
data, is presented in the last column of Table 3. 

In our previous work, a logistic regression approach [15-16] was employed to cre-
ate a decision making model based on binary features from the same data collection. 
For comparison with the DT approach, a logistic regression model was generated 
(represented as model LR7) using the classifier class in the Weka tool [13]. Similarly 
to the evaluation for the DT model, the evaluation of the logistic regression model  
on the data was performed using 10-time repeated 4-fold cross-validation. The  
comparison of the performance between DT7 and LR7 is presented in Table 3.  
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Table 3. Prediction accuracies in percentage (%) for the DT model and a logistic regression 
model (standard deviation figures are presented in brackets) 

 
Models Training data (%) 

Acctrain 

Average of 10 
times 4-fold cross-

validations (%) 
Acctest 

Estimated per-
formance (%) 

Acc 

DT7 90 72 (2.84) 76.5 

LR7 85 72.5 (7.73) 75.625 

 
The evaluation results show comparable performance between the DT and the  

logistic regression based approach. A pair-wise t-test results (p=0.894) showed no 
significant difference between the performances of the two models DT7 and LR7. 
Nevertheless, the DT model has the ability to demonstrate graphically how the model 
works, a desirable feature within healthcare based applications. The DT model  
demonstrated ease of use and interpretation, hence is easy for healthcare professionals 
to understand and to use more appropriately and confidently. Additionally, a DT  
can be easily transformed to a set of rules which is comprehensive to non-technical 
decision makers/users to employ and understand.  

5.2 Rules for Decision Making 

Potential decision makers of the MPVS system can easily follow the information of 
the DT from the top down until reaching a class point (a leaf in the tree) where the 
answer will be provided. Based on Figure 2 the first decision to be taken relates to 
whether the potential user is living alone. If, for example, the person is living alone, 
then a check should be made if he/she has broadband at home or not. If the person has 
broadband at home, then the person can be considered as a potential adopter of the 
MPVS solution. If, however, he/she does not have broadband, then the person is  
considered to be a potential non-adopter.  

A set of rules were extracted from the tree presented in Figure 2 for a more com-
prehensive decision making process. Rules extracted from the tree are presented in the 
following with their support s and confidence c values in the brackets following that 
rule. Support s of a rule measures the proportion of data that contains the specified 
values of the features in the antecedent of the rule. Confidence c of a rule measures, 
among the data with antecedent of the rule, the proportion of the data with the pre-
dicted class in the consequent of the rule [14]. Support reflects the amount of informa-
tion available to build a rule and confidence reveals the reliability of the rule used for 
classification.  

• Rule 1: If (Person is living alone) AND (Person has a broadband connection), then 
the Person is of an Adaptor class (s= 0.05, c= 1.0); 
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• Rule 2: If (Person is living alone) AND (Person does NOT have a broadband con-
nection), then the Person is of a Non-Adaptor class  (s= 0.175, c= 0.857); 

• Rule 3: If (Person is living with somebody) AND (Person’s MMSE is in category 1), 
then the Person is of an Adaptor class  (s= 0.05 , c= 0.5); 

• Rule 4: If (Person is living with somebody) AND (Person’s MMSE is in category 3), 
then the Person is of an Adaptor class  (s= 0.425, c= 0.941); 

• Rule 5: If (Person is living with somebody) AND (Person’s MMSE is in category 2)  
AND (Person is Female), then the Person is of an Adaptor class  (s= 0.175, c= 1.0); 

• Rule 6: If (Person is living with somebody) AND (Person’s MMSE is in category 2) 
AND (Person is Male), then the Person is of a Non-Adaptor class (s= 0.125, c= 0.8). 

Rule 3 in the above rule set is used for prediction of MPVS adoption for people who 
have moderate memory impairment and are living with somebody. This rule has a 
particularly low confidence of 50%.  The decision of whether the patient will adopt 
the MPVS solution is unclear with no strong evidence of the person being either an 
adopter or a non-adopter. However, the support s of the rule is as low as 0.05. It is not 
surprising that the rule confidence is low here as there is not sufficient information to 
build this rule for high prediction performance. Additional features may need to be 
investigated to support a more confident decision or additional data are required.  

There are two rules for the non-adopter class: Rule 2 and Rule 6. If a person is liv-
ing alone and does not have a broadband connection, the person is a non-adopter for 
all categories of memory impairment. If a male patient with mild memory impairment 
is living with somebody, then they are a non-adopter of the MPVS system.   

6 Conclusions and Future Work 

People with Dementia are often reluctant to accept changes to their routine. When 
presented with assistive technology, such as the MPVS solution, it is very important 
to take into account an individual user's characteristics and needs and subsequently 
make an appropriate decision on their probability of adoption. If there is a failure to 
recognise a potential adopter, a significant opportunity is missed in terms of the po-
tential impact using an assistive technology that may have allowed them to stay in 
their home for longer. On the other hand, if a non-adoption solution is inappropriately 
prescribed, not only will there be financial implications, the failure to interact with the 
device can affect the mood of the PwD and subsequently have a negative impact on 
their quality of life and the quality of life of their care giver. In this paper, we intro-
duced a DT approach with the aim of predicting the likely adoption or otherwise of 
the MPVS solution for PwD. The performance of the DT was comparable with a lo-
gistical regression model. The advantage of DT models is that they are easy to use 
and interpret from a non-technical user's perspective. Rules can easily be extracted 
from DT models. Their simplicity makes them usable by any decision makers or rele-
vant health professionals who do not have a technical or computational background. 

Though our prediction model produces encouraging and promising results, the 
study is limited by the small sample size. An improved model can be built with  
additional data available and/or additional features; we plan to take this into account 
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in our future work. A collaborative project with Utah State University has recently 
been established (Technology Adoption and Prediction Tool for Everyday Technolo-
gies), which will allow this work to be extended to a larger sample size. This collabo-
ration will make use of information from the Cache County Study on Memory in 
Aging (CCSMA) and the Utah population database.   

Additionally, there is an imbalance in the distribution of the two classes. The per-
formance is biased towards the majority class. The evaluation of our DT7 model 
showed the type I error (false positive) of 7% for adopters, which is lower than the 
type II error (false negative) of 17% for non-adopters. Consideration is therefore re-
quired to improve the algorithm in relation to this issue. The cost of two types of clas-
sification errors can be built into the classification model in the future to minimise the 
total cost of misclassification.  
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Abstract. This paper describes a research project that investigates and evaluates 
the role of Knowledge Management (KM) in discharge planning (DP) within 
the UK National Health Service (NHS). KM has been promoted in the NHS for 
a little more than 13 years. The paper shows that the popular press frequently 
reports problems associated with DP and examines some more reliable sources, 
concluding that more research into the phenomenon is needed. The factors that 
contribute to inadequate DP are summarised as conclusions to the paper. This is 
therefore an extract from a wider research project into the use of KM in DP, 
which is aimed at suggesting some causes, indicating some possible solutions 
and producing a KM framework to guide the DP and decision-making process. 
The paper indicates the current status of the research, which is continuing.  It is 
hoped that this paper highlights the problem, summarises the research to date 
and stimulates further discussion of this important topic.  Further publications 
will disseminate the developed solution.

 

Keywords: Knowledge management (KM), healthcare, discharge planning 
(DP), bed blocking, emergency readmissions, waiting lists,

 
frameworks. 

1 Introduction 

The UK NHS has more than 1.2million employees working in 28 strategic health 
authorities (SHA), which manage 276 hospital trusts and 302 primary healthcare 
trusts (PHT). A typical healthcare scenario (e.g. an acute hospital or a care ward) can 
be considered as a typical example of an organisational system, with a collection of 
independent but interrelated elements or components organised in a meaningful way 
in order to accomplish an overall goal [29]. Just like any other system, a care ward is 
made up of subsystems having conventional components such as inputs, processes 
and outputs, all of which are components of a larger system (i.e. the hospital system) 
which is in turn a part of larger healthcare system. These systems and subsystems are 
clearly interdependent and inter-related. It is therefore important to understand 
healthcare subsystems in order to gain a deeper insight into the functioning of the 
system [5]. The research project that this papers desribes therefore focuses on 
analysing the hospital system in terms of its structure and process in terms of: 
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• The components themselves (e.g. patients, nurses) and their roles in the system; 
• The relationship between the components and their interaction (e.g. nurses care 

for patients); 
• The boundaries of the system or its extent and scope (e.g. where an admission 

ward hands over to an operating theatre) or where patients are discharged; 
• How the system deals with and adapts to changes within the organisation (e.g. 

emergency admission or an outbreak of an infection). 

By having a sound understanding of the structure and functioning of the system, the 
practitioner is able to discover new knowledge to update existing knowledge and use 
that knowledge in decision-making processes such as patient discharge planning (DP). 
Post-treatment care is obviously essential to a patient’s complete healthcare pathway 
and DP plays a key factor in a patient’s convalescence. The factors that play 
instrumental roles in DP are many and varied but usually involve patients being 
transferred from one care environment to another (e.g. from an admission ward to an 
acute ward). Careful planning and a clear decision-making framework are vital to the 
smooth flow of patients from admission to discharge at the end of the treatment 
period.  Patient discharge can be considered to be the beginning of convalescence. 
The ‘system view’ [19] suggests that as such DP is a key part of the overall process 
and is not an isolated or final event.  This view would extend the ‘system boundary’ 
to include what happens to a patient after discharge, to prevent unwanted 
readmissions. This implies the involvement in the system of patients, their families 
and carers involved in their post-treatment and recovery period.  As such it has 
implications for the provision of resources in the healthcare, social care and other 
support service sectors and warrants this research to improve its efficiency and 
effectiveness. 

A smooth DP process facilitates patients moving from one healthcare setting to 
another, or going home. It begins on admission and is a multidisciplinary process 
involving physicians, nurses, social workers, and possibly other health professionals 
[4]. The aim of DP is therefore to enhance the continuity of care and can have 
significant implications for a patient’s wellbeing and recovery, the efficient use of 
medical resources and streamlined interconnecting processes within the hospital 
setting. The complexity of the discharge process implies that careful planning is 
needed to make it more effective [36]. Recent years have witnessed significant 
advances in medical informatics to increase productivity and efficiency in healthcare 
[11].  Some parts of the NHS are currently faced with the problem of ‘islands of 
information’1 related to the existence of organisational ‘silos’2. In some cases it is 
suggested that very little knowledge is shared between these silos.  This leads to the 
foundation of this paper, which is to examine the role of KM in an integrated ‘cross-
silo’ approach to using shared knowledge to create appropriate patient discharge 
pathways. KM therefore forms a bridge between these ‘islands of information’ [28]. 

                                                           
1  IT applications that were originally developed to solve localised problems, but which do not 

communicate with other applications in the same IT infrastructure. 
2  Parts of the organisation (e.g. departments, functions) that are separate in terms of processes, 

communication and policies.  
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2 Knowledge Management 

Knowledge is a multifaceted concept with multi-layered meanings [26] [27]. Due to 
this nature, it has become important to manage knowledge in order to drive 
performance by ensuring that the relevant knowledge is delivered ‘to the relevant 
person in the right place in a timely fashion’ [13].  Apart from existing in the human 
mind (i.e. tacit knowledge), knowledge can exist in physical records (i.e. explicit 
knowledge), such as patient records and medical notes, which can be shared and 
accessed more readily whether in paper or computerised form.  The major focus of 
KM in healthcare is on creating environments for ‘knowledge workers’ to create, 
leverage and share knowledge and for this to happen effectively KM requires deep-
rooted behavioural and strategic change. From this point of view KM represents an 
evolution of the move towards greater personal and intellectual freedom [8] 
empowering individuals to engage more actively in their work by sharing ideas, 
thoughts and experiences [11]. Once the knowledge has been discovered, storing it, 
reusing it and generating new knowledge from it is important to ‘adding value’ to data 
to create shared knowledge.  

Continued progress in technology development makes sharing knowledge easier, 
and the Internet and collective portals makes knowledge accessible to a wider range 
of people [8].  The rise of networked computers has made it easier and cheaper to 
codify, store and share knowledge [15]. There is no shortage of technologies to aid in 
managing knowledge in a healthcare environment [10], rather the prevalence of such 
technologies can create confusion. The goal of KM is to enhance the performance of a 
process (e.g. discharge planning) by providing efficient access to knowledge, experts 
and communities of practice. It aims to prioritise, share, consolidate and provide 
consistent and accurate information and performance indicators in order to help with 
efficient decision making processes. As workers in a ‘knowledge intensive 
environment’, healthcare professionals inevitably hold a considerable amount of 
experiential knowledge, which may be used to solve day to day problems (e.g. 
decisions on patient discharge). It is important that the knowledge used to solve such 
problems is captured, shared and reused in order to prevent the lack of ‘nourishment’ 
(i.e. update and replenishment) of that knowledge [21] and to improve ‘knowledge of 
context’. The ‘knowledge process’ in a healthcare environment can be used to 
increase collaboration with clinicians, nursing staff and social service agencies and 
for purposes of innovation or process improvement. Updating knowledge assets 
cultivates the collective knowledge in a healthcare environment, enriching effective 
management, smoothing the flow of knowledge and enabling better problem solving 
[21] [22] and increasing ‘knowledge potential’. 

KM when applied effectively may result in increased efficiency, responsiveness, 
competency and innovation [12] which is a source of superior performance in 
potentially critical applications [31] such as patient discharge. The challenge is 
therefore to create a KM system that can ‘acquire, conserve, organise, retrieve, 
display and distribute what is known today in a manner that informs and educates, 
facilitates the discovery of new knowledge and contributes [20] to the benefit of the 
organisation. KM can therefore be looked at as an integrating practice that offers a 
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framework for balancing the technologies and approaches that provide value in 
making decisions and carrying out actions [37]. It ties them together into a seamless 
whole by aligning organisational information and practices with the organisation’s 
objectives, fits into employee’s daily work activities, manages content effectively, and 
considers the potential opportunities associated with sharing knowledge with external 
agents [12]. 

3 Knowledge Management in Healthcare 

The healthcare industry has been called ‘data rich while knowledge poor’ [22] as its 
functions hold large amounts of data (e.g. patient records, outcomes of surgery and 
medical procedures, clinical trial data etc.) and yet the knowledge potential of many 
actions is yet to be fully exploited as much of the data is not being translated into 
knowledge (i.e. there is low added value) to provide a wider context, a deeper 
understanding and to help with strategic decision making [9]. Knowledge appears to 
be underutilised at the point of care and at the point of need [9] inhibiting the ability 
of personnel with the relevant experience to ‘harvest’ knowledge and provide a 
clearer understanding of the process and the factors involved by providing ‘a window 
on the internal dynamics of the healthcare enterprise’ [36]. Multidisciplinary teams 
working in healthcare harvest the personal expertise that is essential to patient safety, 
learn from it, adapt it to local situations and individual patients, and distribute it via 
reliable networks to the people caring for the patients so that they can use it to 
improve the quality of care delivered [25]. The knowledge that a typical healthcare 
application possesses is a ‘high value form of information’ that allows sharing of the 
lessons learned from past experiences [36] (e.g. knowing what factors to take into 
account when planning the discharge of a patient) and improves the knowledge 
potential of the process in future by improving knowledge of the knowledge context. 

A fundamental challenge faced by clinical practitioners and healthcare institutions 
is the ability to interpret clinical information and to make potentially lifesaving 
decisions while dealing with large amounts of data [10]. Clinical practise is not only 
quantitative, but also very much qualitative. The tacit knowledge acquired by 
clinicians and nurses over the years and mainly through experience represents a 
valuable form of clinical knowledge [24].  KM in Healthcare involves understanding 
diseases, hospital systems and most importantly patients [24]. Levenstein et al. argue 
that clinical methods exist for understanding diseases and illnesses but clinical 
methods or models are not so readily available for understanding patients. When 
quantitative and qualitative methods complement each other, and when various 
modalities of knowledge are used, a holistic view of a situation is best obtained thus 
leading to efficient decision making [20]. KM strategies can be broadly classified into 
codification (where knowledge is identified, captured, indexed and made available) 
and personalisation, where tacit knowledge is shared by means of discussion, 
effective communication and a multidisciplinary approach, allowing for creative 
problem solving [20].  In Healthcare, the use of both strategies according to the 
different scenarios is felt to be advisable. When dealing with routine cases, the 



176 N. Kamalanathan et al. 

 

codification strategy can be applied and when dealing with a situation where a more 
creative solution is required, the personalisation strategy can be applied [20]. This 
approach, however, usually only works when the required knowledge is shared (i.e. 
processed) successfully. For example the National Institute for Clinical Excellence 
(NICE), in framing its guidelines, has noted a lack of willingness to share knowledge 
on the part of doctors who could potentially contribute to the guidance it gives [25]. 

4 Knowledge Management for Discharge Planning 

A hospital is a dynamic environment, with changes taking place rapidly as patients 
move from one ward to another and treatments are carried out over time. Similarly, 
DP involves changes from a stable temporal state to another with an element of 
unpredictability of what is going to happen next [21]. In this context the past 
experiential knowledge of doctors and nurses is useful in assessing situations, 
deciding on plans and making critical decisions as their knowledge can be 
reconfigured and extended to fit the new situation and provide a personalised 
approach to assessing a patient and his or her journey along codified guidelines [21]. 
KM may have the potential to remove the bottlenecks, to improve the DP process, 
mapping and identifying possible opportunities for improvement [29]. Understanding 
what knowledge is relevant to a given situational decision is crucial to this process 
and a decision can never be completely separated from the context in which it is made 
[12]. This implies that in a hospital setting when looking at DP the interrelated factors 
need to be considered in the context of the knowledge process [23]. Discharge takes 
place when an in-patient3 leaves an acute hospital and returns home, is transferred to 
a rehabilitation facility or an after-care centre such as a nursing home [25]. 

DP should commence as early as possible in order to facilitate a smooth discharge 
process. Discharge guidelines have been prescribed by the Department of Health 
(DoH) and the different trusts create their discharge plans in the form of a discharge 
flow chart or process map following these guidelines. Several attempts have been 
made at improving DP and reasonable improvements have been identified. Several of 
the methods that have been identified in the primary research in two UK hospital 
trusts include the following: 

• DP commences on admission 
• Patient and carer involved in the decision making process 
• A clinical management plan where an expected date of discharge is predicted 

based on actual performance in the ward or, on benchmarking information from 
past cases; 

• Multidisciplinary teams make a decision based on experience during their 
meetings; 

• A bed management system which stores information on beds occupied, and a 
weekly meeting that decides the discharge date for patients. 

                                                           
3  Outpatients are usually treated ‘on the spot’ and medication is prescribed on the same day, so 

the DP process does not usually apply (NHS, 2012). 
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All of these methods involve KM.  A rough DP is currently drafted for patients 
upon entry to hospital according to their diagnosis, and a tentative discharge date 
provided in line with recommendations.  Changes are made over the course of the 
patient’s stay and records are manually updated by nurses, upon instruction by the 
doctors. This sometimes results in confusion and even disagreement on discharge 
dates by different doctors (e.g. when treating the patient for different symptoms) and 
nurses (e.g. when a change of shift occurs).  Patient discharge planning requires 
looking at the system as a whole and not as isolated units. The discharge plan 
indicates patient and carer involvement, however very little indication has been 
provided of the nature of involvement. Clear guidelines are not present, as to what 
information needs to be collected about a patient, what information needs to be stored 
and reused, and the lessons learnt. 

5 The Current DP Dilemma in the NHS 

The UK NHS is facing the problem of managing patient discharge while having to 
meet waiting time, treatment time and bed usage targets [10]. Patient discharge is 
currently being driven by quantitative measures such as targets (e.g. to reduce ‘bed-
blocking’4) and the problem resulting from this situation has received a great deal of 
attention from the popular press recently and political capital has been made from this 
[10]. Targets are often given priority while a patient’s quality of after-care is 
compromised [32]. The implication of being target-driven (rather than knowledge 
driven) is that the healthcare system fails to consider the factors that affect the 
effective recovery of a patient after treatment and discharge [6]. Hospitals focus on 
accomplishing and achieving internal targets, resulting in compromising patient safety 
and well-being after discharge. The exact situation with regard to patient discharge 
and readmissions is not really well established, as there are variations in discharge 
methods between trusts. However, it is reported in the popular press that doctors have 
to make quick decisions about patients just to ‘get the clock to stop ticking’ [32] [33] 
[39] resulting in deteriorating trust between doctors and patients. More reliably, 
doctors find themselves torn between meeting targets or providing their sick patients 
with the best treatment. These claims in the assorted news media have been 
reaffirmed by Andrew Lansley the Secretary of State for Health in the UK 
Government who in a speech in December 2011 stated that [7]: 
 

‘The NHS is full of processes and targets, of performance-management and 
tariffs, originally, all designed to deliver better patient care, but somewhere 
along the line, they gained a momentum of their own, increasingly divorced 
from the patients who should have been at their centre’. 

(Guardian 7 December 2012) 

                                                           
4  Bed blocking occurs when patients are kept in hospital wards after they should be discharged, 

pending a decision to send them home or into care.  It is considered to be a major problem in 
some parts of the HNS, particularly with elderly patients.  The opposite may involve 
discharging patients before they are ready to meet a target. See http://www. 
communitycare.co.uk/Articles/09/02/2011/116235/portsmouth-makes- 
the-case-for-joint-working-to-cut-bed-blocking.htm 
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Several factors result in the current inadequate DP. These factors are internal and 
external to the NHS along with psychosocial factors of the patient and family. The 
reason for understanding the factors behind inadequate DP is to be able to analyse 
the factors causing the problem and diagnose the problem systematically. A 
comparison can then be made between the factors along with the results obtained 
from the primary research, followed by a catalogue of possible solutions 
underpinned by KM. This will then lead to making a diagnosis i.e. the proposed KM 
model. A root cause analysis [17] was carried out to analyse the factors contributing 
to inadequate DP and diagrammatically represented in the form of a ‘fishbone 
diagram’ as seen in Figure 2. The results obtained from primary and secondary 
research were used in the analysis. As seen in the fishbone diagram, the discharge of 
a patient is a complex process, with various inter-related factors. A carefully 
designed discharge plan underpinning the theory of KM can ensure that hospital 
resources are utilised more efficiently, it will encourage better inter-department 
communication and ensure that tacit knowledge is made explicit to make more 
informed decisions about patient discharge. It is believed that this in turn will allow 
for better coordination of the external factors involved and will give hospital 
personnel more time to inform patients and their families about their situation, thus 
addressing the psychosocial factors. It is indicated that many adverse events occur 
during discharge. Many of these events are preventable and are therefore viewed as 
errors, while others are undetectable adverse events. Therefore with more sharing of 
knowledge between personnel in the hospital, an understanding of the knowledge 
needed to make a decision and understanding, utilising and capturing the knowledge 
gained from a certain procedure or step in the admission and discharge pathway can 
lead to improved DP, which can be personalised to a patient. Patient participation in 
the discharge process is believed to help reduce potential readmissions and delayed 
discharge. Patient participation in the discharge process is a legally stated right in the 
United Kingdom and therefore more active participation of patients is encouraged 
[38]. The failure to assess a patient’s care needs correctly can result in a 
disproportionate delay in patients being discharged [16]. 

The causes of inadequate DP have been examined, and these causes are shown to 
have a number of negative effects. Several consequences of inadequate DP faced by 
the NHS include; delayed discharge and increased emergency readmissions. These 
result in bed blocking and long waiting lists. Overall due to these reasons admissions, 
transfer and discharge processes are negatively affected as a consequence. The 
problems caused by inadequate DP have been identified in the secondary and primary 
research and are summarised succinctly in Figure 3. The number of patients 
readmitted to hospitals through Accident and Emergency (A&E) departments within 
28 days of being discharged has risen steadily from 359,719 in 1998 to 546,354 in 
2008 [40]. While in 2010 more than 660,000 patients were re-admitted to hospital 
within 28 days of discharge [30]. 
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Fig. 1. Root Cause Analysis of factors resulting in inadequate DP 
Source: [35, 38] 

 

Fig. 2. Problems resulting from inadequate discharge planning 
Source: [35] 
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According to statistics provided by the Department of Health, in England in 2010-
2011 the total number of patients who were readmitted was 561,291. According to the 
statistics, readmission rates in England have been rising since 2001 -2002 to 2010 – 
2011. Figure 4 follows the increasing trend of the percentage of patients readmitted 
for treatment to UK acute hospitals within 30 days of discharge and a ‘line of best fit’ 
shows the regularity (and therefore the predictability) of the rise. 

 

 

Fig. 3. Emergency 3 Readmissions in England as a Percentage of Admissions 

The problem of inadequate DP does not just concern readmissions, however. ‘Bed-
blocking’ due to delayed discharge has equivalent negative implications. It is reported 
by the NHS confederation that one in four patients are occupying beds when they 
could be recovering at home [16], which results in longer waiting lists, loss of 
confidence in the NHS and escalating expenditure. The average number of patients 
and days of delayed discharge per month in England for the year 2012 according to 
the Department of Health was 3997 patients and 114,386 days respectively. 

Approximately £250m was spent on ‘delayed discharges’ between August 2010 
and the end of 2011, amounting to £550,000 a day [40]. Apart from the financial 
implications the delay in discharge is clearly not good for the well-being of patients 
and the morale of their relatives and wastes valuable hospital resources. The King’s 
Fund reports that if it was better organised the NHS could reduce the number of 
overnight stays by 2.3 million, freeing up 7,000 beds and saving the NHS nearly 
£500m a year. [30] Mike Farrar, the Chief Executive of the NHS Confederation 
indicates that these problems are the result of an ‘outdated hospital model of care’ [3] 
while a breakdown in communication may also be a possible contributory cause [40]. 
Many older patients face the brunt of delayed discharge [13] as due to a lack of 
communication between the NHS and social care homes, they are forced to stay in 
hospital, causing longer waiting lists for other patients who are seeking urgent 
treatment [42]. The reasons for the dilemma as described in the previous section are 
clearly a result of inadequate support for DP among NHS staff, including physicians, 
nurses, social workers, and possibly other health professionals [46]. The aim of DP is 
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to enhance the continuity of care while optimising use of healthcare resources. DP 
also has significant implications for a patient’s recovery, the effectiveness of hospital 
management processes and the efficient use of medical resources. The complexity of 
the discharge process implies that careful planning is needed to make the process 
effective [5] and it is recognised that the problem may currently lie in a lack of 
appropriate DP upon admission.  A lack of sufficient knowledge of the patient’s 
circumstances [41] upon admission results in one of three problems i.e. problems with 
admission, problems with transfer and problems with discharge as previously 
indicated in Figure 3. Patient discharge is fragmented among various caregivers [4]. 

DP commences on admission, the patient and carer are involved in the DP process, 
their medication, nutrition, and aftercare is arranged prior to discharge. These are the 
steps that are taking place on paper in NHS Trusts. However, the increased 
emergency readmissions, delayed discharges, bed blocking and long waiting lists that 
increasingly occupies the media’s attention indicates that the guidelines and process 
may not be optimal. The primary research in two UK NHS Trusts that informs this 
paper suggests that the approach that is currently being followed could be improved 
by being knowledge-based rather than process-focused. The research therefore 
investigate the statistics as reported in the media, the statistics published by the DoH 
and the analyses the results obtained from Primary research in two UK NHS Trusts 
involved in the primary research. The results obtained from the three sets are 
analysed, a comparison is made and possible themes are identified to indicate the 
current knowledge gaps that exist in the way DP is currently carried out. This is 
basically a Grounded Theory approach and will produce a KM framework that is 
soundly based on KM theory. The KM model will ensure that the people, processes 
and technologies are aligned in such a way that the right people get the right 
information at the time when it is needed and will break down the current silos that 
exist between departments of the same trust and between separate NHS Trusts. 

Despite having guidelines, a clear delineation of discharge responsibilities often 
does not exist or is not communicated properly resulting in repetition of procedures or 
gap [4]. An example of this would be the lack of coordinating with the pharmacy or 
the physiotherapy department upon discharge of a patient which can result in a 
patient’s discharge being delayed, or a patient going home without medication and 
having to return a few days later to collect the medication, or a patient having to wait 
a few days later for their physiotherapy schedule [14]. 

6 Conclusions 

The research in two UK hospital trusts shows that inadequate knowledge of a 
patient’s individual circumstances (e.g. home care, state of mind) are indentified as 
major contributors to a significant number of unwanted readmissions.  This in turn 
leads to decisions being made without the necessary information being available for 
inclusion in the decision-making process that informs DP.  In other words, the patient 
records (e.g. electronic patient records or EPR) do not contain all of the qualitative 
information to act as valid knowledge assets (e.g. a discharge plan) or resources to 
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support the knowledge action of DP (i.e. making the decision to discharge) [18]. In 
addition, it is found that a reliance on quantitative measures (e.g. meeting discharge 
targets) may be contributing to patients being discharged before they have been 
observed sufficiently to ensure their satisfactory transfer to an aftercare environment. 
The current DP process in the study appears to be insufficiently ‘holistic’ (i.e. it fails 
to take all the necessary factors into consideration) and indicates that resources 
(including knowledge resources) were not co-ordinated closely enough to bring all the 
necessary factors to bear on the problems of inadequate DP.  Most of all, it is noted 
that communication across the ‘silos’ in a typical hospital environment were 
inhibiting the full use of knowledge in the DP process. 

The results of inadequate DP are noted in the research (see Figure 2) and delayed 
discharge (as reported in the popular press) is found to be the most visible problem. 
Less visible, but problematical none the less, are bed-blocking, resulting in 
unnecessarily long waiting lists and a high level of unwanted readmissions within 28 
days of discharge, often complicating the issue by involving overcrowded A&E 
departments (i.e. ‘emergency readmissions’). The proposed model intends to apply a 
more holistic approach; it intends to peruse quantitative and qualitative data in order 
to make more informed decisions. Furthermore it intends to encourage the sharing of 
information between the current silos, allowing for more informed decisions to be 
made. The processes or departments that are adversely affected are admissions to 
hospital, transfer between hospital departments or wards and discharge.  The 
preliminary findings from the research indicate, subject to validation, that the 
judicious use of KM can improve the DP process and ameliorate the current negative 
effects in all of these areas. 
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Abstract. Association rule (AR) mining has been widely used on the electronic 
medical records (EMR) for discovering hidden knowledge and medical patterns 
and also for improving the information retrieval performance via query 
expansion. A major obstacle in association rule mining is that often a huge 
number of rules are generated even with very reasonable support and 
confidence. The main challenge of using AR in information retrieval (IR) is to 
select the rules that are related to the query, since many of them are trivial, 
redundant or semantically wrong. In this paper, we propose a novel approach to 
modeling medical query contexts based on mining semantic-based AR for 
improving clinical text retrieval. We semantically index the EMR with concepts 
of UMLS ontology. First, the concepts in the query context are derived from the 
rules that cover the query and then weighted according to their semantic 
relatedness to the query concepts. The query context is then exploited to re-rank 
patients records for improving clinical retrieval performance. We evaluate our 
approach on the medical TREC dataset. Results show that our proposed 
approach allows performing better retrieval performance than the probabilistic 
BM25 model. 

1 Introduction 

Due to increasing volume of digitalized medical patient records, the need for 
advanced information retrieval systems increases. Our work lies in the framework of 
the 2011 TREC medical record challenge. The goal of this track is to foster research 
on content-based retrieval from the free-text fields of electronic medical records. 

Many participants in TREC Medical Record track proposed different techniques to 
improve their system’s retrieval task. In [5] author’s participation relies on query 
expansion technique using Rocchio’s algorithm coupled with gender and age filtering 
and semantic query expansion using disease synonyms. This approach did not have a 
significant impact on retrieval performance. The lack of significant improvement on 
the overall retrieval results shows that their method has limited semantic capabilities. 
In [6] authors’ participation relies on applying part-of-speech tagging and UMLS 
concept extraction at the sentence level using bi-directional greedy dictionary 
matching for noun phrases and query expansion by inclusion of all concepts 
appearing below the concept of interest in the UMLS hierarchy, capped at the 
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maximum of 100 concepts. Performance measures suggest that their approach was not 
promising, possibly due to appending too specific concepts to the original query. In 
[3] authors participation relies on query expansion via multiple lexicons and domain 
knowledge rules and performance measures imply limited impact on retrieval 
performance, possibly due to limited semantic capabilities of expansion terms. 

In this paper, we focus on the use of AR mining for improving clinical text 
retrieval. In the biomedical field, association rule mining presents a promising 
technique for finding hidden patterns in a medical dataset and for improving the 
information retrieval performance via query expansion. It was first introduced in 1993 
by Agrawal et al. [1]. Its objective is to discover all co-occurrence relationships, 
called associations, among data items under the form of implications if X then Y, 
denoted as X → Y, where X and Y are named the antecedent and the consequent of 
the rule respectively. Association rule mining has been widely applied on a medical 
data for diagnosis or symptom prediction [19,16], gene expression and cell type 
prediction [10] classification purposes [14] and information retrieval [8,11,13,24, 
25,26]. The usefulness of association rule technique is strongly limited by the huge 
amount and the low quality of delivered rules. Current data mining techniques can 
efficiently generate association rules that are statistically significant to the source 
dataset where rules satisfy the user-specified minimum support and minimum 
confidence. The use of AR in IR is challenging since many rules are trivial, 
redundant, semantically wrong and conflict with common sense or basic domain 
knowledge, or already known by end-users.  

The main challenging issue in using AR in IR is to select the best rules with respect 
to the query. In most of previous work, the rules that contain the query terms in the 
antecedents are selected. Most of previous work lacks of semantics for selecting the 
relevant rules, which is more necessary in medical domain. In this paper, we propose 
the use of semantic relatedness measure using the UMLS semantic network for 
selecting concepts from rules that semantically cover the query. The selected rules are 
used to form a medical query context, which is used for re-ranking the search results. 

This paper presents a novel medical query context modeling based on association 
rule mining to improve clinical text retrieval performance. The key unique 
contributions in our paper concern (1) a semantic-based AR mining for modeling a 
medical query context and (2) a semantic-based concept weighting schema to weight 
concepts semantically in relation to the query. Query context modeling relies on 
deriving the rules that cover the query and then weighted according to their semantic 
relatedness to the central concept in the query. The query context is then exploited in 
the patient records re-ranking for improving clinical retrieval performance.  

This paper is organized as follows: Section 2 explains association rule mining used 
in this study, Section 3 describes semantic query context modeling for clinical text 
retrieval, Section 4 explains the experimental settings, Section 5 describes our 
experimental results and Section 6 concludes the paper. 

2 Association Rule Mining 

One of the classic association rule mining algorithms is the Apriori algorithm. The 
Apriori algorithm is an algorithm for mining frequent itemsets, it attempts to find 
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frequent itemsets that have minimum support where any subset of a frequent itemset 
must also be a frequent itemset [1]. Given a transaction database and support threshold, 
standard association rule algorithm has two phases; first phase finds all itemsets 
satisfying minimum support, it starts with generating frequent one-itemsets and 
proceeds to two-itemsets and so on, until there are no more frequent itemets. Second 
phase generates all rules with support and confidence above specified threshold. 

Based on the choice of the minimum support and minimum confidence, Apriori 
algorithm can have the disadvantage of being very slow and producing huge or 
insignificant amount of information therefore most of the discovered rules are not useful 
since they may contain redundant information, irrelevant information or they may 
illustrate insignificant knowledge. In general, the main issues with discovering 
association rules in medical data are: irrelevancy of most of the discovered association 
rules, appearance of relevant association rules in very low support and discovery of 
enormous amount of rules at low minimum support. To address this issue TopKRules 
algorithm has been introduced. TopKRules algorithm [7] mines the top-k association 
rules; k is specified by users and represents number of association rules to be found. 
Experimental results show that TopKRules algorithm has excellent performance and 
scalability where the number of generated rules can be controlled. Another advantage of 
this algorithm is that it mines the top-k rules that meet specified confidence, since minsup 
is more difficult to assign due to its dependency on database characteristics and nature.  

The inputs to TopKRules algorithm are a transaction database, minconf and a 
number K specified by the user, which corresponds to the number of rules to be 
returned. The algorithm starts with assigning 0 to internal minsup variable and 
searching for rules. Once a rule is found it is added to a list of rules sorted by their 
support. When K valid rules are found, the internal minsup is raised to lowest support 
of association rules in the list. New generated rules based on new minsup are added to 
the list and rules not satisfying the new minsup are removed from the list. This 
process continues until no more rules are found. The algorithm relies on rule 
expansion approach, it starts with generating rules with single antecedent item and 
single consequent item, and then it scans the transaction database in order to find 
single items that can be appended to left or right side of the association rule  

3 A Semantic Query Context Modeling for Clinical Text Retrieval 

Our approach consists of (1) modeling a semantic query context and (2) exploiting it 
in the re-ranking process of initial clinical search results. A prerequisite step in our 
work is the semantic representation of queries and patients records. This section 
presents an overview of the UMLS Metathesaurus used for semantic indexing, the 
query context modeling and the re-ranking process. 

3.1 The UMLS Metathesaurus 

The UMLS (Unified Medical Language System) is a set of health and biomedical 
dictionaries, standards and software tools that can facilitate biomedical and health 
related developing applications such as electronic health records, classification tools 
and language translators. The Metathesaurus, the Semantic Network and the 
SPECIALIST Lexicon are three different categories of UMLS knowledge sources. 
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The Metathesaurus is a large database containing over one million biomedical and 
health related concepts which are retrieved from several thesauri, indexed biomedial 
literature, controlled vocabularies, code sets and classification systems. The 
Metathesaurus is classified by concept and it connects each concept to its alternative 
names and views in other source vocabularies, it also determines appropriate 
relationships among concepts. The major semantic groups are organisms, anatomical 
structures, biologic function, chemicals, physical objects, and concepts or ideas [18]. 

To conduct the indexing process of our dataset we use MetaMap [2]. MetaMap is a 
program developed by National Library of Medicine (NLM), which maps biomedical 
texts to the UMLS Metathesaurus. MetaMap locates all the UMLS concepts 
associated with terms in biomedical texts. 

3.2 Query Context Modeling 

The medical query context reflects the most related concepts to the query; these 
concepts could represent symptoms, procedures or correlated diseases that are in 
relation with the query concepts. 

The main motivation for using association rule mining for query context modeling 
is to find meaningful associations between concepts, especially when different 
variations of the same concepts occur in the documents. For example given the concept 
“GERD”, Gastric Acid, Gastroesophageal reflux disease and GERD are all mapped to 
the same UMLS concept ID, “C0017168”. Applying AR mining allows finding 
association between these concepts. Here, we consider a concept-based representation 
of the query obtained by mapping the query terms to the UMLS Methathesaurus. 

Modeling a semantic-based query context consists the following steps: (1) 
extracting the representative concepts using association rule mining and (2) 
measuring semantic relatedness of the extracted concepts to query context for 
weighting the concepts in query context. Figure 1 presents our semantic-based query 
context-modeling algorithm. 

3.2.1 Query Concepts Extraction Using Association Rule Mining 
Query concepts extraction consists of extracting the rules that satisfy the query 
concepts, and weighting and ranking extracted concepts according to their semantic 
similarity/relatedness to the query concepts.  

For each query, query concepts extraction consists of the following steps: 
 

(1) A basic term-based retrieval model is used to retrieve n initial search results. 
(2) Extract a list of rules by applying TopKRules algorithm on the n initial search 

results. 
(3) Select the consequent of those rules that cover the query concepts in their 

antecedents.  
 

In Fig.1. query concepts extraction corresponds to lines 1-6. For each query we 
extract, a list of rules L generated from TOPKRules algorithm, where LHS represents 
left hand side of the rule and RHS represents right hand side of the rule, the original 
query context Qc, list of permutations of query concepts P, that contains all of the 
ordered combinations of query concepts and C, which is a series of concepts extracted 
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via TopKRules. In order to extract concepts we compare left hand side of each rule in 
L to each of the permutations of the query concepts and save the right hand side of 
those rules covering any permutations. 

 
INPUT: List of rules generated from TopKRules L, List of original query concepts Qc, List of 
permutations of query concepts P, List of consequent concepts that cover query concepts C,  
OUTPUT: List of concepts semantically weighted in relation to query concepts CTXq, 
1. For each item c in P 
2.  For each item m in L 
3.  If LHS(Lm) = Pc 

4.   SAVE (RHS(Ln),C) ; 
5. End for  
6. End for  
7. For each item r in C 
8. SAVE (Semantic Similarity (Cr , Qc), r, CTXq); 
9. End for  

 

Fig. 1. Semantic-based Query Context Modeling 

3.2.2 Query Concepts Weighting 
Among the extracted concepts many are trivial, redundant or semantically wrong. In 
order to identify the relevant concepts we use semantic relatedness/similarity 
measures to discriminate the concepts with respect to the queries [17].  

Semantic relatedness and semantic similarity are useful measures for effective natural 
language processing, artificial intelligence and information retrieval in medical domain 
[15]. Similarity measures determine how similar two concepts are by calculating how 
close they are in the UMLS semantic network hierarchy.  Relatedness measures 
determine how related two concepts are by using concepts definitions information. 

For each concept in list of concepts that cover the original query concepts (C), we 
measure the concept’s semantic similarity/relatedness to the query concepts (fig.1. 
lines 7-9). The output is CTXq =<C1,C2,C3,…,Cn>, which is a medical query context 
represented by a series of concepts extracted via semantic-based AR mining. 

For the purpose of this study we use the following measures: 
 

Gloss Vector [21]: this relatedness measure represents concepts by vector of co-
occurrences and measures relatedness of concepts by calculating cosine of vectors.  
 

Wu and palmer [23]: this similarity measure calculates the similarity of two 
concepts by taking into account depth of two concepts in UMLS semantic network as 
well as Least Common Subsumer (sharing ancestors in the hierarchy). 

3.3 Re-ranking Clinical Documents Using the Query Context 

The re-ranking process is performed by integrating the semantic-based query context 
CTXq into the information retrieval process. For each document dk retrieved, we 
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combine the intial score Si based on okapi BM25 ranking model [4,9] and the 
contextual score Sc based on cosine measure between the dk and CTXq . We combine 
Si  and Sc using a tuning parameter α to balance the impact of the original score Si and 
the new score Sc calculated according to our method. 
 

                              S (dk) = α * Si (q, dk) + (1-α ) * Sc (dk, CTXq)                          (1)                                     
 

0 <α < 1 
 
The contextual score is computed using cosine similarity measure between the 
retrieved results and concepts obtained from association rules. 
 
                                                                                     →      → 
                                            Sc (dk, CTXq) = cos (dk , CTXq)                                         (2) 

4 Experimental Settings 

In our search experiments, we compare the standard retrieval performance using only 
the query (ignoring any query context) to the contextual search performed using the 
query context. The standard retrieval is based on the Okapi BM25 scoring formula, 
where we set b to 0.75, k1 to 1.2 and k3 to 8. We use Terrier [20] for indexing the 
dataset using only terms, only concepts or both terms and concepts. For query context 
modeling we conduct experiments to find the optimal value for the following 
parameters: (1) confidence level, (2) number of documents selected for AR mining 
and (3) the number of concepts used for query context representation. For document 
re-ranking using equation (1) we tune the parameter α in [0 1]. 

4.1 Dataset 

The corpus that is used to develop and test our approach is provided within the 
context of the TREC Medical Records Track 2011 challenge and is composed of 
query set, patient records and relevance judgments. 

The query set is developed by physicians and contains 34 topics. Each topic 
specifies a particular disease/condition set and a particular treatment/intervention set. 
For the purpose of this study queries are semantically indexed using Metamap. 
Assume we are looking for concepts associated with the query “Patient with hearing 
loss”, MetaMap examines the input text and generates a ranked list of relevant 
candidate concepts for phrases “patients” and  “with hearing loss” and selects the 
highest ranked concept/s which are “C0030705: Patients [Patients or Disabled 
Group]”,  “C0011053: hearing loss [Deafness]”, “C0018772: hearing loss [Hearing 
loss, Partial]” and “ C1384666: hearing loss [Hearing Impairment] ”. 

The patients’ record is a set of de-identified electronic medical records that made 
available for research purposes through the university of Pittsburg. These documents 
are organized by visits. There is a total of 17,267 visits and 101,711 reports in which, 
each visit contains between 1 to 415 reports. Each document contains the following 
sources of information that can be used for the task: 
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• Checksum, which is the unique report id, 
• Type, which is general descriptor of the report,  
• Subtype, which is more precise descriptor of the report, 
• Chief complaint, which describes the main symptom or reason for which the 

patient seeks treatment,  
• Admit diagnosis (as ICD-9 code),  
• Discharge diagnosis (es) (as ICD-9 code) and  

Report text which is in free text form and is the central part of each report 
describing symptoms, signs, diseases, family history, lab results and so on. 

 

The original corpus is organized by individual reports and there is a many-to-one 
relationship between reports and visits, where a visit is an individual patient’s single 
stay at hospital and is associated with a set of patients’ records.  The University of 
Pittsburgh provides a table of this mapping and a visit is used as the unit of retrieval 
in the track. For the purpose of this study we generate visit-based documents where 
each document is composed by concatenating the patient reports associated with it. 

4.2 Relevance Judgments and Evaluation Criteria 

Relevance judgments are binary and reflect whether a visit is relevant or not with 
respect to the query. These judgments are provided by TREC organizers.  

Our runs are evaluated using TREC’s official measures: bpref, R-prec and P10. 
The bpref measure is designed for situations where relevance judgments are known to 
be far from complete. R-Precision is the precision after R documents have been 
retrieved, where R is the number of relevant documents for the topic. P10 is average 
of precision at 10 documents retrieved. 

5 Experimental Results 

Our evaluation objectives consist of the following: (1) evaluate the performance of 
our approach compared to a baseline approach, (2) evaluate the effectiveness of AR 
mining for query context modeling on the retrieval performance (3) evaluate the 
impact of semantic relatedness measures for query context modeling on the retrieval 
performance and (4) compare our approach to a query expansion technique and a  
re-ranking using basic AR mining. 

5.1 Parameter Tuning 

Our main objective for these experiments is to tune the parameters in our approach 
and to investigate the impact of association rule mining and semantic similarity 
measure on the retrieval performance. 
 

Confidence level: For all the runs minconf 0.6 is chosen and this choice relies on the 
fact that setting higher minconf results in missing some interesting rules and setting 
lower minconf results in huge number of rules, which may contain irrelevant and 
insignificant information.  
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Number of documents: In order to find the optimal number of documents used as 
transactions for AR mining algorithm, we conduct different runs to evaluate the impact of 
this parameter on retrieval performance. We vary the value for the number of documents 
in the following set {20,50,100,500,1000}. For each value we perform our contextual 
ranking using all concepts from TopKRules algorithm and use Gloss Vector measure for 
query context modeling and setting α=0 in equation (1) for re-ranking. Our evaluation 
results show that the optimal number of documents is top 20 documents per query. 
 

Number of concepts: Fig.2. presents the impact of using top 5, top 10, top 20 and top 
40 concepts on the retrieval performance. We use the top 20 visits and the Gloss 
Vector relatedness measure for query context modeling. The figure reveals that the 
best performance is achieved using top 10 concepts, therefore we believe that for the 
purpose of this study the optimal number of concepts in the query context is 10. 
 

Alpha(α): In this experiment, we vary α in [0 1] in equation (1). For each value we 
perform our contextual re-ranking using top 20 visits and top 10 concepts and Gloss 
Vector for query context modeling. Results confirm that the optimal α is 0.1. 

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
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Precision

P10
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bpref

 

Fig. 2. Comparison of performance measures of using top 5, top 10, top 20 and top 40 concepts 
for query context modeling 

5.2 Runs 

Baseline runs: 
 

• Baseline-TermBased: This run is based on the Okapi BM25 performed using 
term-based index. 

• Baseline-ConceptBased: This run is based on the Okapi BM25 performed 
using concept-based index. 

• Baseline-Terms-Concepts: This run is based on the Okapi BM25 performed 
using terms and concepts index. 

 

Query expansion run: 
QE-Terms-Concepts: this run is based on the Okapi BM25 using terms and concepts 
index where query expansion is performed using Rocchio’s algorithm [22]. 
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In the following runs we use only concepts of five semantic groups, which are 
DISO (Disorders), PROC (Procedures), PHYS (Physiology), CHEM (Chemical and 
Drugs) and ANAT (Anatomy) in order to obtain the most precise rules involving only 
medical related concepts and disregard general concepts such as CONC (Concepts 
and Ideas), GEOG (Geographic Areas) and LIVB (Living Beings). The following 
runs are conducted in order to evaluate the impact of semantic-based association rule 
mining on the retrieval performance (1) we compare our concept extraction using AR 
to a concept extraction using a naïve method for query context modeling and (2) we 
evaluate the impact of using semantic similarity/relatedness measures for weighting 
the concepts in the query context. The following runs are based on the re-ranking 
formula (equation (1)) with α =0.1 where the top 20 visits per query are used for 
query context modeling 
 

Concept extraction using AR: 
 

• RR-ARM-Top20Trns-Top40Concepts: this run relies on re-ranking the initial 
search results using query context that is composed of top 40 retrieved 
concepts (found as optimal value for this run) from TopKRules (k=1000) 
algorithm and weighted according to their support. 

• The RR-ARM-GlossVector-Top10Concepts: this run relies on re-ranking the 
initial search results using query context that is composed of top 10 retrieved 
concepts from TopKRules (k=1000) algorithm and weighted according to 
their relatedness to query concept using Gloss Vector measure. 

 
Concept extraction using naïve method: The naïve method for concept extraction 
consists of extracting all the concepts from top 20 documents for each query and 
weight and rank them according to their relatedness/similarity to query concepts. 
 

• RR-Naïve-GlossVector-Top10: this run relies on re-ranking initial search 
results using top 10 concepts weighted according to their relatedness to 
query concepts using Gloss Vector measure. 

• RR-Naïve-WUP-Top10: this run is relies on re-ranking initial search results 
using top 10 concepts weighted according to their similarity to query 
concepts using Wu and Palmer measure. 

5.3 Performance Results and Analyses 

Table 1 presents the retrieval performance of all the runs. The results show that our 
proposed approach (RR-ARM-GlossVector-Top10Concepts) outperforms all the 
baseline runs especially at the bpref measure. This proves the effectiveness of 
semantic query context modeling via association rule mining for improving the 
retrieval performance. Based on Table 1 we can draw the following conclusions: 
 

• Baseline-Terms-Concepts run improves bpref by 19.5% and Rprec by18.5% 
compared to the Baseline-TermBased. This demonstrates the positive impact 
of using concepts for query and document representation, where it allows 
finding more relevant documents in the search results than using only terms. 
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Table 1. Performance Evaluations; Results are compared to Baseline-TermBased 

Runs bpref R-prec P10 

Baseline-TermBased 0.3632 0.2606 0.4176 

Baseline-ConceptBased 0.3126 0.2034 0.3242 

Baseline-Terms-Concepts 0.4359 

(+19.5%) 

0.3084 

(+18.5%) 

0.4118 

(-1.3%) 

QE-Terms-Concepts 0.4857 

(+33%) 

0.3336 

(+28%) 

0.4029 

(-3.5%) 

RR-ARM-Top20Trns-Top40Concepts 0.4317 

(+18%) 

0.3030 

(+16%) 

0.4206 

(+0.7) 

RR-Naïve-GlossVector-Top10 0.4086 

(+12%) 

0.3044 

(+17%) 

0.4382 

(+5%) 

RR-Naïve-WUP-Top10 0.3940 

(+8.5) 

0.2885 

(+11%) 

0.4281 

(+2.5%) 

RR- ARM-GlossVector-Top10Concepts 0.4985 

(+37%) 

0.2903 

(+11%) 

0.4300 

(+5) 

 
• QE-Terms-Concepts run has been shown effective for improving the 

performance by 33% at bpref and 28% at R-prec, however the improvement 
of P10 has been negative.  

• RR-ARM-Top20Trns-Top40Concepts run shows an improvement compared 
to the baseline runs but is not better than Baseline-Terms-Concepts run. We 
believe that this is due to the fact of ignoring the semantic relatedness of the 
concepts to the query. 

• RR-ARM-GlossVector-Top10Concepts run outperforms term-based baseline 
run and improves bpref by %37, Rprec by %11 and P10 by 5%. This is due 
to the fact that this run takes into consideration both frequency of concepts 
and their semantic relatedness to the query concepts. This run also performs 
better than QE-Terms-Concepts run by improving bpref by %4 and  
P10 by 7%.  

• RR-Naïve-GlossVector-Top10 run improves bpref by 12%, Rprec by 17% 
and P10 by 5% compared to the Baseline-TermBased. The improvement is 
due to taking semantic similarity into consideration even though a naïve 
method is used for concept extraction in the query context modeling. As 
Table 1 illustrates, Gloss vector relatedness measure outperforms Wu and 
Palmer similarity measure due to weakness of similarity measures in 
measuring closeness of concepts that are not connected in a tree hierarchy or 
they are located in different ontologies. 

6 Conclusions and Future Work 

In this paper we present a novel medical query context modeling based on association 
rule mining and semantic relatedness measures, which is then exploited for re-ranking 



196 A. Babashzadeh, M. Daoud, and J. Huang 

 

clinical search results. Queries and documents are mapped to their correspondent 
medical concepts in the UMLS Metathesaurus. Query context modeling consists of 
extracting concepts from rules generated by AR mining algorithm. The extracted 
concepts are then weighted according to their semantic relatedness to the query 
concepts. We evaluate our proposed approach on the challenging ad-hoc retrieval task 
of TREC Medical Records Track. Results show that our proposed method improves 
the retrieval performance compared to the baseline search and two well-known 
methods, namely query expansion using Rocchio algorithm and naïve methods used 
for query context modeling. 

Future work will focus on evaluating the impact of identifying temporal patterns 
using sequential pattern mining and time series mining on the retrieval performance. 
Also we plan to apply other semantic similarity and relatedness measures for 
improving clinical text retrieval performance. 
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Abstract. A survey of Mobile Patient Monitoring Systems is presented
in this paper. Mobile patient monitoring systems have shown progress in
terms of basic core functionalities needed for monitoring and detection
of biosignals. However, their deployment is restricted to a small seg-
ment of health care delivery. The objective of this survey is to identify
causes behind low deployment. We have selected twelve mobile patient
monitoring systems and compared them against a set of functional and
non-functional requirements.

1 Introduction

Mobile Patient Monitoring (MPM), a sub-area underneath M-Health, refers to
continuous or frequent measurement and analysis of biosignals of patients by em-
ploying mobile computing and wireless communication technologies [1]. Mobile
patient monitoring is one of the techniques to reduce health care delivery costs as-
sociated with traditional patient monitoring systems. Mobile patient monitoring
systems primarily acquire biosignals and transmit them to the remote location
where a doctor can monitor vital signs to detect any abnormality. Through the
use of advanced features in current generation mobile networks, MPM systems
now aim to provide more personalized care through wearable, portable and im-
plantable systems. Thus MPM is emerging as an efficient method for chronic
diseases management.

Despite the numerous benefits offered by MPM systems, a very low uptake
has been observed globally [2] for these systems. In this paper, we have sur-
veyed various MPM systems to identify the reasons behind low acceptance of
these systems by end users. A set of functional and non-functional properties
are identified to compare different MPM systems. Our paper identifies a set
of non-functional requirements that are emerging as desirable features for next
generation MPMs.

Rest of the paper is organized as follows: Section 2 presents an overview of
mobile patient monitoring systems. Different types of requirements for MPMs
and comparison of various MPMs against these requirements is described in
Section 3. Section 4 discusses some of the MPMs and their specific features.
Results of the comparison are summarized in Section 5.
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2 Mobile Patient Monitoring Systems

Existing mobile patient monitoring systems vary in terms of types and num-
bers of features supported by them. This section presents an overview of twelve
existing MPMs. These MPMs are selected on the basis of diversity of features
implemented in them, techniques used for detection, communication, interpre-
tation and analysis of biosignals.

1. Intelligent Mobile Health Monitoring System (IMHMS)[3] The main objec-
tives of IMHMS system is to intelligently predict patients health status and
to provide them feedback through mobile devices. The IMHMS system uses
Wearable Wireless Body Area Network to collect data from patients. The
system stores the results of patient’s examination and treatment in a central
database. One of the main features of this system is use of data mining tech-
niques to extract relevant information from biosignals. IMHMS also provides
a flexible, simple and user-friendly interface. The system needs improvement
with respect to providing secured transmission of biosignals.

2. MobiHealthcare System (MHCS)[4]
The MHCS is mainly designed for cardiac, hypertensive or sub-healthy pa-
tients. The system provides specifically designed sensors to collect physio-
logical signals. It collectively processes spatially and temporally collected
medical data. The system is deployed on a server with big data storage
where data mining and visualization is done. Although the system is ca-
pable of detecting abnormalities in biosignals and cardiac phenomenon, it
can be extended to calculate the risk factors for cardiovascular and chronic
diseases with more powerful data mining solutions.

3. Multi-Touch ECG Diagnostic Decision Support System (MTDDS)[5]
The system is specially designed for cardiac patients. The system is capable
of providing remote mobile communication to speed up diagnostic decision
making using multimodal analysis engine. The prototype is capable to dis-
play ECG in three dimensional multi-layers on a multi-touch mobile device.
The system prototype makes assessment faster and provides better medica-
tion management; however the system needs more contents and features for
decision support system.

4. Wireless Intelligent Sensor System (WISS)[6]
The WISS is intended for real time personal stress monitoring. The system
provides affordable health monitoring services by utilizing plug-and-play sen-
sor units complying with the common industry standard. It predicts critical
performance aspects and stress resistance of soldiers under extreme con-
ditions. The distributed wireless intelligent sensor system provides low-level
real-time signal processing results in only transmission of compressed results.
The system is convenient for prolonged stress monitoring, stressful training
and normal activity. The system makes use of custom designed short-range
communication devices to reduce power consumption and to increase the
security. The system can be extended to evaluate the psycho-physiological
state of individual persons.
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5. The MobiHealth System (MHS) [7] The main objective of MHS is to provide
a highly customizable vital sign monitoring system based on next generation
public wireless networks. The MobiHealth System is based on generic ser-
vice functional architecture platform provisioned for ubiquitous healthcare
services. The system can support not only sensors, but a broad range of
body worn devices and actuators. The measured vital signs are transmitted
live over public wireless networks to healthcare providers. The major merit
of MHS is its trial results, conducted successfully in many countries. Trials
revealed low bandwidth and higher data loses as the major shortcomings of
the existing network infrastructure.

6. Mobile Cardiac Wellness Application (MCWA)[8] The MCWA is a mobile
patient-centric, self-monitoring, symptom recognition and self-intervention
system that supports chronic cardiac disease management. The systems
consists of back-end data repository, data mining, knowledge discovery,
knowledge evolution and knowledge processing system, providing clinical
data collection, procedural collection, intervention planning, medical situ-
ational assessment and health status feedback for users. It utilizes patient
information and evidence based nursing knowledge to offer real-time guid-
ance. The systems architecture has been presented from three different view-
points as; an informational view (utilize multiple sources of information to
construct patient specific health assessments and wellness), an operational
perspective (data collection, patient assessments, patient evaluation, inter-
vention planning and execution) and an architectural design view.

7. Personalized Heart monitoring (PHM)[9] The PHM system is aimed to com-
bine ubiquitous computing with the mobile health technology. The system
uses wireless sensors and smartphones to monitor the wellbeing of high risk
cardiac patients. Smartphone examine real-time ECG data and determine
whether the person needs external help or not. The system also consists of
a fall detector and a Global Positioning System (GPS). Depending on the
situation the smart phone can automatically alert pre-assigned caregivers
or call the ambulance. The major shortcoming of the system is smartphones
small battery life, usually drains in eight hours when continuously connected
to the ECG device.

8. Tele-Health Care System (THC)[10] The main purpose of THC system de-
sign is to continuously monitor the heart attack patients. The THC sys-
tem provides continuous mobility to both the patient and doctor. It detects
the changes in Heart rate as well as blood pressure of the patient in prior
and gives a self - alert ring to the patient and also sending an alert Short
Messaging Service (SMS) to the doctor and thus gains immediate medical
attention, results in reduced critical level of patient. The THC system imple-
mented Alert services successfully but no steps have been taken to prevent
false alarming.

9. Ubiquitous Mobile Health Monitoring System for Elderly (UMHMSE) [11]
The system prototype is mainly designed for the elderly patients. The
UMHMSE system provides the remote monitoring of human vital signs,
mobility and location for collecting, gathering and analyzing data from a
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number of biosensors. The system uses logistic regression technique to mine
data and predict health risk from the knowledge of patients mobility, loca-
tion and biosignal sensor data. The system suffers from smartphones small
battery life and false alarms.

10. Phone-Based E-Health System (PBEHS)[12] PBEHS is specifically designed
to remotely monitor Obstructive Sleep Apnea Syndrome (OSAS) patients.
The system introduces a separate micro-control unit for data processing
which significantly improves the smartphone battery life. The system offers
a detailed analysis of energy consumption and presents a number of solu-
tions to reduce system power consumption. The power consumption results
are improved by 11 hours as compared to old prototype and still has pos-
sibility for further improvement using adaptive sampling, feature selection,
compression, encoding and load balancing.

11. CardioSentinal (CS)[13] The main goal of the CS system is to provide an
on-demand 24-hour heart care and monitoring services for elderly and outpa-
tients. It provides monitoring services through biosensors, small-range wire-
less communication, pervasive computing, cellular networks and modern data
centers. The system implements machine learning classification algorithms
in order to identify ECG deflection patterns and to support decision mak-
ing. The biosignal measurements collected by the system lacks in precision
(upto 96% in some cases) as compared to the professional measurements in
hospital. The system needs improvement with respect to robustness, com-
munication reliability, accuracy, energy consumption and security.

12. Advanced Health and Disaster Aid Network (AID-N) [14] The system is pur-
posely designed for the technological advancement of emergency response
community services at Mass Casualty Incidents. AID-N system provides
Electronic triage tags with built-in pulse oximeter and GPS to estimate the
patient triage level and provide emergency services to the victims based on
the triage level. The AID-N system uses service oriented architecture (SOA)
that has shared data models of disaster scenarios to support the exchange of
data between heterogeneous systems. The system itself has been tested suc-
cessfully but the practical usability requires changes in emergency response
protocols.

These systems use different terminologies to describe various components of
MPMs. In the rest of the paper, we will use component names from the generic
architecture of Patient Monitoring System proposed by Pawar P. A. in [1].
Figure 1 shows the generic architecture of MPMs, broadly divided into two com-
ponents named: Body Area Network (BAN) and a Back-End System (BESys).

The BAN is defined as a network of communicating devices worn on or around
the body which is used to acquire health related data to provide mobile health
services to the patient. The BAN consists of a Mobile base Unit (MBU) and
a set of BAN devices such as sensors, actuators or other wearable devices used
for medical purpose. The sensors may directly transmit the biosignals data to
the MBU or do it via the Sensor Front-End (SFE). The BESys comprises of the
back-end server which can be of two types: back-end server to which the MBU



202 G. Paliwal and A.W. Kiwelekar

Fig. 1. Mobile Patient Monitoring System Generic Architecture

Table 1. Mobile Patient Monitoring Systems component describing Terminologies

System Body Area Net-
work(BAN)

Mobile Base Unit(MBU) Back-end Server(BESys)

IMHMS Wearable Body Sensor Net-
work (WBSN)

Patients Personal Home
Server (PPHS)

Intelligent Medical Server
(IMS)

MHCS Body Sensors Mobile Device Data and Data Mining Server
MTDDS Sensors Multi-Touch Smartphone Web server
WISS Wireless BAN of Intelligent

Sensors (personal server (PS)
and multiple WISE clients)

primary MBU functions are
provided by BAN

Central Workstation

MCWA Wearable Sensor Suite Mo-
bile

Smart Phone Server

PHM Body Area Network Mobile Base Unit Back-end System
MHS Body Area Network (BAN) Mobile Base Unit (MBU) back-end system
THC Wrist Pressure Sensor PIC Micro-controller GSM MODEM (Mobile)

UMHMSE Wireless Wearable Body
Area Network (WWBAN)

Intelligent Central Node
(ICN)

Intelligent Central Server
(ICS)

PBEHS Sensor Nodes And Micro-
Control Unit (MCU)

Bluetooth Module Central-
ized Controller

Back-end Server

CS BodyNets Smartphone Gateway Nodes Remote Data Centers
AID-N Embedded Medical Systems

for Triage and Biomedical
Sensors

BESys is available at the
scene in place of MBU

Ad Hoc Mesh Network

transmits biosignals data and clinical back-end server which may host custom
health-care applications. Table 1 shows correspondences between components
from the generic architecture and the components of the MPMs used for com-
parison.Though, the twelve surveyed system used different terminologies. The
component interactions among them are similar to that of architecture specified
above.

3 Comparison Framework

The requirements for MPMs capture the information necessary to build a MPM
system from designer’s and implementer’s point of view. These are the set
of precisely stated properties or constraints that a system must satisfy. The
requirements of MPMs can be classified into two categories functional and
non-functional requirements as given below:
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Fig. 2. Representing Functional Requirements as Use cases

3.1 Functional Requirements

Functional requirements typically capture the core functionalities provided by a
software system. There functionalities are performed either by a component of
software system or an external agent. These functional requirements are repre-
sented through use case diagram as shown in Figure 2.

i Biosignal Processing(FR1) The system should process biosignals and should
be able to take decisions accordingly. Biosignals are initially processed by
MBU on the basis of thresholds generated by the BESys and delivered to
Back-End Server for further processing.

ii Biosignals Delivery(FR2) First, Biosignals acquired by the BAN should be
delivered to the MBU in real time. The communication between BAN and
MBU is called intra-BAN communication. Second, Data should be deliv-
ered to back-end server instantly by MBU. The communication between
the MBU and BE-sys is called extra-BAN communication.

iii Raise Emergency Alarm(FR3) MBU and Back-end Server should collec-
tively generate an emergency alarm in critical conditions, since the biosignals
are processed by both the components.

iv Biosignals Interpretation(FR4) The system should be able to diagnose the
critical condition signs from biosignal. Biosignals must be correctly inter-
preted by MBU and Back-end Server.

v Biosignal Differentiation(FR5) MBU should automatically discover the
correlations between variations in physiological signals and lifestyle such
as current activity, food intake and exercise.

vi Data Requisition(FR6) To diagnose the patients current health status doc-
tor or clinician needs the current biosignals as well as the past records from
the database. The Back-End Server should be able to provide relevant data
on request.

vii Communication(FR7) The system should provide a communication inter-
face between the patient and doctor. Graphical user interface provided on
the MBU should felicitate user with an interface where he/she can interact
with the doctor.

viii Medicine Infusion(FR8) Sensors should be able to infuse the medicine
into the patient body whenever triggered by the doctor or clinician. The
requirement should be fulfilled by the BAN.
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3.2 Non-Functional Requirements

i Genericity (NFR1) The System should be modified according to the patient
monitoring needs. It should not be specific to certain disease, group or
community of people.

ii Security (NFR2) Connection between the Mobile Base Unit and server
should be secure and authenticated.

iii Unique Patient Identification (NFR3) Patient should be provided with a
patientID by which he/she can be globally uniquely identified.

iv Interoperability (NFR4) The application should support various specified
devices.

v Privacy (NFR5) System should maintain the patient privacy by restricting
the access to the patient records.

vi Intelligence (NFR6) System should be capable of taking decisions on the
basis of past and current records.

vii Availability (NFR7) System Should be available 24 X 7 for the continuous
monitoring.

viii Response Time (NFR8) System should be fast enough so that on time emer-
gency services can be provided to the patient.

ix Easy Wear-ability (NFR9) Body Area Network should be small in size, easy
to wear and convenient for the patient.

x Graphical interface (NFR10) 1. The system should provide a graphical inter-
face to display biosignals on MBU and Back-end Server 2. It should provide
a graphical interface where doctor and patient can interact with the system.

xi Accuracy (NFR11) The data delivered to server should be accurate.
xii Data loses (NFR12) The system should be able to overcome data loses

introduced due to various noise sources on the communication media.
xiii Standards (NFR13) System should follow various Standards provided for

data sharing to achieve interoperability between the systems.

The aim of this comparison is to identify similarities and difference among MPMs
described in Section 2. We have compared these systems against the functional
and non-functional requirements stated in Section 3 The symbol (

√
) in Table 2

indicates the fulfillment of the requirement whereas the symbol X specifies the
unimplemented or unidentified requirement. Table 2 shows enormous variabilities
in the requirement implementation of the MPMs. It can be noticed from the
Table 2 that the requirements FR8, NFR5, NFR12 and NFR13 are often missed
out most of the MPMs during implementation.

4 Related Work

Our paper has compared twelve mobile patient monitoring systems against var-
ious functional and non functional requirements. In this section, we review some
of the efforts proposed earlier and which are not covered in the comparison but
has significant impact on MPMs with respect to MPMs architecture, BAN, MBU
and BESys design.
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Table 2. MPMs Comparison on Functional and Non-Functional Requirements

MPM System F
R
1

F
R
2

F
R
3

F
R
4

F
R
5

F
R
6

F
R
7

F
R
8

N
F
R
1

N
F
R
2

N
F
R
3

N
F
R
4

N
F
R
5

N
F
R
6

N
F
R
7

N
F
R
8

N
F
R
9

N
F
R
1
0

N
F
R
1
1

N
F
R
1
2

N
F
R
1
3

IMHMS
√

X
√ √ √ √ √

X
√ √ √ √

X
√

X
√ √ √

X X X
MHCS X

√
X

√
X

√ √
X X X X X X

√ √ √ √ √
X X X

MTDDS X
√

X
√

X
√ √

X X X X
√

X X X
√ √ √

X X X
WISS X X X

√ √ √ √
X X X X X X X X

√ √ √ √
X X

MCWA
√ √

X
√ √ √ √

X X X X X X
√

X
√ √ √

X X X
PHM

√ √ √ √ √ √ √
X X X X X X

√
X

√ √ √ √
X X

MHS X
√

X
√

X
√ √

X
√

X X X X X X
√ √ √

X X X
THC

√ √ √ √
X

√ √
X X X X X X

√
X

√ √ √
X X X

UMHMSE
√ √ √ √

X
√ √

X X X X X X
√

X
√ √ √

X X X
PBEHS X

√
X

√
X

√ √
X X X X X X

√
X

√ √ √
X X X

CS
√ √ √ √ √ √ √

X X X X X X
√

X
√ √ √

X X X
AID-N

√ √ √ √
X

√ √
X X X

√
X X

√
X

√ √ √
X X X

Most of the MPMs are designed for a specific group or community of people
that are suffering from cardiovascular disease [8], Depressive Illness [15], demen-
tia [16], hypertension [4], diabetes [17] or stress and some systems are dedicated
to the older age group patients [11] and Mass Casualty Incidents [14]. Only a
few architectures are presented for generic mobile patient monitoring systems
[18] [19].

The Body Area Networks with some unconventional sensors sets like artificial
endocrine pancreas [20], reflectance pulse oximeter [21], small range Bluetooth
and an annular photo-detector to reduce power consumption have been offered.
A mobile or PDA implementation for real time signal detection algorithm of
patient ECG capturing and monitoring have been proposed in Mobile Health
Monitoring Application Program [22].

In [23], Fei Hu et al. have identified networked embedded system design,
network congestion reduction, and network loss compensation as three major
performance issues for the MBU. To contend with such problems, the Personal
Electrocardiogram Monitoring System described in [24] continuously monitors
ECG and the system saves the ECG along with temperature into a smart phone.
The system sends a multi media message to the base station with the current
ECG image when it finds an irregular pattern in the ECG, whereas, the Mo-
bile e-Health monitoring [25] shows a multi-tier agent based approach for MPM
where the agent acts as a communication media between a patient and a doctor.
System allows a patient to select whether the data is to be analyzed locally or
on a centralized server. When data is analyzed locally it can prevent false alarms
through interrogating a patient about his/her health status. These agents are
normally deployed in mobile base units. The Remote Patient Monitoring System
in [26] has realized secure and safe remote patient monitoring system that sends
the monitoring data periodically to the clinical database. The clinical system
automatically contacts the physician about any abnormality in the monitoring
signals.

Technology has shifted its concern from individual systems to the distributed,
cloud and grid systems where the computing power of the system has no
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limits but this shift has raised some new issues like interoperability, information
sharing and data interpretation amongst different systems. The health informa-
tion system [27] has emphasized on the need of the interoperability between the
medical information systems that tries to provide interoperability between the
heterogeneous medical information servers through service-oriented architecture
[28] [29], web services and HL7 standards [30] [31].

As the patient monitoring systems are drifting towards maturity, researchers
have tried to introduce intelligence into the system for the autonomous decision
support. Intelligent patient monitoring system [32] where system can assist the
physician in interpreting the medical data, decision making and automating the
patient monitoring process through artificial intelligence and a data management
system [33] which can effectively encapsulate, extract and interpret real world
context aware information ensuring that physicians get the correct data every
time. The data server reacts differently depending on the medical data and real
time readings of the patients in different condition. To support these type of
systems some techniques like data mining for predicting current health status
[34] of a patient, applying clustering algorithm to both real time and historic
data have been proposed. One more approach for simple data mining is presented
as object oriented database system [35] for server and client.

The centralized server approach for data storage will open the doors to a gi-
gantic biosignal data repository which can be used in various ways by research
communities. On one hand, the centralized approach has provided various ben-
efits whereas on the other hand, they raised certain issues with patient security
and privacy. To deal with such issues the work of Johannes Barnickel et al. pro-
posed to use AES-128 bit encryption algorithm for data storage at central server
and password authentication [36] by a sensor server to access the monitoring
data. Comprehensive Health Information System [37] has the capability to pro-
cess patient data according to dynamically evolving set of data mining techniques
and to share them among doctors, researchers and e-communities according to
patient-defined access policies. Duke University’s Contain Explorer [38] creates
a view of administrative, financial, and clinical information generated during
patient care by business intelligence tools from data warehouse.

Some papers presents a totally different aspect of MPMs like patients
trajectory monitoring [39] to provide a better understanding of the effect of
environmental factors on triggering health attacks in asthma patients hence sup-
port individual-based health care. WANDA [40] designed for early detection of
Congestive Heart Failure symptoms and also provides feedback for regulating
readings.

5 Conclusion

A framework to compare mobile patient monitoring systems with an objective
to identify similarities and variabilities among existing MPMs is presented in
this paper. It has been observed that most of the MPMs surveyed in this pa-
per monitor biosignals specific to a disease such as patients suffering from car-
diac problems. The core functionalities of MPMs include detection of biosignals,
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communication of biosignals, delivery of biosignals, and interpreting biosignals.
Techniques to address the non-functional features such as secure transmission
of biosignals, reduction in network congestion, reduction in power consump-
tion, privacy of patient information have been supported by some of the ex-
isting MPMs. Other non-functional features such as interoperability between
MPMs, autonomous monitoring system, extraction of relevant information from
the monitored biosignals are emerging as critical design parameters for MPMs.
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Abstract. This paper shows how a Knowledge To Action framework may  
provide a useful lens for identifying the key phases and decision points in the 
implementation of technology-supported clinical systems. 

1 Introduction 

When discharged following a period of care in hospital, few of us would expect the 
clinician who will provide our transitional care to arrive in a cardboard box accompa-
nied by an installation engineer. This, however, is increasingly becoming the case for 
patients discharged from hospital with a range of conditions including Chronic  
Obstructive Pulmonary Disease (COPD). Patients are increasingly being provided with 
tele-health monitoring technology (TMT) as a replacement for home visits by specialist 
clinicians. It is argued that this innovative approach to healthcare service delivery can 
expand clinical services by enabling providers to deliver care to more users using the 
same level of resources or, where resources are diminishing, allow the service to main-
tain steady state. It has also been shown that care may be delivered more effectively as 
in the case of the provision of home dialysis to diabetic patients [1]. 

TMT is defined as the remote exchange of physiological data between a patient at 
home and clinical staff to assist in diagnosis and monitoring [2].  TMT includes a 
home unit and peripherals used to measure and monitor temperature, blood pressure 
or other vital signs for clinical review at a remote location. Data transmission is typi-
cally via telephone lines or wireless technology. The use of this home-based medical 
monitoring technology offers real benefits for patients with long term conditions as it 
removes the geographical restriction to health care delivery, potentially reducing in-
convenience to the patient, allowing them to remain in familiar settings and reducing 
the probability of medical complications resulting from being physically present in a 
clinical setting. There is evidence that use of TMT potentially results in a reduction in 
mortality rates and reduces the frequency of subsequent hospital visits by patients 
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requiring emergency attention. In addition, the effective use of TMT could lead to 
significant cost savings [3 as they allow clinicians to safely and effectively manage a 
larger caseload than was previously possible [4];  allow for the more reliable identifi-
cation of patients likely to require additional clinical interventions; manage workload; 
and target care more appropriately (ibid, [5]). However, TMT involves the integration 
of a variety of different types of information technology into a traditional clinical 
service creating a range of implementation and service management issues. 

The UK health care provider organisation which is the focus of our research was 
tasked with expanding its programme from a very limited number of patient referrals 
to all patients discharged from hospital with a diagnosis of COPD [6] with a minimal 
increase in resources. The management team identified that they would be unable to 
achieve this without some form of innovation. Changing to a tele-health supported 
service delivery model was identified as the only way the organisation could meet the 
service needs in their catchment area. 

Despite the cited benefits of TMT however, it is reported that "implementation has 
proven complex" and that there are difficulties in scaling up [7] resulting many orga-
nisations undertaking small pilot studies [8]. The transfer of research findings into 
practice has been described as “a slow and haphazard process” and that “for many 
reasons, research findings are not being taken up in practice” – a situation which re-
sults in “inefficient use of limited health care resources” [9]. Researchers and decision 
makers are normally members of separate groups with distinct cultures and perspec-
tives on research and knowledge, and it is acknowledged that neither group fully ap-
preciates, acknowledges, or even understands the other’s world [9]. Consequently, 
knowledge transfer in this context necessitates the bringing together of researchers 
and decision makers and the facilitation of knowledge transfer and integration.  This 
knowledge transfer and integration requires knowledge translation to ensure that the 
resulting knowledge is both relevant and applicable for the decision makers and  
useful to the researchers. 

A knowledge-to-action (KTA) framework [9] provides a conceptual map for 
representing the exchange, translation and merging of knowledge. We have applied 
one KTA framework to the implementation of a clinical service delivery system  
supported by TMT in the UK. We suggest that the KTA framework may provide a 
useful lens for identifying the key phases and decision points in the implementation of 
technology-supported clinical systems.  

2 Methodology 

In 2008, the National Institute for Health Research created nine Collaborations for 
Leadership in Applied Health Research and Care (CLAHRCs) to undertake high-
quality applied health research focused on the needs of patients and addressing the 
gap identified by Cooksey [10] by supporting the translation of research evidence into 
practice in the UK NHS. The South Yorkshire CLAHRC incorporates a Tele health 
and Care Technologies (TaCT) group which undertakes research into the use of tech-
nologies to support self-management, self-efficacy, independence and well-being, 
focusing on technologies that collect and transfer data to health care professionals to 
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support assessment and self-management of long term conditions in the community. 
TaCT was invited by the primary care services commissioner for one region within 
South Yorkshire to evaluate the effectiveness of a tele-health intervention designed to 
supporting patients discharged from hospital with early stage COPD.  

Following the implementation of the new service and a period of stabilization, the 
researchers undertook a randomized controlled trial (RCT) of the service to examine 
its’ impact upon hospital admissions and other health care resources, including emer-
gency room visits; whether the programme helps patients to better manage their con-
dition; and to determine whether it has an impact upon quality of life for the patient 
when compared to the traditional nursing model. This paper was developed based 
upon the observations of the researchers during the pre-trial planning phase.  

3 Background 

COPD is the fifth biggest killer disease in the UK [11]. It is the second most common 
cause of emergency admission to hospital and one of the most costly in-patient condi-
tions [12], accounting for £587m of the £1.08bn spent on hospital admissions for lung 
disease by the NHS [13].  The current prevalence of COPD in the UK is around 1.5% 
of the population (approximately 900,000 people) [14]. COPD is a long term condi-
tion and is characterized by a chronic, progressive decline in lung function. As the 
disease progresses patients may become house-bound, socially isolated and depressed 
[15], thus experiencing a poor quality of life with impaired emotional, social and 
physical functioning (ibid). Exacerbations in symptoms occur with increasing  
frequency and often require hospital management.   

On discharge from the local hospital, patients with early stage COPD could partic-
ipate in an eight week programme during which they would receive six home visits by 
specialist COPD nurses or physiotherapists who would ensure the patient had safely 
transitioned from the hospital into their home environment, assess the patient’s  
condition, provide education and develop a plan for self-management to help the  
patient to understand and cope with their condition. After eight weeks, if the patient 
was considered clinically stable, they would be discharged from the programme. 

In May 2010, a tele-health supported service was introduced to enable the provider 
to extend their early discharge service to all patients discharged from the local hospit-
al as they recognised that within their current resource level this would not be possi-
ble using their existing care pathway. In the new service, clinicians would only be 
required to undertake three clinical visits to confirm safe transition from hospital, 
collect a detailed medical history and provide a self-management plan. Professional 
installers then visited the patient’s home and fitted a small base unit and various peri-
pheral items to record basic nursing observations such as pulse oximetry. Over the 
eight weeks of the service, patients are required to use the system each day, answering 
a series of questions about their physical, social and emotional well-being which, 
along with their clinical data, is transmitted to a secure website via a secure server. 
Using a “traffic light” approach, the system compares submitted data with patient-
specific parameters, triggering a system alert should they fall outside a key parameter 
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or if the patient fails to provide data. Thus, community clinicians only needed to make 
additional patient visits to the three planned on the care pathway if an alert is raised. 

4 Tele-health Implementation  

The implementation of tele-health supported clinical services, by their nature, necessi-
tates the development of service delivery processes that involve both information 
technology (IT) and clinicians. In the traditional service delivery mode clinicians 
interact with patients, monitoring them directly and operate in a familiar setting with 
respect to both location and power relationship. In contrast, the integration of TMT 
into the service delivery process results in the use of TMT to elicit relevant informa-
tion from patients and the provision of clinical ‘observations’. Consequently, it is 
understandable that clinicians may be concerned about whether the ‘new’ service 
delivery process will be as reliable or effective as the traditional service. Clinicians 
are trained to provide hands-on care and it is therefore reasonable to expect them to be 
more comfortable with and accepting of service delivery processes that involve face-
to-face examination of the patient rather than reviewing patient data provided remote-
ly by IT. Similarly, it is appropriate to question whether clinicians are likely to want 
to take control of the IT at the heart of the service delivery process, changing ques-
tions for specific patients or updating parameters as their condition changes. It is 
possible that clinicians would consider such activities as the responsibility of informa-
tion systems (IS) professionals.  In contrast, IS professionals can, and do, see the  
benefits that a technology system can bring and are familiar with the technological 
problems that can be encountered during installation but may feel uncomfortable with 
taking responsibility for what they consider medical activities. Thus, the key question 
is how individuals having distinctly different perspectives, knowledge sets, and com-
fort levels with respect to specific behaviours and interactions can integrate their 
knowledge and adopt modified roles and behaviours so as to actively engage in the 
new hybrid service delivery process and thus enable the health care provider meet the 
organizational challenges they face. 

4.1 What Is Tele-health and Who Should Implement It? 

Generally, it would seem natural that the implementation of a new information system 
would fall within the remit of the IT department of an organisation. Paradoxically, 
one would also expect clinicians to plan for, and implement, new processes and the 
clinical equipment associated with them. Thus, tele-health monitoring systems do not 
naturally fall within the responsibility, knowledge or competence of either of these 
two groups. This state of affairs in our view is one of the reasons why the implemen-
tation of such hybrid service delivery systems is problematic and challenging to all 
those concerned 

From a technological perspective the base station installed in the patient’s home 
acts as a dumb terminal, merely relaying data collected from the patient. It is neces-
sary to provide a link to a centralised web-based system that requires strict multi-layer 
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access controls to protect patient data; a link to the National NHS (or N3) Network to 
obtain fast broadband networking services for data sharing with maximum efficiency 
yet minimal risk; and the need to support customization to allow the system to be 
tailored to meet the requirements for each patient. As we have noted above, the exper-
tise to implement and support such a system would seem to lie with the IT profession-
als who could work easily with the system developers and retailers, however, in the 
PCT installation this was not the case as we will discuss shortly. 

We would note that clinicians are often involved in the implementation of new 
clinical devices [16] and electronic forums exist to facilitate this [17]. Clinicians un-
derstand issues such as clinical care pathways and infection control which are unlike-
ly to resonate with IT professionals. Lack of attention to these, however, creates risks 
for the patient. It would appear that this consideration along with the belief that items 
that will be used by a patient as part of their care should be managed by a clinician 
that appears to have established that the responsibility for the implementation of clini-
cal devices rests firmly within the clinical sphere of management at the PCT. 

However, the question remains, who should be involved in the implementation and 
management of the hybrid systems such as tele-health service delivery systems? In 
developing their project plan for TMT implementation, the PCT realized that they did 
not have the resources or expertise to undertake the installation of equipment into 
patient’s homes. Within the city, the Local Authority (LA) had established a service 
providing a 24-hour, 365 day a year emergency response service for approximately 
7,000 residents of the Borough. Given their experience in installing comparable tech-
nology into people’s homes the PCT created a partnership with the LA, tasking them 
with the installation of the tele-health equipment within 72 hours of hospital  
discharge: an innovative model requiring detailed planning and a great deal of  
collaboration.  

Management of the implementation was undertaken by a project manager from the 
LA partner, and a management team comprising of the clinicians delivering the ser-
vice, the service commissioner, a LA senior manager, and the researchers. Interesting-
ly, the IT department were not invited to be members of the management team but 
were asked to undertake specific IT tasks including establishing the N3 [18] secure 
high speed network connections. 

Both operational partners provided extensive support to the project, developing 
detailed flowcharts to identify key activities, responsibilities and timings to ensure 
all elements of the project remain on track; developing training materials for staff 
and patients; shared forms to capture data required by all partners and shared 
spreadsheets to track patient-specific data to ensure there are no gaps in service 
delivery.  

5 Knowledge to Action Framework Cycle 

Graham et al. (2006) developed a conceptual map for the KTA process,  
suggesting that knowledge creation and utilisation can be modelled as two separate 
processes that may be undertaken by different groups, possibly independently of  
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each other, and at different points in time [9]. It is also possible that knowledge  
creation and application can be undertaken by researchers and knowledge users  
collaboratively. 
 

 

Fig. 1. Pictorial representation of the Knowledge-to-Action Framework 

As shown in Figure 1 above, the knowledge creation process is represented  
as a funnel [9] whereby a multitude of unrefined, primary research studies are 
aggregated through the application of explicit, reproducible sense-making me-
thods resulting in knowledge. These typically take the form of systematic review 
including meta-analysis and meta-synthesis. This more refined knowledge can  
be translated into knowledge tools such as guidelines or care pathways which  
can be used by stakeholders, thereby facilitating the uptake and application of 
knowledge. 

If knowledge creators work with knowledge implementers, it becomes possible for 
researchers to tailor their research and dissemination methods to those best suited to 
address the problems identified by those best placed to implement the knowledge, 
thereby creating greater opportunity for adoption of research into practice. This colla-
borative approach has been referred to as participatory research, mode two knowledge 
production and integrated knowledge translation research [19]. 

6 Application of the KTA Cycle 

Working with the partners and the management team during the implementation and 
stabilization phases of this initiative, the researchers realized that they were playing a 
vital, but subconscious role: they were facilitating the KTA cycle for the program 
partners and the project management team. 
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Fig. 2. Diagrammatic representation of the service partners 

6.1 Knowledge Creation 

When considering the knowledge creation funnel, the researchers undertook tasks at 
all three layers: a primary study of the standard clinical care service to determine the 
degree of consistency of delivery; a modelling exercise of the service to determine 
whether the newly developed clinical care pathway was being followed and to identi-
fy whether there were issues in service delivery that needed to be addressed prior to 
undertaking the RCT; and  they synthesized existing knowledge from a range of pub-
lished studies, filtering the information to identify what may assist or enhance the new 
service, feeding this to the PCT in the form of useful tools. 

6.2 Action Cycle Phase One 

The action cycle of knowledge implementation can commence in one of two ways: 
through the identification and pursuit of the answer to an issue, or the identification of 
knowledge and determination that there is a knowledge-practice gap that needs to be 
addressed [9]. In this instance, the two forms of initiation converged: the PCT identi-
fied an impending service gap if they continued to use their standard treatment modal-
ity, whilst the commissioner identified that a tele-health supported service might be a 
cost-effective and efficient method for delivering community-based care but this 
would be a significant change in delivery which would require support.  

6.3 Action Cycle Phase Two 

In phase two (adapting the knowledge to the local context), the researchers identified 
and presented elements of published evidence about tele-health and comparable 
health technology implementations to the project management team for consideration 
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and determination of the applicability to the planned local service. Overcoming  
organisational knowledge barriers [20] to develop an understanding as to how the 
technology can be integrated into the organisation is a time-consuming process. 
Hartswood et al. [21] suggest that users “need the opportunity that only their work can 
offer to explore fully the possibilities for adopting, and adapting to, new systems and 
artefacts”, and that as a user becomes more experienced they “develop new ways of 
using the system that in turn generates ideas for its further development”. In this case 
experience highlighted inadequacies of the system. To allow clinicians to respond to 
alerts triggered in the system during their working hours, patient data must be  
uploaded each morning. Many patients with COPD find their condition is worse in the 
morning and are frequently late risers. Questions asking how their symptoms have 
been that day when they may have only been out of bed a short time were confusing 
for the patient and led to data omissions. Consequently the clinicians reframed the 
questions, asking how symptoms had been since the patient last entered their data. 
This represents a relatively minor change but one that has been well received by the 
patients. 

The researchers suggested the need for calibration of a sample of the TMT  
equipment based upon a study which identified that, when tested, an alarmingly high 
proportion of equipment provided by a supplier was incorrectly calibrated and had to 
be returned [22]. This would take time and add cost to the project, but would assure 
the PCT of the validity of the readings, ensuring all generated alerts were based on 
accurate data. As false alerts could trigger additional visits and add to the cost of op-
erating the service, the PCT decided to add this into their service planning process.  

Similarly, the researchers recommended that the equipment should be subject to in-
itial and repeated Portable Appliance (PAT) testing to ensure the electrical safety of 
the equipment. Whilst an individual buying an electrical product for use in their own 
home could assume that the product had been tested and was safe to use, as the third 
party provider of the TMT, the PCT would assume liability for the safety of the 
equipment. Consequently, they would be required to ensure the equipment had under-
gone PAT testing and was considered safe in accordance with the Electricity at Work 
Regulations [23]. The project management team again accepted this suggestion  
and then needed to determine who could undertake this activity on behalf of the  
PCT, establish annual scheduling of testing for each item of equipment between  
installations in patient homes and, of course, pay the additional cost for this. 

6.4 Action Cycle Phase Three 

In phase three of the action cycle, barriers to the implementation of the knowledge 
that may impede or limit uptake of the knowledge should be identified so that these 
barriers may be targeted and hopefully overcome or mitigated by intervention strate-
gies. Additionally, the barriers assessment should identify supports or facilitators that 
can be taken advantage of.  

Several logistical barriers were identified by the LA partner, including the fact that 
the TMT was supplied with a 1.5m telephone cord and 1.5m power cable. From  
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previous experience of installing tele-care systems, they identified that approximately 
25% of homes would not have a telephone socket and electrical outlet within 3m  
of each other. They also identified that one telephone network provider could not 
support the use of tele-health equipment due to protocol signalling issues.  

Once they started to review system data, the clinicians identified that the  
majority of patient alerts triggered in the first two weeks of the service were usually 
related to the health status and well-being of the patient, rather than clinical issues. 
Patients with early stage COPD have yet to come to terms with their new health 
status ‘norm’ and recognise that it will take them some time to recover. Seeing this 
in the data captured through the TMT highlighted this issue. Responding to the 
resultant increase in alerts increases clinician workload and can be a barrier to  
the operation and sustainability of tele-health supported services by reducing  
the availability of clinicians to care for additional patients and reducing clinician 
confidence in the system. 

6.5 Action Cycle Phase Four 

In phase four of the action cycle, interventions are selected, tailored and disseminated 
during the planning of implementation of the knowledge. When the PCT raised the 
cabling issue with their health and safety staff, they were informed that an extension 
cord for the power cable would constitute a ‘trip and fall’ hazard, leaving the PCT 
liable to law suits. This would only be acceptable if the cords were securely fastened 
to the wall to prevent such a mishap. However, this would clearly extend the time and 
the cost associated with installation and it was felt that users would be extremely  
unhappy about any permanent damage to their homes resulting from the installation 
of temporary equipment. The PCT determined that it was inappropriate to exclude 
patients from the use of potentially valuable assistive technology merely due to the 
cabling limitations of their homes. The researchers recommended using a 3m  
replacement telephone cord whose small diameter meant it could easily be fastened  
to the wall by means of a clip with self-adhesive backing. This solution has been  
incorporated into the installation process where necessary.  

Unfortunately, no published solution to the telephony switching issue could be 
identified by the researchers. For long-term patient monitoring systems it may be 
necessary for the patient to switch telephone network provider if they wished to use a 
tele-health supported solution, but given the time taken to do this and the significant 
cost involved, this is not a viable solution for this short-duration service. Consequent-
ly, the management team decided that patients using that particular telephone service 
provider could only be offered the traditional clinical. 

Having identified the nature of the alerts triggered during the first two weeks of 
service, clinical staff are now providing additional patient education about this aspect 
of the care pathway and the impact is being seen in fewer alerts during this ‘settling 
in’ period by new patients. This provides some indication as to the effectiveness of 
the KTA framework as an approach to improving service provision. 
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6.6 Action Cycle Phase Five 

Limited monitoring of knowledge use has been conducted during the pilot trial.  
However in interviews conducted by the researchers, patients reported that they liked 
the technology and, contrary to clinician expectations, were comforted by the thought 
that clinicians were constantly monitoring their condition and would contact them 
should there be a potential problem with their health. Of the patients who received the 
TMT supported service and provided feedback, 100% found the equipment easy to 
use; 89% felt it helped them to manage their COPD; and there was a 92% compliance 
rate for completion of daily TMT assessments with all patients reporting that they 
were confident that there would be help available if their condition deteriorated. This 
served to reassure the clinicians who then became more committed to the project and 
has imbued the staff with greater confidence in the technology, demonstrating that 
TMT can safely be used as a replacement for home visits by specialist staff. 

6.7 Action Cycle Phases Six and Seven 

The pilot tele-health service has only superficially touched upon the final phases  
of the KTA cycle: evaluation of outcomes and sustainability which will be examined 
in depth during the definitive trial. Clearly, evaluation is critical to determine the  
effectiveness and utility of the KTA framework and to compare its efficacy with other 
approaches. 

7 Discussion 

In the National Center for the Dissemination of Disability Research review of KT 
models [24] it was identified that the KTA cycle presents a more comprehensive  
picture of KT as it incorporates the knowledge creation process and the need to adapt 
the knowledge to fit with the local context and sustain knowledge use by anticipating 
changes and adapting accordingly. It is assessed to be a comprehensive framework 
that begins to incorporate the full cycle of KT from knowledge creation through  
implementation and impact [24].  

Facilitating the KTA cycle has been undertaken by the researchers whilst maintain-
ing their independence and respecting their research brief. Where they identified 
knowledge that could be useful for the new service, this was presented with support-
ing evidence, but the researchers then allowed the management team to discuss the 
knowledge and make their own operational decisions. Where the project management 
team asked for information that could assist them in the resolution of issues, again this 
was presented by the researchers, but all operational decisions were taken by the 
project management team. 

The clinicians identified where the tele-health supported service needs to be im-
proved and have taken active steps to address the issues. This reinforces engagement 
and the clinicians are committed to the full implementation of this service, working 
towards that objective by developing clinical, administrative and evaluative processes 
designed to work when the system is fully deployed at maximum capacity rather than 
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interim solutions that cannot be scaled up and require replacement in the future. 
Whilst IT professionals were involved in the implementation of an N3 network con-
nection this was the limit of their involvement. The project management team took 
responsibility for the implementation of this complex system, effectively using an 
evidence-informed approach to guide their decision-making processes. The project 
management team accomplished this for themselves, gaining greater confidence in, 
and understanding of the system in the process. In effect, the TMT is doing as Berg 
[25] suggests and has formed “an artful integration” with the clinicians using it with 
“skilful interaction” to replace unnecessary visits whilst maintaining a high standard 
of patient care, which has supported the mainstream adoption of the technology in the 
region. 

8 Conclusion 

We believe that this implementation has demonstrated how the KTA cycle can  
provide a useful framework to support the integration of clinical service delivery with 
IS technology and enable a health care organisation to create a cost-effective and 
efficient service which will meet their service delivery mandate in the future. Whilst 
we have applied KTA framework to the implementation of an IT-enabled clinical 
service, we feel that this approach would be equally effective in any implementation 
where an evidence-informed approach to service delivery is required 

Although Graham et al. [9] have provided a cognitive map that helps to explain 
and guide the process by which  knowledge can be translated into practice, we feel 
that there is a need to develop the KTA framework further, applying it specifically to 
the implementation of complex clinical/informatics interfaces such as TMT. A clini-
cal technology KTA framework could be used by researchers in the future to ensure 
that they address these needs in their research questions and in their approach to dis-
semination to ensure best practice is adopted in service delivery, and be developed 
into a user guide for health care managers to explain to them how the framework 
could be used to support implementation. 
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Abstract. This paper introduces a special software product to assess the need of 
disabled persons for rehabilitation. It is based on a codifier of disability catego-
ries which are differentiated according to the primary type of assistance. De-
pending on impairments severity of body functions and structures and using the 
International Classification of Functioning, Disability and Health it allows to 
choose rehabilitation services and technical aids for rehabilitation when making 
the Individual Rehabilitation Program. The obtained condition codes of a dis-
abled person can be used to electronically record measures on a social card of a 
citizen, to control the implementation of rehabilitation measures, to analyze the 
needs in various kinds of assistance and accordingly to plan a budget for differ-
ent levels etc. 

The software product has been developed in DBMS Caché in programming  
environment qWord by SP.ARM Company (St.Petersburg, Russia). The soft-
ware is multilingual and can be adapted for almost any national language. 

Keywords: software product for need assessment, disabled persons, rehabilitation, 
the International Classification of Functioning, Disability and Health. 

1 Introduction 

In the Russian Federation it is a duty of the state to render social support for the dis-
abled. The Federal State Institution of Medical-Social Expertise (MSE) which has a 
widespread system of institutions around the country evaluates the need of the  
disabled for social support incl. rehabilitation. The Russian government admits that 
activity of MSE and the rehabilitation system of the disabled is not aimed to achieve 
common goals, as the result, the efficiency of rehabilitation measures remains low [1].  

In order to raise the level of objectivity, accessibility and efficiency of expert and 
rehabilitation measures the Concept of Improving the State System of Medical-Social 
Expertise and Rehabilitation of the Disabled was developed and approved by the Rus-
sian government [2]. Implementation of the Concept shall provide the compliance of 
principles and measures of support of the disabled with the requirements of the UN 
Convention on the Rights of Persons with Disabilities [3-4]. 
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A new variant of a single system for MSE is being developed and integrated. It is 
supposed to function on the basis of cloud computing and be used in all the subjects 
of the Russian Federation. The information system shall provide the evaluation of 
citizens’ condition, determine measures and services raising the rehabilitation  
efficiency of the disabled and providing the information exchange with other organi-
zations. Therefore in order to define the need of a disabled person for rehabilitation 
we have developed a special software product based on DBMS InterSystems Caché®. 

Caché was chosen as “an advanced object database that provides in-memory speed 
with persistence, and the ability to handle huge volumes of transactional data. It can 
run SQL faster than relational databases. Caché enables rapid Web application devel-
opment, massive scalability, and real-time queries against transactional data – with 
minimal maintenance and hardware requirements” [5]. 

The software product was developed in programming environment qWord-XML 
by SP.ARM Company (St.Petersburg, Russia). It supports a hierarchical data model, 
which allows to express semantics domain in a natural way. qWord-XML is a power-
ful tool for a developer to create input and output forms. The database schema is not 
declared explicitly, and may be changed during the maintenance and development of 
information systems. qWORD-XML helps to create both operational and analytical 
systems, combining features of the universal browser [6]. The software is multilingual 
and thus can be adapted for almost any national language. Development of this  
product required brand new ideology which had never been used in Russia before. 

2 Basic Provisions of the Software Product 

An important step for improving the medical-social expertise is to bring systems of statis-
tic record, evaluation of disability, development of individual rehabilitation program of a 
disabled person and efficiency of its implementation in accord with international  
standards. The standard in this field is the International Classification of Functioning, 
Disability and Health (ICF) adopted by the WHO Expert Committee in 2001 [7]. In order 
to determine the selection of measures for social support for the disabled in different life 
situations we have developed a codifier of disability categories which is based on the ICF 
and differentiated according to the primary type of assistance a disabled person need (the 
Codifier). The codifier of disability categories is an instrument which allows to define the 
primary type of assistance depending on disabling impairments of body functions and 
structures and to define the type of situational assistance that a disabled person need  
depending on his body functions. Taking into consideration the Codifier, situational  
assistance shall be interpreted as a process or complex of measures intended to form 
relationships between a disabled person and the environment. The situational assistance 
shall be carried out in social institutions and with consideration of a letter code defined 
by the Codifier and the situation in which a disabled person is, such as: in the shop,  
public transport, administrative institutions etc.  

The Codifier can be used assessing the condition of a disabled person at examination, 
developing the Individual Rehabilitation Program (IRP), evaluating the efficiency of its 
implementation, choosing technical aids for rehabilitation of disabled persons and  
certain measures of the IRP, and also to evaluate the efficiency of rehabilitation  
measures that are performed. 
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3 Information Structure of the Codifier 

The Codifier is based on the main levels and parts of the ICF [7] and the national 
standard of the Russian Federation on the classification of technical aids for rehabili-
tation of disabled persons [8] (analog ISO 9999:2002), classification of rehabilitation 
measures and services. 

It was required to create software for implementing to-date knowledge and ap-
proaches reflected in a number of the logically related but independent classifiers. 
This software product is aimed to practical usage in working with disabled people. 
Until that moment, most of these classifiers were used mainly for statistical purposes 
and never to identify priority assistance to help people in a real time. 

The analysis showed initial attributes that defined the need for assistance. They 
proved to be body functions impairments and were mainly defined by body structures 
impairments. The same body functions impairment can be caused by disorders of 
different body structures. Depending on the structures impairments different types of 
assistance can be delivered (in case of the same function impairment). A function 
impairment leads to a change in activities and participation. To increase the human’s 
inclusion to the society is possible by the impact to specific elements of activities and 
participation. Accordingly, the impact may be described in terms of technical aids of 
rehabilitation services. The Codifier’s framework is based on all these assumptions. 

The structure of the Codifier is the following: it consists of independent records 
(codes) linked in chains based on categories of the ICF domains with appropriate 
qualifiers, the National Standard Specification of the Russian Federation GOST  
R 51079-2006 (ISO 9999:2002) “Technical Aids for Persons with Disabilities.  
Classification” [8] and the classification of rehabilitation services.  

We have singled out five levels of the Codifier: the first level – category of disabil-
ity, the second level – body functions + qualifier of impairment, the third one – body 
structures + qualifier of impairment, the fourth one – activity (execution of a task or 
an action by a disabled person) and participation (involvement of a disabled person in 
a life situation) + appropriate qualifiers; the fifth level – technical aids of rehabilita-
tion and rehabilitation services. 

The first level of the Codifier (the category of disability) is qualified by impairment 
of body functions leading to certain categories of disability connected with primary type 
of assistance (permanent, partial and/or situational) that a disabled person need.  

Each category of disability has its own letter code, which is written in the same 
way both in Russian and Latin alphabets:  

А) Needs permanent outside care (assistance, supervision) because of severe  

restrictions in mobility, self-care, domestic life to and/or orientation.
1
 

В) Needs partial outside care (assistance, supervision) incl. at home because of  
severe restriction of mobility.  

С) Needs partial outside care (assistance, supervision) and guidance, incl.  
when outside, because of severe and moderate impairment of orientation  
(blind or visually impaired). 

                                                           
1 Hereinafter disabilities are named according to the ICF [7]. 
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Е) Needs partial outside care (assistance, supervision), incl. when outside, because 
of moderate difficulty in self-care and domestic life. 

Н) Needs partial outside care (assistance, supervision), incl. when outside and 
guidance by a person who implements care, because of moderate impairment of orien-
tation  and/or appropriate behavior. 

К) Needs partial outside care (assistance, supervision) and guidance by a personal 
care provident incl. when outside, because of severe impairment of orientation,  
difficulties in communication and interpersonal interaction (hearing, speech and  
vision impaired). 

М) Needs professional assistance (sign language interpreter) in formal relation-
ships (mainly outside) because of severe and moderate difficulties in communication 
and interpersonal interaction (hearing and speech impaired) 

О) Does not need any outside assistance.  In exceptional cases needs assistance 
from strangers (personal care providers) experiencing certain life situations when 
outside. 

The second, the third and the fourth levels of the Codifier (body functions + impair-
ment qualifier; body structures + impairment qualifier, activity and participation + 
appropriate qualifiers) were defined in strict accordance with the ICF [7] (Fig. 1). 

The fifth level of description of Technical aids for Disabled persons complied with 
the ISO 9999:2002 [8] (Fig. 2). A new classification model was developed to define 
rehabilitation measures and services, which is based on regulations and united the 
terms used in education, social security, employment, medicine etc. 

The structure of the Codifier is a number (chain) of codes, made in accordance 
with afore listed levels: 

 
x/bxxxxx.x/sxxxxx.x/ dxxx.x/xx xx xx1/…/xx xx xxn1/xx.xx.xx.xx1 /… 

/xx.xx.xx.xxn2 , 
 

where x is a code of disability category; 
bxxxxx.x is a code of body function with ICF qualifier; 
sxxxxx.x is a code of body structure with ICF qualifier; 
dxxx.x is a code of activity and participation with ICF qualifier; 
xx.xx.xx are the codes of technical aids for rehabilitation defined by the National 
Standard Specification of the Russian Federation GOST R 51079-2006 (ISO 
9999:2002) “Technical Aids for Persons with Disabilities. Classification” [8]; 
xx.xx.xx.xx are the codes for rehabilitation services defined by a respective component; 
n1 is a number of technical aids for rehabilitation corresponding the chosen body 
function with a qualifier, body structure with a qualifier, disability category, type of 
activity and participation; 
n2 is the number of services corresponding the chosen body function with a qualifier, 
body structure with a qualifier, disability category, type of activity and participation. 
 



 Instrument to Assess the Need of Disabled Persons 227 

 

 

Fig. 1. The example of entering data into the Codifier, the choice of structure according to the ICF 

 
Fig. 2. Choosing a technical aid for rehabilitation from ISO 9999:2002 [8] 
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4 Information Content of the Codifier 

A special computer-aided working place was developed for data entries. It allows to form 
a chain described above by experts with different skills. Rights were defined for every 
expert. Some of them had rights to enter new chains and correct the data, access to other 
experts’ data. The head expert looked through all data and had a right for editing them. If 
the chained was considered as finished, additional editing was restricted. 

In the first phase a pilot database was established and all the experts have been 
trained. The training consisted of two courses:  working with the software product and 
the formation of a different style of thinking. The first course took no more than two 
days, the second - more than a month. Combination of concepts from the independent 
classifiers in a single chain required not only a software solution, but also some  
human efforts. Essentially, new ideology for rehabilitation was proposed: avoiding a 
diagnosis, objectification by describing the state in terms of body functions impair-
ments, defining the relationship between an impaired function, disability and descrip-
tion of the typical forms of assistance. 

In accordance with the ICF a group of experts was singling out body functions and 
structures related to them which when steadily impaired can lead to disabilities (activ-
ity limitations – potential ability and restriction of participation ability – implementa-
tion [7]) of a certain extent. The following was defined: a code of disability category, 
the need of the disabled for technical aids of rehabilitation, rehabilitation activities 
and services which can help to reduce the disability. Results of the work carried out 
by experts became the basis for information content of the Codifier. 

5 Applying the Codifier 

After experts had competed the Codifier a data base was formed using which on the 
basis of formalized description of body condition according to ICF one can get a list 
of variants on providing assistance which can be used in making the IRP of a certain 
disabled person (Fig. 3). 
Using the Codifier more than one hundred complex professional terms describing 
body impairment were managed to be brought to 8, which can be described with 
common language so that it can be used by those non-specialists in the field of disa-
bility. To illustrate that in the given Table 1 there is a number of body functions and 
structures impairments which require the same type of situational assistance to indi-
viduals by the staff of different organizations and companies. 

Considering the correlation of most functions, with the help of the Codifier one can 
fully describe all the impairments of body functions which lead to disabilities. The set 
of codes of these functions enables to create an individual profile [7] of a disabled 
person, which can be also a basis for developing of the IRP. After impairments of 
body functions are defined it is analyzed whether the functions defined by the special-
ist coincide with those existing in the Codifier, the analysis being carried out at the 
specialist’s computer-aided workplace designed especially for it. In case if the  
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Fig. 3. A list of recommended technical aids for disabled persons (outlined on the left) and 
rehabilitation services (outlined on the right) 

functions coincide, the rehabilitation measures and services recommended by experts 
of Technical Aids for Disabled Persons are chosen from the Codifier. At the same 
time notions that coincide are left out. Thus, a specialist get a list of Technical Aids 
for Disabled Persons, rehabilitation measures and services recommended by experts 
and based on the Codifier, and which one can follow while working with the disabled. 
In case if there are no coincidences, a specialist has to choose the necessary 
 

Table 1. Categories of disabilities and disabling functions (ICF) 

Letter Code of Dis-
ability Category 

А В С Е Н К М О 

Number of Func-
tions’ Codes  

33  40  2  4  21  3  2  48  

Number of Struc-
tures’ Codes 

10  18  3  5  2  2 1  33  



230 A. Shoshmin, N. Lebedeva, and Y. Besstrashnova 

 

measures and services oneself using the respective components that the Codifier  
includes. Later after the analysis this data may be added to the Codifier. 

At a repeated medical-social expertise the evaluation of an individual's profile  
obtained with the help of the Codifier provides the basis for evaluation of efficiency 
of the performed rehabilitation measures.  

6 Results 

The Codifier that we have developed can be widely applied. It is not only an instru-
ment for statistics but it also allows to state and objectify the severity of disability on 
the basis of the impairment of body functions and structures, and relying on this data 
to describe typical kinds of assistance that disabled persons need, incl. situational 
assistance, to define the needed amount of rehabilitation services and technical aids 
for rehabilitation when making the IRP. Further on, upon evaluation the results of the 
IRP implementation, relying on comparison of severity of impaired functions and 
structures, activity and participation of a disabled person before and after carrying  
out the rehabilitation measures and in activity, one can evaluate the efficiency of  
rehabilitation of a disabled person. 

Thus, with the help of the Codifier the condition of a disabled person can be objec-
tified both from the perspective of impairments of body functions and structures and 
from the perspective of activity and participation in life situations, evaluate his or her 
need for rehabilitation, define primary types of assistance to integrate the person into 
environment. Codes obtained as a result of formalizing the condition of a disabled 
person can be used to electronically record measures on a social card of a citizen, to 
control the implementation of rehabilitation measures, to analyze the needs in various 
kinds of assistance and accordingly to plan a budget for different levels, development 
of rehabilitation industry etc. This all will raise living standards of disabled persons 
and improve their integration in the environment. 
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Abstract. To examine the role of EHRs in disease management diabetes and 
other favorable factors, explore feasible strategy for improving the developing 
EHRs by perfecting top-designing and integration. 

The study adopt literature review method, reviews the research literature on 
EHRs systems. Data of three provinces come from the China Fourth National 
Health Survey 2008. 

Data analysis reveals the gap in diabetes management and the limitation use 
of data for intervention. Diabetes management has been incorporated into the 
national package of basic public health service, but not high proportion of EHRs 
for diabetic patients. It suggest that the effort for establishing links between use 
of EHRs and disease management is needed for moving forward the integration, 
due to EHR play unique role for evidence-based on chronic disease management. 
To accelerate making progress, it not only need to build the implement 
framework, but the top-designing framework and targeted guidelines. 

EHRs’ standardization and quality is a key to form good practice. Developing 
of EHRs’ is beneficial chronic disease management and intervention, but need to 
formulate right policy and practice in perfecting EHRs’ system itself and 
integration with disease management system current. 

Keywords: EHRs, Diabetes, Disease Management, Integrated Information, 
China. 

1 Introduction 

The Electronic Health Records (EHRs) and the Personal Health Record (PHR) are two 
innovative health information recording system. EHRs can be used systematically 
recording comprehensive individual based health information including individual 
patient health history, social economic background, medication, hospital visits and 
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range other medical history over times. Those records can be combined with other 
routinely collected database such as patients’ medical and health care records, family 
health, public health information, and history of management on chronic diseases and 
so on. PHR is electronic health information system which records an individual health 
information and is maintained by an individual patient. Individuals own and manage 
the information in the PHR, which can be provided from healthcare providers and 
individuals [1]. Electronic personal health record systems (PHRs) support patient 
centered healthcare by making medical records and other relevant information 
accessible to patients, thus assisting patients in health self-management [2]. Such 
information can be very useful in helping individual patients and health providers in 
making decision about best treatments. EHRs is created and maintained by the health 
care provider for the patient. The PHR is created and maintained by the 
patient/individual for his or her own use.  

The EHRs and PHR not only act as effective ways for collecting individual health 
information, but also realizing the paper health archives “digitization” which will be a 
core tool in health information management. EHRs have long been regarded as offering 
significant potential to improve the health system in the United States [3]. Health care 
industry in general lags behind other sections in adopting information technology by as 
much as 10–15 years internationally. The usage of EHRs and PHRs are only emerging 
in recent years. It is evidenced that widespread adoption and meaningful use of health 
information technology (HIT) can improve the quality, safety, and efficiency in 
healthcare [4]. HIT can be linked with professional information provided over internet 
which is proved to foster patient-focused care, and to promote transparency in prices 
and performance [5]. Hence promote wider adoption of EHR. The first EHR were 
designed and deployed at late 1960s and early 1970s, following the introduction of the 
personal computer. By the middle of 1970s, approximately 90% of hospitals used 
computers in US [6], and estimated that by 2020, approximately 50% of health care 
practitioners will be adopt EHR.  

It is a growing trend in many countries in adopting and advancing EHR. However 
their use in China is still at its earlier stage. China began to adopt EHR systems and 
deployments of EHR in recently year and started to use mainly in community health 
center, as constituent part of .community health service, and also explore HER 
information sharing and integrated with management of chronic diseases in pilot areas. 
But China will enter a new era in extending and use of HER along with process of 
deepening the health care system reform. According to the policy of “Implementation 
Plan for the Recent Priorities of the Health Care System Reform (2009-2011)”, 
promoting the gradual equalization of basic public health services, the items of basic 
public health services will be defined and the content of services specified, including 
establishing health records. 

2 Data and Study Methods 

The study adopt literature review method, reviews the research literature on EHR 
systems, including review literatures in international and national level. The Literature 
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research examined the development and use of EHRs, and role an advantages of EHRs, 
and integrated with disease management, as well as the interaction of EHRs emerging 
for health system and health reform. A case study of diabetes management using EHRs 
was discussed in the paper. 

A field survey carried out in four community health center in Liaoning Province, by 
using observation, data collection and interview survey in township hospitals in rural 
area and community health center in urban area. Interviewer consisted of faculty and 
students of Medical University and training before the survey. The data collection and 
observation focus on health records system and chronic disease management, such as 
total numbers of health records being fill in, and therein for diabetes patients, numbers 
of diabetes patients, and numbers of team undertaken EHRs and so on. Interviewing 
survey aim at investigated the center’ general information on health records system and 
issues or obstacles for developing EHRs.   

Comparison analysis on established electronic health records in three provinces used 
for measuring the progress and differences among different area, including average 
level for diabetes management and implementation health information function in 
township hospitals. Data come from the China Fourth National Health Survey 2008.  

3 Results 

3.1 Advantages of EHRs and Development in US and Other Countries 

Among the health information systems, EHR has long been recognized the main source 
of health information. Recent years as an important tool of chronic disease 
management, the function and value of EHR become even more prominent. One of 
most prominent advantages of EHR is beneficial to the individuals self-management 
health and identifying risk factors. Chronic disease self-management programs seek to 
empower patients both by providing information and by teaching skills to improve 
self-care and provider-patient interactions. The EHR can assist patients in managing 
their health condition through individualized care plans, graphing of symptoms, 
passive biofeedback, tailored instructive or motivational feedback, decisional aids, and 
reminders [7].  

Ongoing health care improvement and patient safety initiatives demand new 
information collection and communication technologies. Pressing needs of 
cost-effectiveness in healthcare and opportunities of emerging electronic health record 
technologies offer unprecedented chance for progress. It has been shown that EHRs not 
only improve the quality of patient care, but also provide important information for 
health policy planning [8]. 

As a useful tool for managing relevant health information, it can play important role for 
promotion health maintenance and assisting with chronic disease management via an 
interactive, common data set of electronic health information and e-health tools. In several 
studies has been shown that the use of an information system was conducive to more 
complete and accurate documentation by health care professionals. When patient data and 
medical knowledge are accessible electronically, decision support technology can 
improve all types of health care decisions and transform health care [6]. Especially along 
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with the increasing of the prevalence rate of chronic diseases, disease managements, 
implementation and monitoring intervention need to health information. The NHS 
information strategy, the national service frameworks and the NHS plan all promote the 
use of electronic patient records. The NHS national specification for integrated care 
records service aims to develop clinical records, which are to be designed around the 
patient, integrated across all health and social care settings, and capable of supporting the 
implementation of care pathways within the national service frameworks [9]. 

Recognizing these usages, many countries and the World Health Organization have 
launched several major health care improvement initiatives that are driven by new 
electronic record technologies. $19 billion investment provided for it in the United 
States in 2009 [10]. President Bush announced the goal of assuring that most 
Americans have EHRs within the next 10 years on April 26, 2004. In a lot of countries, 
such as the United States, Australia and the UK, the purer EHR model is evolving at the 
national level. In addition to projects of national scope, some state governments of US 
have EHR launch initiatives; for example, Massachusetts has recently announced a 
statewide initiative, with the goal of having a statewide electronic records system in 
place within five years [10]. Australia's Health Connect respects patient and provider 
choices and generates only limited data sets, the US system are moving towards 
interoperability and comparability of all patient data, maximizing patient data flow into 
local and national systems. 

3.2 Development and Goal of EHRs and Health Informatization Construction 

in China 

The beginning of Health records started early 80's of last century in China as the 
development community health service. It developed rapidly nationally after it become 
one of content among the community health services under the policy document “The 
Resolution of Health Reform and Development” in 1997 issued by CPC and State 
Council, especially in eastern area, such as Shanghai, ZheJiang province and so on, add 
the behavior factors of chronic disease (hypertension, diabetes and so on) into 
community‘s health records. Shanghai designed and popularized the software for 
health records in 2000 [11]. 

There have two drives for pushing forward developing EHR in China. The first drive 
is health informatization construction strategy, and second is pushing policy for 
equalization of basic public health services. The health informatization construction 
has been placed on the national development plan and reform schedule in China, in 
addition to EHR as a embody of health informatization and constituent, infrastructure 
construction and technique advances of building health informatization provide 
feasible basis for developing EHR. Promoting the gradual equalization of basic public 
health services, a significant target of Chinese health reform, contain health records as 
basic items for the package of public health services. This starting from 2009 residents’ 
health record will be gradually established with standardized management nationwide. 
A national project of basic public health service has been launched since 2009,  
after that establishing health records widely carried out in grassroots health institutions 
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both in urban and rural. Among eleven of public health services in the document in 
2011 Edition, health records management for urban and rural residents and the 
establishment of individual health records have covered in the package. Moreover, the 
policy stressed the chronic disease information recording (such as diabetes) involving 
health records management. 

Particularly there have formulated several related policies in moving forward health 
records system. After formulated document of “Specification for Drafting of Basic 
Dataset of Health Records” in 2009 by MoH, the goal in twelfth five-year development 
plan for health information proposed by Chinese central government: and proposed “by 
2015, the framework of health information system will be build, the progressive 
realization of a unified and efficient interconnection, gradually establish a shared health 
records and electronic medical record database, for 30% of the residents establish 
health card and conform to the standard of electronic health records”. In the document, 
it also emphasized to build individual electronic health records database as one of key 
tasks for Health informatization construction. Minster of Health, Chen Zhu proposed in 
the Second Health System Research Symposium this month, “Speed up Health 
Informatization”; Establishing practical and shareable health information system, 
promote interconnection and resource sharing; Promote the application of resident 
electronic health record and medical record: promote database of electronic health 
record and hospital information system. 

There carried out the EHRs usage research for community setting in Pu Dong 
district. It has selected 435 data for new EHRs among 601 data, including basic 
information on chronic disease .management, such as diabetes’ information (diagnosis, 
blood glucose and so on). The most prominent progress in there is realizing the 
information sharing by establish information platform among pilot health agencies (3 
hospitals, 3 community health center). Providers in the system can share patients’ HER 
information by on line way, such as look up the patients visits numbers and related 
information [12].  

3.3 Role of EHRs in Diabetes Disease Management and Integrated of Health 
Information  

EHRs were used in chronic disease management of primary, secondary and tertiary 
care. A typical case is diabetes mellitus. A lot of researches have showed that EHR can 
improve the quality of care and patient outcomes, and contribute to the health of the 
population, in terms of effective intervention measures after collecting the diabetes 
patients [13-15]. Researchers suggested that it is effective to intervention diabetes and 
other chronic diseases in community, and the United States, Canada, South Africa, 
Israel and other countries achieved performance in the area since the late twentieth 
Century [17]. EHR models present significant advantages because of their potential to 
deliver a longitudinal record that tracks all medical interactions by a particular patient 
and provide comprehensive data across populations. 

The disease management of and health information recording of diabetes in China is 
still in the exploratory stage, despite governments encouraged that health records of 
chronic diseases in community implemented cover all of diabetes patients, and set up 
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the financial incentives for collecting and filling health records in the national policy. 
Due to lack of standardized guideline on management and implementation procedure, 
as well as personnel capacity both the quantity and quality of the task are affected.  

As a basis for screening diabetes in community, EHR is an important tool, 
particularly useful in identifying timely the high risk diabetic groups and screening 
undiagnosed diabetes. Research has indicated that there are about 10 years before 
clinical diagnosis of diabetes, and diabetic patients with undiagnosed exist large 
populations, and estimated about 50% in western countries [18] and 70% reported by 
Shanghai data [15]. Obviously patients with undiagnosed diabetes were not able to 
obtain timely intervention through the dynamic health record information and 
supplemented by the corresponding inspection, can be effectively detected those high 
risk population, providing chance for adopt effective prevention measures as soon. 
Also EHRs is an important information source of diabetes risk evaluation and grading 
of the disease management, and improving the quality of diabetes interventions and the 
management process. The community health center will make dynamic disease 
management of diabetes patients based on the blood glucose level, risk factor, target 
organ damage situation from the HER’s providing information, as a basis for 
classification management of risk factors in patients with diabetes, and make it possible 
for timely monitoring of interventions.  

Furthermore, it can integrated of related information and data to different medical 
information among different agencies, and realize by exchange and sharing the update 
and interactive health information; so as to improve the information application in the 
disease management and providing integrated care. In replying to application, recently 
US have focused primarily on the technical aspects of EHR implementation. 
Considerable development is underway to standardize event taxonomy express 
knowledge representation such as clinical practice guidelines [10]. 

Besides, emerging electronic health record models present numerous challenges to 
health care systems. It promote a new revolution for redesigning the model of chronic 
disease (like diabetes) management. A new trend of EHRs is to be catalysts for redesign 
care and informing changes required to ensure quality health care in the new century 
[19].As the Institute of Medicine’s recommendations for care redesign, tenets of care 
redesign included providing tailored care for patients, recognizing the patient as the 
source of control of care, sharing knowledge, decision making based on current evidence, 
transparency in care, and clinician cooperation. The era of health information technology 
has developed rapidly and continues to advance, and technological solutions have been 
implemented to enhance consumer access to EHRs and PHRs [20].As one that provides 
access to all or most of the patient’s clinical information, both EHRs and PHRs support 
patient centered healthcare by making medical records and other relevant information 
accessible to patients, thus assisting patients in health self-management. 

3.4 Problems and Gaps in Development and Integration of EHRs  

Although China has promulgated a series of documents on health informatization 
construction (HIC) after health reform initiates, and HIC has become one of main 
indicator in health reform, its implementation in disease management and health 
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promotion remain in theories. The targets of establishing HIC has been put forward, but 
in general lack of effective actions and recommendation on how to in adopt EHR in 
chronic diseases management. Unidentified technical problems are common in 
implementation procedures for using EHR, such as lack of technical guidelines for 
usage of EHRs and integrated EHR in chronic diseases management, and path of 
advancing HER in HIC implementation.  

Along with increased prevalence and incidence of chronic diseases such as diabetes, 
chronic diseases management have become a major problem facing health care 
provider and affecting health of Chinese population in China. The rate of morbidity and 
mortality continues growth, Along with the rapid change in lifestyle and the rise of 
income level in China, diabetes has become a high incidence. The prevalence of total 
diabetes (which included both previously diagnosed diabetes and previously 
undiagnosed diabetes) and pre-diabetes were 9.7% and 15.5%, respectively, accounting 
for 92.4 million adults with diabetes and 148.2 million adults with pre-diabetes [21]. To 
identify risk factor and provide preventive intervention could delay the onset of such 
disease, it is crucial for “early discovery”, “early treatment” and “early intervention”, 
based on individual risk factors records and adopts effective intervention measures. 
EHRs can make it possible by recording the personal health information, identify risk 
factors and monitor blood glucose changes, as well as tracing intervention 
implementation progress and evaluation pre-diabetes and diabetes patient management. 

Nevertheless diabetes management at present has been incorporated into the national 
package of basic public health service and the government for the provision of grants, 
there are not high proportion of EHRs for diabetic patients in the community in our 
survey, most of them are not dynamic and update regularly. Moreover, we found that 
relatively little diabetes patients have been really tracked by community workers using 
health records, and those registration patients just as “the tip of the iceberg”. Also, even 
for those groups being recording information have been not yet effectively intervention 
in some area. The data from Research on Health Services of Primary Health Care 
Facilities in China [22] showed, system of health records have not associated with the 
diabetes disease management, diabetes disease management rate only 28.7%, and the 
highest is area of eastern with 47% and the lowest is western, with 19.4%. Further, the 
information, including the risk factors of diabetes and personal health records, collected 
by communities has not been integrated with hospital’s medical records systems. When 
diabetic patients accepted to higher levels of the hospital for medical treatment, these 
EHRs are not integrated into the Electronic medical records in higher level hospitals to 
provide reference for a doctor in diagnosis and treatment. 

Yet currently filing rate of the electronic health records was very high in China, in 
Shanghai, a district of Minhang District as an example, this only includes the 
permanent residents 826700 with coverage rate of 90.31% in 2008. However it does not 
provide any information related to diabetes management. In Shanghai there are 116000 
diabetes patients with blood glucose control rate at 21.63% [23]. 

A National Survey on Health Services of Primary Health Care Facilities in China in 
2008 shows that progress on establishing health record and diabetes management in 
township hospitals. There are difference among three area, and the most high percent of 
establishing health records is eastern area (46.2%), the lowest is Western area (18.7%); 
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screening and disease management of diabetes have similar situations (Fig.1). Table 1 
also reflect the difference for implementation health information function in township 
hospital between three provinces (Table. 1), such as “network & electronic filling for 
health information”, Shandong and Hubei with more low coverage than Chongqin. 
Furthermore, the value of data are not only reveal the big gap in diabetes management 
among province, but also display the limitation use of data for decision making and 
intervention. 
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Fig. 1. The percentage of establishing health record and diabetes disease management in 
township hospitals 

Table 1. The Percent of Implementation Health Information Function in Township Hospital (%) 

 Total Shandong Hubei Chongqing 

network & electronic filling for 
health information 

31.4 20 20 60 

based on data formulating plan of 
health promotion and disease 
intervention 

31.4 26.7 10 60 

set up community's health information 
system 

25.7 20 10 50 

The main problems of health information in diabetes management in community 
implemented of China at present include: (1) lack of integration system of diabetes 
information, not yet established effective of the electronic information network among 
community-CDC-hospital; (2) lack of complete, continuity information, and not to 
carry out personal health information collection and update based on EHRs, and 
follow-up in community. For example, community health workers need to 4 times a 
year follow-up of diabetes mellitus patients according to the requirement benefit 
package of national basic public health, but the follow-up information did not 
integrated into diabetes patient’s EHRs even it have done. In fact most of health records 
in there always keep data or information from beginning to end. (3) EHRs has not  
been associated with diabetes disease management and integration care of higher level, 
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even EHR is established for diabetes patients, did not fully play the role of EHR in 
diabetes’s intervention and disease management. 

EHR universal coverage and sufficient information on personal health and risk 
factor are premise for promoting the management or intervention effective and timely. 
Only a scientific, systemic and integrated health information system on diabetes can 
fully improve the intervention and disease management. Therefore it is necessary to 
improve designing of health information system and EHRs standardization so as to 
achieve the national goal.  

4 Challenges and Difficulties for Perfecting EHRs and 
Integration of Health Information 

There are several challenges for further building and perfecting EHRs system and 
integrated information in China, so the effort should be devoted to what could be the 
most promising strategies and approaches to the meeting the challenges, and set 
priority area by wisdom decision making . Firstly, strengthen top-level design and 
standard development of health information system, not only put forward the 
standardization requirements, but choose some good model as reference. Second, 
integrate existing information system across facilities and data of EHRs in community 
and medical records in hospital. Third, priority the key groups for establishing EHRs 
system and integrated information, some chronic disease patients, such as diabetes, 
hypertension, being the preferred option. China government focused efforts on building 
strategy of national health information technology ten years ago, and issued document 
of the Framework of National Development Planning for The Health informatization 
(2003-2010) in 2003 by MOH, and proposed the principles of building the health 
information system with perfect function, standardized norm, and credible safety. 

The core value of EHRs is to use the therein information. The fundamental goal and 
key of health informatization construction just application information effectively, and 
build a platform of integrated all of health information and risk factors according to the 
needs of disease prevention and treatment, and intervention monitoring. Our 
preliminary results, along with other related research, suggest that the effort for 
establishing links between use of EHRs information and disease management is 
needed, both to determine how to benefits from critical health information use and to 
identify what mechanisms for pushing EHRs use and building the links, in keeping with 
national policy and target. EHR plays unique role for evidence-based on chronic 
disease management. To accelerate making progress, it not only need to be EHR as an 
information management tools, but more need to build the implement framework for 
connecting EHR and chronic disease management by constructing, establishing the 
integration mechanisms.  

The difficulties use of EHR in chronic disease management is how to realize the 
tracking and sharing the health information with standardized, orderly, updated, 
achieving the interaction of different institutions, integration of health information on 
different medical institutions and different health services, e.g., outpatient and hospital, 
community health service centers and hospitals, CDC and community health service 
centers [24]. 
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For the strategies on prevention and control of chronic disease management by 
forward lead direction, it needed to implement the system management and 
intervention in the community as the center for prevention interventions of risk factors 
and systemic management of chronic disease, by means of the EHR to track the 
progress and data with normative, orderly and continuous monitoring. A lot of reviews 
point out trends that show stronger involvement of the patients-citizens in the health 
care prevention and promotion processes [14], and the future development of the 
electronic healthcare record into personal health records.  

It is imminent not only to advance EHRs of diabetic patients and information system 
at present, expending the EHR system to all of diabetes patient, but promote the quality 
of health information collected and by pushing EHRs standardization, such as 
formulating guideline and rules, so as to provide the basis for improving the quality of 
EHRs information and interventions. It is need to concern the integration of a full, 
all-round health information, gradually realizing information interconnection and 
interworking for all of chronic disease, as well as data interoperability across health 
institutions, fully realizing information sharing for interagency and trans-regional, in 
order to improve the disease management and implementation of interventions more 
cost effective and good performance. 

To accelerate progress in this area, we believe that more strategies for meaningful 
use of EHRs should be considered. The strategies meet the challenges are as follow: (1) 
Formulate standardized rules and guiding principle for promotion good practice of 
EHRs. Formulating standardized rules and guiding principle is a prerequisite for 
ensuring the quality and consistency in developing function and expanding usage of 
EHRs. The use of EHRs and good practice based on sound standardized system and 
clear implementation rules, and set up suitable incentives, include financial and 
nonfinancial incentives. (2) Distinguish different target groups of diabetes disease 
management, and establishing the electronic health record, such as high risk groups, 
diagnosed patients with diabetes mellitus and the diabetes patients with complications, 
and follow-up and regularly updated content of EHRs. (3) Integrate into EHR and 
follow-up information of diabetes patient, through the electronic information 
technology to achieve the information integration. (4) Realize Information sharing of 
diabetic disease management among EHR in community and CDC as well as medical 
records of hospitals, shaping a bidirectional interaction network of diabetes disease 
management. Based on the above information, establish a interconnect system of 
computerized, dynamic management, regularly updated content of health care records, 
submitted to the integrated diabetes information network. 

5 Conclusion 

The use and drives of EHRs are likely to increase markedly by 2020 in China, as 
moving forward the package of basic public health service and health informatization 
construction in health care reform. One of key usage of EHR is to management of 
chronic diseases. EHRs standardization and quality is a key to form good practice. The 
use of EHRs information and other information sharing initiatives depend on the 
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top-designing framework and targeted guidelines. Only EHR with good quality and 
targeted perfect designing can reach the good practice and play right role in health 
system as well achieving the goal of health reform.  

It is anticipated that the developing of EHRs will have major beneficial chronic 
disease management and intervention, but depend on current right policy and right 
practice in perfecting EHRs system itself and integration with disease management 
system.  

It is urgent to formulate policy and guidelines for perfecting the top-designing 
framework. The pressing challenges are how to promote the EHRs quality and make 
the best of usage, as well as perfect top-designing framework and realizing information 
sharing and interactivity. Also, the technical aspects of EHR implementation need to 
pay more attention at present, such as identifies structures and standardization of EHR 
system, define the function and integrated path with chronic disease management, and 
priority strategies. A further challenge is needs and requirements of different health 
care professionals and consumers in the development of EHRs, and the use of 
terminologies in order to achieve interoperability. 
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Abstract. Measurement of healthcare quality in multiple care settings is a top 
priority. The ability to keep pace with the evolving standards of care to ensure we 
are measuring the right things at the right time is critical.  The flexibility to add, 
update, and retire quality indicators easily and in tight timescales is essential. The 
Payment Information Calculation System (PICS), utilized in multiple national 
contracts for healthcare quality data collection and calculation, is facilitating the 
ability to respond.  The design of the system enables increased efficiency by 
incorporating rules-driven technology.  The tool provides non-developer subject 
matter experts the ability to define clinical data collection business rules in an 
XML format used by the PICS consumer to generate data collection user 
interfaces.  This flexibility provides the ability to construct new data collection 
modules complete with data capture definitions, flow-logic (skip patterns) and 
enforce data collection formats and validate captured data (edits). 

Keywords: healthcare quality, measurement, technology, data collection,  
flexibility. 

1 Introduction 

Measurement of healthcare quality is a top priority. The ability to keep pace with the 
evolving standards of care to ensure we are measuring the right things at the right 
time is critical. The flexibility to add, modify, and retire quality measures/indicators 
easily and in tight timescales is mandatory. To meet these needs, we have created the 
Payment Information Calculation System (PICS) that can define measure specifica- 
tions across any setting of care for rapid implementation. The PICS tool is facilitat- 
ing the ability to respond as desired by the stakeholders. It is a proven tool that has 
significantly reduced the Software Development Life Cycle. 

2 PICS Framework 

The PICS framework was developed to meet the continuing need to rapidly build and 
deploy applications responsible for the remote capture of patient and healthcare  
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provider data directly from clinical settings. PICS meets this need by providing the 
core components required for this type of activity such as security, user 
management, patient management, database, reporting and healthcare provider 
(facility) components. 

In the past, the healthcare quality indicator specifications were hard-coded into 
each of the various data collection and database tools.  This did not allow for 
flexibility, the ability to react quickly to changes in healthcare standards, or 
consistency amongst the products. 

To resolve this issue, PICS contains a Module Developer component providing 
non-developer subject matter experts the ability to define clinical data collection busi- 
ness rules in a PICS specific XML format used by the PICS consumer to generate 
data collection user interfaces.  This flexibility provides the ability to construct new 
data collection modules complete with data capture definitions, flow-logic (skip pat- 
terns) and enforce data collection formats and validate captured data (edits). Since 
nearly all of the business rules of this data capture are contained within the PICS gen- 
erated XML, updates and changes to quality measure specifications are easy to per- 
form and manage.  The definition of the specifications are then consumed by other 
system components (i.e., a clinical warehouse), which allows for a single one-stop 
shop for specification definition to ensure consistency throughout the system. 

The PICS core application provides the java based database, application and 
presentation layer in a three-tier package that runs self-contained on a user’s desktop 
computer. The application is highly compliant with architecture/design and security 
standards. Use of PICS provides the multiple quality initiatives with a significant 
head start on compliance, security, database design, reporting, user management, 
demographic (patients and organizations), import and export abilities and advanced 
business rule definition and processing. 

3 PICS User Interface 

The PICS user interface, which non-developer subject matter experts utilize to define 
quality measure specifications, allows for the definition of initiatives, topics, indica- 
tors/measures within each topic, and the associated details to include the data ele- 
ments needed to calculate the indicator/measure, any associated skip logic (i.e., if the 
patient is allergic to a medication, it would not be given), edit logic, and the detailed 
calculations to determine the performance outcomes.  The PICS user interface also 
allows for the preview and test of the indicator/measure definition and how a measure 
calculation appears and performs.  There are numerous calculation methods defined 
within the tool that allow for easy selection and application.  These vary from nu- 
merator/denomination percentage calculations to extensive prevalence and adjustment 
methods. 
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3.1 Defining Measure Specifications 

The PICS Measure Set Editor allows the user to create new measure sets as well as 
update previously defined measure sets.  The user may group measure sets under a 
higher domain level (i.e., clinical versus patient experience) and roll up the domain 
levels into an overall quality initiative.  The user may define multiple versions of the 
initiatives for different time periods or financial years. 

The Measure Set Editor displays the overall modules contained within the designer 
in the left pane and all of the indicator groups defined in the right pane. The user may 
drill down into each indicator group to view or update the individual indicators (See 
Fig. 1. Below). 

 
 

 

Fig. 1. PICS Measure Set Editor 

Once a user has selected a measure/indicator, they can view the item details (see 
Fig. 2 below). This displays the question code, question text, short question title, 
answer type, initially enabled, if a look-up table is utilized (i.e., ICD Codes, Medica- 
tions, etc.), if the indicator is required, and if it is to be exported in the XML file.  The 
appropriate answer values can also be defined for each of the data elements needed to 
calculate the measure. 

At any time throughout the measure creation or updating process, the user may 
preview the data collection elements by selecting the Preview tab from the Measure 
Set Indicator. This will display how the data collection has been defined in a user-
friendly format. 

 



 PICS Healthcare Quality Measure Specification 247 

 

 

Fig. 2. Item Details for a Specific Indicator (ASTHMA03) 

 

Fig. 3. Measure Data Collection Preview 
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3.2 Defining Skip Logic 

The PICS tool provides the ability to add skip logic to the data collection questions to 
enable or disable a question based on the answer to another question. A basic skip 
logic statement includes a Question, a Decision, and a Result. The Question is the 
data collection question that will be the starting point to build your logic from. The 
Decision is a statement in which your skip logic, or condition, is written. The Result 
defines what other question(s) you are enabling, or disabling, based on the result of 
the Decision.  For example, if an indicator is measuring if a certain medication was 
provided within an identified time frame, if the user answers that the medication is 
contraindicated, the remaining questions may not be valid.  Applying skip logic al- 
lows the user to enable or disable data elements as the facility provides responses. 

3.3 Defining Edits 

The PICS tool also provides the ability to add edit logic to the data collection ques- 
tions to prevent the user from entering data that does not logically make sense, to 
verify the format of answered values, and to provide informational messages if de- 
sired. A basic edit statement includes a Question, a Decision, and a Result. The 
Question is the data collection question that will be the starting point to build your 
logic from. The Decision is a statement in which your edit logic, or condition, is 
built. The Result defines what edit message is displayed to the user, based on the 
result of the Decision.  The edits can be user-defined, and/or reference look-up 
tables for validation (i.e., ICD Codes).  The user may assign a severity to each edit 
– whether it is a critical edit that requires user intervention or is an informational edit 
that may warrant user intervention. 

3.4 Creating Measure Calculations 

The PICS tool provides the ability to add measure calculations/outcomes for individu- 
al measures, and/or groups of measures. In the PICS tool, measure calcula- 
tions/outcomes are built from the analytic flowcharts contained in the measure  
specifications or business rules. A basic measure statement includes a Measure, a 
Decision, and a Result. The Measure is the individual measure for which will be the 
starting point to build the logic. The Decision is a statement in which the measure 
logic, or condition, is built. The Result defines the measure outcome for the measure 
based on the result of the Decision.  PICS will allow users to define calculation 
methods, including thresholds, numerator and denominator specifications, adjustment 
methods (i.e., risk adjustment, patient set adjustment), conversion methods, and 
forecast methods. The measure calculation definition also allows for exclusions and 
exceptions to be defined that may exclude the data from the denominator. 

3.5 Exporting Measure Specifications 

Once the measures are defined within PICS, they can be exported in XML format to 
allow for consumption by other tools/databases. For example, the XML files are used 
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to build the data collection user interface at the facility level and also used at the clin- 
ical warehouse to validate and calculate measures upon submission by the facility. 
This allows for the measure specifications to be defined once and the propagated out 
to other tools which utilize this information. 

4 Value-Added Results 

PICS enables non-programmer business users to technically describe each quality 
service, the associated indicators, data elements, and manual collection rules such as 
skip and edit logic, if applicable, and the calculation routines. The utilization of PICS 
has significantly reduced the Software Development Life Cycle. The development 
cycle for the  measure specifications dropped from approximately 3  months to 3 
weeks. This allows for measure specifications to be updated in a more timely manner 
and allows for increased testing ability. 
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Abstract. Geographic medicine is becoming important because it aims to 
provide an understanding of health problems and improve the health of people 
worldwide based on the various geographic factors influencing them. The 
research of geographical environment with health status is getting higher 
practical significance. In this paper we presented a cross-regional comparison 
experiment for dynamic ECG recordings from two distinct groups: one group is 
in Northeast China (NEC), the city of Shuangya Hill, Heilongjiang; another 
group involves subjects in the Shenzhen Institutes of Advanced Technology 
(SIAT), group subjects were from different place of China. Conventional Heart 
Rate Variability (HRV) parameters, such as SDNN-24, RMSSD, PNN50, 
SDANN index, SDNN index (time-domain indexes), TP, ULF, LF, UF, LF/UF 
(frequency-domain indexes), and VP, VT and AT (arrhythmia indexes) were 
analyzed. The results show that arrhythmia indexes of the two groups have a 
significant difference which reflects the health conditions are quite different. 
Accordingly, with further analysis of the frequency-domain indexes and time-
domain indexes, it shows that the time-domain indexes were almost the same 
while the frequency-domain indexes shows there were a 20% average 
difference between the two groups. Apparently, for the analysis of HRV, the 
frequency-domain indexes are more persuasive than time-domain indexes. 

Keywords: Geographic medicine, Dynamic ECG. 

1 Introduction 

Medical geography is an integrative, multi-stranded discipline, which studies the 
relationship of the distribution regularities of the crowd disease and health condition 
with geographical environment [1]. With the improving of life quality, people pay 
much more attention to health statuses; the research on the health status with the 
geographical environment becomes more important [2-4]. 

Our team in Chinese Academy of Sciences (CAS) developed the Hai-Yan program: 
key technological breakthroughs sea terminal and cloud platform which are applicable 

                                                           
* Corresponding author. 
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for basic healthcare institutions, and then set up healthcare industry with Chinese 
characteristics. Lots of experimental units were set to realize Low-cost healthcare [5]. 
As an important part of the program, a research on healthcare and medical geography 
has high theoretical significance and significant using value because of the population 
distribution and the different geographical conditions. As the leading cause of death, 
the cardiovascular disease treatment means should be considered carefully, a same 
treatment method can never adopted to different region sufferers. The clinical trial in 
this paper researched about the HRV parameters’ otherness due to environment 
difference in two groups: NEC and SIAT, in which the SIAT group was adopted as the 
control group to analyze the cardiovascular disease characteristics in the NEC group 
aim to provide a healthcare geography reference for Hai-Yun program. 

HRV is considered to be a main index to reflect the autonomous nervous system 
function state effectively; it is an important mechanism of steady state regulation 
about the cardiovascular system [6]. The HRV increases as the sympathetic or vagus 
nerve turns more active. Arrhythmia (cardiac arrhythmia) refers to the heart’s impulse 
frequency, rhythm, origin place, conduction speed or excited order abnormalities [7-
9]. It is the important index of angiocardiopathy judgment. Therefore, analysis of 
HRV and arrhythmia has a very important significance for body health condition 
judgment. The HRV (Heart rate variation) refers to the time duration between 
consecutive R waves of electrocardiogram (ECG) [10]. Autonomous nerve 
dysfunction plays a very important role in all kinds of cardiovascular disease onset, 
development and prognosis of illness [11, 12]. 

2 Background 

China is a vast country with a large population. In recent years, China has witnessed 
rapid economic development and great increase in citizen and rural living levels. 
Healthcare and medical treatment are confronted with great challenges. Since 
countries consists of different kinds of landform or climate such as US, China and 
India etc., the treatment and healthcare strategies and polices should be considered 
separately. The morbidity patterns in developed countries especially in similar-
environment countries should not reject the further research in diseases differs from 
the regional condition. 

For the developing countries, nosogeographic problems become much more urgent 
nowadays, direct and useful guides are needed to assure efficient in execution and low 
in cost. The Hai-Yun program is a program proposed by Chinese government and 
Chinese Academic of Sciences which aims at providing a low-cost healthcare which 
had already set more than 4,000 experimental units in China, researched on the 
medical and healthful geography is urgent for the efficiency in policy formulate and 
program layout [5]. Moreover, the clinic trial results analysis provided an application 
example of conventional analytical method. 

Medical geography deals with the relation of climate and environment to 
physiology and its distribution in space within any given period of time. The aim of 
geomedicine would be to map out not only the distribution and peculiarities of the 
disease, but also the status of medicine and sanitation over given areas of space, 
within the same time-interval.  
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3 Methods 

During this study, a conventional experiment method---using dynamic 
electrocardiogram monitoring technology were used to acquire electrocardiograms 
from the subjects, and then the 24 hours dynamic ECG time-domain parameters and 
frequency-domain parameters were analyzed, with a different religion subjects were 
adopted. The adopted device for the clinical trials was 12-lead Hotler and the 
participants included 2 groups: the NEC group and the SIAT group. Firstly, the HRV 
parameters of the two-group records parameters were analyzed, the results shows that 
the NEC group has a significant lower performance. Moreover, the frequency-domain 
indexes and time-domain indexes parameters were analyzed. 

3.1 Subjects 

The two groups included about 50 subjects: the NEC group included 20 subjects 
which were from the city of Shuangya Hill, northeast of China with a cold weather; 
the SIAT group involved 30 subjects from students and employers from our institute.  

 

Fig. 1. The demographic characteristics of two groups 

As the age and sex information of subjects shows, age range of group SIAT 
(control group) was 20 to 30 while the experimental group (NEC group) was 30 to 65. 
The subjects’ sex rations were 60% to 40% and 40% to 60%. Moreover, the SIAT 
group subjects were from different places of China and the NEC group subjects were 
all from northeast China. The following figure is the map of China, as it shows, the 
distribution of the subjects included the SIAT group which represented by round spots 
means SIAT group subjects were from different place of China and the NEC group 
used five-point star means that NEC group subjects’ regions were all in the Northeast 
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of China (the city of Shuangya Hill, Heilongjiang Province). The population 
distribution of the control group was logical to explore the geomedicine 
characteristics of the experimental group. 

 

Fig. 2. The population distributions of NEC group and SIAT group 

3.2 ECG Recordings 

Each volunteer underwent 24-hour dynamic electrocardiogram monitoring. 

3.3 Data Processing 

The ECG Lab software provided by Hanix Company Ltd. was used in the processing 
and analysis of data in this experiment. 

3.4 Analysis Parameters 

A: Arrhythmia Indexes 
Ventricular premature beat, Ventricular tachycardia, atrial tachycardia, Cardiac arrest 
were analyzed in this experiment. 

B: Frequency Domain Indexes of HRV [14] 
The frequency-domain indexes of the HRV signal, derived from its power spectral 
analysis, reflect autonomic cardiac modulation and were sensitive indicators of 
autonomic function in diabetic patients [16]. Five frequency domain measures were 
analyzed for each volunteer of each recording: 

TP: Total power 
ULF: Ultra Low Frequency 
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LF: Low Frequency .With the increase of sympathetic nerve activity, this index 
will increase. 

HF: High Frequency .Which can be used as the quantitative index to detection 
cardiac vagal modulation activity level. 

LF/HF: The ratio of LF and HF. Which is an index that relates the balance between 
sympathetic and parasympathetic parts of the autonomic nervous system and hence 
shows the level of sympathetic dominance. 

C: Time Domain Indexes of HRV [6] 
The HRV signal analysis provides a quantitative marker of the autonomic nervous 
system as the regulation mechanisms of HRV originate from the sympathetic and 
parasympathetic arms of the autonomic nervous system. Five time-domain measures 
were analyzed for each volunteer of each recording: 

SDNN: main reflects the size of sympathetic and vagus nerve tension, used to 
assess the damage and recovery degree of overall of autonomic nervous system. 

RMSSD, PNN50: mainly reflects the quick change back of heart rate variability, 
namely the size of tension of the vagus nerve.  

SDANN: mainly reflects the slow change of heart rate variability, namely the size 
of tension of the sympathetic nerve. 

SDNN index: main representative time path tension size of sympathetic or vagus 
nerve. 

4 Results 

4.1 The Results of Comparison and Analysis of Arrhythmia Indexes as Shown 
in Figure 3 

Fig 3 manifested that the subjects in the SIAT group and NEC group are quite 
different. Though in some time period, the indexes of SIAT subjects might be higher 
than the NEC ones, from the general statistics view and considering the possible 
accidental error, the SIAT group subjects’ indexes were lower than that of NEC group 
subjects. That means the average occurrence probability of various types of 
arrhythmia was higher in NEC group than the SIAT control group. 
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Fig. 3. Arrhythmia indexes comparisons 

4.2 The Results of Comparison and Analysis of Time Domain Indexes of HRV 
as Shown in Figure 4 

Fig 4 shows the frequency-domain indexes from the two groups. The SIAT group was 
41% in TP indexes higher than the NEC group; for ULF indexes, the SIAT group was 
27% higher than NEC group; the LF indexes were 11% and the HF indexes were 4%; 
in the ratio of LF and HF, the SIAT group was 0.5 larger than the NEC group. The 
results show that the control group—the SIAT group had a better performance in 
these frequency-domain indexes.  
 

 

Fig. 4. Frequency-domain indexes comparisons 

4.3 The Results of Comparison and Analysis of Time Domain Indexes of HRV 
as Shown in Figure 5 

From Fig. 5, we found that average level of RMSSD and PNN50 indexes in two 
groups of people were basically equal. For SDNN-24 parameters, the range of SIAT 
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group and NEC group were both within the range of 141±39ms; and for SDANN 
indexes, the ranges were within 127±35ms, there was none significant abnormality in 
the three parameters. As the ages of SIAT group (20~30) were lower than the NEC 
group (30~65), there was a higher SDNN indexes, SDANN indexes and SDNN 
parameters [17]. And these indexes reflected the sympathetic activity level, the 
bigger it was, the lower HRV rate was. So the occurrence probability of HRV in 
NEC group was higher than it in SIAT group. 

 

 

Fig. 5. Time-Domain Dynamic Parameters comparison 

5 Conclusion 

In this paper, we compared the dynamic ECG records from two groups of subjects - 
one in the very Northern of China (NEC group, from Shuangya Hill, Heilongjiang), 
one control group of SIAT (Shenzhen, Guangdong). Through the analysis and 
contrast, we can clearly find that average index of HRV and other features are 
markedly different in the experimental group which in the northeast of China with a 
special climate compared to the control group. The experiment results might be 
influenced by the living geographical environment, climate, diet habit, rest time and 
other lifestyle. From the arrhythmia indexes, there is a quite different in the subjects’ 
performance, the results is accordant to the group selection, which subjects in NEC 
group were chosen in targets with angiocardiopathy symptoms. The subsequent 
analysis of frequency-domain indexes and time-domain indexes are quite different in 
explanation for the HRV analysis: frequency-domain indexes of the experimental 
group is quite different from the control group ones; the time-domain indexes were 
almost the same or have limited difference within the normal range. We infer that 
time-domain indexes might not be applicable for HRV analysis while the frequency-
domain indexes are applicable. 
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Abstract. Understanding user needs is essential to design biomedical devices 
that are efficacious in real life (clinically effective). Few studies propose ana-
lytic quantitative methods to elicit user needs. This paper presents a preliminary 
application of the Analytic Hierarchy Process (AHP) to elicit user needs. As a 
case study we focused on the use of a biomedical device for auto-injection of 
epinephrine to treat severe allergic reactions. Although the study presented is 
on-going, the methods we describe provide valuable insights into how quantita-
tive methods can be applied to user needs elicitation. 

Keywords: Analytic Hierarchy Process, anaphylaxis, epinephrine auto-injector, 
user needs, health technology assessment, medical device design. 

1 Introduction 

The juxtaposition of economic and clinical evaluation raises new issues in the design 
of clinical trials. Currently pivotal phase III trials are designed to test safety and effi-
cacy (does the drug work under optimal circumstances?) and not to answer questions 
about the effectiveness of a drug, which is the more relevant question for health tech-
nology assessment (does the drug work in usual care?) [1]. Failure to effectively  
collect and consider user needs during development has been shown to reduce the real 
world efficacy (clinical effectiveness) of medical devices, In the literature there are 
several studies that attempt to address this issue. The majority of these studies use 
qualitative research methods to investigate why promising health technologies fail in 
the real world. These studies can provide valuable insights to inform the design of new 
healthcare services or products; however, often their diffusion among manufactures is 
limited. One of the reasons is that the results of the majority of these studies are  
presented as qualitative reports, in a form that designers, and engineers find difficult to 
appraise and incorporate into the design process [2]. 

This paper presents an application of a quantitative method to elicit user needs of 
epinephrine auto-injectors (EAIs) for the treatment of anaphylaxis. In clinical trials 
these devices have been shown to perform well, reducing mortality, morbidity and 
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hospitalization [3]. However, research has also shown that the effectiveness of EAIs is 
often reduced because patients do not always carry the device with them at all times for 
reasons other than technical ones [4,5]. 

The use of scientific quantitative methods to support decision making is considered 
necessary in healthcare organizations, where the personnel are committed to follow 
only the best available evidence according to well-designed trials [6], meta-analyses 
[7] or network meta-analyses [8]. Nonetheless, despite the hierarchy of evidence, the 
complexities of medical device decision-making require a spectrum of qualitative and 
quantitative information [9]. The method proposed in this study to quantify user needs 
is an adaptation of Analytic Hierarchy Process (AHP) [10], which is a multi-
dimensional, multi-level and multifactorial decision-making method already used in 
medicine [11] and in Health Technology Assessment (HTA) studies [12]. AHP aims to 
prioritize decisional variables, based on three main ideas: (1) grouping all the variables 
into meaningful categories and sub-categories, (2) structuring the problem as a deci-
sional tree; (3) performing pairwise comparisons between needs (leafs of the tree from 
the same node) and needs’ categories (tree nodes); defining a coherent framework of 
quantitative and qualitative knowledge This hierarchical approach allows the construc-
tion of a consistent framework for step-by-step decision-making, breaking a complex 
problem down into a number of smaller, less-complex ones, which decision makers 
can more easily deal with. This is particularly useful when the decision-makers (in this 
study, patients) are not familiar with complex decision making methods [13]. At the 
moment of preparing this paper, both tree and questionnaires are being piloted  among 
researchers experienced in user needs elicitation and with a selected group of EAI 
users who have already participated in previous user needs assessment. A final version 
of a ‘tree-of-needs’ and a corresponding questionnaire is expected to be submitted to a 
wider number of users in the next three months. 

In this paper, after describing the case study, the method is introduced and the  
preliminary version of the tree-of-needs and questionnaires are presented. 

2 Case Study 

Anaphylaxis is a life threatening allergic reaction which affects the respiratory and/or 
cardiovascular systems [14]. A key component in the treatment of anaphylaxis relies 
on the patient providing routine self-care and management to prevent this occurring 
[15]. Whilst anaphylaxis may be triggered by exposure to latex rubber, insect venom 
and medication, the most common cause is exposure to foods including peanuts, nuts, 
fish, milk and eggs [16]. The incidence of anaphylaxis has risen dramatically in recent 
years, as reflected by a sevenfold increase in anaphylaxis-related UK hospital admis-
sion between 1990/1 and 2003/4 [17]. The treatment of anaphylaxis is a prompt  
intramuscular injection of epinephrine, typically administered by the patient  
themselves. It is therefore not surprising that prescriptions of EAIs have risen, with 
10,700 prescriptions being issued in England in 2001, rising to 21,100 in 2005 [18]. 
Patients considered at risk of anaphylaxis are prescribed at least one EAI, which in 
accordance with self-care best practice for this condition, is to be carried by the  
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patient at all times so that the device is readily available for rapid self-treatment when 
necessary [19]. It is widely accepted that not having an EAI available at the scene of a 
severe anaphylaxis event puts the patient at significant risk of a fatal outcome [5]. 

Although EAIs have been designed to be used as self-treatment devices by patients 
there is evidence to suggest that patients often do not engage in appropriate self-care 
practices such as the carriage and use of the device when necessary [4]. A study of 
fatal anaphylactic reactions revealed that only 10% of individuals actually had epi-
nephrine to hand when it was required [20], and even when the device is to hand, it is 
often not used [21].  

Despite the serious consequences of not having such a device to hand, there is a lack 
of research that considers the experiences and attitudes of patients and the strategies 
they use in the delivery of care for this condition. More specifically, to the best of our 
knowledge, little research has been carried out to specifically explore, from the adult 
patients’ perspective, what patient motivations are for carriage or non-carriage of EAIs 
and/or their deployment/non-deployment at appropriate times [22]. 

3 Method 

The following nine steps describe the whole method of this study, although at this 
moment the steps 4-9 are not yet completed: 

1. User needs identification. This step directly involved 2 domain experts (JB and 
AM) and fifteen device users (interviewed in a previous study). 

2. Design of a tree-of-needs with nodes (categories), sub-nodes (sub-categories) and 
leaf (needs). This involved 1 expert of user needs elicitation (JM) and one re-
searcher experienced in the AHP (LP). 

3. Development of questionnaires (1 AHP expert). 
4. Tree piloting. This involves “n” domain expert/s, where n is dynamically estab-

lished according to variability among experts’ opinions. 
5. Questionnaire piloting. This involves a small group of selected responders (from 3 

to 5), with experience of participation in user needs elicitation studies. 
6. Final tree and questionnaire development (1 AHP expert, 1 domain expert and 1 

experienced elicitor). 
7. Final questionnaire submission. 
8. Data analysis end results presentation (1 expert of AHP) 
9. Results interpretation and discussion (1 expert of AHP, domain expert, 1 elicitor 

and some users). 

The AHP method is applied following the workflow represented in the Figure 1.  
Details about AHP methods can be found in other papers [23-25], which are freely 
accessible (http://eprints.nottingham.ac.uk/). We do not describe the 
method in detail as no further modification was proposed in this study. In the follow-
ing sections we describe the methodological details that are relevant to this study. 
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Fig. 1. AHP Method 

3.1 Questionnaires Design 

The questionnaire was designed to minimize possible responder bias. For instance, 
each element was presented the same number of times on the top left and the right, at 
the top and at the bottom of the questionnaire as responders writing from left to right 
and top-down can be more likely to judge the elements on top-left as more important 
than those bottom right. Moreover, the sequence of comparisons (A with B, B with C 
and C with A) was adapted to minimize intransitive judgments and no more than 4 
elements were included into each category, to ensure the number of questions in-
cluded in each questionnaire was not overwhelming for the user. Finally just 5 levels 
of the Saaty scale were used in order to facilitate responder consistency. The ques-
tionnaire was first piloted in the lab and then with a small group of patients, who had 
already participated in previous studies. 

 

Fig. 2. Example of questionnaire 
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4 Results 

The preliminary tree-of needs that was developed as a result of carrying out this  
process is presented in Figure 2.This tree was used to develop the questionnaire  
according to the layout presented in Figure 3. 

 

Fig. 3. Needs tree hierarchy design 

The hierarchy and the questionnaire are currently undergoing piloting among other 
researchers and a selected group of patients who have already participated in previous 
user needs assessment. The final version of the questionnaire is expected to be com-
pleted and analyzed in the next three months. Nonetheless, the process of creating the 
hierarchy illustrates how qualitative data can be used as a basis for a quantitative in-
vestigation into user needs. The next steps of this study will also provide qualitative 
information about the relative importance of each need compared to all the others. 
This will allows experts, and especially manufacturers, to focus on those needs that 
users considered more important.  

5 Conclusion 

In this paper, an application of the AHP to elicit user needs was presented. This is an 
important issue in HTA as the user needs that affect the efficacy of biomedical  



 Application of Analytic Hierarchy Process for User Needs Elicitation 263 

devices in the real word (effectiveness) are often underestimated. Although a growing 
sensitivity to these issues has recently been demonstrated, few studies have proposed 
analytic methods to investigate them. The preliminary results presented here (mainly 
the tree-of-needs) have already provided a useful and interesting way of analyzing, 
synthesizing and transforming user data which were collected during previous qualita-
tive studies. This paper demonstrates how AHP can be used to transform user data 
into a form that can be more easily incorporated into medical device design. It is 
hoped that this method will provide a means of bridging the gap that has been shown 
to exist between the broad and rich nature of user research and the specific and fo-
cused requirements of manufacturers when using this data to produce design specifi-
cations. Finally, qualitative information about the priorities of needs will complement 
the quantitative insight. 
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1 Introduction

Of all the important small and medium-sized blood vessels of the human body,
retinal blood vessels are the only deep capillary that can be directly observed
by a non-traumatic method. Retinal vascular morphology, such as vessel diame-
ter, shape and distribution, is influenced by systemic diseases (Martinez-Perez,
Hughes, Thom and Parker 2007). We can use digital fundus photography and
analysis of retinal vascular morphology to find the relationship between the
changes in vascular morphology and diabetes for the diagnosis of diseases. We
aim at developing a retinal image processing system, that can analyze retinal
images and provide helpful information for diagnosis.

In this demonstration we present a retinal image processing system which we
implement the morphology method and other image processing technologies. The
preprocessing will be conducted before the retinal segmentation, and then the
retinal features will be detected based on retinal vessels, which can be mocked
up as a model and used as classification criteria to determine whether the input
retinal image is normal. A novel algorithm using an improved morphological
edge detector and self-adaptive weighted synthesis based on information entropy
is introduced into the system.

In the rest of this demo paper, we first describe, in short, several concepts
used in our system. Then, we demonstrate the system architecture.

2 Image Enhancement and Segmentation

Common image pre-processing skills are image enhancement, including spatial
domain enhancement and frequency domain enhancement (Rafael and Richard,
1997). Spatial domain enhancement contains point operations and neighborhood
operations. Point operations map the input image to the output image, where
the gray value of each pixel of the output image is only determined by the cor-
responding pixel of an input image, containing gray scale correction, grey level
transformation and histogram correction. The purpose of point operations is
to make the imaging uniform, or to expand the dynamic range and contrast.
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Neighborhood operations map the input image to the output image, where the
gray value of each pixel of the output image is determined by the corresponding
pixel and its neighborhood pixels of the input image. The neighborhood opera-
tions can be divided into smoothing and sharpening. Smoothing methods contain
mean filter and median filter. Mean filter uses the mean gray value to replace
the pixel values of the original image, and median filtering uses the median gray
value. The purpose of image sharpening is to enhance the image contour. Edges
refer to the pixels whose gray values have step change or roof shape change.
Edge detection methods include the Roberts operator, Prewitt operator, Sobel
operator and direction operator.

Image segmentation is a process of segmenting the image into several disjoint
connected regions. Existing image segmentation algorithms include threshold-
ing methods, region growing methods, clustering methods (Mohammad and Ali
2002). The thresholding method is a relatively simple method where the thresh-
old is used to distinguish the object’s pixels from the background. Pixels larger
than or equal to the threshold value belong to the object, and the others belong
to the background. The threshold can be divided into global threshold, adap-
tive threshold and optimum threshold. A global threshold is a uniform threshold
value for all pixels in segmentation processing and it works well for the images
where there is significant difference between the object and the background. In
some cases, objects in different regions have different contrast with the back-
ground which will need adaptive thresholding. The threshold value of the opti-
mum threshold method is obtained by the analysis of the histogram of the image
which is appropriate for specific tasks. The region growing methods select a point
as the seed and calculate the level of similarity of gray or texture between the
seed pixel and its surrounding pixels, then merge the adjacent pixel with similar
features into the current region. Clustering methods classify the pixels into dif-
ferent classes with a certain clustering algorithm based on the features of gray
or texture.

3 Advanced Edge Detection Algorithm

In general morphological edge detection algorithms using simple symmetric struc-
ture elements (such as disc, square, cross), which are sensitive to the edges that
have the same direction with the structure elements, can weaken the sensitivity
of the edges that have different directions with the structure elements (Zhao,
Gui and Chen, 2006). But the multi-structure element covers almost all direc-
tions, therefore, it can detect the edges of different directions. The traditional
morphology method for the synthesis is mean synthesis. Although it can obtain
a good edge, it does not give full play to the anti-noise performance of the large-
scale structure element. Therefore, this paper presents a new morphological edge
detection algorithm, a method using the characteristic of the edge embodied by
the entropy, which can adaptively determine the weighted value for weighted
synthesis to eventually obtain a better edge.
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4 Results

Our source image is a retina image whose format is BMP and our development
environment is VC++ 6.0.

Our fundus image processing and analysis system includes a fundus image pre-
processing module, image enhancement module, vascular extraction module, and
image diagnosing module, represented as follows:

(1) Fundus image pre-processing module: the main function is to realize ba-
sic operations of image processing, including template operations, geometric
transformations, denoising and brightness contrast improvement, as shown in
Figure 1.

Fig. 1. Fundus image pre-processing module

(2) Fundus image enhancementmodule: image enhancement falls into two parts,
spatial domain enhancement and frequency domain enhancement, which includes
grayscale correction, image sharpening, smoothing and so on. The grayscale cor-
rection includes gray transformation and histogram correction. Image smoothing
is mainly image filtering, including mean filtering, median filtering and Gaussian
matched filtering, as shown in Figure 2.

Fig. 2. Fundus image enhancement module

(3) Retinal vascular extraction module: This module implements the function
of extracting blood vessels in the fundus image. In this part, we realize the
traditional morphology method and our advanced method with multi-structure
elements and weighted synthesis, as shown in Figure 3.

(4) Diagnosing module: In this module we calculate several features of the
retinal image and then accordingly judge whether it is normal, as shown in
Figure 4.
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Fig. 3. Retinal vascular extraction module

Fig. 4. Diagnosing module

5 Conclusion and Future Work

In this demonstration, we presented the retinal image processing system that
implemented our advanced algorithm based on the morphology method and sev-
eral other image processing technologies. Compared with traditional methods,
our algorithm has better performance in terms of definition and anti-noise. Fur-
thermore, our system is able to distinguish pathological retinal images. We are
currently working on improving the software interface and diagnostic accuracy
so that it can be applied to practice.
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Abstract. Human action recognition from video has attracted great
attentions from various communities due to its wide applications. Re-
garded as an effective way to analyze human movements, human skele-
ton is extracted and represents human body as dots and lines, Recently,
depth-cameras make skeleton tracking become practical. Based on the
extraction and template matching, we develop a system for online hu-
man action segmentation and recognition in this paper. We proposed
a method to generate action templates that can be used to represent
intra-class variations. We then adopted efficient subsequence matching
algorithm for online process. The experimental results demonstrated the
effectiveness and efficiency of our system.

Keywords: Action recognition, Subsequence matching, Depth-camera.

1 Introduction

In this paper, we create a system which can recognize indoor human actions
from video and record these actions as form of text in real time. This technique
can be easily applied in smart homes and nursing cares. For example, the elders’
abnormal actions can be detected in real time and can be monitored/displayed
from their children’s cell phones.

In our system, we use human skeletons tracked from video to recognize actions
represented with these skeletons. Skeleton of human body is represented as dots
and lines. Dots represent human joints, and lines represent human body parts. As
Johansson [1] suggested, skeleton itself is sufficient to distinguish different types of
human actions. The major advantage of skeleton is that it can be used to analyze
detailed levels of human movements [2]. Furthermore, the recent introduction of
cost-effective depth camera and the related motion capturing technique [3] enable
ot track human skeleton efficiently. This phenomenon has brought on a new trend
of research on human skeleton based action recognition [4].

In human action recognition from videos, four kinds of intra-class variations
may affect the effectiveness: viewpoint, anthropometry, execution rate, and per-
sonal style. Viewpoint variation describes the relationship between actor and
viewpoint of camera. Anthropometry variation is related to the size of actor,
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which refers human physical attributes and doesn’t change with human move-
ments. Execution rate variation is related with the temporal variability caused
by actor or by differing camera frame-rates. Personal style is also required to be
considered as people may perform same action in different styles.

Furthermore, online recognition from unsegmented stream is another chal-
lenge. Because streaming data does not provide pre-segmented instances, we
need to find a way to segment a right number of frames for recognition. There are
two kinds of traditional methods for segmentation. The first method uses fixed-
size sliding window technique [4] [5]. Each segment is treated as one instance.
Then machine learning techniques are used to do classification. Unfortunately,
fixed-size sliding window suffers poor performance when there is execution rate
variation. The second method matches pre-defined action templates from stream.
Each template represents one type of action. Each matched subsequence treated
as one instance and assigned with the same action label as the corresponding
template. Sakurai et al in [6] proposed an algorithm to solve the problem of
efficient subsequence matching in stream and showed the potential of their algo-
rithm to handle the problem of human action recognition. However, they simply
manually chose one segmented instance as the template of this type of action.
This template cannot represent personal style variation.

In this paper, we develop a system for online human action recognition. We
proposed a method to generate action templates which can represent these four
kinds of intra-class variations. The algorithm proposed in [6] is adopted for
efficient subsequence matching.

2 Methodology

Our system can be divided into three parts: skeleton preprocessing to generate
features for recognition, template learning to obtain templates for matching,
subsequence matching to give recognition results: action labels of each frame in
stream.

Skeleton preprocessing. In this system, we use the skeleton model of openni
developed by Primesense and the depth-camera kinect released by Microsoft.
The skeleton of human body is a tree structure. Each node in the tree represents
one joint position associate with 3 coordinates (x, y, z), and each edge between
two connected nodes means one body part. There are 14 joints and 13 body
parts in openni skeleton model. Root joint is specified as the joint “spine” s
. Body axis a is defined as the line from “spine” to the middle point of “left

shoulder” l and “right shoulder” r, i.e., a = (l+r)/2−s
||(l+r)/2−s|| . The body orientation o

is the normal vector of triangle with vertices “spine”, “right shoulder” and “left

shoulder”, i.e., o = (s−l)×(l−r)
||(s−l)×(l−r)|| , where symbol ‘×’ is cross product of vectors.

For human action recognition, joint positions should be transformed into joint
angles, which are viewpoint invariant and anthropometry invariant. Firstly, we
transform joint positions into the normalized coordinate system, where s =
(0, 0, 0) and a = (0, 1, 0) and o = (0, 0,−1) after transformation. Then we trans-
form joint positions into joint angles. Assume p and q are two connected joints.
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p is the parent of q. Joint angle of q is q−p
||q−p|| . Angle of root joint is omitted.

For simplification, we use skeleton data to refer to both joint positions and joint
angles in this paper.

Template learning. We learn one template with pre-segmented instances of
one action type. One template is consisted with two sequences: one is average se-
quence which represents standard movement, and the other is deviation sequence
which represents personal style variation. We compute the optimal alignment of
each instance with initial template by applying Dynamic Time Warping (DTW)
distance to eliminate execution rate variation. Initial template is one instance
randomly selected. According to these optimal alignments, the instances are
locally stretched or contracted, where time stretching is simulated by duplicat-
ing columns, while time contractions are resolved by forming a average of the
columns. These instances after alignment and the initial template are used to
compute template. The average over these instances is the average sequence of
template, the deviation over these instances is the deviation sequence of tem-
plate.

The left curves in Figure 1 illustrates action templates. The green skeletons
are the average ones. The red range on each joint illustrates the deviations.
The templates of curves from top to bottom are actions “kick with right leg”
(“kickSideR” for short), “wave” and “walk” respectively.

Subsequence matching. In order to match a template from unsegmented
stream, we use a variant of DTW. Let X = (x1, x2, ..., xn, ...) be skeleton data
stream, where xn is the most recent skeleton data and n increases with every
new time-tick. T = (A;B) is a template of one action type. We aim to iden-
tify the optimal subsequence of X with ending position at current time-tick n.
Around all subsequences of X with ending position at n, the DTW distance
between template and optimal subsequence is the minimum. The stream should
be treated online fashion. Inspired by [6], we calculate optimal subsequence ac-
cording to each template at every time-tick in stream. At time-tick n, the frame
is identified as the action type of corresponding template which obtains minimal
distance and the distance is smaller than the given threshold ε.

Figure 1 shows an example of template matching from stream. Axis X rep-
resents time-ticks of skeleton data stream, and axis Y represents the DTW dis-
tances between optimal subsequences and templates. The recognized results are
shown on top, which consist with the skeleton data stream. The red lines repre-
sent the threshold ε.

3 Outcomes

Datasets. We capture one skeleton stream performed by one subject. There are
1000 frames and three types of actions: “kickSideR”, “wave”, “walk”. We choose
3 instances of each type of action to learn its template. We capture another
skeleton stream performed by another subject for evaluation. This stream con-
sists of 1000 frames and contains 6 “kickSideR”, 6 “wave”, 43 “walk” instances.
The ground truth is manually labeled.
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x 3 x 8 x 5 x 8 x 4 x 4 x 11x 1 x 3 x 1 x 1x 1 x 3 x 1 x 1

Fig. 1. Example of template matching from stream.

Effectiveness. The classification result of one instance is decided by the major-
ity frames with same label. The threshold ε is set to 2.5. As shown in Figure 1, all
instances are correctly classified.

Efficiency. We preform our experiments with hardware of “i7 860 CPU” and
“4G RAM”, and softwares of Matlab hybrid with parts of C code. With our
approach, more than 30 frames can be processed per second.

Acknowledgments. The work reported in this paper is partially supported
by Ningbo Natural Science Foundation (No. 2012A610025, No.2012A610060),
Ningbo Soft Science Grant (No. 2012A10050), Ningbo International Cooperation
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Abstract. In workplace health promotion there is a continuous need for adap-
tive strategies, tools, methods, and wellness programmes. Likewise, there are 
also needed abilities to mix different approaches in training. An application was 
produced to prevent neck and shoulder disorders and to enhance general well-
being at work. Its purpose was to support especially blended health pro-
grammes. Nowadays, there are many applications targeted for self-paced use to 
also manage these kinds of symptoms. However, because a tutor-based consul-
tative training still has its place in this area, innovative ICT-applications are 
also needed to support blended programmes or a tutor-driven instruction in oc-
cupational health. Such applications are needed in such sub-specialties and  
focus environments where a need for user-centred and customized health pro-
grammes is obvious. 

Keywords: ICT-design, occupational health. 

1 Introduction 

Occupational health is a meaningful focus area for innovative ICT-production be-
cause maintaining a good mental and physical work condition is cost-effective. Inno-
vative eHealth applications should manifest product quality which is useful and  
inspiring and also offers appropriate process quality for an occupational tutored or 
self-paced training. Customer quality means that the application takes into account the 
different user needs. Individual health problems and symptoms may differ even in 
such a case when the diagnosis in question might be common which makes user-
centred design in this field challenging. This paper is a description of an application 
suitable for training which combines classical class interventions and self-paced 
learning. Design research type of an emphasis with its phase which concentrates on 
the principles of the artefact and its training environment takes place as an approach. 

2 Quality in the Environment and Toolkit Integration 

At the occupational field the training process may consist of different phases; individ-
ual tutoring, group sessions, and distant learning (e.g., assisted with delivered on-line 
material). Blended programmes utilize typically offline and online training phases. 
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However, a totally self-paced learning in knowledge intensive areas may be demand-
ing. As such, health related personal problems may be challenging and ill-structured. 
The offered information content may be too wide or may contain too detailed or too 
superficial information in relation to individual needs. One must be able to analyze, 
synthesize, and evaluate the given information when applying it which resembles self-
diagnostics. Also applications with well functioning online educator systems do not 
always replace a traditional face-to-face contact. For this reason, the developed appli-
cation was targeted to support blended programmes.  

3 Description of the Application 

3.1 Motivational Aspects 

Neck and shoulder disorders are typical troubles in many work sectors. The etiology 
of neck pain contains physical, psychosocial, and individual factors [1]. Poor lifestyle 
habits, physical work overload, poor ergonomic facilities, and also stress related fac-
tors may cause musculoskeletal problems, neck tension, related symptoms, and ill-
nesses. For the prevention and cure supervised exercise and manual therapy e.g., are 
proved useful as treatments [2] but further research is needed to develop appropriate 
primary prevention strategies [3]. The purpose of the application is to enhance well-
being at work, be helpful, and prevent neck and shoulder disorders. User groups con-
sist of persons who work in areas where these disorders cause many sickness days and 
diminish the work condition (e.g., office workers, IT-workers, musicians; generally 
unbalanced physical activities).  

 

Fig. 1. Video for self-paced learning: tips for stretching (prevention with exercise) 
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3.2 Utilization Ideology and the Features of the Application 

The product gives sinew for a classical classroom type instruction which is supported 
with employees’ self-learning periods. Some informative areas are as such suitable for 
self-learning (e.g., knowledge of etiology, symptoms, curative possibilities etc.). Also, 
guiding videos giving tips for training, exercise, and stretching (Fig. 1) and self-
evaluative tests represent such elements which the user can manage and learn by one-
self. However, some theoretical, knowledge intensive parts and individual needs can 
be handled more specifically with the aid of a coach. Also, the co-operation with the 
interest units of the company ensures better commitment. A Macromedia Flash based 
application consists of the following components: text, audio, illustrations, video 
clips, supporting tools for interactive sessions (topics and task specific forms for self-
tests and aids for discussions). The main modules are: neck and shoulder disorders 
and their prevalence, managing stress factors in work, health promotion practices at 
work, environmental factors and ergonomics, preventive exercising, and the value of 
rest and sleep (see Fig. 2). Each module has further subcategories. Because the appli-
cation consists of the different emphasis areas around the theme, the connective  
training programme can form a training entity, in which each consultation day con-
centrates on a certain sub-theme area. Such an ideology ensures that the training pro-
gramme is not too multifaceted and for that reason too demanding to capture and 
manage at the same time. 

 

Fig. 2. Main page lists the areas of substance and extended health dimensions 

3.3 Innovativeness and Usefulness to Practice 

There are applications which are planned for self-paced learning and for such applica-
tions there is naturally also a continuous need in the occupational health sector. Also 
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this application contains parts which are suitable for self-paced learning. However, a 
blended training model gives flexibility for areas where there exists much variation 
among the symptoms, disorders, and connected questions. The professional tutor can 
complement informative parts according to the situational needs ensuring this way 
more contextualized and customized programmes. Tutor’s consultative support gives 
more security (e.g., under-exercising or over-exercising are both undesirable situa-
tions). The coach is a controller of connected discipline techniques and strategies with 
a purpose to increase appropriate behaviour models. A tutor-driven programme offers 
co-ordination ensuring a more homogenous information level and better adaptation to 
the organizational context.  

4 Conclusions 

When the mission of digital informative products is pronounced clearly enough it 
gives empowerment for the projects and connected product design. When the product 
is an essential part in framing the training entity, every training programme gives 
more cues for coaches; how to apply the toolkit in the training in the best possible 
way and how to maturate its featuring. The engagement with users, design dialogue, 
helps to identify user needs, opinions, and expectations which are critical to deploy-
ment of the products [4, 5] and can ensure that “an innovation is not evaluated and 
understood in isolation, but rather as an integral part of the context” [6]. A user-
centred design gives much attention to the opinions and value aspects of intended user 
groups but their integration for the design is not always the answer for all questions: 
e.g., in occupational health user groups are heterogeneous but also different work 
environments may have different needs and demands. Therefore, well fitted products 
and programmes are in many cases at least, at a certain degree customized or tailored 
for their primary customers. 
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Abstract. Business Intelligence (BI) is a set of methodologies, processes, archi-
tectures, and technologies that transform raw data into meaningful and useful 
information.  BI enables more effective decision-making through strategic, tac-
tical and operational insights.  Our unique approach and patient linkage allows 
for improved information delivery, as well as increased access to information, 
improved ease of use, provision of a platform for collaboration and knowledge-
sharing, and the ability to process and present reports from millions of rows of 
data in a matter of seconds.  

Keywords: warehouse, healthcare, quality, research, analytics, linkage. 

1 Introduction 

Linking multiple disparate healthcare data is critical and invaluable to improving the 
quality of care and reducing costs and promoting appropriate utilisation. Creating a 
data-driven view across the continuum of care allows for more indepth monitoring of 
health trends, public health research, performance monitoring, and policy decision 
making.  We have created a unique patient linkage algorithm and procedures that 
facilitate accurate and efficient analytic and reporting capabilities.  We have created a 
health data warehouse containing over 255 billion records. This data warehouse in-
cludes inpatient and outpatient claims data as well as enrollment, administrative, drug 
and death certification data for the last 12 years. Through this multidimensional data-
base, we create business intelligence through the analysis of billions of rows of live 
data from numerous disparate data sources.   

2 Framework 

Our unique design includes multifaceted beneficiary matching processes, data encryp-
tion methodologies, and complex algorithms, which serves as the primary data source 
for national health research and analysis. The unique star schema design of the ware-
house allows for ease of operations, querying capabilities, analysis, integration of new 
data sources, and leveraging of existing technologies.   
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3 Business Intelligence 

Our BI investigates patterns of cost, quality and service use in populations.  The work 
includes developing and applying statistical methodology for calculating composite 
quality values using already developed quality measures and data sets, standardising 
and adding payment data, drug data, claims data, and multiple clinical care setting 
data.   
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