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Preface

The present volume includes the articles presented during the Third Interna-
tional Conference on Wireless Mobile Communication and Healthcare, Mobi-
health, that took place in Paris (France) during November 21–23, 2012.

We received a total of 66 proposals. After a rigorous review process involving
about 40 reviewers, members of the Technical Programme Committee, and (ex-
ternal experts invited to review with an average of 2.23 reviews per paper), 34
papers were accepted for the final program, yielding an acceptance rate of 59%.
Moreover, three experts were invited to present their recent work in a special
session on “implantable systems,” in order to complete the main conference.

These papers were divided into nine sessions (corresponding to the tracks of
the conference):

– Track 1: Wearable, Outdoor and Home-Based Applications
– Track 2: Remote Diagnosis and Patient Management
– Track 3: Data Processing
– Invited Session: Implants
– Track 4: Sensor Devices and Systems
– Track 5: Biomedical Monitoring in Relation to Society and the Environment
– Track 6: Body Area Networks
– Track 7: Telemedicine Systems for Disease-Specific Applications
– Track 8: Data collection and Management

In keeping with the scope of the conference, three keynotes were invited, to
speak on the “Personal Health Record Project in France” (Anne Monnier of
the ASIP Santé Agency of the French Ministry of Health); “Implantable Active
Medical Devices” (Alain Ripart, chief scientific advisor of the Sorin Group);
and “Standardization Issues in Body-Area Networks”(Jean Schwoerer of France
Telecom and member of the IEEE 802.15.6 group).

The special scope of the conference was the use of ICT for healthcare in
developing nations, and this was highlighted by an invited talk on ‘Computer-
ization of the Medical Consult for Children Under Five Years of Age in Rural
Areas of Burkina Faso’, given by Guillaume Deflaux, of the Swiss-based NGO
Terre des Hommes. The tutorial entitled “ICT-Enabled Healthcare in Developing
Countries” was a major event in this special scope.

The conference also included two side-event workshops. The first, entitled
“Wireless Physical Layer Communications for Emerging Healthcare Applica-
tions” (IWAWPLC) attracted eight presentations. The second, “Personalized
Healthcare Services, Wearable Monitoring and Social Media Pervasive Technolo-
gies” (APHS), included ten presentations.

Technically co-sponsored like its predecessors by the IEEE EMBS Society,
this third edition of MobiHealth took place over three days, and included a total
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of 90 participants from 29 countries. The three days followed the same format.
The tone of each day was set by the keynote that started the day. Following this,
there were three sessions of four to five papers each, related to the same overall
theme as the keynote of the day. The day ended with a “special event”: the
tutorial on day 1, a panel discussion on the “Concerto” FP7 project on day 2,
and the invited talk by Terre des Hommes on day 3. The third day included the
two workshops in parallel to the main conference, IWAWLPLC in the morning
and APHS in the afternoon.

First and foremost, we would like to thank the 40-odd reviewers who helped
ensure that the selected papers were relevant and of high quality. A special thanks
to Asimina Kiourti who was in-charge of the special session, the tutorials, and
workshops.

Our gratitude also goes to the participants who responded favorably to our
invitations:

– The three keynotes: Monnier, Ripart, and Schwoerer
– The four invited speakers: Garda (Paris VI University, France), Marinkovic

(ABB Company, Switzerland), Tanner (EPFL University, Switzerland), and
Deflaux (Terre des Hommes).

– The participants of the panel on “Concerto”: Dr. Martini (Kingston Univer-
sity, UK), Mr. Iacobelli (Thales Communications and Security, France), Mr.
Lecroart (Nec Technologies, France), Mr. Moretti (CNIT Reseach Centre,
Italy), and Mr. Takács (Budapest University of Technology and Economics,
Hungary).

– The organizers of the two workshops: Prof. Scanlon (Queen’s University, UK)
and Prof. Nepa (University of Pisa, Italy) for IWAWPLC and Prof. Spanakis
(Forth, Greece) for APHS.

We also thank our two student volunteers, Paul de Laforcade and Coumba Cissé,
for their presence and their charm. To conclude, we would stress that without
the support of the efficient and close-knit team, and our school, the Institut
Supérieur d’Electronique de Paris (ISEP), the organization of MobiHealth would
have been a much more daunting task.

November 2012 Konstantina Nikita
Balwant Godara
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On the Use of Nomadic Relaying for Emergency Telemedicine Services
in Indoor Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Inam Ullah, Zhong Zheng, Edward Mutafungwa, and
Jyri Hämäläinen
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CareBox : A Complete TV-Based Solution

for Remote Patient Monitoring and Care

António Santos, Rui Castro, and João Sousa

Fraunhofer Portugal AICOS, Rua Alfredo Allen 455, 4200-135 Porto, Portugal
{antonio.santos,rui.castro,joao.sousa}@fraunhofer.pt

http://www.fraunhofer.pt

Abstract. Influent voices from different areas like government and in-
surance companies already realized the savings that could be done with
remote health monitoring and assistance systems. The TV is still the
technology that older adults feel more comfortable with, and therefore
we present CareBox, a new prototype that perfectly integrates with TV
viewing experience and uses this almost ubiquitous mean to provide some
features that they really feel the need in their daily lives: health agenda,
medication intake and vital sign measurement scheduling and alerts, vi-
tal sign monitoring, videoconference with doctors and other features that
may be also useful for doctors like support for medical questionnaires and
health videos.

Keywords: Ambient Assisted Living, Telemedicine, Homecare, eHealth,
Remote monitoring, TV, Set-top box.

1 Introduction

The majority of older adults are affected with chronic conditions and acute
illnesses. Isolation (either physical or social) has been a social weapon that is
covertly lowering the results of any care service.

Remote patient monitoring systems have been around for many years and are
seen as a solution to reduce the costs for health care, which are still raising due
to the increasing of life expectancy [1], but only few had been effectively working
in the real world. Lack of interoperability is one of the main reasons for this.
The creation of health information standards like ASTM-CCR or HL7 came to
promote the interoperability and the adoption of this kind of technology.

CareBox is one of the main results from the EU-funded research projects
eCAALYX [2] and CAALYX-MV [3] and was thought-out and designed with
all these issues in mind. It aims at using well-known and standard technology
to provide a full-featured and easy-to-use remote patient monitoring service, fo-
cusing on interoperability standards to allow its adoption by many stakeholders.
Apart from the aforementioned features, it was completely designed to be adapt-
able to any environment and electronic medical record. This will certainly open
many doors for the development and integration of new and innovative features.

B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 1–10, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



2 A. Santos, R. Castro, and J. Sousa

2 State of the art

Fortunately, there are a lot of projects under the telemonitoring and homecare
topics but few provide TV-based interfaces for the patient. There are essentially
two main alternatives to provide them to the final user: either through an ex-
pansion (widget, plugin, etc.) to the official STB firmware of a DTV service
provider or through a dedicated STB. Both have benefits and drawbacks. The
former alternative allows the software to be easily distributed and maintained,
being the costs significantly reduced due to the fact of not needing a dedicated
hardware for the service. However, there are major drawbacks like the fact of
having rather limited hardware support and little to no control over the operat-
ing system. Also, the homecare service can only reach population that holds a
subscription to the DTV service. There are several examples of projects that use
this approach like KeepInTouch [4], HERA [5], DIGA [6] and Panaceia-ITV [7].

The other alternative to provide TV-based patient monitoring and care ser-
vices is through a dedicated STB. This approach allows having full control over
the system and better hardware support, therefore not depending on any DTV
service provider. On the other hand, the costs can be significantly higher. IN-
HOME [8], OLDES [9], Avicena [10] and the work in [11] are example of projects
that followed this approach.

CareBox fits in this latest category of care services using a dedicated STB.
However, it stands out for its open and modular design, adjustable to any needs
and focusing on interoperability, the integrated support for several vital sign
sensors, the special care on the user interface and the drive for a smooth and
intuitive integration with the TV viewing experience.

3 System Design

Providing a modular architecture to CareBox means not only there was the care
to decouple the presentation layer from the logical layer, but also to decouple
the communications layer from the logical layer. Also, there was the focus on
using free, open and standardized technologies and protocols to promote the
use of the system in every use case. CareBox was developed to be running on
a Nvidia ION -based Mini-PC (Intel Atom 1.6GHz CPU, 2GB RAM) (Fig. 1).
The operating system runs on an internal USB pen and is a modified version
of the OpenELEC distribution, which targets at providing a complete XBMC
media center with minimum software requirements, complemented by a Firefox
web browser for generic use. Having complete control over the Linux operating
system allows us to provide support for several hardware components, namely
peripherals used in the system: dongles for vital-sign sensors, webcams, remote
controls, etc.

Most of the implementation was done using the scripting and skinning capa-
bilities that XBMC media center provides to develop plugins using the Python
programming language.
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Fig. 1. CareBox Fig. 2. CareBox architecture

One of the strongest points in CareBox is its focus on interoperability. The
modular design regarding the communications layer allows the system to sup-
port different protocols and communication schemas and technologies, being
quite easy to switch from one module to another and to implement new ones.
Currently, and since the system was developed under the support of the eCAA-
LYX project, only the implementation for the protocol used by the care server
developed in the project is available, as well as an early, but quite usable, im-
plementation for the eHealthCom [12] server. Nevertheless, implementations for
subsets of the ASTM-CCR and HL7-CCD specifications are underway. These
implementations will explore all the possibilities of using the standards for every
feature available. In case that is not possible, extensions to the standards will
be used.

The management of the system can be done remotely since CareBox provides
an expandable CWMP (TR-069) client that allows not only remote configuration
but also remote firmware upgrade through the use of an Auto-Configuration
Server (ACS).

4 Technical Details

4.1 General Considerations

CareBox firmware image features a small footprint (slightly more than 120 MB,
plus 100 MB if compiled with support for Microsoft Kinect) and a quite short
cold boot time (nearly 20-30 seconds on a USB pen), although it supports a
standby mode.

The system was properly set up in order to include several libraries and frame-
works needed for some CareBox features. It can use either Ethernet or Wi-Fi to
access the Internet and comes with an RF remote control that allows a simple
operation of the set-top box. This remote is also programmable so that it can
also control the TV set through InfraRed.
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Fig. 3. Reminders interface (Google TV) Fig. 4. Weight graphics

4.2 Multi-User Support

CareBox was also designed to have multi-user support. Depending on the pro-
tocol and caretaker server, the configuration can hold data for more than one
user, to be used in scenarios where CareBox is shared by multiple users in the
same location.

Two login mechanisms are available: one is having a simple user selection
interface, without any authentication method. This is the simpler to deploy,
although it may raise privacy issues. The second mechanism came to address
these issues and uses a fingerprint sensor connected to the STB (via USB)
(Fig. 1). Right after validating a fingerprint, the user is automatically logged
in and may be logged out manually or by idle timeout.

4.3 User Interface

Regarding the graphical user interface, a lot of care was taken in this matter. It
must be emphasized that the system was primarily designed to be used by elderly
people, as it was a main requirement of the eCAALYX project, and the current
minimalist design is based on the work made by [13] and [14]. The output of this
work came from some tests made with real people using low-fidelity prototypes
and mock-ups.

4.4 Agenda and Reminders

In order to help the patients in their schedules, a useful medical agenda was
developed to ease the tracking of their medication, vital sign measurements and
appointments. To raise the usefulness of the system, a reminders system was
developed and uses the TV to warn the patient for upcoming events (Fig. 3).
It uses time frames based on patient’s daily routine: Wake-up time, Breakfast,
Lunch, Dinner and Bed time. This information, alongside last intake time, allows
for a quite effective reminders system, alerting the patient for medication at the
right time. CareBox holds medication information based on common parameters
used in standards like ASTM-CCR or HL7. Specifically, medication frequency is
based on what SNOMED CT defines.
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4.5 Vital Sign Monitoring

Another main feature of CareBox is the ability to read vital sign measurements
from some sensors (using Bluetooth) and provide the patient with easy reading
graphics that represent their evolution. The TV acts as a wizard providing all
the guided steps for taking measurements. There is no local storage, although a
retry system may be triggered in case of a sporadic network failure. The patient
also has the ability to select from within different time frames for each vital sign
when viewing the graphics. All the measurements are grouped in time blocks
and all the measurements taken within that time block are processed in order
to have a mean value that will be shown on the graphic (Fig. 4). While this
is straightforward regarding weight, things are a bit trickier in what it takes
to blood pressure, since there’s no explicit separation of systolic and diastolic
graphics. In this case, the mean arterial pressure calculation (MAP) is used,
based on the values of the diastolic pressure (DP) and systolic pressure (SP) (1).

MAP � 2

3
(DP ) +

1

3
(SP ) (1)

CareBox also supports vital sign thresholds per patient, represented as red areas
at the top and at the bottom of the graphics.

4.6 Questionnaires

Medical questionnaires are a useful tool for the doctors to retrieve medical data
from the patients. Functional Impairment (Barthel Index) or Geriatric Depres-
sion Scale questionnaires are common examples in the context of treatments of
elderly people with chronic conditions. Although most of them are designed in
order to have questions of dichotomous nature, the system supports any number
of questions with any number of possible answers.

4.7 Health Videos

Another topic that isn’t being vastly explored by this kind of systems is the pos-
sibility of using them also for pedagogic purposes. Allowing the patient to watch
videos related to their condition, or just providing generic health-related videos
(daily exercises, how to use a sensor, etc.) is of utmost importance. Therefore,
and exploring the fact of having the system developed on top of a media center
framework, CareBox easily provides this feature, supporting almost every video
and audio format (Fig. 5).

4.8 Videoconference and Emergency Call

A patient will feel much more safe and confident if he knows that he can establish
a visual communication with his doctor (or even with his own family) in a quite
easy way, anywhere, anytime. As for the doctor, he will certainly be pleased to
be able to video-call his patients anywhere, using common technology like, for
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Fig. 5. Health video playing Fig. 6. A running video call

instance, his own smartphone. Therefore, CareBox provides an integrated VoIP
client that can be used to start or receive audio/video calls with/from doctors,
as long as the needed configuration parameters are provided (Fig. 6). Following
the care of using standard technology, this client uses the SIP standard (used
by most of existing VoIP services) and currently supports H.263, H.263+ and
H264 video codecs (MP4 and VP8 are currently being worked on) and PCMU,
PCMA, Speex and Siren audio codecs (GSM and G.726 are also currently being
worked on).

The whole client is developed on top of a stack of open-source libraries and
frameworks, namely GStreamer, Telepathy, Farstream and Sofia-SIP. CareBox
is provided with a webcam (it includes the microphone) but it should sup-
port any webcam compliant with the UVC specification and supported by the
Video4Linux 2 drivers. CareBox also offers an Emergency Call service, which
basically uses the VoIP client to make an audio call to a pre-defined contact.

4.9 TV Integration

CareBox is provided as a set-top box that simply connects to an available input
on the TV. Although it supports analog connection through VGA output (it
provides an adapter for SCART/S-Video connection), CareBox also provides
a digital HDMI output (for both video and audio) and explores some unused
capabilities of this type of connection.

The HDMI-CEC standard allows a device to be able to control others through
an HDMI connection. The standard defines several messages and commands
that can be used by a device to achieve optimal integration and ease some
common operations by the users. CareBox supports the HDMI-CEC standard,
at least a subset that allows it to be perfectly integrated within the patient’s TV
viewing experience. Most of the times, the patient will of course be watching
his favourite TV shows so if, for instance, a medication reminder is fired or
CareBox is receiving a call from a doctor, there should be a way for the patient
to be instantly notified. CareBox can do it through the use of an USB-CEC
adapter [15] and a carefully designed and developed daemon for this purpose.
When such a scenario happens, CareBox will immediately switch the TV input
to the one used by itself and the user is asked to follow up the event. When it
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finishes, CareBox will do the reverse and will switch the TV back to the previous
input.

Another interesting thing is that the support for the HDMI-CEC standard
allows the user to use the TV remote to control the CareBox. So there’s no need
to be always switching the remotes to control either the TV or the CareBox. This
is a really important feature given the usual resistance by the elderly people to
learn to use new input devices.

Currently, most TV manufacturers do support this standard (or at least a
subset), although sometimes published under commercial sounding names like
Simplink (LG), Anynet+ (Samsung), Bravia Link (Sony), EasyLink (Philips),
etc.

4.10 Google TV Port

With the recent developments on Google TV, a clear window of opportunity
has opened in what it takes to developing applications for the TV. The video
overlaying ability is clearly an added value in this system, allowing notifications
on top of the TV image (Fig. 3). Therefore, CareBox also has a port for Google
TV, which can be later distributed as an application through Google Play. This
port is almost fully functional, when compared with the current features of the
standalone version, only missing the support for taking measurements and a
VoIP client due to limitations on the support to USB peripherals, including
webcams.

4.11 Microsoft Kinect support

Foreseeing the need to promote body activity, CareBox has provided the sup-
port for Microsoft Kinect (support for other similar devices like Asus Xtion Pro
can be easily added) through the integration of the OpenNI/NITE middleware
stack and the development of a natural interaction driver, Kinteract [16], that
detects some common hand movements (directions, wave, push, backward, etc.)
and maps them into pre-configured standard keyboard events, which are then
sent into the Linux user level input subsystem (uinput). XBMC will then react
normally like being controlled by the remote control, allowing the user to easily
navigate through the CareBox user interface. Taking into account that CareBox
is primarily designed to be used by older people, some subjects with ages be-
tween 60 and 75 were asked to do some movements they feel as appropriate to
control the user interface in what it relates to the common actions (up, down,
left, right, select, back, etc.). The idea is to improve Kinteract so that it can
accurately detect some common gesture patterns applied by these users, thus
reducing the learn curve, improving the results and therefore motivating the
user to select this interaction method more often.

5 Results

Up until now, the only trustful results are the ones that are coming out from
the field trials that took place in Germany with 10 patients. All the features
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were tested except for the Videoconference/Emergency Call. The field trials were
divided in two phases. The first phase took place in January 2012 and focused
more on the usability and stability of the system, with a limited set of features
being tested. In what it takes to the home system, namely the STB, it was tested
with just the Health Status (vital signs) and Health Agenda (and Reminders)
features enabled. Also, the user interface was still in a draft mode and not as
stylish as the one presented in this document. The results were not as positive
as expected [17]. The patients found the navigation confusing, mainly due to
the fact of having the main menu showing all the options, even if some of them
were still not available for testing. To worsen things up, the remote control
was not working properly due to a manufacturing error and the patients also
found the keys too small. Also, the long waiting periods on every request to
the Caretaker server (which were due to major issues on the implementation
of the server) lowered the rating of the system. Nevertheless, the patients were
able to work with the STB after minor training and all the implementation,
including all under the hood and system-level applications, was found to be
working properly, without major issues being detected. The second phase of the
field trials took place in March and April 2012 and already included a larger set
of features, except again for the Videoconference/Emergency Call. The patients
immediately noticed an increase on the usability and the overall results were
more positive, even taking into account the learning effect inherent to these
second trials. Apart from some minor issues, the overall impression included
some considerations and recommendations like: the remote control should be
more tailored for this scenario, with only the necessary buttons; long loading
times (due to severe connection issues to the Caretaker Server); no immediate
visualization of the measurement value on the TV after using a sensor (not an
issue anymore since the STB can now act as sensor gateway); learning curve still
too steep. Massive field trials will be taken in different countries in the already
running CAALYX-MV project, which basically runs a market validation of all
the prototypes that came out from the eCAALYX project. These field trials will
comprise about 80-100 patients over three different countries.

Also, Fraunhofer Portugal AICOS has recently made another round of internal
tests with ten older adults in order to validate the implementation of the user
interface and collect feedback in order to improve it. The results of the tests
[18] showed that the overall user interface layout is now appropriate, although
some interesting findings and recommendations were provided and are already
implemented.

6 Conclusions and Future Work

CareBox tries to gather all import features into a single product that can be
easily distributed and managed. Currently, and despite still being under heavy
development, there are already some foreseen features being implemented like
expanding the support to medical information standards (HL7 and ASTM-CCR)
and extending the support to sensors using technologies like ANT+, Zigbee or
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Z-Wave. New features are also in the pipeline: promote user mobility with move-
ment games using Kinect, support for the visualization of more vital signs, in-
cluding physical activity data, and adding new services like, for instance, home
automation using recent standards like OpenURC. Last but not least, the devel-
opment of a simplified interface for smartphones could also be of major impor-
tance, allowing the user to interact with the system (for instance, acknowledging
medication reminders, making/receiving calls, etc.).
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Abstract. The proliferation of private, corporate and community Wi-Fi
hotspots in city centers and residential areas opens up new opportuni-
ties for the collection of biomedical data produced by sensors carried by
mobile non-hospitalized subjects.

In this paper we investigate the possibility of using these many
hotspots as gateways for biomedical data transmission. A disruption-
tolerant application is presented, that can record biomedical data while
the subject is not in the range of a Wi-Fi hotspot, and upload recorded
data to a remote monitoring center whenever a hotspot is located nearby.
Results of a field trial are presented, with a scenario involving a subject
wearing an ECG-enabled sensor, walking in the streets of a residential
area.

Keywords: wireless networking, delay/disruption-tolerant networking,
sensor networking, biomedical monitoring.

1 Introduction

Wireless sensors open up interesting opportunities for biomedical monitoring,
such as the long-term, continuous monitoring of subjects in a clinical environ-
ment or at home [1,2]. In a typical deployment scenario, one or several wireless
sensors are attached to a subject, and a wireless base station is installed in this
subject’s surroundings. This base station can either record the data received
from the sensors, or it can forward these data directly to a remote site, such as
a physician’s desktop computer or a hospital’s monitoring center. In any case,
since the sensors are wireless the subject can move freely around the base station,
while an endless stream of data flows from the sensors he is carrying to the base
station. This freedom of movement is however hampered by the short transmis-
sion range of current off-the-shelf wireless sensors. Indeed, most of these sensors
include low-power radio transceivers, with which actual transmission ranges usu-
ally do not exceed a few meters. For this reason most research projects targeting
health monitoring on mobile subjects rely either on dedicated base stations that
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must be deployed specifically for that purpose [3], or assume ubiquitous connec-
tivity to 2.5/3G infrastructure [4].

The concept of Disruption-Tolerant Networking1 (DTN) is a means to cope
with challenging situations where continuous transmissions cannot be guaran-
teed. When considering a scenario involving mobile wireless devices, the general
idea is to apply the store, carry, and forward principle: a device that is temporar-
ily disconnected from the network can store data for a while in a local cache,
carry these data while moving towards a location where network connectivity
can be restored, and ultimately forward the data when circumstances permit.

Applying the store, carry and forward principle in wireless biomedical sensors
is an appealing prospect. Indeed, a clinician monitoring a subject remotely does
not necessarily need to receive data concerning this subject in real time. In most
cases a time lag of a few minutes is perfectly tolerable. Using the store, carry and
forward principle therefore makes sense in order to give greater mobility to the
monitored subject. To the best of our knowledge this approach has not been in-
vestigated much so far, although disruption-tolerant solutions for non-biomedical
sensor-based applications have already been proposed in the literature [5,6,7].

The solution we consider specifically in this paper consists in using any acces-
sible Wi-Fi hotspot as a gateway for data uploading. Nowadays, Wi-Fi hotspots
can be counted in millions. Besides corporate hotspots, most DSL providers dis-
tribute residential gateways that include a builtin Wi-Fi access point, which
can operate a private and public Wi-Fi hotspot simultaneously. When a DSL
subscriber accepts to enable the public hotspot service on his own residential
gateway, he can in return access any other public hotspot deployed by the same
DSL provider in the country. The millions of public hotspots managed by a single
provider therefore constitute a wide community network that covers a significant
part of urban areas. A subject should thus be able to attend to his daily business,
while the sensing system he’s wearing relies on nearby hotspots to upload data
to a monitoring center.

The remainder of this paper is organized as follows. The SHIMMER platform
we use in this project for data acquisition on mobile subjects is described in
Section 2. Section 3 presents the main features of the transmission chain we
designed in order to support the disruption-tolerant transmission of data between
subjects and a monitoring center. In Section 4 we present the results of one of the
field trials we conducted in order to validate this approach. Section 5 concludes
this paper.

2 Overview of SHIMMER Sensors

In this project we use SHIMMER platforms in order to acquire biomedical
data on non-hospitalized subjects (see Fig. 1). The SHIMMER platform is a
programmable lighweight wireless sensing system that can record and transmit
physiological and kinematic data in real-time [8]. Data acquisition is performed
on up to 8 channels through a 12-bit AD converter. Several kinds of expansion
1 The term Delay-Tolerant Networking is also used in the literature.
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modules are available, including physiological sensors such as ECG (electrocar-
diography), EMG (electromyography) and GSR (galvanic skin response) sensors,
as well as kinematic sensors for 3-axis angular rate sensing and 3-axis low field
magnetic sensing.

Fig. 1. A volunteer is equipped with an ECG-enabled SHIMMER sensor and a smart-
phone (which can be worn in an armband or in a pocket)

Two low-power radio transceivers operating in the 2.4 GHz ISM band are in-
cluded in the platform: an IEEE 802.15.4/ZigBee compliant CC2420 transceiver,
and a WML-C46A class 2 Bluetooth transceiver. Since none of these standards
can be used to connect directly to a Wi-Fi (IEEE 802.11) access point, an ad-
ditional wearable device is required to serve as a relay between a SHIMMER
sensor and a Wi-Fi access point. In the solution we propose this relaying device
is an Android smartphone, which can receive data continuously from the sensor
through a Bluetooth RFCOMM link, and forward these data whenever possible
to nearby Wi-Fi access points, while tolerating the transient connectivity to such
access points.

3 Protocol for Data Acquisition and Transmission

We developed specific code in nesC (a dialect of C) for the SHIMMER sensors,
and a Java application for Android smartphones. The main features of this code
are detailed below.

Data Acquisition on a SHIMMER Sensor. This acquisition is performed on two
12-bit channels, with a sampling frequency that can be adjusted as needed. The
nature of the data depends on the kind of expansion module that is associated
with the main unit. In any case the data stream produced by the sensor is
transmitted on-the-fly to the smartphone through a Bluetooth RFCOMM link.

Transmission between Sensor and Smartphone. Each sensor must be paired with
a specific smartphone, and two paired devices must of course be carried by the
same subject. Once a smartphone is paired with a sensor, an RFCOMM link is
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established between them. Through this link, the smartphone can control the
sensor, and send simple commands in order to adjust the sampling frequency
or resolution, to start or stop data acquisition, etc. When data acquisition is
enabled on a sensor, a continuous data stream is sent to the smartphone through
the RFCOMM link.

The data stream received by the smartphone is packetized in small bundles,
which are then stored in the smartphone’s SD-card, awaiting for transmission to
the monitoring center. The bundle’s header includes an identifier of the source
sensor and a timestamp. Its payload is simply a byte array that contains a
sequence of data bytes received from the sensor. The size of this payload depends
on the data acquisition frequency and resolution on the sensor, as well as on
the period set for data bundling. For example, data acquisition on two 12-bit
channels with 200 Hz sampling produces a continuous data stream at 4.8 kbps.
Assuming a bundle is produced every 20 seconds on the smartphone, each bundle
contains a 12 kiB payload.

Hotspot Discovery, Selection, and Authentication. When a subject enters a
hotspot, the smartphone he is carrying must detect the Wi-Fi access point that
serves this hotspot and attempt to associate with it. If the association succeeds,
the smartphone must send a DHCP request in order to obtain IP parameters
from a DHCP server. Finally, some form of authentication may be required be-
fore access to the Internet is granted.

In order to ensure hotspot discovery, selection, and authentication in our
project we rely on Wi2Me, an Android-based application that has been designed
specifically to support fast handover between hotspots in corporate and commu-
nity networks [9].

Wi2Me notably uses active probe requests (rather than the standard’s de-
fault passive scan) in order to locate nearby hotspots, and Kalman filters to
characterize signal attenuation tendencies and select interesting hotspots ac-
cordingly. When connecting to a selected hotspot Wi2Me can authenticate with
this hotspot using the standard WPA (Wi-Fi Protected Access) procedure, or
through an HTTPS captive portal.

Transmission between Smartphone and Remote Server. Once the Wi2Me ap-
plication has managed to establish a connection and to authenticate with a
nearby hotspot, the disruption-tolerant Android application we designed can
start uploading data bundles to a server that is the entry point of the monitor-
ing center. This application basically behaves like a client thread with respect
to the server. Whenever a “Connected” notification is issued by the Wi2Me pro-
gram, this thread attempts to open a TCP session with the server. If this at-
tempt fails, the thread waits for a few seconds before initiating another attempt.
Once a TCP session is established, bundles stored in the local cache are sent
to the server sequentially, and each bundle received by the server is acknowl-
edged explicitly at application level. This approach allows the client thread to
detect and react to transmission failures, which typically occur when the subject
carrying the smartphone moves out of the radio range of the current hotspot.
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The Wi-Fi connection is then broken unexpectedly, and the TCP session must
be closed unilaterally on the client side while TCP segments (containing frag-
ments of data bundles) are still pending in the client socket’s send buffer. The
client thread then waits for the next “Connected” notification from the Wi2Me
program, and as soon as this notification is received it tries to open a new TCP
session with the server. If a bundle sent during the previous TCP session has
not been acknowledged yet, then this bundle is sent again. Afterwards, the client
thread resumes its normal routine activity, which consists in sending available
data bundles one after another, and waiting for an acknowledgement after each
bundle.

Several strategies can be devised in order to determine which data bundles
should be sent first when a smartphone establishes a connection with a new
hotspot. An option is for example to preserve the chronological ordering of data
bundles, uploading the oldest bundles first. In the current implementation we
decided to favor the transmission of “fresh” data first, and to fill the gaps by
uploading older bundles whenever possible. The application’s client thread was
therefore implemented in such a way that “real-time” bundles (i.e. those produced
during a radio contact between the sensor and the base station) get uploaded
to the monitoring center first, and the time remaining during a contact window
is used to upload “older” bundles, that is, bundles that are stored on the smart-
phone’s micro-SD card and that have not been uploaded to the monitoring center
yet. A graphical application running in the monitoring center can thus display
the latest data concerning a subject, while allowing an operator to rewind the
data stream in order to display past data if necessary.

4 Experimental Results

In order to validate our approach, we conducted several field trials involving
volunteers carrying SHIMMER sensors and HTC Wildfire S smartphones.

Several scenarios were considered, with subjects staying at home, going to
work, shopping, etc. In this section we present the results observed with a sub-
ject wearing an ECG-enabled SHIMMER sensor, walking along the streets and
footpaths of a residential area. During this trial the smartphone was configured
so as to split the ECG data stream received from the sensor in 16 kiB bundles,
each bundle containing 20 seconds of recorded data. Additionally, the Wi2Me
application running on the smartphone was configured so as to seek and con-
nect to any community hotspot administered by either of the French network
operators Free and SFR.

The subject was first equipped at home with an ECG-enabled sensor and a
smartphone (Fig. 1). After a few minutes he went for a 4.6 km walk, and came
back home about an hour later. Figure 2 shows the route followed by the subject
during his walk, as well as the community hotspots his smarphone managed to
connect to along that route. Figure 3 shows the timeline of data bundles storage
and transmissions during this experiment, as well as the connectivity status of
the smartphone.
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Fig. 2. Route followed by the volunteer subject during the experiment. The green
circles represent community hotspots used by his smartphone to upload ECG data
while he walked along streets and footpaths.
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Fig. 3. Timeline of data storage and transmissions during the experiment

At 13:35 both devices were switched on. The sensor immediately started mon-
itoring the cardiac activity of the subject, while the smartphone connected to
the subject’s own Wi-Fi access point (the most accessible hotspot at that time).
The bundles of ECG data produced were therefore transmitted in real time to
the remote server. At 13:40 the subject went out. The smartphone then discon-
nected from the access point, and started storing data bundles. At 13:44 the
smartphone connected to a second hotspot, but did not manage to upload bun-
dles through that hotspot. At 13:46 it connected to a third hotspot, and this
time it managed to upload through that hotspot the 20 bundles stored in its
cache. Since the connection with that hotspot was maintained for almost one
minute, the smartphone additionally managed to upload a couple of “fresh” bun-
dles before the connection was broken. As the subject continued walking in the
streets further connections were established with community hotspots, until the
subject came back home around 14:47.
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Fig. 4. Cumulative distribution (a) of hotspot connectivity periods, and (b) of the age
of bundles at delivery time

This trial lasted 74 minutes, and 45 hotspots were used for data uploading
in the meantime. Figure 4.a shows the cumulative distribution of connected and
disconnected periods. It can be observed that about 80% of the connections to
hotspots lasted less than one minute, which is consistent with the fact that the
subject was mobile –and walking at a steady pace– most of the time during
the period considered. Similarly, it can be observed that more than 90% of the
disconnected periods lasted less than 2.5 minutes. This observation confirms that
the density of community hotspots in a residential area is such that a disruption-
tolerant application like ours can find many opportunities to upload data to a
remote server. The delay before data bundles can reach the server of course
depends on the frequency of connections with hotspots. As shown in Figure 4.b,
during this trial most bundles reached the server in less than one minute, and
no bundle was more than 6 minutes old when it reached the server.

During this trial the battery level on the smartphone dropped by 40%. Since
the GPS receiver was enabled in order to record the route followed by the subject,
this figure is not a good indication of the autonomy of the system. According
to measurements we performed in our laboratory, a SHIMMER sensor with an
ECG expansion module can run for almost 10 hours on its built-in battery, while
sending data continuously on a Bluetooth RFCOMM link. A HTC Wildfire S
smartphone maintaining a Bluetooth connection with a SHIMMER sensor and
establishing episodic connections with nearby Wi-Fi hotspots depletes its battery
in 5 to 7 hours, depending on the frequency of radio contacts with these hotspots.
In contrast, it is worth mentioning that if the smartphone uses 3G transmissions
instead of Wi-Fi transmissions its battery is depleted in less than 3 hours.

These figures confirm that with a combination of Bluetooth and Wi-Fi trans-
missions (with disruption tolerance on the Wi-Fi segment) a subject can be
monitored during his daily activity, provided the smartphone’s battery can be
recharged at least once or twice during the meantime.
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5 Conclusion

In this paper we investigated the possibility to collect biomedical data on non-
hospitalized mobile subjects. The approach we propose involves off-the-shelf
wireless sensors for data acquisition, and smartphones that can record data
continuously and upload these data whenever possible to a remote monitoring
center. Transient connectivity with personal, corporate, or community Wi-Fi
hotspots is used by a disruption-tolerant application running on the smartphone
to perform data uploading transparently and opportunistically.

Results of a field trial involving a subject walking in a residential area confirm
that the density of community hotspots in such an environment is sufficient to
ensure regular updates of the data collected by the monitoring center. Other
trials conducted in different conditions (subject at work, shopping, practising
sports, etc) have led to similar conclusions.

There are of course circumstances when the smartphone carried by a subject
may be unable to connect to a Wi-Fi hotspot for long periods of time. In such
circumstances it may be useful to resort to 3G transmissions, if only to upload
a minimal set of data while waiting for the next hotspot connection. With this
approach the major bottlenecks are the lower transmission rate (for upload) and
the power-greedy nature of 3G transmissions. In future papers we shall propose
a combination of these solutions, balancing transmission delays with cost and
longevity.
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Abstract. This paper describes the research made on current mobile
health monitoring systems targeting the elderly and the development of
an elderly-oriented solution, serving as a proof-of-concept of the research
done. It provides a scientific contribution by specifying a system with
characteristics never combined before, when applied to the health mon-
itoring of older adults. Also, a prototype for that system was developed
and evaluated with its end users – the elderly.

The proof of concept solution allows the patient to measure his weight
and blood pressure with ANT+ sensors connected to his Android smart-
phone. The measured data is stored on the mobile device for later reading
and sent through the network, to a medical entity. This entity can, when-
ever desired, analyse that information and give an appropriate feedback
to the patient through a web application.

Keywords: health monitoring, mobile health system, wireless sensors,
ANT+, Android.

1 Introduction

Rising life expectancy and declining birth rates are ageing the population of
most developed countries all over the world and in a few years there will be a
large portion of senior citizens in our society [12]. Therefore, it is very important
to figure out ways to improve their well-being and quality of life.

Unfortunately, the elderly are more likely to suffer from certain types of dis-
eases when compared to younger people and if a problem is not detected in time,
serious problems can arise, resulting in a longer and more difficult treatment.
Which means they need to be monitored more often in order to detect changes
in their condition as early as possible [13]. Long trips to the hospital, expensive
medical appointments or the lack of specialized doctors in remote areas, are all
motives that constantly lead an older person not to have proper health cares [3].

In addition, if the patient eventually gets worse, he will probably have to
pay for several medications and different treatments. Treatments that usually
also have costs for the hospital; several studies have shown that the health care
expenditures increase significantly for the elderly [7]. Eventually if the patient
needs to be hospitalized, these numbers will obviously rise and the simple fact
of being in the hospital can bring more problems to his health condition [9].

B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 20–29, 2013.
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Summing up, the lack of proper monitoring might end up bringing costs to both
patient and health system.

Recent improvements in sensor technology have allowed the creation of small,
light weight and wireless devices that are practical and easy to use by almost ev-
eryone. The result is that much of the process of clinical examination, once done
in uncomfortable and harsh environments, can now be done at the patient’s place
of comfort. Combining this technology with the computing power of a smart-
phone and its connectivity to the Internet, there is a large number of possibilities
to try to reduce some of the problems regarding the elderly. Renowned entities
are already embracing these trends, as the Medical Technology Policy Commit-
tee of the IEEE USA refers: ”Appropriate adoption of existing and emerging
technology can improve the efficiency and quality of health care delivery, re-
strain cost increases and, perhaps most importantly, improve the quality of life
for our ageing population” [2].

1.1 Motivation

The motivation of this work was to apply the growing use of communication
technologies, namely the smart-phones and the Internet, in order to:

– Prevent health problems — Frequent monitoring of the elderly can avoid
severe health problems [13,3]. This monitoring often consists of checking
a few parameters, like the heart rate, the blood pressure, among others.
Most of these values can be read with wireless sensors and then sent to a
common smart-phone. A possible scenario is one in which a patient has a
blood pressure monitor at home, does a couple readings and those values
are sent to the patient’s smart-phone. The mobile device is then able to
store those values and send them to the patient’s doctor that can, at a later
moment, give a more accurate feedback to the patient;

– Enhance the doctor-patient communication — Nowadays with the
Internet, it is very easy to send big amounts of information in a fast and
cheap way. As a result, information that was once only available through
direct contact with the patient, can now be easily sent with a smart-phone;

– Reduce costs — Both smart-phones and the Internet are becoming more
and more accessible to the population in terms of costs and availability. This
fact makes the solution being here presented, a feasible and useful product to
the patients and also to the health system. A study states that with mobile
healthcare, costs related to data collection can be reduced by 24% and costs
in elderly care can be reduced by 25% [17,7,9].

1.2 Goals

The goal of this study was to research on mobile health systems for the elderly,
using the ANT+ wireless technology and create a system as proof of concept
with the interactions presented on Figure 1.
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Fig. 1. System architecture

A certain patient would have his sensor that would capture one of several
values, including heart rate, blood pressure, weight, body fat, among others.
The sensor would then receive the data from the patient and send it to the
smart-phone, allowing him to immediately read the collected data. At the same
time, that data would be sent through the network to a medical entity, who
could analyse it thoroughly and contact the patient again, if necessary. The
same information could be registered in a remote server, in charge of the medical
entity, so that the doctor would be able to review the historical data from any
patient, at any time.

1.3 ANT+

ANT+ is a wireless sensor network technology, designed to enable communica-
tions between self powered devices in an extensible network environment, easing
the collection, automatic transfer and tracking of sensor data for monitoring of
all personal wellness information. This ability to transfer data between sensors is
a feature built on top of the base ANT protocol, a proprietary technology. Rod
Morris, director of ANT Wireless states at the ANT+ website [18], that ANT is
the lightest protocol available that still has the ability to scale into complex net-
work topologies and communication methods, achieving lower costs and power.
It is capable of being powered by a coin cell battery, operating on it for up to
several years. ANT+ is said to be compact, with a small stack size; scalable,
supporting complex network topologies; flexible, supporting ad hoc network re-
configuration; focused, by not being a standard development organization; and
proven, because of the millions of nodes delivered around the world.

Ant+ has several device profiles defining the network parameters and the
structure of data, so that different products are able to communicate seamlessly.
Current ANT+ profiles are currently available for the following devices: Heart
Rate Monitor, footpod, Bicycle Speed and Cadence, Bicycle Power,Weight Scale,
Multi-Sport Speed and Distance (Radar, GPS).
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It is a quite recent technology and not much research has been done using
it. Besides, most of the products available on the market focus on sports and
fitness, instead of health and well being. One of the innovative points of this
study was to take advantage of this technology and apply it to health services.

2 Work Description

The following subsections describe the work done during this study, starting
with a review on the state of the art research, followed by a description on
the system requirements specification and architecture, both usability tests that
were conducted and the implementation of the working prototype.

The prototype consisted on a mobile application developed under the Android
operating system, to be used by the patient and to connect with the ANT+
sensor devices; and a web application developed in Ruby On Rails, targeted for
the physicians and in charge of receiving and transmitting data to each patient’s
mobile application.

2.1 State of the Art

Research was made on all areas whose domain intersects this study, going from
similar mobile health systems, to designing applications for the elderly, to the
technologies being used.

Although related projects have already been developed, some do not use the
technologies in this study, others are seeking the detection of health problems
in real-time and others are simply not targeted to the elderly [10,5,3,1]. Seto
et al. [16] conducted a comprehensive study on mobile health monitoring, pro-
viding insights on the main features contributing to a successful heart failure
telemonitoring system, claiming it should provide immediate self-care and clin-
ical feedback, it should be easy to use and the perceived benefits of using the
system should be clear to everyone involved

Holzinger et al. [6] review themajor problems of the elderly usingmobile phones,
as a way to understand what developers can change to create applications
capable of reaching their needs; categorizing their problems into cognitive, mo-
tivational, physical and perceptive. Regarding the patient’s attitudes and percep-
tions, it should also be noticed that not all the elderly will be willing to adopt
such a monitoring system. A study from Marzegalli et al. [8], showed that some
patients embraced the use of mobile applications for remote monitoring, although
they were not willing to replace the personal contact with their health workers and
older patients with disabilities will find it difficult to adapt to such systems.

The researcher Sarasohn-Kahn [15], is concerned that too much application
development is carried out by specialists without the involvement of patients. She
believes that the challenges to the smart phone growth include finding the right
business model and privacy issues. A report by Fox and Purcell [4] presents
the same opinion by stating that despite already existing hundreds of health
oriented applications, few of them are designed thinking about the patient in
the first place.
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At the moment of writing this paper, no project was found that combined the
ANT+ technology with the Android platform, together with a web application,
for health monitoring of the elderly. Also, this research reinforced the importance
of usability when aiming for the elderly. At last, it was noticed that no evaluation
metrics were found on the prototypes developed within these studies, leaving little
room for a proper comparison with the prototype built for the current study.

2.2 Requirements Elicitation

For a better requirements specification, interviews were conducted with a few
medical specialists, bringing a better knowledge on general health care and on the
clinicians opinions regarding this project. As expected, some of these thoughts
confirmed what other studies have already stated. The main opinions that re-
sulted from the interviews are presented next:

– Hypertension and diabetes would be the most easily detected diseases, within
the monitoring system here envisioned, using a blood pressure monitor and
glucose meter, respectively1.

– A better knowledge of the disease by the patient himself is always beneficial
and integrating some kind of hint advisor before and/or after each mea-
surements, would be interesting, thereby confirming the study from Seto et
al. [16].

– Regarding the user interface, they thought to be very important to keep
things simple and not complicate processes and operations for both patients
and physicians.

– Giving constant feedback from the clinician to his patient is an important
feature, although it may be hard for him to handle extra workload and a
proper delegation of work between doctors and nurses should be made.

– Similar systems currently being used are focused on real-time monitoring,
with the patient having to walk with a device at all time. The flexibility
and mobility provided by the system being developed here would be a big
advantage.

– All interviewed clinicians referred the importance of separating the infor-
mation presented to patients and physicians. For instance, if an anomaly is
detected perhaps it is not wise to show it to the patient right away, or even
show it at all. This type of information may worry the patient in a way that
is not beneficial for either patient and physician.

Given all the insights and after weighting the pros and cons, important decisions
were made on the features to be developed on the working prototype.

2.3 System Architecture

A description of how physical components interact between each other is pre-
sented on Figure 2. This diagram was grouped by: devices which solely interact

1 During this study, the only available devices were a weight scale and a blood pressure
monitor.
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Fig. 2. Physical Model

with ANT+ technology, devices which remain on the back-end and devices used
by patients and physicians.

On the users devices there is the smart-phone, which is used by the elderly
and interacts with all available ANT+ devices – weight scale and blood pressure
monitor. The other device on this group is the personal computer, used by either
patients or physicians. Both users devices interact with the web server on the
back end group, serving as the connection point between the system users. At
last, the web server connects with its database in order to store and retrieve the
system’s persistence data.

2.4 Low-Fidelity Usability Tests

Once the system was thoroughly planned, low-fidelity usability tests were con-
ducted with 9 elderly between 62 and 81 years old and in average, 71.6 years old,
willing to help the project. The tests followed instructions advised by human-
computer interaction experts, such as the think aloud protocol [14] or how to
properly introduce the test to the participant [11].

This phase resulted in user-interface prototypes and its advantages were signif-
icant: a much better understanding of the users by the developer and the output
provided – user interface prototypes – which ended up saving much of the de-
velopment time, thereby accomplishing a better quality in the proof-of-concept
solution.
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2.5 Implementation

The mobile application development, started by implementing the ANT+ com-
munication with the available devices – a weight scale and a blood pressure
monitor. Then the Android application was developed, allowing the elderly to
measure his weight and blood pressure with the help of the smart-phone and
if desired, send those values to his clinician — the values are stored on a local
database for later reading. He is also able to communicate with his clinician by
sending and receiving messages through the application interface. Furthermore,
if a physician schedules a measurement with one of the sensor devices, within
the web application, the smart-phone appropriately notifies the elderly of such
measurement.

The web application was targeted for the clinicians, although patients also
have access to it. From a clinician point-of-view, it allows him to choose what
patients he wants to monitor. Once a patient is being monitored by him, he is
able to: view his measurements and messages history; send him a new message;
schedule measurements with a custom frequency; and specify threshold values
for each sensor, so that he is warned whenever a measurement value is too high
or too low. From the patient’s point-of-view, he can access the web application in
order to view his measurements and messages history and also send the physician
a new message.

2.6 Prototype Usability Tests

Once both mobile and web applications were done, it was time to test the pro-
totype with its end users, the elderly. Similarly to the usability tests previously
conducted, 9 elderly were involved in the tests, this time between 59 and 74
years old and in average, 67.8 years old. These tests were conducted within an
apartment, so the elderly could feel more confortable, relaxed and the tasks they
would do could be simulated with the maximum possibly realism.

The goal was to simulate the entire process of the system’s usage: the patient
goes to an appointment in the hospital or clinic, then goes home with both
smart-phone and ANT+ devices, and when a scheduled alarm appears on the
phone he measures himself with the corresponding device and sends the values to
his physician. Then on the web application side, a clinician analyses the patient’s
measurements and sends a feedback message to the patient. Now back to the
patient, he receives that message, reads it and gives an answer to his physician.
To finish the process, the patient uses the smart-phone to review his latest
measurements. In each session the smart-phone was given to the participant and
the entire session was recorded from three angles: one camera on the living room,
another on the bedroom and the last one on the smart-phone itself, recording
everything the elderly was doing.

All testes were made in average, in 29 minutes, with a standard deviation
of 5 minutes. The graph presented on Figure 3, shows how much time each
measurement took, from the moment a participant received an alarm in the
smart-phone, to the moment he sent the values to his physician. Each blood
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Fig. 3. Duration of Measure on Prototype Tests

pressure measurement took in average 4 minutes and 30 seconds, while the weight
measurement took in average, 3 minutes and 20 seconds. Comparing these times
with the ones taken on the low fidelity usability tests, a decrease in the duration
of each measure was visible. This proves that not only the mobile application
matched the success of the usability prototypes, but it also made both operations
quicker. The peak on participants number 4 and 5 can be explained by those
participants clearly difficulties, when comparing to the remaining participants.
One of them, was the oldest participant, while the other had a chronic injury in
his fingers.

All of them told that any difficulties found in each task would only occur on
first usage and if they were to make the test again, it would be much easier and
much quicker.

On the remaining tests – reading the feedback message, writing it back to the
physician and viewing the latest measurements – several difficulties were found
and the times taken on each of them are not conclusive. The user-interface used
on these tests, was not subject to prior usability tests and although it followed
a few guidelines taken from the first usability tests (font type, size, background
and text colors, etc.), participants still found some obstacles. These difficulties
only prove the importance of conducting usability tests with the end-users of a
system.

3 Conclusion and Future Work

One of the innovating points of this study was to apply ANT+ devices to health
care services and its usage was proved to be as effective as any other wireless
technology, with the advantage of achieving very low costs and power, by today
standards. During development, the ANT+ chip was used quite often and still,
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no significant changes in the battery life of the smart-phone were noticed. Its
current competitor, Bluetooth 4.0, is still integrating with current devices and
it is still early to tell which of them is a better choice.

The advantages that may arise from this project were visible through the
developed working prototype. The results on Figure 3 show us that on average,
an elderly would take less then ten minutes to measure important health values
and send them to his physician. As a monitoring operation, we believe it is a
non-intrusive and acceptable duration for the elderly to do on a regular basis.

The tests participants were all clearly motivated on the work being made and
several even asked where they could buy such a product. In the country where
this study was made, Portugal, no similar mobile health system has ever been
implemented. Their only concern was the cost of buying such devices, which
is understandable given the current economic crisis. Although with the right
partnerships and a sensible business model it may actually become a reality in
the near future.

Future work should start by refining the working prototype. The approach on
getting the data from the blood pressure device could be enhanced, as well as
implementing the HTTP-Secure protocol for transferring data from the mobile
device to the web server. Also, conducting prototype tests for the web application
on the physicians point-of-view, would be very important in order to evaluate
the developed prototype. Conducting more usability tests would also be valuable,
especially on the user interfaces that were not tested during this work. At last,
efforts could be made together with health specialists, in order to look for other
devices to be integrated with the prototype here developed.
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Abstract. This paper deals with providing adapted media content and services 
for elderly and dependent persons living alone. In our approach, providing 
solutions and technologies for elderly requires to consider the simplification of 
architectures and the acceptance of the user. We propose to provide content and 
services using familiar TV sets and to consider medical advices and 
recommendations in using media and TV programs. As the user control is a key 
criterion in adopting context-aware systems, we consider the user actions and 
preferences. The proposed media selection scheme considers the evolution of 
the user preferences based on the recent user behavior patterns.  
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user behavior, pervasive computing, home automation, smart home. 

1 Introduction 

Smart homes represent an application of pervasive environments that involves the 
integration of different services by using a common communication system. Smart 
home technology promises tremendous benefits for an elderly and dependent persons 
living alone. The environment provides user context-aware services like comfort, 
healthcare, safety and energy conservation. Many smart home projects and 
architectures have been conducted over the last decades [1]. However, proposed 
systems are always faced to the problem of their adoption and real use by the general 
public. For elderly, this situation is explained by the system complexity and the 
acceptance of new technologies. For example, DLNA digital home systems [2] are 
already integrated in about 74 % of existing home consumer electronics but with only 
6 % of real users [3]. This fact is due mainly to the complexity of the technology and 
the lack of intelligent services/components that help users to find content, configure 
and connect their terminals. 

Robles and Kim [4] concluded in their review that a main challenge of installing a 
smart home system is balancing the complexity of the system against its usability. 
Based on the work of [5], half of all computer-based information systems related to 
health care fail due to user resistance and staff interference. The main reason is that 
users were asked to significantly alter traditional workflow patterns to accommodate the 
system, rather than the system accommodating the users. According to a study done 
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within 300 people of 65-85 years old [6], elderly are constantly faced to the ever-
evolving technology and need appropriate support in order to satisfactorily meet with 
the difficulties of everyday living. The study shows that elderly are able to handle the 
TV sets (99.4%) while only 67.7% of them are able to use a simple wireless phone. Old 
people are using television more than other media and devices for many reasons. 
Mainly, because of the easy combined availability of verbal and visual information and 
sometimes to replaces lost social contacts, maintain a sense of participation in society 
and combat feelings of loneliness. Decreases in the ability to read and lower attendance 
at religious services and organizations both lead to increased TV viewing [7].  

Providing smart media services through TV sets allow elderly and disabled to have 
personalized content adapted to their needs without leaving their homes and without 
complex home architectures. Furthermore, enabling smart services using familiar TV 
sets simplifies the use of advanced technologies and makes their integration in home 
easily accepted by elderly. The trends in smart homes research indicate an increasing 
popularity of using middleware. The use of middleware is efficient to integrate 
heterogeneous multivendor devices that coexist in the same system [1]. 

UNIVERSALLY [8], [9] is a middleware based architecture that provides media 
services in digital homes. The goal of UNIVERSALLY is to simplify and optimize 
digital home architectures and make their use intuitive. The system used an optimized 
way to deliver media services for heterogeneous renderers connected through 
different access technologies [8], [9]. In this work, we extend UNIVERSALLY in 
order to offer personalized media content and smart services though TV sets. 
Provided content are dynamically selected from TV programs and other media items 
(stored in the proposed system or coming from the Internet). Provided services 
depend on the elderly situation and could be notifications to take medicine or to go to 
sleep, incoming calls from family or assistance organisms, etc. 

The new system components are designed to be easily used in both advanced 
digital homes (e.g. a DLNA compatible home [2]) and in simple homes where a 
simple TV set is used by the elderly. The idea behind the use of TV sets is to take 
advantage of the observed increased TV viewing by elderly living alone to 
personalize the watched media content. This automatic personalization, called also 
media selection, is made according to the elderly situation, preferences over the time, 
needs of contact and assistance. Moreover, at any moment, the user has the choice to 
control or change automatic selected media content and services. This aspect aims to 
further facilitate the user adoption of the system as it was pointed in many previous 
works regarding the satisfaction of the user in using context-aware applications [10]. 

Our cost-effective approach tuned towards preferences and needs of the users and 
the use of the familiar TV set (already existed in the elderly home) would accelerate 
the rapid adoption of the system and increases the acceptance of advanced 
technologies and services by elderly. The reminder of this paper is organized as 
follows. Principles of the context aware media selection are presented in Section 2. In 
Section 3, our proposed media selection scheme is discussed. The system rules 
required in providing our smart services are described in Section 4. Rules concern the 
system behavior in handling events and the user actions. The system implementation 
and experimentations are presented in Section 5. Conclusions are given in Section 6.   
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2 Context-Aware Media Selection 

In order to provide smart services through the elderly TV set, the system must be able, 
at any moment, to display the most appropriate media content or service. This is the 
primary scope of the context-aware media selection problem. For TV programs, 
previous works have addressed the problem in the form of TV recommendation 
techniques. These techniques aim to avoid the blindly zapping of channels and help 
users to find their favorite TV programs. In [11], a recommendation system is 
presented for Web-TV content based of the user preferences and users rating. 
Recommendation techniques can be classified mainly into two common categories: 
Content-based recommendations and Collaborative filtering recommendation [12], 
[13]. In the first category, the similarities between the watched content and new 
content are considered. The second category is based on the content recommendations 
of other TV viewers having similar preferences as the user. Collaborative rating and 
filtering are not considered in our work because we believe that rating the viewed 
content does not simplify the system for the elderly. Our objective is to leave the 
elderly using the TV set as usual with its own remote controller.  

 

Fig. 1. Media selection based on the Media Recommendations, User Preferences and the 
description of TV channel content and available external media 

Bearing in mind that the focus is on comfort and healthcare for elderly and 
dependent persons, our model considers the following aspects (Fig. 1): 

• Media Recommendations for the user considered as elderly or a dependent person. 
These recommendations are intended to be advised by the referring doctor, a 
caregiver or a healthcare assistant that follows the elderly. For example, these 
recommendations aim to find what external media1 content is considered adapted to 
the user situation (age, health situation and culture). In other words, what content 
can be better for the user than any arbitrary TV channel content. Moreover, media 

                                                           
1  We define an external media as a media content (video or audio) that does not come from a 

current TV channel but from a local or distant storage used by our system. 
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recommendations include the maximal recommended time to spend in watching 
TV, times to take medicine for the elderly and recommended time to sleep. 

• User preferences. The content the user likes to watch as expressed by him. The 
content can come from a TV channel or an external media. The user preferences 
are expressed once. However, our system may change the preferences over the 
time according to the user behavior. 

• Alert messages.  Alert content for health and safety such as the notification when 
it is time to take medicine. 

• Connected media. The received calls from family, friends or assistance organisms. 

Table 1.  An example of a Media Recommendations profile 

Media Recommendations 

 Content Category Percentage per Week 
Relaxation Atmosphere: Laid back (Calm, relaxed,  

easy-going) 

50% 

Daily news, regular program carrying breaking and current 

news stories 

20% 

Leisure/Hobby/Lifestyle, Personal/Lifestyle/Family, 

Fitness/Keep-fit and House Keeping 

15% 

Humanities, Culture/Tradition/Anthropology/Ethnic studies 10% 

Sports, Winter sports, Ice-skating 5% 

Other Variables Value(s) 

Maximal Recommended TV Time per Day 5h per day 

Medicines Times 10:00 AM, 04:00 PM 

Level of Hearing medium 

Time to Sleep 10:00PM 

Table 2.  An example of a User Preferences profile (a French viewer) 

User Preferences 

Content Category Percentage per Week 
Similar structure as the Media Recommendations profile but with the user favorite 

categories 

Favorite presenters/actors Value(s)
Presenter/actor Louis de Funès 

Presenter/actor Tex 

Other Variables Value(s)
Preferred Sport Ice-skating 

Preferred General Channel M6 

Preferred News Channel iTélé 

Preferred programs Value(s) 

Title / Channel Les feux de l'amour / TF1 

Title / Channel Un dinner presque parfait / M6 

Title / Channel Les Z'amours / France 2 
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Recommendations and user preferences are stored in the form of two separate 
profiles that include the needs and preferences regarding the content. In Tables 1 and 2, 
we give an overview extracted from a Media Recommendations and User Preferences 
profile. Recommendations and preferences profiles are stored in RDF [16]; the media 
content categorization uses the schema defined in the ETSI TV-Anytime specification 
(version 1.7.1) [14]. Media content analysis is done on the metadata provided by the 
used media formats MPEG-7 and TV-Anytime. The content analysis of TV channels is 
applied on an XMLTV format [17] based on EPG data received using a TV card. 

3 Media Selection Scheme 

As shown in Fig. 1, we consider alert messages and connected media a priority. This 
means that when it is time to display an alert message or when a call is received, it will 
be displayed on the TV set. Hence, the media selection problem will be limited to the 
media recommendations, the user preferences and the available media items (external 
media and current TV channel content). The media diversity of the selected content is 
also considered to avoid boring the TV viewer with the same category of content. 

3.1 Proposed Scheme 

The media selection is applied on available media sources: external media items and 
current TV channel programs. The result of the media selection is the decision to 
either play an external media item or select a TV channel program. The selection is 
based on the metadata of the content: MPEG-7 or TV-Anytime for external items and 
XMLTV for TV channel content. Each media item viewed by the elderly is logged. A 
log entry includes mainly the fields represented in Table 3.  

Table 3.  A log entry of the elderly TV viewing activities 

Title Category SubCategory1 SubCategory2 Metadata …  
 … PassingTime WatchingTime MediaDuration Source  

 
The media selection scheme performs the following phases:   

• Phase 1: Based on the user behavior patterns in the seven last days, find the set 
of media items S1 that fulfills the requirements of the Media Recommendation 
profile. This means to do the best effort to reach the given percentage per 
category and to keep the given proportion between the different percentages. 

• Phase 2: Order the S1 set according the score function MediaScore that takes into 
account the recent behavior patterns of the user. The MediaScore function will be 
discussed later. We denote S2 the set returned at the end of this phase. 

• Phase 3:  Order the S2 set according to the current User Preferences profile. 
Items of S2 are evaluated according to the user preferences dimensions in the 
following order: does the item belong to the preferred programs list? Is there any 
favorite presenter/actor in the media item? Does the item fulfill the preferred 
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content categories percentage and proportions between percentages? Finally, 
evaluate the item according to the other variables of the User Preferences profile. 
We denote S3 the set returned at the end of this phase. 

• Phase 4: Select the top media item of S3.    
• Phase 5: Update the log of the user behavior patterns with the selected item in 

Phase 4.  
 

If the user performs a selection action (example turning off the TV set or zapping a 
selected program), the system will apply the UpdateUponAction procedure as follows:  

• Updates the log of the user behavior patterns,  

• Updates the current preferences according to the passing time, watching 
duration and media duration of the last viewed item using the MediaScore 
function. 

• Updates the current elderly status regarding to the requirements of the Media 
Recommendations profile. This means to update the different percentages of 
viewed content categories and subcategories, the daily time spent in 
watching TV and initializing the energy saving timer (if the TV set still on). 
The energy saving timer serves to turn off the TV set if no action from the 
user is captured within a fixed time value (EnerySavingValue constant). The 
default value of EnerySavingValue in our system is four hours.    

At a given moment, the number of available TV programs and external media items is 
important. Performing the previous phases requires a non-negligible computing time 
that can affect negatively the elderly experience. Indeed, the computing time required 
for the media selection implies that the elderly will have no displayed content before 
the result of the selection. Our approach is to perform the different phases of the 
media selection scheme offline, i.e. when the TV set is off or when the user is already 
watching a media item. The result of the selection is stored temporarily. When the 
user performs a new action, the temporarily result is updated in order take into 
account only the time spent to watch the last item (WatchingTime value). If the user 
zaps quickly a media item, updating the temporarily result of the media selection will 
be fast because the last zapped item will not affect significantly neither the media 
selection result nor the user behavior patterns. Indeed, as we will see later, if the user 
spent a short time to watch a media item, this implies that the score of this item will 
not be significant. This is due to the recent passing time of the media item and its 
short watching time value. 

3.2 Evaluating the Media Score 

Our scheme aims to further facilitate the elderly adoption of the system. As stated 
earlier, previous works have pointed the user’s need of control in order to satisfy him 
in using context-aware applications [10]. Our system gives the user the choice to 
control and change selected media content at any moment. Our scheme includes this 



36 T. Lemlouma and M.A. Chalouf 

user control patterns to adjust the user preferences and so the scores associated to 
media content items. If the user selects and spends more time on watching a given 
media item, the item’s score will be increased. If the user spends less time or simply 
ignores an automatic selected item, the item’s score will be decreased. The tacit 
assumption is that the elderly selection of media is a reflection of his preferences that 
can be learned. However, as the elderly preferences may change over time, we focus 
on the recent behavior patterns of the user.  

The following equations are used to evaluate the score of a media item I according 
to the viewing patterns of the user (using logs). We consider the watching time and 
the passing time of similar media items j. WatchingTime (j) returns the time that user 
spent to watch the item j divided by the total duration of j. In (1), we consider that an 
item I will have a better score if the viewer found an interest to stay for a long time 
watching similar content. Content similarities consider the same category and 
subcategories with similar metadata. However, in order to avoid boring the user with 
repeated selections of the same content and the same categories, we will consider the 
passing time importance factor δ. PassingTimej returns the most recent week in which 
the item j was watched. In order to avoid repeated selections that return the same 
result, the δ factor will be positive if the item was watched recently but at least one 
week ago. As the elderly preferences may change over time, items watched before the 
last four weeks will have a negative importance factor (Equation 2). In (2), α is a 
constant that adjusts the importance factor δ to be in the range of 0 to 100 (for a 
passing time from one to four weeks). The value of α is 44,44.   

)( = (I) 
j

jmeWatchingTiMediaScor j ⋅ δ  (1)

( ) ( ) 4sin1sin  = j −⋅−⋅− jj gTimePasgTimePasαδ  (2)

4 Rules Implementation 

In this section, we present the different rules required to implement smart media 
services through the TV set of the user. The system takes into account the Media 
Recommendations and the User Preferences profile discussed previously. Services 
include displaying available TV programs, external media items, incoming calls and 
different alerts. The implementation of incoming calls detection and termination is 
done based on the network capture of the traffic. The user actions are capture using an 
infrared sensor (see Section 5). Rules implementation follows the condition/action 
model i.e. when a given condition is satisfied the smart system performs a given 
action. In our system, conditions are related to the user control or particular events. 
 
User control (rules: R1, R2, R3) 
R1 (condition): the user turns on the TV Set 
R1 (actions): 
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• Apply the Media Selection Scheme; 
• Display the selected Item on the TV Set; 
• Initialize the energy saving timer; 
• If (time to sleep OR the maximal recommended TV time per day  is 

exceeded) Then Display an alert message every thirty minutes; 
R2 (condition): the user turns off the TV Set 
R2 (actions): 

• Apply the UpdateUponAction procedure (Section 3.1); (except the 
initialization of the energy saving timer) 

• Stop playing any external media if it was displayed on the TV set; 
R3 (condition): the user zaps the current media item  
R3 (actions): 

• Perform the user’s action; (this means that the system will accept the user 
control. The media selection process will not be called. The system lets the 
TV set displays the desired TV channel) 

• Apply the UpdateUponAction procedure (Section 3.1) 
 
Events (rules: R4, R5, R6, R7, R8) 
R4 (condition): a media item is completely watched 
R4 (actions): 

• Updates the WatchingTime value of the last watched item; (this field is 
updated in the user’s log with the value of: current time minus the 
PassingTime value) 

• Apply the Media Selection Scheme; 
• Display the selected Item on the TV Set; 

R5 (condition):  it is time to sleep OR the maximal recommended TV time is exceeded 
R5 (actions): Display an alert message every thirty minutes; 
R6 (condition): it is time to take medicine 
R6 (actions):  

• Display an alert message;  
• Perform a pause on the current media item if it is an external media; 

R7 (condition): no user action is received within the value of EnerySavingValue 
R7 (actions): 

• Turn off the TV set; 
• Apply the UpdateUponAction procedure (Section 3.1); (except the 

initialization of the energy saving timer) 
R8 (condition): a call is received 
R8 (actions):  

• Display the call on the TV set; 
• Perform a pause on the current media item if it is an external media; 
• Exclude the call interruption in the WatchingTime value calculation; 

 
In addition to the previous rules, the system performs a volume adjustment each time 
the TV set is turned on or when an external media item or a new TV program is 
displayed. Volume adjustment is based on the Level of Hearing value (normal, 
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medium, hard, very hard) expressed in the Media Recommendations profile. Volume 
adjustment is based on the real volume as sensed by the system using an embedded 
microphone (Section 5). This choice is due to the difference of the real output TV 
volume between:  a TV channel and another one; a TV program and an external 
media; different models of TV sets and finally between the volume of a TV program 
and its included commercial advertisements.  

5 System Implementation and Experimentation 

In order to validate our approach, we have enriched the UNIVERSALLY system [8], 
[9] by the implementation of the context-aware media selection scheme, the user 
control management and rules of the user control and events (Fig. 2). 
 

1- 8

 

Fig. 2. The system components 

In order to implement the User Control Manager, we use a USB infrared receiver 
and transmitter (USB-UIRT [15]). The device allows learning and receiving the 
infrared signals that the user transmits using his remotes. The device allows 
performing different actions on the TV set according to the specified rules. The 
implemented basic actions are: turning on/off the TV set, adjusting the volume, 
selecting the TV video/audio source (channels or PC) and the selection of TV 
channels. Actions are implemented using the USB-UIRT trydrv and uutx commands 
[15]. The infrared receiver/transmitter is connected to a personal computer (DELL 
Precision M6300) where the system components are implemented. The TV set (Sony 
KDL-46Z5500) is connected to the PC through a scart and audio cables. For incoming 
calls, we use a web camera (Logitech HD Webcam C310) with a built-in microphone 
used also in volume sensing and adjustment discussed in section 4. Figure 3 shows 
three tested scenarios in the house of Marie a 60 years old elderly person. In (A), the 
system selected automatically a preferred program (“almost perfect dinner”, in French 
“un dinner presque parfait”, from the French M6 channel). In (B), Marie received a 
skype call from her daughter Lydie. The system switches automatically the TV set to 
the computer call. Marie was able to perform the call using the camera with built-in 
microphone used by the platform. In (C), Marie was watching a selected media item; 
the system notifies her to take her medicine. 

6 Conclusion 

In this paper we have described how smart media services can be provided to elderly 
and dependent persons using their TV sets. We have proposed a media selection scheme 
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(A) (B) 

(C) 

base on the Media Recommendations and User preferences profile. The system 
considers the media recommendations to provide content and services adapted to the 
user situation and health. Selected media are closer to the user needs and preferences 
than any arbitrary TV content obtained after a blindly zapping. Our proposed scheme 
considers the change and evolution over time of the user preferences and makes selected 
media items dynamically adapted to current preferences. The proposed approach made 
the system tuned towards preferences and needs of the elderly. The use of TV sets 
increases the acceptance of advanced technologies and services by elderly. The user’s 
acceptance of the proposed system was a key criterion in our approach. Unfortunately 
this aspect is generally ignored in previous context aware approaches. The next step of 
our work will concern the evaluation of the user acceptance and quality of experience in 
using our system. Concretely, one of the identified metric is to measure, over time,  
the number of media items returned as a result of our selection scheme and zapped by 
the user. This number should decrease if the user is satisfied. Also, we will consider the 
time spent to watch selected items and enabling the dynamic change of the proposed 
Media Recommendations profile. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Three tested scenarios: preferred program (A), incoming call (B) and medicine 
notification (C) 
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Abstract. This paper describes the user centered development of a mobile 
assistance and supervision system for cardiac disease patients. Smartphones are 
used to collect data from wireless sensors like ECG, blood pressure or oxygen 
saturation sensors while a patient is exercising outdoors. All data from the 
wireless sensors as well as GPS information is sent to a supervision center 
where doctors and sport therapists analyze the data in a collaborative and 
interactive setting. We here present the User Centered Design process, the 
technical realization as well as the interaction modalities of our system. 

Keywords: Mobile rehabilitation, cardiac diseases, telemedicine, mobile 
assistance, interactive visualization, supervision, user centered design. 

1 Introduction  

Cardiorespiratory fitness is a health protective factor. “Fit people", persons with a 
high fitness level, have a longer life expectancy [1] since physical activity reduces the 
risk of a cardiac event by the positive adaptation of the musculoskeletal and 
cardiovascular system [2]. Therefore, in Germany health initiatives have been 
established to increase the motivation for physical activity. Such initiatives are not set 
up for specific diseases but address the average population.  

Cardiovascular diseases (CVD) remain the number-one cause of deaths worldwide, 
with more than 80% of deaths from CVD in low- and middle-income countries [3]. 
The reduction of mortality is associated with the activity level. People with CVD need 
an adapted and monitored training to avoid over exertions and prevent further cardiac 
events. Cardiac rehabilitation is established after a cardiac event in order to minimize 
the cardiovascular risk factors in the long term. However, existing studies indicate 
that the success of this kind of rehabilitation only persist for about one year [4] since 
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follow-up offers don’t exist and patients tend to abort continuous exercises and a 
healthy lifestyle.  

In Germany outpatient heart groups are the only offer of cardiology secondary 
prevention. However, these groups are not nationwide represented and temporally 
inflexible, so that only about 13-40% of CVD patients participate [5]. Therefore, 
health initiatives that are geared specifically to elderly and persons with CVD are 
extremely necessary. For that reason within the ITEA2 research project "OSAmI - 
Open Source Ambient Intelligence Commons", funded by the Federal Ministry of 
Education and Research in Germany, an indoor bicycle ergometer with an integrated 
telemonitoring system was developed. In collaboration with computer-, information- 
and sports scientists as well as medical technicians an intelligent bicycle ergometer 
for patients with CVD was built. The ergometer bike can be controlled by a patient 
via a 15” touch screen that is mounted to the handlebar. The vital data of a patient is 
measured using a 3-lead-ECG, an oxygen saturation sensor and a blood pressure 
sensor. All sensors use Bluetooth for sending the vital data wirelessly to a nearby 
receiver station. This station is connected to the Internet and sends all vital data and 
all bike data in real-time to a medical center, where supervisors observe the data. A 
supervisor can adapt the training and remotely change the bike settings. Further on, 
the system has an integrated alarm system to prevent over- and under-loads [6].  

Since heart patients need different types of training regarding different histories of 
CVD and because of the different cardiorespiratory level, the OSAmI system offers 
three different exercise types: heart rate controlled training, constant load training and 
interval training. To gather personal feelings about the current wellbeing of the 
patient, they need to answer questionnaires before and after every training in order to 
get information about medication intake, the deterioration of the disease, the 
perceived difficulty of the training etc. The OSAmI system has a huge potential to 
motivate and support elderly people and patients with CVD to physical activity [7]. A 
training can be absolved flexible in time and under safe conditions, because the vital 
data is live monitored and the supervisor is able to adapt the load and duration of the 
training immediately. The attractiveness of this form of training was rated very high 
in a first user study [8].  

However, an indoor ergometer training can be very monotonous. Therefore, we 
developed an outdoor scenario that is introduced in this paper. Patients participating 
in the OSAmI program can take their wearable equipment outside. A mobile gateway 
like a smartphone is needed to collect the data from the wireless sensors and send it to 
the medical center for supervision. Further on, GPS information is collected and also 
transmitted. The vital data can be monitored while patients are hiking or cycling 
outdoors producing a save feeling for them. Further on, the mobile gateway is able to 
locate the trained person. If an acute cardiac event happens, the emergency doctor can 
locate the patient rapidly. 

The structure of this paper is as follows: We will first address some related work in 
the area of mobile supervision and observation systems as well as our work on User 
Centered Design (UCD) within the OSAmI project. Next we will describe the 
technical realization of the mobile scenario. We will further on introduce an 
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interactive setup that allows a team of medical experts to supervise the mobile data on 
a tabletop device. The paper ends with a conclusion and some ideas for future work. 

2 Related and Previous Work  

Since smartphones are wide spread these days and millions of mobile Apps have been 
programmed and published, there are also many of them that address sportsmen or 
people who need extra care. Many so-called sport tracker applications are available, 
e.g. Endomondo1 or Sports Tracker2. These Apps are available for various kinds of 
smartphones and besides GPS data they are also able to measure the heart rate of the 
user via chest straps. As long as a mobile data connection is available the data is 
transmitted to a portal where the community can see the current location and heart 
rate of a user. However, supervising cardiac disease patients is much more critical 
since a huge amount of data like ECG has to be transmitted in real-time. Therefore, 
until now these applications are only suitable for sportsmen, not for cardiac disease 
patients to control exercise.  

In the area of medical assistance many mobile application scenarios have been 
developed and realized. Also applications that analyze ECG data have been created, 
e.g. for ECG monitoring at night-time [9]. Other systems collect data that is not that 
dynamic and critical, like the weight of a patient, her nutrition during a day or general 
activity analysis [10] using acceleration or GPS sensors. The home-based cardiac 
rehabilitation care model “TuneWalk” [11] is a measurement system and software 
tool for a mobile phone platform. This mobile application gives guidance to the 
patients during home exercises using heart rate and physical activity analysis and also 
stores long-term information about their progress during the weeks of the 
rehabilitation program. The measured data is sent to a server for remote exercise 
performance analysis and consultation by the patient's personal mentor. However, 
most approaches are quite simple and do not consider real-time transmission of vital 
data or live supervision. Further on, they do not address the special use case of 
rehabilitation and sport exercises. 

Cardiac disease patients require individual training plans and often also live 
supervision and adaptation of these plans. For every critical patient medical supervisors 
need to know the vital data like ECG, blood pressure and oxygen saturation in real-time. 
The OSAmI system offers all the technical components that are needed to turn this 
scenario into reality. 

However, in order to create a medical product also the usability is an important 
factor. User Centered Design (UCD) is an established methodology in the software-
industry that focuses on the users of a future system and aims to create solutions that 
fits the users needs, their requirements and supports their tasks and goals. The 
usability of products gains in importance not only for the users of a system but also 
for manufacturing organizations. According to Jokela [12], the advantages for users 
are far-reaching and include increased productivity, improved quality of work, and 
                                                           
1 http://www.endomondo.com/ 
2 http://www.sports-tracker.com/ 
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increased user satisfaction. Manufacturers also profit significantly through a reduction 
of support and training costs [12]. In order to create usable solutions it is necessary to 
involve potential users in early stages and during the process of development. UCD 
adds to this by providing methods applicable at different stages in the process of 
development. 

To sum up, technical approaches exist that address sportsmen or elderly people 
who need special care. However, to the knowledge of the authors no system exists 
that offers the mobile collection of vital data like ECG, transmits this data in real-time 
to a supervision center and offers supervisors the possibility to observe multiple 
patients at the same time in a collaborative setting. Therefore, we will describe the 
technical realization within a UCD process that included patients, doctors, sports 
therapists and sport scientists in the next sections. 

3 The Mobile Client 

This section describes the technical realization of the mobile rehabilitation client that 
runs on a smartphone. It’s main task is to manage the communication to the 
supervision center and transmit the sensor data. Further on it must provide an easy to 
use user interface and assist a patient especially in critical situations. 

On technical level the system is message-based. All clients as well as the server 
application share a common XML-based message format and connect transparently 
using the XMPP protocol. With XMPP an arbitrary number of devices can be used 
platform-independently. The protocol supports presence detection and various 
communication schemes like publish-subscribe, notifications, etc. The architecture 
distinguishes between three categories: mobile trainee clients, mobile coach clients 
and stationary clients. The mobile trainee client (realized with AndroidTM) connects to 
the vital data sensors using Bluetooth but also other communication technologies like 
ANT+ have been implemented. The monitored data is processed using the C-LAB 
context store3 component, which is an open-source framework for designing arbitrary 
context processing solutions. Whenever communication is available monitored data is 
send to the central server. On this server the coach clients are registered as recipients 
of the data. The combined data is then transferred to these clients. The architecture 
allows simultaneous use of a mobile coaching client and the stationary solution (see 
next chapter).  

On the client side the information from the sensors and the user portal is processed. 
The trainee can see her training schedule and her position on the map including the 
tracks (see figure 2). In one of our first interview sessions with patients we found out 
that patients want to be able to see their own vital data on a display [8] (which isn’t 
the case during an on-site ergometer training in the clinic). Therefore, the vital data is 
displayed and if predefined limits are violated automated warnings are given. The 
warnings are presented using multimodal feedback via audio, vibration feedback and  
 
                                                           
3 http://www.c-lab.de/en/publications/services_downloads/ 
 c_lab_open_source/contextstore/ 
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Fig. 1. OSAmI architecture 

visually on the smartphone screen. This ensures that she is informed about important 
information even though she’s currently exercising without having the device in front 
of her (e.g. wearing it in a pocket). An online supervisor receives the same data and 
alerts. Additionally she can directly modify the training parameters, or contact the 
trainee. In a medical scenario the recorded data can be discussed with the trainees and 
the training plans can be adapted. The screenshots in figure 2 demonstrate the mobile 
trainee application in action. 

On the server (see figure 1) the training data is managed and the training plans are 
provided for the trainee. Training plans can contain different activities of various 
sport types with specific constraints on the vital data. They are based on one of the 
OSAmI-Trainings presented in the beginning (heart rate controlled, constant load or 
interval). Connection loss is handled transparently. If the connection is restored all 
buffered data is transmitted automatically so there is no “gap” in the final training 
report.  

The entire system has been realized by COTS (Samsung Galaxy Tab, Samsung 
Galaxy I9000) and standard open-source server implementations. The results from our 
earlier studies for designing the user interfaces and icons [8] were used during the 
development. In the next section we will described how the vital and GPS data of the 
mobile clients is supervised by medical experts in a collaborative setting. 

4 Collaborative Supervision  

During one of our on-site studies [13] we have observed that the supervision of 
cardiac disease patients during rehabilitation exercises can ideally be performed in 
teams. In the cardiology clinic Schüchtermann Schiller’sche Kliniken in Bad 
Rothenfelde, Germany, we observed that often teams of two or three sport therapists 
or doctors supervise a group of about 16 patients exercising on ergometer bicycles.  
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Fig. 2. Screenshot of the mobile client 

Since outdoor exercises are much more dynamic they require a more concentrated 
observation. Therefore, we think that a supervision team of four or five sport 
therapists, doctors or other medical experts might be suitable to observe a group of up 
to 20 patients. This is because there might be several patients at the same time that 
need detailed supervision, the risk of missing a critical situation is lower but also 
because the supervision can be best performed within a collaborative decision 
process, so discussions between supervisors are very important. The challenge is to 
create a working environment that supports group work, enables the visualization of 
huge amount of data and supports collaborative decision processes at the same time. 
Further on, everyone from the group must be able to interact with the system at any 
time and the usability of the system has to taken into account because critical 
decisions have to be made within seconds frequently.  

Therefore, we extracted the requirements for a collaborative supervision system 
within a UCD process that included interviews and observations. During a first visit 
we observed an on-site training in the clinic in order to get familiar with the current 
training setup and procedure. We recognized that supervising sport therapists not that 
much focus on the two large-scale monitors where all the vital data of the patients is 
presented but often walk around in order to visually observe the patients and talk to 
them. During a second where visit we held interviews with four sport therapists we 
got the feedback that the overall well-being of a patient can best be analyzed by 
observing their behavior, movements, skin color or sweating condition. Since such 
kind of observation is not possible in remote situations it is very important that:  

• More than one supervisor is present in order to reduce the risk for overseeing a 
critical event. We therefore designed the supervision application in such a way 
that about five supervisors can use it coactively. 

• All information about the patients is available to every supervisor. Since 
displaying all information at the same time would end up in a confusing user 
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interface only the most important things (alerts and GPS positions) are presented 
while all other data is callable on demand. The presented information must be 
visible from different position and adjustable by every supervisor easily. 

• Algorithms for the automatic detection of events like over- or under exceeding 
a limit previously assigned to a vital data value are used and alarms occur. 

• Supervisors can send feedback like audio or text messages to the patients. 
• Routines for handling malfunctions in the data transmissions exist (e.g. 

informing the patients about connection errors and giving hints on how to 
proceed or pause the training). 

 

 

Fig. 3. Screenshot of the tabletop application showing details of four simultaneously exercising 
patients 

Using this requirements we created a prototype application on our multitouch table 
useTable4 (see figures 3 and 4). The useTable offers a 72” horizontal multitouch screen 
with full HD image projection. Past research has proven interactive tables to be 
especially beneficial for collaborative decision support systems [14,15]. The size of the 
useTable is perfect for groups of five or six people distributed on all sides of the table. 
Besides multitouch the useTable is also able to detect physical objects (tangibles) that 
are placed on the screen. We used these tangibles for map manipulation. After a tangible 
is placed on the table zooming can be performed by rotating the tangible and moving the 
map is performed by moving the tangible. Since only one map-tangible exists everyone 
in the group can see and understand what is happening and which person is currently 
interacting with the map. This realization perfectly addresses the interaction awareness 
[16] of the group. Further on, multitouch gestures for map interaction would end up in 
chaos because often multiple persons are touching the table at the same time. Figure 3 
shows a screenshot of the application. It can be seen that four patients are exercising at  

                                                           
4 http://www.usetable.de 
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this time. The windows with detailed information about vital data can be popped up or 
minimized by touching the patient’s icon on the map. Users can switch between textual 
and graphical representation by clicking a button in the window. If an alarm occurs (e.g. 
the vital data has exceeded a predefined limit or a patient’s smartphone lost it’s 
connection), the information window pops up automatically. All windows on the screen 
can be moved, rotated and scaled using multitouch gestures allowing everyone on every 
side of the useTable to see the data and interact with it. In order to change the limits for 
heart rates etc. a user has to identify herself by placing a so-called chief-tangible on the 
table. Doing so creates a popup window that allows for such kind of manipulations (see 
figure 4, right). This addresses the required rights and role-management since not every 
supervisor is allowed to change these values for every patient. 

 
 

 

Fig. 4. Picture of the useTable (top left) and a tangible object allowing an authenticated 
changing of heart rate limits (right: select patient, bottom left: change limits) 

In the third step of the UCD process we invited qualified clinic staff (doctors, sport 
therapists and sport scientists) to review this prototype and got positive but also 
critical feedback. In general the system was evaluated as highly interactive and very 
useful. However, there is still some work to do to address the specific use case of 
collaborative supervision of heart disease patients. Therefore, the next version of the 
system will include a third party ECG renderer. Further on the authentication through 
the tangible objects has to be improved. At the moment the recognition is done by a 
simple black and white pattern that can be easily reproduced. We are currently 
working on an RFID based authentication [17]. Last, we are planning to implement 
algorithms that address the loss of connection of a smartphone during exercises. For a 
limited period of time the system could forecast this situations and also forecast future 
positions and vital data based on available routes and altitude profiles. 
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5 Conclusion  

In this paper we introduced the mobile OSAmI system that we developed within a 
User Centered Design process. Cardiac disease patients can use their smartphone for 
collecting vital data like ECG, blood pressure or oxygen saturation from wireless 
sensors. This data, as well as the GPS position, is sent to an observation center where 
a team of medical experts can supervise the training of multiple trainees in a 
collaborative setting including an interactive tabletop device. 

Even though the User Centered Design process is still ongoing and the system still 
a prototype we think that this approach has a huge potential. In the next iteration of 
the process step we plan to solve the problem of loosing network connectivity by 
predicting positions and vital data developments. After doing some refinements on the 
visualization and interaction the next review by experts from the clinic is planned. 
Further on, the developed technology is also suitable for other use case scenarios. 
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Abstract. In industrialized countries the share of elderly subjects is in-
creasing. Hence, diseases or symptoms associated with aging are more
common than they were in the past. As a consequence, more effort is
invested into research analyzing the effects of aging on the motion and
cognition. However, economical and flexible methods to measure motion
and its cross-effects with cognition are still missing. Therefore, we de-
veloped a new approach which neither requires a specific location, large
infrastructural requirements, nor does it require large investments. We
base our setting on match-box sized inertial measurement units (IMUs)
attached to the participants’ legs. 47 elderly subjects participated in our
study where we analyzed the interplay between cognitive load and gait
features. We show that it is feasible to automatically detect episodes
of interest, e.g. straight path, during walking periods of a subject only
using IMU data. Our approach detects the steps autonomously and cal-
culates gait features without supervision. The results demonstrate that
cognitive load induces a significant increase (p = 0.007) in step-duration
variability from 16ms (baseline) to 21ms (load). Our findings demon-
strate that IMUs are a proved alternative to static setups that usually
require a non-trivial infrastructure, e.g. optical movement tracking.

Keywords: wearable computing, gait analysis, elderly people, risk of
falling, imu, sensors.

1 Introduction

Increasing age might affect people in motoric skills as well as in cognitive per-
formance. In general, the ability to sit, stand, walk and to perform activities of
daily living (ADL) can be condensed in the term mobility. Mobility contributes
the lion’s share to an elderly persons’ independence and as such is a combination
of mental resources and their physical expressions. Limited motoric or mental
capabilities result in a lowered mobility and with reduced mobility the risk of
falling (RoF) increases [1]. If we can objectively measure mobility of a person,

B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 51–60, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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there might be a model to predict her RoF. This is our main motivation: To
estimate automatically the mobility of elderly people with future applications
for safety in mind (e.g. reducing RoF).

In this paper we focus on gait features as they are by nature closely linked to
RoF. It is known that gait features are affected by cognitive load levels of a sub-
ject. Especially for elderly people the threshold level where gait-feature-changes
are noticeable is low [2] (compared to younger individuals’ levels), sometimes as
low as a task of subtracting numbers.

We demonstrate that a sensor-based automatic acquisition and analysis setup
is a efficient alternative to the currently used methods. To this purpose we are
looking at the step duration and its dynamics in situations with and without
cognitive load. We present the analysis and results of a study with elderly people
(aged 65+) and analyze the changes of gait features between a baseline setting
(i.e. common walk) and a setting where the subjects were under elevated cog-
nitive load while walking. We compare state-of-the-art (SoA) to our approach
and show that we can detect the differences between situations with elevated
cognitive load and situations without.

Furthermore, our longer-term goal is it to contribute to a transparent estima-
tion system - not requiring any special action by the subjects - to make statements
about a human’s relative mental load level and the consequences for her motoric
performance. We position our work as an initial contribution to that goal.

2 Related Work

2.1 Tests Not Using Electronic Devices

In general, in geriatrics the term mobility refers to a person’s aptitude of per-
forming a physical task in her everyday life. The definition of mobility is usually
tailored to a specific target group, e.g. hospitalized patients or subjects at home
and to a specific environment, e.g. medical care facility, home etc. [3, 4].

One of the most often used mobility indices (MI) is the timed-up-and-go test
(TUG) first introduced by Podsialdo et al. [5] which is analyzed in more detail
by Thrane et al. in [6]. TUG is often used as an indicator for RoF of a person.
It measures the time a person needs to rise from a chair and walk a given dis-
tance. The Short Physical Performance Battery (SPPB) [7] focuses on the lower
extremities and their functionality. SPPB can be divided into three sections:
Balance Tests, Gait Speed Test and Chair Stand Tests (similar to TUG). The
Motor Assessment Scale (MAS) [8] analyzes 8 motor functions. In particular,
it also assesses transition movements (standing up), static tasks (standing still)
and dynamic tasks (walking).

2.2 Tests with Electronic Devices

Webster et al. [9] introduced the GAITRite sensor system used for the evaluation
of walking performance1. This sensor system consists of a pressure sensitive mat

1 GAITRite Gold, CIR Systems, Easton, PA.
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in various sizes. The largest model is about 1m wide and 7.5m long, allowing for
the analysis of step length, step width and frequency. Webster et al. compared
the system’s performance to a state-of-the-art optical 3D motion tracking sys-
tem, e.g. VICON. Van Iersel et al. [10] investigated the effect of cognitive dual
tasking on balance of older adults. They used the GAITRite system for data ac-
quisition and extracted spatial features of gait (e.g. stride length) and temporal
gait features (time variability). Hollman et al. [11] performed a study incorpo-
rating older and younger subjects. In that study they analyzed the differences
of dual-task walking between the two age groups. Kuys et al. [12] used a system
to evaluate spatio-temporal gait features of stroke patients: the researchers used
the data from the system to compute the MAS gait score of the patients. In [13]
Bamberg et al. present a sensor system that provides three pressure measuring
points as well as orientation data of the feet using intertial measurement units
(IMU). All system components were integrated in a shoe. The authors used that
system to analyze heel-strike and toe-off events during gait periods as well as
the feet orientation. Within a sport focused setting Strohrmann et al. [14] used
IMUs attached to the legs to analyze the running behavior of healthy younger
people.

2.3 Evaluating Cognitive Features

Theill et al. [15] suggest that performing simple mathematical calculations2 suf-
fices to generate sufficient cognitive load to induce a measurable physical re-
sponse of a subject. In their paper they present a precise method for measuring
situations with cognitive loads of varying degree. Schaefer et al. [16] demon-
strate that elderly subjects, when put under cognitive load, express an increased
variance in step frequency and might even show difficulties maintaining balance.
They used a variant of the N-Back test [17] to induce elevated cognitive load lev-
els in their subjects. Schaefer et al. contributed to the motivation of evaluation
training impact on cognitive performance and motoric fitness.

Cinaz et al. developed in [18] a system to estimate mental workload using the
heart rate variability. They were able to train a classifier separating the instances
of low mental workload from samples with higher mental workload. Cinaz et
al. showed that the links between cognitive load and physical expression are
abundant and feasible to measure.

3 Experiment

3.1 Hypotheses and Approach

We aimed at demonstrating the feasibility of using sensor data from IMUs to
automatically detect periods of regular walk. During those intervals distinguished
between situations without and situations with cognitive load. For this purpose
we have setup a study where elderly people were asked to perform a simple

2 e.g. starting from 50 subtract consecutively 2.
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walking task once with, and once without a cognitive task in parallel. In the
following sections we are going to provide the details.

3.2 Participants

Elderly people at the age 65 or older were recruited for the study. The inclusion
criteria for participants was an age within the range [≥ 65, 85 ≤]. The appli-
cants for participation had to pass a cognitive screening test [19] in order to be
included in the study. To assess their overall motor activity we asked them to
perform TUG. We were interested in healthy subjects with no evident disabil-
ities. Subjects included in our study tested normal in the cognitive test and in
the motoric evaluation, TUG. Out of 63 participants 47 individuals (32 female
and 16 male) successfully completed the study and we could use their data for
our evaluation3. The subjects’ demographics are listed in Table 1 .

Table 1. Age distribution of the 47 subjects

Min Max Mean Std.Dev.

overall 65 84 71.77 4.89

female 65 81 71.71 4.70

male 65 84 71.88 5.33

3.3 Measurement Setup

For the testings we equipped the subjects with sensor devices. In order to track
gait features of our subjects we used four IMUs by XSens [20]. With Velcro straps
we attached on each shin and each thigh a sensor having the x-axis pointing
towards ground (cf. Figure 1a ). Four sensors at these locations allowed us to
track more features than just step durations: angles between shin and thigh, leg
orientation etc. The devices were tethered; the data was sent to and power comes
from a gateway device (transmit station) that was worn by a belt around the
subjects’ waist. We configured the devices to report raw acceleration, rotation
rate values, but also Euler angles which reflect the orientation in space relative
to the earth.

At 50Hz motion data was streamed via Bluetooth to a standard notebook
where we stored it for later analysis. Higher sampling was not possible due to
bandwidth limitation of the Bluetooth system.

The subjects were additionally recorded on video for a validity check of
our automatic feature calculations. Data analysis was performed offline using
MATLABR©.

3 For the first 15 subjects our measurement setup suffered a technical problem and
the recordings failed. One subject did not perform a testing at all. Our set therefore
contains data from 47 subjects.
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(a) Subject with four sensors
and one gateway.

(b) The path for tasks 1
and 2.

Fig. 1. Test procedure illustrations

3.4 Test Procedure

At the beginning of the test session the mental test [19] (Mini Mental State
Evaluation, MMSE) was presented to the subjects in direct interaction with an
expert. This study controller (a psychologist) asked the questions and noted the
answers of the subjects on the evaluation sheets. We required the subjects to
score above 26 to be included in our study.

Motoric testing was performed with an instance of TUG: subjects were asked
to sit on a regular chair. The controller then asked the subjects to stand up.
Time until completion was measured starting from the issue of the command
until the subject was in an upright position. TUG scores above 10 seconds are
considered as noticeable [7].

During testings, subjects were two times required to walk down a aisle of
length 10m, turn around and walk back again (baseline testing, task 1). In the
second part of the testing we asked them to do the walk as before but now while
subtracting from a random number provided by us (arbitrarily chosen from the
set [501, 502, 503]) at each step a specific number, i.e. 7 (task 2).

4 Methods

We primarily wanted to compare statistics of the data from the baseline task to
data from the cognitive-load task. To this purpose we firstly needed to detect
the intervals in our data that were of interest, e.g. periods of straight walking,
segmented by turning points. These intervals were detectable using the magne-
tometer data. In Figure 2a an axis of a magnetometer is plotted in blue. In the
high frequency spectrum the steps are visible, the four changes of the mean value
correlate with the walking direction of the subject. We calculated the turning
points by first applying a smoothing, e.g. low-pass, filter to the data (red curve).
Then, we used the sign of the slope (magenta) of this curve as the limits for the
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intervals. Finally, we declared the turning point as the mid-point of a decreasing
interval. To maintain comparability to related work we analyzed the walking in-
terval for the first 20m, (2×10m). Therefore, only data until the second turning
point (start position) was used. The turning points were detected by our algo-
rithm without false positives. At each turning point we disregarded two steps
before and one step afterward since we were only interested in statistics from
straight walk.

Next we detected the steps using SoA [14] on the accelerometer signals. The
steps manifest themselves as peaks in the accelerometer signal. In Figure 2b a
fragment of a data set is shown: the accelerometer signal is in blue, the step
locations are marked with red circles. Our focus lied on the variances of step

(a) Intervall detection (x-axis) (b) Step detection

Fig. 2. Analyzing gait data

duration for task 1 and task 2. Hence, the time delays between individual steps
served as input for our further analysis: For each subject we calculated the step
durations for the baseline task (task 1) and for the cognitively loaded task (task
2) in milliseconds. Next, we calculated for each task t = {1, 2} for each subject i
the mean μi

t, the median mi
t and standard deviation σi

t (or variance, resp.) of the
step durations. We denote the collection of all μj

k of all subjects for task k as the
vector μ̄k. The definitions for σ̄k and m̄k are analogous. Since we are interested
in individual changes we calculated the difference of μi and σi between the two
tasks for each subject i: μ̃i and σ̃i, resp. μ̃i := μi

2 − μi
1, σ̃

i := σi
2 − σi

1. So, μ̃
3

is the positive or negative change of the mean value of the step durations for
subject 3.

In our analysis we looked at the set of means for both tasks, μ̄1, and μ̄2, resp.
We also considered the sets of standard deviation for both tasks, σ̄1 and σ̄2.
Finally, we also analyzed the set of individual progresses, ¯̃μ and ¯̃σ.

In order to make a statement about the development of gait features between
task 1 and task 2 we needed to compare the variances of step duration of the
first task to those variances from the second task. A requirement for a valid
comparison is the two sets originate from the same distribution, e.g. a Normal
distribution. The distribution parameters for each of the sets might be different.
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We used the Lilliefors test [21] based on the Kolmogorov-Smirnov test [22]
to verify task-1 data and task-2 data are from the same distribution family.
Lilliefors’ test performs better for smaller sample sizes than the Kolmogorov-
Smirnov test.

For visualization the QQ-Plot [23] allows for graphical comparison of two
distributions: it draws the quantiles of two empirical distributions against each
other.

Finally, the variances of the two data sets were analyzed with a person-
independent analysis of variance (ANOVA4).

5 Results

The validation of equality of distribution between the two sets yielded a positive
result: in Figure 3a we show that the baseline data set and the cognitive load
set originate from the same distribution family. The blue points represent the
quantiles of the distributions. The abscissa represents the distribution for task 1
the ordinate is for task 2. Indicated in red is the linear interpolation line for the
two sets. As can be seen the two sets relate in a linear manner to each other.

The evaluation of the Lilliefors test [21] for either set accepted the null hy-
pothesis of the data originating from a normally distributed population with a
confidence level α = 0.05.

During evaluation we noticed that the sensor at the shin positions produced
the best signal-to-noise (SNR) ratio. The shin sensors were less susceptible to
motion noise that may be introduced by low-friction clothing (like synthetic
trousers) and the sensor devices moving uncontrolled relatively to the leg or
textile. We believe this result is caused by a looser attachment of the thigh
sensors as a consequence of the thigh being by nature more sensitive to pressure
than the shin. A tight Velcro was considered uncomfortable at that position.
Too tight strappings might even have had an impact on the gait pattern. The
shin, however, is not that sensitive and the muscular tissue does not perform
large movements. Due to this reasons we decided to evaluate for each subject
data solely from one (e.g. the left) shin sensor. A manual verification of the peak
positions proved that the step detection algorithm worked with 100% accuracy.

Cognitive load had a significant impact on the gait features. This effect on the
variance of step duration can be seen in Figure 3b where we draw probability
plots for the two sets. In the plot data points (e.g. step durations) are plotted
against their probability. The blue points mark the data points from the first
task, the data of the second task is in green.

We performed a person-independent ANOVA test: In Table 2a we list the
results of our analysis. In each line we report the mean value for the features μ̄k,
σ̄k and the median, mk resp., introduced in Section 4 . Additional to the mean
values of the features we provide also the standard deviation. All values are in
milliseconds. The F column are the F -numbers from ANOVA5. The p−values in

4 Using a one-tailed significance level of p = .05.
5 F -statistics from the ANOVA test: F =

between-group variability
within-group variability .
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(a) QQ-Plot of mean values for baseline
task and cognitive load task

(b) Cumulative Probability plot for base-
line task and cognitive load label

Fig. 3. Comparing tasks

Table 2. Results of analysis

(a) ANOVA

Feature Task 1 (ms) Task 2 (ms) F p

σ̄k 16.84 ± 5.17 21.64 ± 10.62 6.62 0.007

m̄k 513.04 ± 45.41 547.39 ± 63.82 8.85 0.0038

μ̄k 514.93 ± 44.24 549.01 ± 62.88 9.04 0.0034

(b) Mean changes.

Feature Value (ms)

¯̃σ 4.8065

¯̃μ 34.0807

the last column in Table 2a indicate that all three features differ significantly
between the two testings.

Table 2b depicts the mean changes on gait features induced by the cognitive
task. The standard deviation between the baseline task (task 1) and the cog-
nitive load task has increased by 4.8ms (mean). The mean of the mean values
increased by 34.1ms. The variability of the step duration changes from baseline
to cognitive loaded situations and the mean step duration increases. Our findings
are comparable to previous findings of related work [10, 11].

6 Conclusion and Future Work

In this paper we have taken the first step towards an autonomous mobility as-
sessment system by automatically analyzing the correlations of gait features and
cognitive load with an IMU setup. We have shown that by using step duration it
is possible to distinguish between situations of cognitive load and those without.
We have also provided a proof-of-concept for the feasibility of performing the
analysis automatically. In our paper we successfully demonstrated that with a
minimal setup of one single inertial measurement sensor it is feasible to conduct
studies equivalent to SoA, but requiring substantially less infrastructure, e.g. no
cameras, no human resources etc. at arbitrary locations.
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We are going to base our future work on the results and findings of this
study. We further believe that for future gait analysis it is possible to reduce the
hardware requirements even more. We envision a single-sensor setup - untethered
- providing us with gait features like the ones used here but also with additional
ones. We believe that there are training effects over longer periods of time:
redoing task 2 several times over a longer time span might reduce the effect
of the cognitive load. We want to measure this progression in the future. Also,
generalizing our setup even more in order to allow for many more movement
features is planned for the future.

We envision a automatic system to assess mobility: an unobtrusive self-
contained sensor system that constantly monitors the movement of its wearer.
This paper represents a part of the whole, but for the future we want to add
additional modalities and more importantly at some point leave the lab setting
and go into real life environments.
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levels. In: Proceedings of IADIS eHealth Conference, pp. 189–193 (2010)

19. Folstein, M.F., Folstein, S.E., McHugh, P.R.: “Mini-mental state”. a practical
method for grading the cognitive state of patients for the clinician. Journal of
Psychiatric Research 12, 189–198 (1975)

20. XSens, http://www.xsens.com/
21. Lilliefors, H.W.: On the kolmogorov-smirnov test for normality with mean and

variance unknown. Journal of the American Statistical Association 62, 399–402
(1967)

22. Kolmogorov, A.N.: Sulla determinazione empirica di una legge di distribuzione.
Giornale dell’Istituto Italiano degli Attuari 4, 83–91 (1933)

23. Wilk, M.B., Gnanadesikan, R.: Probability plotting methods for the analysis of
data. Biometrika 55, 1–17 (1968)

http://www.xsens.com/


On the Use of Nomadic Relaying for Emergency
Telemedicine Services in Indoor Environments

Inam Ullah, Zhong Zheng, Edward Mutafungwa, and Jyri Hämäläinen
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Abstract. The need for high-quality on-the-spot emergency care necessitates
access to reliable broadband connectivity for emergency telemedicine services
used by paramedics in the field. In a significant proportion of recorded
cases, these medical emergencies would tend to occur in indoor locations.
However,broadband wireless connectivity may be of low quality due to poor
indoor coverage of macro-cellular public mobile networks, or may be unreliable
and/or inaccessible in the case of private Wi-Fi networks. To that end, relaying
is emerging as one of promising radio access network techniques that provide
coverage gain with improved quality of service. This paper analyzes the use
of nomadic relays that could be temporarily deployed close to a building as
part of the medical emergency response. The objective is to provide improved
indoor coverage for paramedics located within the building for enhanced
downlink performance (throughput gain, lower outage probability). For that
scenario, we propose a resource sharing algorithm based on static relay link
with exclusive assigned subframes at the macro base station (MBS) coupled
with access link prioritization for paramedic’s terminals to achieve max-min
fairness. Via comprehensive system-level simulations, incorporating standard
urban propagation models, the results indicate that paramedics are always able to
obtain improved performance when connected via the relay enhanced cell (REC)
networks rather than the MBS only.

Keywords: Emergency Telemedicine, Relay Node, Relay Enhanced Cell, Indoor
Coverage, Long-Term Evolution, Outage Probability.

1 Introduction

Emergency telemedicine is the usage of telecommunication technologies by Emergency
Medical Services (EMS) providers (hospitals,paramedics,etc) so as to ensure a rapid
and coordinated medical care to patients at emergency sites [1, 2]. This typically en-
ables emergency use cases, such as, setting up a communications link to provide field
paramedics with expert opinion from physicians at a hospital or trauma center, thus
enabling better-informed diagnosis or medical interventions by the EMS responder. Or
then, a high-speed link may enabling sharing of large amounts of patient measurements
or images prior to transfer to relevant trauma center.

B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 61–68, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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Contemporary modern communication technologies, especially the wireless tech-
nologies (e.g modern wireless,Wireless Local Area Network or WLAN,satellite,etc)
improves the intra- and inter-organization (hospitals,fire brigade,police station,etc)
collaborations in emergency or disaster management [2,3]. Furthermore, the continued
developments in mobile broadband networks are now opening new possibilities in
emergency telemedicine for exchange of diagnostic-quality digital medical images (e.g.
ultrasound scans) and high-resolution interactive or streaming video from emergency
sites [3]. Nevertheless, these broadband mobile network technologies also inherit
some network limitations(resources scarcity,link throughput,etc), particularly in indoor
environments, where the distant outdoor MBS yields poor radio links with low SINR
levels (Signal-to-Interference-and-Noise-Ratio) due to in-building penetration loss
and distant-dependent path losses [4, 5]. This will in-turn leads to less than optimum
quality of service (e.g. reduced link throughput) which may prove to be unreliable for
emergency telemedicine applications, particularly for indoor environments where most
medical emergencies have been noted to frequently occur [6].

Relaying is emerging as one of the promising radio access techniques for provid-
ing coverage gain and improved quality of service in cell edge and/or indoor environ-
ments [4,11–17]. This paper aims to show the relaying benefits (one being the improved
throughput in indoor environment) in a REC network from the perspective of the indoor
emergency telemedicine use case. To that end, we perform a comparative study of the
REC network performance (in terms of throughput and outage probability) against that
of the conventional macrocellular connectivity used in existing mobile networks. In
the remaining part of the paper, Section 2 presents the comparative analysis of com-
munication technologies and potential benefits in indoor emergency telemedicine use
case scenarios, while Section 3 outlines the system model considered for this study.
Simulation methodology and results with conclusive remarks are provided in Sections
4 & 5 respectively.

2 Nomadic Relaying for Emergency Telemedicine Services

A number of wireless networking technologies are considered for use to support indoor
emergency telemedicine services [3]. Private WLANs are one of the most common
means for subscribers to provide broadband wireless extensions to their residential fixed
access lines. However, these WLANs may expose patient data on poorly secured open
networks or may be inaccessible to EMS responders due to access controls settings
by the WLAN access point (AP) owner. Moreover, lack of centralized management of
private APs means that guarantee of services (through admission control, traffic flow
prioritization etc.) cannot be provided for emergency telemedicine users [6].

The shortcomings when sharing the commercial networks has prompted the
deployment of dedicated Professional Mobile Radio (PMR) systems launched, in order
to enable a reliable network coverage for the emergency responders (e.g, Terrestrial
Trunked Radio (TETRA), Association of Public Safety Communications Officials
International Project(APCO-25)) [7]. However, these PMR networks are typically
narrowband systems which lack capabilities to support the advanced multimedia
emergency telemedicine applications. Broadband satellite communications provides



On the Use of Nomadic Relaying for Emergency Telemedicine Services 63

E-UTRAN

DeNodeB
eNodeB

EMS
Personnel

EUE

Patient

Indoor Medical Emergency Site
(e.g. Apartment block)

Ambulance Repeater
(Nomadic Relay Node)

MUE

Relay Link

Access Link

Direct Link

Connectivity Links

eNodeB

Video
Camera

DeNodeB = Donor Enhanced Node-B, EMR = Electronic Medical Records, EMS = Emergency Medical Service, EUE = Emergency User
Equipment, E-UTRAN = Evolved UMTS Radio Access Network, EPC = Evolved Packet Core, MUE = Macrocellular User Equipment (Common
UE), REC = Relay Enhanced Cell, PACS = Picture Archiving and Communications System, P-GW = Packet Data Network Gateway, S-GW =
Serving Gateway.

Expert
Physicians

Hospital/Trauma Centre

EMR, PACS, etc

Core Network
(EPC)

S-GW

P-GW

External Networks:
Other PLMNs, Internet,etc

Vital Signs
Monitor

Fig. 1. Usage of a nomadic relay node to provide improved coverage in indoor emergency areas

another alternative. However, the satellite terminals cannot be used for high data rate
indoor service provision due to bulky terminals, stringent line-of-sight requirements
and high latency [3, 6, 8]. As a result mobile broadband networks (and evolutions
beyond 3G) provide arguably the most attractive option for emergency telemedicine
use cases [3, 8]. This is also previously noted in various experimental telemedicine
studies or practical implementations in third generation (3G) mobile networking
environments [9, 10]. However, these networks employ conventional macrocell
deployment for providing coverage in a wide-area. Yet, in many cases they also
admit some difficulties for enabling improved services with guaranteed QoS in indoor
environments [4].

To that end, multi-hop relaying emerges as a promising deployment scenario, pro-
vides an improved network performance gains in the existing macro-overlaid networks.
Relay node (RN) being a low-power base station, can be considered as an intermediate
access point between User Equipment (UE) and 3GPP Long Term Evolution Advanced
(LTE) compliant macro base station, known as Donor Evolved Node B (DeNB) [11].
Likewise, nomadic relaying being semi-static in nature, allows temporary RN deploy-
ment in emergency areas, even providing additional indoor coverage [12].

Figure 1 presents a schematic end-to-end overview of relay enhanced cellular (REC)
network for emergency telemedicine scenario, comprises a two-hop nomadic RN
(N-RN) deployed within the macro-overlaid network. From the network operator
perspective, all the emergency telemedicine devices (tablet PC,Smartphone,etc.) would
be consider as a UE providing broadband access to the mobile network. The mobile
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core network can be accessed by EMS responders, either via the DeNB direct link or
alternatively, via the two-hop relaying where the UE-RN transmissions are facilitated
by the Access link while the RN-DeNB transmission is done via a wireless Relay link.

Yet the relaying benefits being explored from the mobile operator-subscriber
aspect,however, their feasibility for public safety need to be examine. Below are
few two-hop relaying benefits justifying the relay usage in emergency telemedicine
scenarios.

- Enabling high spectral efficiency with improved network coverage and throughput
at dead spot (due to shadowing) or at cell edge (poor eNB coverage) [13, 14].

- With low capital/operational cost (CAPEX/OPEX) and low power constraints, the
benefits might probably be the elimination of the cost barrier in making RNs avail-
able in large volumes and ease of operation (e.g. in terms of powering requirements)
[15].

- Wireless relay link with no line of sight (LOS) requirements, enabling flexible RN
deployment options to provide improved coverage for EMS responders from relay-
deployed-ambulance near to patients located within indoor environments [15].

- Decode-and-forward (DF) relaying though increases the system complexity,
intended to provide a noiseless signal transmission via a two-hop link in urban
environments (where the signals certainly experience multipath fadings) [16].

- A multimode relaying directly route the user data to mobile operator core network
via internet via wired and/or wireless link. Thus, incorporates a diversity to
emergency telemedicine, in case of macrocellular network being unavailable or
destroyed [17].

3 System Model

A LTE-Advanced compliant RN has been proposed to use for the considered emergency
communication scenario. The adopted relay operates with the type 1 inband configura-
tion, where the relay and access link transmissions are time-division multiplexed and
operate at the same carrier frequency. Moreover, the relay link can coexist with direct
link, sharing the same frequency spectrum with DeNB users, enabling a full frequency
reuse [11]. Consequently, the REC network performance depends on a resource parti-
tioning strategy between the relay and direct links, along with an effective scheduling
technique to allocate relay resources on the access link. Orthogonal Frequency Division
Multiple Access (OFDMA) is employed as a radio interface for LTE-Advanced DL
transmission, splitting the system bandwidth into narrow orthogonal subcarriers each
with 15 kHz spectrum bandwidth. Furthermore, in 3GPP LTE-Advanced, a physical
layer radio frame composed of 10 subframes, has a total duration of 10 msec. Each
subframe comprises two consecutive 0.5 msec time slot. Hence, twelve consecutive
orthogonal subcarriers are aggregated into physical resource block (PRB), which com-
prises a total bandwidth of 180 kHz and 0.5 msec duration. The PRB is used as a basic
resource element for assigning the network resources to UE by a 3GPP eNB scheduler.

In the downlink, an inband RN quits transmission towards UEs on access link, while
during the reception from DeNB via relay link, however, an RN needs to enable a
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backward compatibility towards Rel-8 UEs by sending cell-specific reference and con-
trol signals in all DL subframes. Hence, it facilitates the configuration of Multi-Media
Broadcast over Single Frequency Network (MBSFN) subframes in DL, allowing the RN
to inform the Rel-8 UEs, not to expect transmission from RN, by sending control signals
in the first OFDM symbols of a blank subframe [18]. In this study, three subframes
has been reserved as the MBSFN subframes for DL relay link transmissions at the
DeNB side. In remaining seven subframes, a simultaneous transmission of eNB and
RN enabled on direct and access link respectively, creates an interference to neigh-
bouring cells. Moreover, all the eNB interference towards RN, are avoided, as all the
cells use the same frame format. To that end, a Max-Min Fairness (MMF) scheduling
technique is used to distribute the network resources at eNB on direct link as well as at
RN with relay link constraint. From cellular system perspective, this algorithm aims to
maximize the minimum user throughput by allocating more network resources to UEs
with low Signal-to-Interference-and-Noise-Ratio (SINR), with a condition that all UEs
obtain same throughput level. The UE throughput is calculated for given SINR level as
follows [19];

TPuser = BWPRB .BWeff . log2

(
1 +

(
SINR

SINReff

))
(1)

where (1) represents a modified version of Shannon’s capacity formula with param-
eters known as the bandwidth efficiency (BWeff ) and SINR efficiency (SINReff )
with values of 0.88 and 1.25 respectively. They presents the performance loss to the
network implementation and signal processing losses, while (BWPRB) is bandwidth
of one PRB (valued 180 kHz). The COST231-Walfisch-Ikegami (WI), path loss model
is adopted in the simulations, which models both indoor and outdoor radio propagations
[5]. The selected channel model accounts for distance-dependent path loss, shadowing
as well as indoor penetration loss. To estimate the indoor losses, external and internal
walls penetration losses has been explicitly modelled in line with COST 231 report [5].

4 Methodology and Results

The simulated network consists of seven hexagonal cellular eNB sites each possess
three sectorized RF antennas to provide coverage to three sectors. Furthermore, it is
assumed that there are 10 UEs randomly located in each sector. A 5 ∗ 5 grid layout
residential building is assumed in central sector at two locations,i.e. cell center and cell
edge. The building includes eight EMS responders (each with one emergency UE or
EUE) scattered in random locations within the building. A vehicular nomadic RN is
located 50 meter away from the building and provides indoor coverage. In simulations,
we assumed downlink scenario with 3GPP use case 1 (Urban)and Inter-Site Distance
(ISD) of 500m. It represents the typical case, where indoor emergency incident could
occur. The baseline scenario with eNB only deployment is used as a reference.

Table 1 enlists the system parameters used in simulation. Via comprehensive system
level simulations, a comparative study of eNB only and REC networks performance
is carried out, in terms of cumulative distribution function (CDF) of indoor EUE data
rates. Moreover, we also examine the impact of RN transmission on the performance
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Table 1. Simulation parameters

Parameters Value
DeNB Parameters
Carrier Frequency 800 MHz

Transmission Bandwidth 10MHz,48 PRBs for data & 2 PRB for signalling
eNB Transmit Power 46 dBm

eNB Elevation Gain 14 dBi

eNB Antenna Pattern A(θ) = - min

[
12

(
θ

θ3dB

)2

, Am

]

θ3dB = 70 ◦ and Am = 25 dB

RN Parameters
RN Transmit Power 30 dBm

RN Antenna Pattern Omni-directional
RN-eNB Elevation Gain 7 dBi

UE Parameters
UE Transmit Power (Maximum) 23 dBm

UE Received Diversity Gain 3 dBi

of non-emergency UEs of only those eNBs, which are serving the indoor EUE. Figure
3 indicates the simulations carried out for cell center and cell edge with UE perfor-
mance constraint of 2 Mbps. Figure 3 (left) shows that the REC network outperforms
the eNB only deployment, with almost 70% indoor EUEs in cell center case and 77%
indoor EUEs in cell edge case, achieve a data rate of higher then 6 Mbps (i.e. from
mid to high data rate levels). This gain is due to the fact that indoor EUE receive good
enhanced signal quality from RN as well as experience less competition for radio re-
sources. However, in addition to performance constraint of 2 Mbps, the high power
eNB creates interference towards the indoor EUEs, resulting a 2% outage in the cell
center scenario, which is negligible for the cell edge scenario where the eNB interfer-
ence decays over the long distance. Similarly, figure 3 (right) shows the CDF plots for
outdoor non-emergency UE data rates. The results demonstrate the deterioration impact
of RN deployment on the performance of outdoor non-emergency UEs, due to the RN
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Fig. 3. CDFs of indoor EUE (left) and non-emergency UE (right) data rates

interference power. However, this degradation is insignificant as compared to the indoor
coverage provided in emergency events.

5 Conclusion and Future Work

This paper investigated the benefits of improved indoor coverages enabled by REC
network deployments in emergency telemedicine scenarios. Moreover, this paper out-
lined the architectural implementation of REC network as well as yields a comparative
analysis of RN deployment to legacy eNB only networks in 3GPP downlink urban
scenario. Simulation results show that indoor coverage has been significantly improved
in relay-based system , with only insignificant performance degradation for outdoor
non-emergency UEs.

In future work, we will investigate the performance of multiple un-coordinated REC
used by various PMR organizations. These RNs coexist and operate in the same fre-
quency band , compete for the available radio resources at eNB. Hence, a scheduling
mechanism with pre-defined requirement will be needed for optimal RN operations.
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and-Forward and Decode-and-Forward Relays in LTE-Advanced. In: VTC IEEE 70th, pp.
1–5 (2009)

17. Teyeb, O., Phan, V.V., Raaf, B., Redana, S.: Dynamic Relaying in 3GPP LTE-Advanced
Networks. EURASIP Journal on Wireless Communication and Networking (2009)

18. R1-091294, On the design of relay node for LTE-advanced, Texas instruments, 3GPP TSG
RAN WG1 (March 2009)

19. Mogensen, P., Na, W., Kovacs, I.Z., Frederiksen, F., Pokhariyal, A., Pedersen, K.I.,
Kolding, T., Hugl, K., Kuusela, M.: LTE Capacity Compared to the Shannon Bound. IEEE
VTC (2007)



B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 69–78, 2013. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013 

A Mobile Healthcare System for Sub-saharan Africa 

Bakia Bisong1, Etienne Asonganyi2, Andrii Gontarenko1,  
Alexander Semenov1, and Jari Veijalainen1 

1 University of Jyvaskyla 
Mattilanniemi 2, FI-40014, Jyväskylä, Finland 

2 Kumba District Hospital, Station Road 
Kumba, Cameroon 

{holmes.b.j.bisong,alexander.v.semenov, 
jari.a.veijalainen}@jyu.fi, 

{etienne.asonganyi,velotelo}@gmail.com 

Abstract. The disparity between healthcare systems in developed countries and 
underdeveloped countries is huge, particularly due to the fact that the healthcare 
infrastructure of former is based on a sophisticated technological infrastructure. 
Efforts are being made worldwide to bridge this disparity and make healthcare 
services affordable even to the most remote areas of undeveloped countries. 
Recent growth of mobile networks in underdeveloped countries argues for 
building mHealth systems and applications on their basis. However, 
peculiarities of the area introduce difficulties into potential use cases of mobile 
devices, thus making the copying of mHealth services from developed countries 
inapplicable. In this paper, we present the functional requirements for a patient 
medical record system running partially on mobile devices and architectural 
choices for this system. Requirements are based on the circumstances of the 
Republic of Cameroon. In addition we discuss the country-level benefits that 
may appear after deployment of such a system.  

Keywords: mHealth, Functional Requirements, Cameroon. 

1 Introduction 

Cameroon is a sub-Saharan African state with a population of about 20 million, 
according to a 2012 estimate [1]. As of 2007 about 70% of the population aged 15 and 
above were literate. Despite the fact that the country (and Africa in general) has a 
very low Internet penetration rate, the country is experiencing a mobile boom that is 
going through the developing and least-developed countries nowadays. As of 2011, 
there were close to 10 million mobile subscribers in Cameroon [1]. There are three 
mobile operators in Cameroon, and the coverage rate is about 80% population-wise. 

The handset base consists of cheap Chinese phones, secondhand phones imported 
from Europe, and some new smartphones. Inflow of these phones into the market is 
uncontrolled. In the smartphone category, BlackBerry phones recently have shown a 
greater influx, as operators such as MTN have made them available to clients, along 
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with the normal uncontrolled inflow. The operator offers unlimited Internet access for 
15/38 €/mth if the subscription includes BlackBerry/GALAXYtab [2]. 

The healthcare system is very inefficient. Lack of infrastructure and competent 
staff makes it very difficult to provide adequate healthcare. The government allocates 
about 5.6% of the GDP to the healthcare sector [3]. In Cameroon, patients’ medical 
records are stored in so-called hospital books, which are solely kept by the patients. 
They are small booklets issued by hospitals. Besides that, hospitals compile and keep 
patients’ partial medical history in paper files. The hospital books are quite vulnerable 
to destruction and are easily lost. So a patient may not have a complete or even a 
partial written medical record available for future use. 

Currently, a large volume of data is moved from the paper to the digital form, and 
digital docflow systems are widespread in developed counties. A similar system or 
simply camera phones might be used to move the information in the hospital books 
and manual cards into a digital format. One can also ponder whether the information 
from the hospital books could be manually typed into a new digital system in 
character format in a country where the labor is cheap. 

In this paper we propose a system through which patients would have their medical 
data stored on their mobile phones, thereby eradicating the problem of vulnerability of 
hospital books and paper-based storage. 

The paper is structured as follows. In section 2 we consider related work in this 
area. In section 3 we analyze the business requirements of the proposed systems, 
taking into consideration the existing constraints. In section 4 we propose possible 
variants mHealth systems and discuss shortly the deployment of our current 
prototype. Section 5 concludes. 

2 Related Work 

There is a large body of literature about mHealth in developed countries, but a general 
assumption is that mHealth systems augment heavily networked medical record and 
medical image systems, rather than act as a backbone system. Therefore, we do not 
handle them in this context. In [4] the authors describe a phone based mHealth 
system. The authors discuss problems that arose during the deployment and arrive at 
six core findings that should guide mobile health system designs. The results are 
preliminary, though. 

The District Health Information System (DHIS2) project was run at the University 
of Oslo, Norway [5]. It aimed at the collection and analysis of health information in 
Vietnam. The main causes of failure were that DHIS2 was not fully implemented 
prior to deployment in Vietnam, and the system could not provide vital reports when 
needed. Besides that, problems such as lack of computers, insufficient skills of the 
staff, and bad management also contributed to the failure of the project. 

Paper [6] examines the use of mobile devices, particularly Android-based tablets, 
in rural healthcare. Paper [7] discusses mWash mobile phone applications, which aim 
at helping the people who do not have access to safe water and sanitation by mainly 
using mobile phones for the collection and dissemination of information regarding 
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water sources. Though the application domain differs from the one proposed in this 
paper, the environments are similar (cf. below). 

FrontlineSMS and RapidSMS are frameworks that allow two-way data exchange 
between a computer and a mobile device. FrontlineSMS [8] is an appropriate solution 
for some remote areas with GSM network coverage for the transfer of data directly 
between residents of those areas and service providers. These frameworks are 
considered here since most of Sub-Saharan Africa, and Cameroon in particular, relies 
solely on two GSM networks, although 3G license competition is ongoing [9]. 

Berg et al. [10] implemented an application that allows the storage of outgoing data 
on a mobile device if there is no network connection and sends those data when the 
connection is reestablished. Similar functionality might be desirable for the system 
proposed in this paper for the same reasons.  

Paper [11] describes a project carried out at the University of Botswana to improve 
learning facilities and bring healthcare provision closer to the rural population. 
Relevant material about projects under resource-poor settings in low-and middle-
income countries was traced referring to various mHealth projects at different stages 
of implementation in several countries in [12]. Some of these projects are reviewed 
here, but others, such as [13], Expedited Results System to Improve Early Infant 
Diagnosis [14], and Fitun Warmline AIDS Hotline [15] are also relevant. Paper [21] 
describes a mobile system aimed at collecting the data from a sensor measuring blood 
glucose. Software is installed on a cellphone, and the sensor is sending the 
information via Bluetooth. Paper [22] describes the progress of telehealth projects in 
Sub-Saharan Africa and concludes that many projects are up and running. Some of 
them are in a pilot phase, and the future of mHealth is hard to predict in general. 
Paper [23] discusses applications of mHealth systems in Botswana and concludes that 
the success of mHealth projects demonstrates the potential of the technology. Paper 
[24] discusses mHealth in resource-limited settings, and describes an mHealth project 
in Kenya: patients would get SMS messages reminding about the need to take their 
medicine and enquiring about their health status. Paper [25] discusses the TRACnet 
system in Rwanda. Its architecture and use experiences are of high relevance for our 
work, although the goal of the system is different. Its success shows that mHealth is 
possible in Africa. Paper [26] discusses general barriers for mHealth in Africa. 

3 Requirements for a Patient-Centered System 

3.1 Stakeholder Identification 

In this section we discuss the requirements for the proposed mHealth system, taking 
into consideration the peculiarities of the Sub-Saharan region. According to [16], 
getting stakeholders involved in the requirements-elicitation process of a system 
eliminates the need for two of the most ineffective requirements-elicitation 
techniques: clairvoyance and telepathy. When identifying the stakeholders of the 
proposed system, we referred to stakeholder-identification models presented in [17, 
18]. From these works the following stakeholders were identified: patients who are 
the users of the system, doctors, nurses, developers of the system, and maintenance 
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personnel of the system. Apart from these basic stakeholders, other stakeholders such 
as the government of Cameroon represented by the Ministry of Public Health, the 
Medical Council, local hospitals, clinics, and health centers are relevant.  Some 
individual stakeholders were included in the elicitation process of the requirements, 
but not all categories had their say.  

3.2 Business Requirements and Constraints 

Medical records of patients are not only very important for medical staff and the 
patients, but to a greater extent can be useful to the government as a whole. Although 
a paper-based version of the storage is simple and reliable, many of the developing 
countries or at least some private hospitals are moving to the usage of special 
information systems aimed at the storage of the medical data. An example of a 
special-purpose system is TRACnet in Rwanda [25]. 

In general, information system architecture always spans certain power relations 
between the stakeholders. The developed countries started to develop their medical 
information systems during 1960s, first based on the available mainframes. This was 
typically a top-down endeavor, where government and public and private hospitals were 
controlling the development. Patients were not at all included as stakeholders, or they 
had a minor role. Hospitals and governments controlled the structure the information 
systems and the information stored into the medical record systems. In Finland, 
healthcare districts and municipal health centers were allowed to decide for themselves 
during 1990s what kind of systems they would use. This led to large interoperability 
problems between different healthcare units. One argument was the privacy legislation 
that imposes strict rules upon the transfer and use of the patient’s data that are at the 
same time owned by the government or private enterprises, not by the patient. 

Only in the recent years governments have begun to change their policies and open 
access for patients to their own data. In Finland this will happen by 2014, when 
KanTA [19] will be taken into full use. The e-prescription service is now almost fully 
functional, and by 2014 complete copies of citizens’ electronic medical records will 
be stored into the central repository. They can be accessed by the patients and 
healthcare personnel over the Web using PCs or smartphones. Usage of such an IS as 
KanTA provides obvious benefits such as access to a rather complete medical record 
of a patient that is currently lacking, soon a rather complete picture of the current 
medication of the patient, enabling easy searching of the data, simple data transfer, 
and so on. However, deployment and maintenance costs of such systems might be 
rather high, since they require a number of computers, large data storage, expensive 
software support, and skilled personal for maintaining the system. KanTA is 
maintained by KELA—The Social Insurance Institution of Finland, which has a long 
record of massive population-wide insurance and social benefit systems.  

Deployment of the massive country-wide health information systems in 
underdeveloped countries might become almost completely insuperable. The first 
problem is the lack of funding and skilled personnel. The second problem is the almost 
complete lack of the ICT infrastructure, so the hospitals can only provide basic facilities 
and it would be difficult to equip computer and server rooms. This would also require a 
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lot of electricity that should be constantly supplied. The third problem is a frequent 
occurrence of electricity shortages, and the lack of Internet connections. Thus, an 
important business requirement and a constraint is the usage of very cheap infrastructure, 
e.g., mobile phones, since currently they are very widespread and the government would 
not need to pay for them. A further requirement is making the architecture of the system 
reliable, taking into account all the realities of Cameroon, including harsh conditions for 
the ICT equipment that has to operate under constant high temperatures of about 30–35 
degrees Celsius during the dry season, high humidity during the rainy season, and dust 
from the roads that in rural areas are not paved. 

3.3 Central Functional and Non-functional Requirements 

The system consists of a number of mobile handsets and a central component that can 
communicate over mobile telecom networks (2G–4G) or fixed Internet using SMS, 
MMS, or data services. The central component can further be implemented as one entity 
running on one site (one or several server computers), or it can be implemented as a 
distributed system consisting of several components running on fixed servers at various 
sites, communicating over wireless or wireline data connections with each other. “The 
system” consists of mobile handsets controlled by the patients, and the central 
component is controlled by the hospital(s) and possibly by the central government.  

• F1 The system shall facilitate storage and manipulation of patient medical records 
on mobile phones. Rationale: Patients can carry digital medical records with them 
all the time, and presumably phones are less often lost than hospital books. 

• F2 Medical records of a certain person are stored into a mobile phone controlled by 
him or her. Children’s medical records can be stored into mobile phones under the 
control of their parents. Rationale: In this way the privacy is maintained 

• F3 Medical records of a certain person can be stored and manipulated at the central 
component. Rationale: This component is hosted by the hospitals (and 
government) and storage and manipulation are dictated by their needs. The central 
component also acts as a backup point for the medical data. 

• F4 The system shall provide the capability for medical personnel to access the 
Internet and transfer the data using a wireless data connection. Rationale: The 
transfer of medical data can easily be done via the Internet. 

• F5 The system shall provide the possibility to transfer medical data using SMS as a 
bearer, in addition to GPRS, HSPA, and WLAN. Rationale: In the absence of an 
Internet connection medical data can still be transferred—at least important 
extracts such as blood type and diseases (cf. TRACnet). 

• F6 The system shall be equipped with the capability of handling images. Rationale: 
Doctors could improve diagnosis with image files, and patient records can be images. 

• F6.1 The system shall support the transfer of images from a mobile phone to the 
central component. Rationale: The doctor could improve diagnosis if he is 
supported with images from past treatments. 

• F6.2 The system shall support the transfer of images from a computer to a mobile 
phone. Rationale: The patient would be able to take home images such as X-rays or 
ECG-plots needed for future diagnosis and treatments. 
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• F6.3 The system shall support the transfer of images from mobile phone to mobile 
phone. Rational: This is helpful for clinics equipped only with mobile devices. 

• F6.4 The system shall support transfer of image files from a computer to a 
computer. Rationale: This is helpful for the interaction between hospitals equipped 
with computers.  

• F7 The system shall enforce authentication through PIN codes and passwords at 
least. Rationale: This is useful for security and privacy reasons, for both doctors 
and patients. 

• F8 Patients shall have access to their own medical data residing at the central 
component. Rationale: The patient might not have complete medical data on her 
mobile phone or she might have lost the mobile phone and needs to access medical 
data remotely or locally from the central component.  

• F9 Patients and healthcare personnel must have a unique identity inside the system. 
Rationale: This is necessary for enforcing access control and protecting the privacy 
of the data. 

• F10 Special infrastructure and interfaces shall exist that would allow the transfer of 
currently existing medical data (in form of paper-based hospital books) to a digital 
format into the mobile handsets and central component. Rationale: This is useful 
for patients who still have hospital books during the transition period. 

• F11 The system interfaces should be designed so that illiterate people can also use 
the system.  
 

In addition, we describe the following non-functional requirements (NF): 
 

• NF1 The system must not lose data when electricity shortage takes place in the 
hospital or the handset runs out of power.  

• NF2 Core functions of the system should still run even without Internet connection  
• NF3 The system must provide high enough performance for hospitals and patients.  
• NF4 The system design must minimize software and communication costs. 

4 Architectural Solutions 

In this section we present two architectural solutions that correspond to the described 
requirements. The “system” that is required is inherently distributed, because we want 
the mobile phones be part of “the system.” 

4.1 Decentralized Solutions 

In theory, we might base the entire distributed system on the portable terminals, without 
any central components. The data would be carried in the terminals of the patients, 
doctors, and nurses, and replicated for safety and availability reasons into other 
terminals. Obviously, the smartphones/tablets/laptops of the doctors and nurses should 
contain their patients’ data, but data could be further replicated. This kind of architecture 
would have many unsolved challenges, though. Evident ones are data privacy issues 
(e.g., a patient’s data could be copied to other patients’ phones), synchronization costs 
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(e.g., who pays the network transmission costs?), and reliability and availability issues 
(e.g., in spite of copying, the data might be lost and unreachable when needed by the 
doctor for various reasons).  

The individual patient’s data is placed on his or her own mobile terminal in any 
case (Fig. 1.). Data storage and its user interface are implemented as an application on 
top of the mobile operating systems. Data can be uploaded to the terminal from 
another fixed or mobile terminal over various network bearers (SMS, GPRS, HSPA, 
etc.) and short-range links (USB, IR, BT, ZigBee, WLAN). The terminal can be 
handed over to a doctor or nurse, and he/she can find out the data him/herself and 
update it. The application on the terminal should provide the necessary interfaces. 

 

Fig. 1. Decentralized system 

For the processing of SMS and MMS messages on patients’ and doctors’ terminals, 
it is necessary to have special software (possibly deployed at the mobile operator’s 
central location), which would handle the received SMS or MMS messages. The 
mobile phone would send an encoded message to a defined number, and later this 
message would be received and processed. This is similar to TRACnet functionality. 

The main benefit of this kind of system is perhaps that it does not cost anything or 
almost anything for the government, because it does not need to invest in the 
infrastructure. The patients would pay for the infrastructure. A challenge is the 
communication of the patient data from the handset to the doctor and vice versa. 
Another issue is that the data on the cell phone might be lost. This can be remedied by 
copying the data to a memory card, for example. This might be necessary also when 
the phone is changed and the medical data need to be moved to a new phone. 
     For better reliability it would be possible to make a hybrid system, which would 
contain central backup storage, in addition to the data on cell phones. Thus, if data 
from phone were lost, it would be possible to recover the data from the central backup 
system. This could be maintained even by a telecomm operator.  

We can also consider that there is a central component that can be hosted by one 
hospital or by the government (centralized central component) or by many hospitals 
and government agencies (decentralized central component). 

4.2 Single Central Component Solution 

First, we discuss a centralized system, i.e., one in which medical data are stored on a 
central server (cf. Fig. 1). Central storage on the server would contain a copy of the 
medical data of all the patients in the country. This would be a massive centralized 
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solution with all relevant data up- and downloadable from/to the mobile phones and other 
networked computers and mobile terminals. This kind of solution is now emerging in 
Finland in the form of KanTA. Only a government could host such a component due to 
the high costs. In a country with 20 million people, this could require a datacenter, placed 
where the power supply in the country is most stable. This kind of architecture would 
mean a single point of failure. Access to the server farm should be possible from fixed 
and mobile terminals. TRACnet [25] seems to have this kind of architecture. 

4.3 Multitude of Central Components 

The above can be modified so that the country is divided into regions and each region 
has a central component, as in Fig 1. It would be hosted by a suitable hospital. In this 
basic setting, not all the central components would be interoperable. The patient data 
would be stored into the handsets of the patients and into the local hospital data 
repositories. Each component would contain data of the patients registered to the area 
of the hospital in question. Such a component would be one server-level installation 
with a suitable data management and Web access software (e.g., LAMP stack). In 
each hospital there could be several computers or mobile devices used by the doctors 
for downloading patients’ data from the server storage and uploading the data there. 
This kind of central component architecture would require a LAN or WLAN in the 
hospital. The architecture would correspond to the current situation as concerns the 
healthcare organization. A strong point is that patients could carry their medical 
records in their phones and if treated outside the region still have the data with them. 
The data could also be fetched to another hospital, if the patient allows it or accesses 
the data him or herself with his or her phone. This scheme works better in cases where 
fewer people need treatment outside of their region.  

The main part of a central component is a DBS, e.g.,  a PostgreSQL database.  

4.4 Loosely Coupled Central Components 

The above architecture can be developed further into one in which the central 
components exchange and replicate data regularly. It could also be developed in a 
direction in which there is one central component that hosts all the data (cf. KanTA 
above). This would be in that respect similar to the first choice, that the problems with 
establishing the central component would be the same. Local storage contains a subset 
of the data from the global data storage, which can also be implemented as a 
PostgreSQL database. A synchronization module allows interchange of the data with 
the central data storage. Local storage also provides user interface (UI), which can be 
used by the clients. Local storage does not need to communicate with central storage 
persistently, and might carry out data refresh at rather long time intervals, e.g., 
overnight. This would function under the assumption of low inter-hospital mobility. 

4.5 Envisioned Deployment 

The Kumba District Hospital is a “district reference” hospital for an estimated population 
area of about 300,000 inhabitants (The Kumba Health District) [20]. It is the largest 
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health district in the southwest region of Cameroon. The hospital has 148 beds and is run 
by six physicians of various specialties: ophthalmology, obstetrics and gynecology, 
general surgery, radiology, and general medicine (family practice) [20]. The hospital 
receives daily about 150 patients for consultation and supports about 145 deliveries in a 
month. Supervisory reports produced by the Kumba Health District reveal that there are 
many unauthorized medical settings in the health district, with a huge quantity of drugs 
sold in clandestine “medicine stores” in the central market [20]. The most prevalent 
medical condition is malaria infection with Plasmodium falciparum, and all clinical 
variants are reported.  

5 Conclusions 

The current paper describes requirements for the medical data storage system for 
Cameroon. The paper aims at elaborating the requirements via designing potential 
scenarios and subsequent requirements elicitation. The paper considers the realities of 
Cameroon such as frequent electricity shortages and low Internet penetration rate and 
high mobile handset penetration. In addition, we present and discuss two architectural 
solutions: centralized and decentralized. Further we plan to verify and validate 
requirements using surveys of potential user groups in Cameroon. In addition, we 
plan to pilot a prototype of the system in a Kumba local hospital, applying the most 
suitable architecture option above. 
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Abstract. In this article, we present two studies that pave the way towards a 
mobile implementation of the WAAVES certified medical image compression 
encoder. On the algorithmic side, we compared three techniques to increase the 
compression rate. The obtained results show a significant bit-rate reduction, 
around 40% with respect to the WAAVES encoder, while keeping the same 
visual quality. On the architectural side, we describe the HW/SW co-design of an 
architecture implemented in a FPGA platform. By using code profiling, critical 
portions of the code were identified, then two methods for hardware acceleration 
were used to implement the critical part of the coder. The tests were done on a 
StratixIVGX230 FPGA and the results showed that HW/SW co-design could 
achieve up to 20x performance gain in the critical portion. The combination of 
these results demonstrates the feasibility of a mobile implementation of the 
WAAVES certified medical image coder suitable for e-health applications. 

Keywords: Medical images, Image compression, Motion detection, Markov 
Models, SSIM, FPGAs, NIOS II, HW/SW co-design, Medical devices. 

1 Introduction 

Nowadays, medical images are becoming an important source of information for a 
medical expert to realize a diagnosis. But their size is growing continuously to provide 
more accurate information. In addition, some examination such as endoscopy or 
angiography, use video imaging, thus increasing tremendously the amount of data and 
hence the need for their compression. Fortunately, there is a clinically validated 
compression algorithm that reduces with a big ratio the volume of images while ensuring 
sufficient quality for medical diagnosis: this is the WAAVES coder developed by  
CIRA [1]. The basic steps used in its compression scheme include Discrete Wavelet 
Transformation (DWT) and quantization followed by entropy coding to encode the 
resulting coefficients. This solution is compatible with DICOM (Digital Communications 
in Medicine). It was certified as a Medical Device. 
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The challenge today is to give access to these medical images remotely on embedded 
terminals with low computing power through low bandwidth networks. On the one 
hand, to address the network bandwidth limitation, we propose to improve the 
compression performance of the original WAAVES algorithm. Specifically, in the case 
of video imaging, our approach is to divide the medical images flow into images of 
reference and images of difference that are then compressed by the WAAVES coder. 
On the other hand, to address the low computing power of embedded platforms, we 
propose a dedicated architecture and we developed an efficient HW/SW co-design 
technique for real time execution of MMWAVES on embedded terminals.  

This article is organized as follow: section 2 presents our masking algorithm principle. 
Next, we describe MMWAVES and give the compression performances results. In 
section 3, we describe the real-time image acquisition hardware interface and the 
HW/SW co-design architecture for WAAVES encoder. Next, we present the 
optimization of performance by using NIOS Custom Instructions and Hardware 
Accelerator IPs. The implementation results in terms of time partition are discussed in 
section 8. Finally, we conclude the paper and present future work. 

2 MMWaaves 

To increase the compression rate for video sequences, our approach is to combine a 
motion detection algorithm with WAAVES to create the MMWaaves coder (Motion 
Mask WAAVES) as shown in Figure 1. More specifically, we divide the medical 
images flow into images of reference and images of difference and we use a masking 
technique based on Markov models to reduce the difference images noise. This 
technique was introduced, patented and validated in previous works [2][3] with 
different video coders (MJPEG2000, H264) and it achieved good results for generic 
video benchmarks. We describe the motion detection in section 2.1. 

 

Fig. 1. Mask Motion Waaves 

For the masking algorithm, three techniques were studied: the difference, substitution 
and Exclusive-or. The difference means that, when we get a “1” pixel in the binary mask 
map, we write in the output image the difference between the same pixel in the 
reference and in the current image. The substitution means that, when we get a “1” pixel 
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in the binary mask map, we write in the output image the same pixel in the current 
image. The Exclusive-or means that, when we get a “1” pixel in the binary mask map, 
we write in the output image the exclusive-or between the same pixel in the reference 
and in the current image. The performances achieved for these three techniques on a set 
of medical images will be given in the following. 

At first, we reworked a model using the potential functions foreseen by the 
detection of motion combining the spatial and temporal information [5][6][7]. It is 
composed of two distinct steps: the first consists of a preprocessing phase through 
which the variance is determined. The absolute value of the difference matrix is then 
calculated and binarized by setting a threshold. 

The second grouping algorithm of the ICM to update the binary state of the pixels 
of difference (moving or not) which is made site by site in the sense that every change 
in state is taken immediately into account in the relaxation of the neighboring site. In 
this way, it will allow the convergence to the first minimum of the energy function. In 
order to calculate the energy, one must know the state of the pixels belonging to a 
neighborhood defined by eight spatial neighbors and two temporal neighbors. The 
principle of this algorithm is presented in Figure 2. 

To choose one of these three techniques, we proposed a multi-criteria performance 
evaluation based on an objective measure (PSNR, SNR) and a psycho visual measure 
(SSIM index). Tests were carried out using 512x512 images. We applied a subtraction  
 

 

Fig. 2. Masking technique 

   
                              (a)                                                                (b) 

Fig. 3. (a) Threshold impact on PSNR (b) Threshold impact on SSIM 
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operation between the reference image and the current image and we computed the 
mask using the Markov model. To measure the performance of the quality of the 
image, we applied these two metrics.  

Figure 3(a) summarizes the impact of the binarization on the PSNR evolution. 
Firstly, we notice that we find the best PSNR, equal to 46, using a threshold equal  
to 5. Secondly, we remark that PSNR’s values are almost identical for the various 
techniques. This is due to the use of the same motion bitmap. 

However, for medical images, PSNR metric does not accurately reflect image 
quality as perceived by a clinician. Thus we used the index of structural similarity 
SSIM[8][9] as a metric measuring the psycho visual quality of image. SSIM has a 
value between 0 and 1 that indicates the correlation with respect to the source, where 
1 indicates a perfect correlation. The diagram in Figure 3(b) summarizes the results 
giving the impact of the binarization threshold on the evolution of the SSIM index. 
We showed that the reconstructed images using a threshold equal to 5 got the best 
quality. This confirms the measurements obtained previously using the PSNR metric. 

Finally, we made a comparison between the compression of masked images 
(difference, substitution, Or Exclusive) and the compression of the original images 
(Figure 4(a)).  

 

      
                               (a)                                                            (b) 

Fig. 4. (a) Waaves compression (b) Threshold Influence on evolution of compression ratio 

The diagram in Figure 4(b) shows the impact of the binarization threshold on the 
compression ratio of the different images. We note that we got a loss of compression 
performances using the exclusive-or technique. However, we got a gain that varied 
between 21% for the substitution technique and 42% for the difference technique 
using a threshold equal to 5. The gain could reach 50% for other sets of test images.  

In conclusion, the results demonstrate that a significant gain in compression rate 
can be achieved while preserving the image quality performances. 

3 Embedded Encoding System 

To embed the Waaves and MMWaaves algorithms, we need to accelerate their 
execution on an embedded terminal. To realize this task, we preliminary use an 
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experiment platform with a camera and a FPGA Altera StratixIV GX230 that was 
chosen for its outstanding benchmarking in terms of density, performance and power 
consumption among 40-nm FPGA family. 

The diagram of our camera system platform is briefly presented in Figure 5(a), the 
FPGA is connected with off-chip devices trough GPIO, such as a 5-megapixel CMOS 
camera that provides digital raw image data and a VGA monitor to display the 
compressed then uncompressed images. The camera controller component provides 
an interface between the Cmos camera and the FPGA to send the acquired real time 
image data to the memory buffer and further to an external DDR, while the VGA 
controller allows transferring data from the memory buffer to the VGA monitor for 
visualization. The DDR controller is composed of two DMA modules which allow 
circular transfer between the on chip FIFO and the external DDR memory. 

 

                    
                                        (a)                                                                        (b) 

Fig. 5. (a) Camera system  (b) A generic SOC system 

4 HW/SW Co-design Encoding System 

A generic system on chip is illustrated in Figure 5(b) in order to develop hardware 
and software in parallel. The processor, memory and peripherals, along with hardware 
IPs, are connected with a NoC (Network on Chip) interface to ease function re-use 
and system co-design.  

Our SoC co-design is conducted using Altera’s design flow with the SOPC builder 
tool. Instead of using fixed hardware cores, the NIOS II Soft-core processors are 
designed to fit and run inside an FPGA. The core is a 32-bits scalar RISC Processor 
that allows the designer to add user-defined instructions [11] in addition to pre-
specified features to give a highly focused, programmable processor solution. Here, 
NIOS II soft-core processor is used as an experiment processor to validate the 
HW/SW codesign and the acceleration of both algorithms with techniques like user 
defined instruction and IP based accelerator. 

The Waaves wavelet-based image encoding algorithms were first coded in C++ 
and validated on a PC host. The tested code was then compiled for the Nios II 
Integrated Device Electronics (IDE) and deployed in the development board. The 
standard HW/SW co-design process can consist of three main steps [10], which 
include the implementation of the Algorithm into software, followed by an analysis of 
the program with profiling to detect the critical parts of Algorithm, then efficiently 
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implement the algorithm in hardware. The detection of critical part of the software 
and the optimization will be discussed in the next section.  

4.1 Timing Analysis of Application 

In order to optimize and achieve the best performance in terms of real-time operation 
of the image encoder, we identified the critical portions in the software by using 
Altera Performance Counters [16], which allow measuring the number of processor 
clock cycles for the execution time. 

As illustrated in Figure 6, DWT (Discrete Wavelet Transform) and Encoder 
(Entropy Encoder), which use respectively 60 % and 30 % of the execution time, are 
the two primary computationally intensive components. Thus, two methodologies 
were adopted to accelerate the critical component.  

 

 

Fig. 6.  Execution time distribution for image encoder 

4.2 Optimization of the DWT Module with Custom Instructions 

The 2D DWT module is used for decomposition of the images with high-pass and 
low-pass filtering and a factor of two sub sampling, the operations are applied in row 
and column wise direction and are implemented in floating point. Since Nios II does 
not have a floating point unit (FPU), like many processors in embedded systems, the 
processing of DWT becomes expensive. Altera provides an efficient way of adding 
small custom instructions in the Nios II processor using its Sopc/Qsys tools. Custom 
instructions is a straightforward option for accelerating software in FPGAs, which 
allows increasing system performance by offloading portions of the software code to 
hardware functions [11][12]. The custom instruction presents a data path in parallel to 
the CPU’s arithmetical logical unit (ALU). During system generation, special 
assembler instructions are generated to access the additional component. Nios 
Embedded Design Suites directly generates a macro in to simplify the access to the 
hardware component; each custom component can transfer at most 64 bits of data. 
Thus the simple operations can be replaced by several custom instructions. With the 
Nios II floating point custom instructions, we can accelerate arithmetic functions 
executed on float variable types and are able to take full advantage of the flexibility of 
the FPGA to optimize the system performance.  
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4.3 Optimization of Encoder Module with Hardware Accelerator IP 

The wavelet based coding scheme is used in several image coding methods, among 
which the state of art coding algorithm EZW [13] and SPIHT [14] both proposed the 
progressive sub-band coding based on the frequency and spatial correlation after sub-
band transform, to encode separately each resolution level of the image in an 
progressive way. In our application, the Encoder module, that takes 30% of total 
execution time, consists of an adaptive scanning algorithm which reorganizes the 
wavelet coefficients of each sub-band to get a better compression rate [15].     

This algorithm is inefficient in software because the manipulated coefficients are 
accessed with two linked list and a memory block. The linked list needs to be updated 
frequently to select the wavelet coefficients. The utilization of linked list requires 
extremely random memory access. In order to reduce the random memory access, our 
hardware accelerator is designed by using a structure of grouped linked for 
accelerating the adaptive scanning algorithm. Instead of using 3 memory blocks to 
separately store the indexes, one memory block, which is three times larger, is used to 
store the coefficients. Thus the DMA could use memory burst to reduce the number of 
random memory access, which leads to more time efficiency. The IP is designed in 
Verilog and it is connected to the processor via the Avalon bus interface. Due to the 
stand-alone design of the hardware component, a simple re-use of the design files in 
different architectures is supported.  

5 Implementation Results 

Results were obtained with the implementation of the wavelet-based image encoder in 
FPGA. The DWT module was optimized with floating point custom instruction set 
and the Encoder module was optimized with hardware accelerator IP. The prototyping 
board operated at 100 MHz. The system received images from the camera and 
restituted processed images on the VGA monitor. Our implementation on the 
prototype showed up to 20 times speed improvement for the DWT module and 10 
times speed improvement for the Encoder module compared to the software based 
solution. The results before and after timing optimization are presented in Figure 7. 
 
 

 
                      (a)                                                 (b)                                               (c) 

Fig. 7. CPU time partition before and after optimization : (a) Average coding time before using 
Custom Instructions (b) Average coding time after using  Custom Instructions (c) Average 
coding time after using Hardware Accelerator  
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6 Conclusion 

In this work, we proposed to combine the WAAVES coder with a mask motion 
detection algorithm based on Markov Model (MMWAAVES). We developed three 
techniques to create masked images and we evaluated the image quality based on two 
measures: objective (PSNR, SNR) and Psycho visual (SSIM index). We demonstrated 
that masking the image differences gives the best results and allows a compression 
gain up to 42%. We also described the HW/SW co-design architecture of WAAVES 
based on FPGA platform. We proposed two methods for hardware acceleration, 
which led to 20x speedup for the critical part of the encoder compared to pure 
software based solution. Our future work will focus on the improvement of the 
masking process and building hardware acceleration IP for the critical parts.  
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Abstract. Future health informatics for personalized e-Health services rely on 
innovative technologies and systems for transparent and continuous collection 
of evidence-based medical information at any time, from anywhere, and despite 
the coverage and availability of communication means. We explore Disruption 
and Delay Tolerant Networking (DTN) as a novel approach for next-generation 
e-Health information exchange where end-to-end homogeneous networking 
connectivity is not available. This setting can occur in both rural and urban 
environments and in both disaster events and normal day-to-day life. The ability 
of DTN to provide in-transit persistent information storage allows the 
uninterruptible provision of crucial e-Health services overcoming network 
instabilities, incompatibilities, or even absence for a long duration. We further 
describe the integration efforts for a DTN proxy on an e-Health application and 
discuss experiences and lessons learned. 

Keywords: Health Informatics, Delay Tolerant Networks, Biomedical Informatics, 
Telemedicine, Health Monitoring. 

1 Introduction 

E-health stands for the application of Information and Communication Technologies 
(ICT) to improve the access efficiency, effectiveness, and quality of clinical and business 
processes utilized by healthcare organizations, medical personnel, practitioners, patients, 
and consumers in an effort to improve the health status of patients [1]. Personalized  
e-Health, based on best practices and evidence-based medicine, provisions the delivery of 
key information services and the facilitation and integration of healthcare allowing local 
and remote access to health information [2].  

The healthcare environment is evolving, with increased emphasis on prevention and 
early detection of disease, primary care, home care, and intermittent healthcare services 
provided by medical centers of excellence. Part of the care responsibility is shifting to 
the hands of the citizen, focusing on wellness and health maintenance, forming a social 
health network among different actors (patients, healthcare professionals, and careers). 
The traditional care of single doctor-patient relationship is gradually transforming 
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towards shared or integrated care, where a team of healthcare professionals spanning 
across organizational boundaries is responsible for an individual’s healthcare. These 
trends are accompanied by a significant growth in the development and deployment of 
e-Health services with increased sophistication, facilitated by intelligent sensors, 
monitoring devices, handheld or wearable technologies, and the Internet. In this 
dynamic and diverse environment, information exchange holds a leading role and has a 
significant impact on the practice of e-Health. 

In this paper, we explore disruption-/delay-tolerant networking (DTN), an innovative 
and promising network technology, as an approach for e-Health information exchange 
in multiple settings, including those where end-to-end connectivity cannot be realized. 
We present a prototype Disruption-Tolerant Network Application Proxy for e-Health 
Network Environments (DAPHNE) and its integration with modern e-Health 
applications. We discuss trends, challenges and advantages of e-Health on how future e-
Health services can be built using DTN technologies.  

2 Networking for e-Health Applications 

An important challenge for e-Health is to shift the entire system of healthcare, including 
medical education, evident based predictive medicine, and patient empowerment to a 
proactive model of care. A clear benefit can be obtained through the use of sophisticated 
telecommunication services, ubiquitous computing, social user interfaces and wireless 
communication technologies to create intelligent health spaces accelerating the 
deployment of future e-Health services [3, 4]. Existing e-Health applications allow 
monitoring by using several proprietary hardware, software, networking technologies, 
and medical protocols [5].  

The research efforts focus on providing solutions for e-Health services and 
applications that can: i) provide interoperability among medical information systems 
through different networking technologies, ii) preserve confidentiality with a high 
level of security, iii) facilitate mobility and extend monitoring spaces beyond areas 
with ample connectivity, towards making e-Health services available for anyone, 
anywhere, anytime, and anyhow, and iv) manage the vast amount of information 
healthcare services generate and transfer from one repository to another.  

There is an apparent need for a new networking paradigm able to integrate multiple 
sensor streams of medical and environmental devices, responsible for collecting local and 
global state indicator variables that need to be queried and monitored on regular basis 
from a dense heterogeneous e-Health enabled network [6]. This new communication 
environment, a common networking architecture, must be easy to deploy; free of network 
related disruptions; scalable to hundreds or thousands of devices; allow progressive 
deployment over time; provide processing, filtering, and aggregation of data; and support 
remote data collection, accessibility, security, and privacy. The capability to collect 
clinical information from dispersed points is becoming an urgent need and requirement 
especially in environments with lack of end-to-end connectivity for both rural and urban 
settings. The DTN paradigm discussed in the next sections can act as a unifying 
middleware embedded in the network stack to address the aforementioned issues. 
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utilizing diaspora professionals in Ghana [12-14] and a sentinel surveillance application 
in Tanzania [15]. 

4 Design of DTN-enabled e-Health Applications 

The traditional approach for developing e-Health applications assumes the existence 
of continuous communication albeit with low bandwidth. If an end-to-end connection 
is not available, then it is the responsibility of the application to retain the information 
until such a connection is available. Also, if multiple Internet connections are 
available (e.g., a WiFi and a 3G one), the application has little control on which one 
to utilize for a more efficient transmission of the information. Finally, it may be 
required to implement all the network intelligence within the e-Health application 
using different platforms and/or for multiple applications. In this case, it is clear that a 
cross-platform middleware layer can be rather useful. 

The DTN architecture can provide a unifying view of e-Health endpoints (proxies), 
irrespective of the underlying communication technologies and networks they must 
transverse in order to establish communication. A common network application 
programming interface (API) can provide the necessary middleware adaptation layer 
as to liberate the e-Health application development from interfacing with different 
networking technologies. The Bundle Protocol is capable of interfacing with both rich 
network protocols, as is the case of Internet-based communications, but also with 
light, non-IP protocols, such as ZigBee and Bluetooth. Furthermore, the bundle 
protocol specification is open and, if deemed necessary, convergence layers for other 
protocols can be developed by interested parties. This ability to interface transparently 
multiple network protocol stacks can be beneficial also in disaster relief operations, 
where infrastructure cannot be guaranteed and multiple communication technologies 
may need to co-exist and collaborate [16]. 

The DTN paradigm works equally well when connectivity exists and when it does 
not, thanks to its ability of in-transit persistent storage. In both cases, the programmer 
interfaces with one API, independently of underlying networking technology and 
existence or lack of end-to-end connectivity. The DTN approach liberates e-Health 
applications from handling any disconnections that span delays beyond what current 
networking technologies can tolerate. This can be beneficial for urban settings, as for 
example in case of emergencies or when navigating in areas lacking connectivity or 
when large crowds collect in same space struggling for network access. The 
availability of an already-deployed application in the field with the inherent capability 
to communicate in such an environment can be a matter of life and death. Indeed, it 
may not be possible to deploy after the cause event an e-Health application 
compatible with the then-available network stacks exactly due to the lack of network 
infrastructure to support such an operation. 

The DTN late binding approach allows to route traffic between e-Health endpoints 
that span across different regions, where in each region different network technologies 
are used and different naming/addressing/binding/routing is used. The DTN approach 
allows implanting network intelligence in transferring health related information and 
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medical data. The bundle layer can have knowledge of link quality and quantitate 
characteristics. It can also have knowledge about the criticality of the information to be 
transmitted, realizing smart routing. Such routing considers both current network state 
and future connectivity opportunities in deciding which network connection (existing or 
future) is more appropriate for transmitting the information efficiently and on time.  

Not all e-Health information is time-critical; some may be transmitted later on or 
stored on a device and retrieved on demand at a later time. Even when network 
coverage exists, it may not be optimal to transmit collected information at a given 
time moment due to cost, available bandwidth, or required energy. A smart bundle 
routing algorithm can consider all the aforementioned parameters and choose the 
optimal transmission schedule and/or switch communication networks based on 
bundle expiration. This complexity is totally hidden from the e-Health application, 
which needs only to designate the criticality of information to transfer and an 
expiration date (i.e., “deliver until this date”) and can then pass the responsibility to 
the DTN layer. The advantage of this approach is that the application is liberated from 
the complexities of network connectivity management. 

The unique ability of DTN to explore not only current but also future connectivity 
opportunities can be very useful in urban settings with multiple connectivity options, 
as the following example demonstrates. A rich set of sensory media may be collected 
while commuting from home to work. Given that network connectivity does exist, a 
traditional e-Health application will try to transmit the information as soon as 
possible. Using a DTN approach, the application can pass this information to the 
bundle layer for transmission, designating an expiration date. The bundle layer 
exploits this information and the fact that a high-speed connection will be available 
through the office network in a few minutes, based on past connectivity events. Thus, 
it defers the transmission of the media-rich sensory data until then. Suppose now that 
due to a sad event, the future connection is not realized on time. In this case, the 
bundle layer activates the alternative, lower-quality links in order to transfer the 
necessary information before its expiration. It is important to emphasize that in this 
urban-setting scenario, the e-Health application is unaware of the entire intelligence 
planted in the network layers; the application just delivers the data to be transmitted 
and never deals with the end-to-end network connection availability. 

Last but not least, security is addressed in DTN by the already agreed Bundle 
Security Protocol (BSP), described in RFC 6257 [17]. Thus, secure communication 
between two e-Health DTN endpoints can be implemented across different networks 
and independently of available networks. From an application designer’s point of 
view, secure links at the bundle layer can be available no matter what the underlying 
network offers or lacks. Intelligence may be implanted in the networking stack as to 
avoid double security, or as to implement secure edges in specific points of the 
network that may be considered more vulnerable. 

5 DAPHNE: An Implementation of a DTN Application Proxy 

We implemented DAPHNE, an e-Health application proxy as a proof-of-concept for 
the applicability and advantages of the DTN technology in such an environment. In 
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our scenario, there is an e-Health application that utilizes medical devices to collect 
patient’s data and transmit them to a remote location for further processing.  

We realized DAPHNE on a FitPC Slim computer with a 500 MHz CPU, 512 MB 
RAM, and 60 GB storage running the Linux operating system and the DTN2 reference 
implementation of the Bundle Protocol. The computer has an Ethernet, a WiFi, and a 
Bluetooth interface for connectivity with medical devices. It is connected to the Internet 
and may face disconnections for multiple reasons. An e-Health application runs as a 
server component on this computer and acquires data from nearby medical devices 
using the Continua1 standard. The collected information is then transmitted for display 
to a remote host. We used two medical devices in our tests: a commercial SpO2 device 
(Onyx® II Model 9560) and a 12-lead ECG (Welch Allyn PRO ECG) connected 
through a USB interface with the patient unit. The application supports connections 
from multiple remote ends and broadcasts the information to all connected remote hosts. 
It also allows the user to configure the frequency of transmission measurements 
independently of the collection rate and the device-specific biomedical parameters 
related to sensing. The remote host connects with the server application and is able to 
display any medical data received on a monitor canvas (i.e., running on a light tablet 
device). If a disconnection, a delay, or a broken link occurs, then the application is 
responsible for re-establishing the connection when the problem is resolved.  

We bridged the two e-Health application ends with the “dtntunnel” proxy available 
in the DTN2 implementation. This proxy allows the creation of a DTN tunnel over a 
network that can sustain any delay or disruption, thanks to the in-network storage of 
the DTN architecture. In the near-end host, the tunnel application receives data from 
the medical devices and transforms them to bundles. These bundles are stored in the 
computer until a connection is available with the remote end of the tunnel. In the 
display application host, the tunnel application receives the bundles from the network 
and provides a continuous stream of information to the application. In this setup, the 
two ends of the e-Health applications have an always-on, uninterrupted connection 
(albeit without data) with the local end of the DTN tunnel. In this way, the two 
applications need not handle any network connectivity issues at all since their 
connection is local to the host. We established a testbed between two locations. The 
medical devices, the sensor application, and the near end of the DTN tunnel were 
installed at the premises of the Computational Medicine Lab of FORTH-ICS in Crete. 
The far end of the DTN tunnel and the display application were installed in the 
premises of the Industrial Systems Institute in Patras. Both systems access the Internet 
through noisy and unstable wireless connections. 

The first set of experiments involved no DTN tunnels. The applications initially 
established connection and exchanged information (SpO2 and ECG measurements). 
After a few seconds, the connection was dropped due to network instabilities and they 
ceased operation until restarted 

The second set of experiments involved the DTN tunnels. In this case, the two 
applications retained connectivity for prolonged time. Figure 2 depicts a screenshot of 
the successful experiment. The instable connectivity was apparent, as there were 

                                                           
1 http://www.continuaalliance.org/ 
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aim to further explore this approach and experiment on technology integration in future 
e-Health services. 
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Abstract. Acoustic analysis is a proper method in vocal fold pathology 
diagnosis so that it can complement and in some cases replace the other 
invasive, based on direct vocal fold observation, methods. There are different 
approaches for vocal fold pathology diagnosis. These algorithms usually have 
two stages which are Feature Extraction and Classification. While the second 
stage implies a choice of a variety of machine learning methods, the first stage 
plays a critical role in performance of the classification system. In this paper, 
three types of features which are Energy and Entropy resulting from the 
Wavelet Packet Tree and Mel-Frequency-Cepstral-Coefficients (MFCCs), and 
also their combination are investigated. Finally a new type of feature vector, 
based on Energy and Mel-Frequency-Cepstral-Coefficients, is proposed. 
Support vector machine is used as a classifier for evaluating the performance of 
our proposed method. The results show the priority of the proposed method in 
comparison with other methods. 

Keywords: Vocal fold pathology diagnosis, Wavelet Packet Decomposition, 
Mel-Frequency-Cepstral-Coefficients (MFCCs), Energy, Entropy, Support 
Vector Machine (SVM). 

1 Introduction 

Vocal signal information often plays an important role for specialists to understand the 
process of vocal fold pathology formation. In some cases vocal signal analysis can be 
the only way to analyze the state of vocal folds. Nowadays diverse medical techniques 
exist for direct examination and diagnostics of pathologies. Laryngoscopy, 
glottography, stroboscopy, electromyography and videokimography are most frequently 
used by medical specialists. But these methods possess a number of disadvantages. 
Human vocal tract is hardly-accessible for visual examination during phonation process 
and that makes it more problematic to identify a pathology. Moreover, these diagnostic 
means may cause patients much discomfort and distort the actual signal, that may lead 
to incorrect diagnosis as well [1-4]. 

Acoustic analysis as a diagnostic method has no drawbacks, peculiar to the above 
mentioned methods. It possesses a number of advantages. First of all, acoustic 
analysis is a non-invasive diagnostic technique that allows pathologists to examine 
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many people in short time period with minimal discomfort. It also allows pathologists 
to reveal the pathologies on early stages of their origin. This method can be of great 
interest for medical institutions. 

In recent years a number of methods were developed for segmentation and 
classification of speech signals with pathology. The general scheme of vocal fold 
pathology diagnosis is illustrated in Fig. 1. 

 
 
 
 
 

Fig. 1. The general scheme of vocal fold pathology diagnosis 

The wavelet transform, as was shown in [5], is a flexible tool for time-frequency 
analysis of speech signals, especially for short data frames, like separate phonemes. In 
Fig.2 wavelet transform of a stressed vowel [a:], pronounced by a healthy speaker, is 
shown. But the situation changes in case of pathological voices. In Fig. 3, Fig. 4 and 
Fig. 5 wavelet transforms of the same vowel are given, but in these cases it is 
pronounced by speakers with different voice pathologies. The instability of the 
formant frequency is obviously seen. 

 

 

Fig. 2. Wavelet transform of a stressed vowel [a:] pronounced by a healthy speaker 

 

Fig. 3. Wavelet transform of a stressed vowel [a:] pronounced by the speaker with hypertrophic 
laryngitis 

Healthy or Pathological 

Speech Signal 
Feature Extraction

Classification
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Fig. 4. Wavelet transform of a stressed vowel [a:] pronounced by the speaker with hypertonic 
dysphonia 

 

Fig. 5. Wavelet transform of a stressed vowel [a:] pronounced by the speaker with chronic 
catarrhal laryngitis 

Different parameters for feature extraction are used. Traditionally, one deals with 
such parameters like pitch, jitter, shimmer, amplitude perturbation, pitch perturbation, 
signal to noise ratio, normalized noise energy [5] and others [6-9]. Feature extraction, 
using the above mentioned parameters, has shown its efficiency for a number of 
practical tasks. These parameters are frequently used in systems for automatic vocal 
fold pathology diagnosis, in speaker identification systems or in multimedia database 
indexing systems. 

Finally, the extracted features are used for speech classification into the healthy 
and pathological class. Different machine learning methods such as Support Vector 
Machines [10], Artificial Neural Networks [11], etc. can be used as a classifier. 

The presence of a pathology in a vocal tract inevitably leads to voice signal 
distortion. Depending on pathology severity the distortion may be more or less 
significant. Among all sounds that are produced by vocal tract, sustained vowels and 
some sonorant consonants are most easily distorted if a pathology is present. 

2 Feature Extraction 

In the first stage of the proposed method, as it is shown in Fig. 1, features extraction 
must be done. For this purpose, first, by the use of cepstral representation of the input 
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signal, 13 Mel-Frequency-Cepstral-Coefficients (MFCC) are extracted. Then the 
wavelet packet decomposition in 5 levels is applied on the input signal to make the 
wavelet packet tree. Then, from the nodes of resulting wavelet packet tree, 63 energy 
features along with 63 Shannon entropy features are extracted. Finally, these three 
types of features and all possible states of their combination are considered and 
investigated to find the best state for constructing the proposed feature vector. 

2.1 Mel-Frequency-Cepstral-Coefficients (MFCCs) 

MFCCs are widely used features to characterize a voice signal and can be estimated 
by using a parametric approach derived from linear prediction coefficients (LPC), or 
by the non-parametric discrete fast Fourier transform (FFT), which typically encodes 
more information than the LPC method. The signal is windowed with a hamming 
window in the time domain and converted into the frequency domain by FFT, which 
gives the magnitude of the FFT. Then the FFT data is converted into filter bank 
outputs and the cosine transform is found to reduce dimensionality. The filter bank is 
constructed using 13 linearly-spaced filters (133.33Hz between center frequencies,) 
followed by 27 log-spaced filters (separated by a factor of 1.0711703 in frequency.) 
Each filter is constructed by combining the amplitude of FFT bin. The Matlab code to 
calculate the MFCC features was adapted from the Auditory Toolbox (Malcolm 
Slaney). The MFCCs are used as features in [12] to classify the speech into pathology 
and healthy class. Reduction of MFCC information has been used by averaging the 
sample’s value of each coefficient. 

2.2 Wavelet Packet Decomposition 

Recently, wavelet packets (WPs) have been widely used by many researchers to analyze 
voice and speech signals. There are many out-standing properties of wavelet packets 
which encourage researchers to employ them in widespread fields. The most important, 
multi resolution property of WPs is helpful in voice signal synthesis [13-14]. 

The hierarchical WP transform uses a family of wavelet functions and their 
associated scaling functions to decompose the original signal into subsequent sub-
bands. The decomposition process is recursively applied to both the low and high 
frequency sub-bands to generate the next level of the hierarchy. WPs can be described 
by the following collection of basic functions: 
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where p is scale index, l the translation index, h the low-pass filter and g the high-pass 
filter with 
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the WP coefficients at different scales and positions of a discrete signal can be 
computed as follows: 
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for a group of wavelet packet coefficients, energy feature in its corresponding sub-
band is computed as 
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The entropy evaluates the rate of information which is produced by the pathogens 
factors as a measure of abnormality in pathological speech. Also, the measure of 
Shannon entropy can be computed using the extracted wavelet-packet coefficients, 
through the following formula 
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In this study, mother wavelet function of the tenth order Daubechies has been chosen 
and the signals have been decomposed to five levels. The mother wavelet used in this 
study is reported to be effective in voice signal analysis [15-16] and is being widely 
used in many pathological voice analyses [14]. Due to the noise-like effect of 
irregularities in the vibration pattern of damaged vocal folds, the distribution manner 
of such variations within the whole frequency range of pathological speech signals is 
not clearly known. Therefore, it seems reasonable to use WP rather than DWT or 
CWT to have more detail sub-bands. 

3 Classification by Support Vector Machine 

For classification, a statistical learning algorithm called support vector machine 
(SVM) is used. SVMs which were proposed by Vapnik [17], have become an 
acknowledged classification method in the task of musical genre recognition. Their 
usage in this task was already justified by works of Li et al. [18] were SVMs 
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outperformed other commonly used classification methods (Gaussian Mixture 
models, K-Nearest Neighbors classifier, Hidden Markov Models, etc.). We will 
consider the basic theory of SVM below. 

Given a set of training vectors belonging to two separate classes, (x1,y1),…,(xl,yl), 
where xi∈ RN and yi∈ {–1,…,1}, one wants to find a hyper-plane wx + b = 0 to 
separate the data. In fact, there are many possible hyper-planes, but there is only one 
that maximizes the margin (the distance between the hyper-plane and the nearest data 
point of each class). The solution to the optimization problem of SVM is given by the 
saddle point of the Lagrange functional 
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where αi are the Lagrange multipliers. Classical Lagrangian duality enables the primal 
problem (15) to be transformed to its dual problem, which is easier to solve. The 
solution is given by 


=

+−==
l

i
sriii xxwbxyw

1

].[
2

1
,α  (10)

where xr and xs are any two support vectors with 0, >si αα , yr=1, ys=-1. 

To solve the non-separable problem slack variables 0>iξ   and a penalty 

function, =
i iif ξξ )(  , where the iξ  are measures of the misclassification error. 

The solution is identical to the separable case except for a modification of the 
Lagrange multipliers as 0 ≤  αi ≤ C, i=1,..l . The choice of C is not strict in practice. 

The SVM can realize nonlinear discrimination by kernel mapping [17], when the 
samples in the input space cannot be separated by any linear hyper-plane, but can be 
linearly separated in the nonlinear mapped feature space. Of course in the proposed 
method, linear function is used as the kernel function of the SVM. 

4 Experiments and Results 

In this section, seven experiments have been designed. These experiments are 
simulated in Matlab 7.11.0. For displaying and comparing the results, four indicators 
(TP, FN, TN and FP) have been used. 

True positive rate (TP), also called sensitivity, is the ratio between pathological 
files correctly classified and the total number of pathological voices. False negative 
rate (FN) is the ratio between pathological files wrongly classified and the total 
number of pathological files. True negative rate (TN), sometimes called specificity, is 
the ratio between normal files correctly classified and the total number of normal 
files. False positive rate (FP) is the ratio between normal files wrongly classified and 
the total number of normal files. 
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The final accuracy of the system is the ratio between all the hits obtained by the 
system and the total number of samples. Also for displaying the results, the ROC 
curve (AUC) has been used which is a very common way in medical decision 
systems. 

4.1 Database Description 

The database was created by specialists from the Belarusian Republican Center of 
Speech, Voice and Hearing Pathologies. 40 pathological speeches and 40 healthy 
speeches, which are related to sustained vowel “a”, have been selected randomly. All 
the records are in PCM format, 16 bits, mono, with 16 kHz sampling frequency. A 
random partition is also created for applying the holdout validation on the dataset. 
This partition divides the dataset into a training set with 40 records and a test (or 
holdout) set with 40 records. 

4.2 Results 

In the first experiment, only the MFCC is used to make the final feature vector. In the 
second experiment, only the energy resulting from the wavelet packet tree is used to 
make the final feature vector. In the third experiment, only the entropy resulting from 
the wavelet packet tree is used to make the final feature vector. In the fourth 
experiment, the MFCC along with the energy resulting from the wavelet packet tree 
are used to make the final feature vector. In the fifth experiment, the MFCC along 
with the entropy resulting from the wavelet packet tree are used to make the final 
feature vector. In the sixth experiment, the energy along with the entropy resulting 
from the wavelet packet tree are used to make the final feature vector. In the seventh 
experiment, the MFCC along with the energy and entropy resulting from the wavelet 
packet tree are used to make the final feature vector. Finally, in all experiments, for 
each speech signal the samples according its feature vector are extracted and fed to 
the SVM classifier. The classification results are shown in table 1. Also the 
comparison diagrams, including ROC curves and accuracy charts, are illustrated in 
Fig. 6 and Fig. 7. 

Table 1. The results of experiments 

Feature Extraction Method TP TN FP FN Accuracy 
MFCC 85% 100% 0% 15% 92.5% 
Energy 85% 100% 0% 15% 92.5% 

Entropy 85% 95% 5% 15% 90% 
MFCC + Energy 95% 100% 0% 5% 97.5% 
MFCC + Entropy 85% 100% 0% 15% 92.5% 
Energy + Entropy 95% 90% 10% 5% 92.5% 

MFCC + Energy + Entropy 90% 100% 0% 10% 95% 
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With considering the results, it is clear that the feature vector base on the 
combination of MFCC and energy of wavelet packet tree nodes has more potential 
and accuracy for using in the classification in comparison with other types. So, it is 
suggested to use the combination of MFCC and energy of wavelet packet tree nodes 
as the final feature vector. 

75%

80%
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90%
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100%

Sensitivity

Specificity

Accuracy 

 
Fig. 6. The comparative results of different feature extraction methods 

  
Fig. 7. The ROC curves of different feature extraction methods 

4.3 Discussion 

In pervious works, different parameters are used as the feature vector. For example, in 
[9] amplitude perturbation, pitch perturbation, etc. are used as the features and an 
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average classification rate of 85.8% is reported. In [7] jitter, peak of autocorrelation, 
etc. are used as the features and an accuracy of 54.79% is reported for clustering of 
voice types. 

But in this article, utilizing of the MFCC and the energy of the wavelet packet tree 
nodes as the features are proposed. The classification results in Fig. 6 show the 
accuracy of 97.5% and the sensitivity of 95% and the specificity of 100% for the 
proposed method. 

Moreover, this fact can be seen in Fig. 7 that the AUC obtained with other types of 
features are decreased, while with the proposed feature vector (MFCC + Energy) the 
expected performance of system increases. This fact shows better performance of the 
proposed feature vector in comparison with the other types. 

5 Conclusion 

In this article, it is shown that features based on wavelet transformation have potential 
for detection of vocal fold pathology. So, three types of features which are energy and 
entropy resulting from the wavelet packet tree and the Mel-Frequency-Cepstral-
Coefficients (MFCCs) and also their combination are investigated. 

Also, a novel feature vector base on the combination of MFCC and energy of the 
wavelet packet tree nodes is proposed. By the means of SVM classifier, seven 
experiments are designed to investigate the efficiency of the proposed feature vector. 
The results of experiments show better performance of the proposed feature vector in 
comparison with other types. 

Although it may be possible to try to build a complete multi-class classification 
system with a hierarchy of support vector machines so that detection of different type 
of pathological speech will be possible. For further research, it is suggested to work 
on the more sophisticated feature extraction phase. 
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Abstract. Physical inactivity is nowadays defined as the fourth leading risk 
factor for global mortality. These levels are rising worldwide with major 
aftereffects on the prevention of several diseases and the general health of the 
population. Energy expenditure (EE) is a very important parameter usually used 
as a dimension in physical activity assessment studies. However, the most 
accurate methods for the measurement of the EE are usually costly, obtrusive 
and most are limited by laboratory conditions. Recent technological 
advancements in the sensor technology along with the great progress made in 
algorithms have made accelerometers a powerful technique often used to assess 
everyday physical activity. This paper discusses the use of support vector 
regression (SVR) to predict EE by using a single measurement unit, equipped 
with a triaxial accelerometer and a barometer, attached to the subject´s hip.  

Keywords: accelerometers, barometers, energy expenditure, physical activity 
monitoring, support vector regression. 

1 Introduction 

During the last decade several studies have shown the positive affect of adequate 
exercise on the health of people and the correlation between the lack of exercise and 
the risk of developing various diseases such as cardiovascular diseases, colon and 
breast cancers, Type 2 diabetes and osteoporosis [7]. According to the World Health 
Organisation (WHO), physical inactivity (lack of physical activity) has been 
identified as the fourth leading risk factor for global mortality (6% of deaths globally) 
leading to approximately 3.2 million deaths each year [10] (Fig. 1).  

Energy expenditure (EE) is one of the most widely used quantitative measures in 
studies that try to assess people’s everyday life physical activity. Doubly labeled 
water and indirect calorimetry are considered to be the gold standard measures to 
measure EE. Nevertheless those methods are rather obtrusive and require high 
operating costs. Other methods like questionnaires or diaries have on the other hand 
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limited accuracy. Due to the improvements in sensor technology and algorithms, 
accelerometry has become the mostly used technique to assess everyday life physical 
activity. 
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Fig. 1. 10 leading risk factors causes of death in millions per year 

Jatobá et al. [3] proposed an acceleration-based EE prediction process. The 
activity-based linear models were developed by using the intensity of the acceleration 
together with some other subject-related features (such as age, weight, height). 

Su et al. [8] proposed the use of SVR in order to predict EE during walking by 
using an acceleration sensor attached to the lower back close to the subject’s center of 
gravity. 

A well-known limitation of those devices is that they are not able to assess the 
increase in energy cost of walking upstairs or uphill, since the acceleration pattern 
remains unchanged under these conditions, although increased effort is required. 

Yamazaki et al. [9] and Voleno et al. [4] introduced, along with the accelerometer, 
the use of an additional air pressure sensor in order to capture the movement in the 
vertical axis and used linear regression models for the EE estimation. 

The purpose of this paper is to discuss the use of SVR to predict EE for different 
everyday life activities by using a single measurement unit, which consists of a 
triaxial accelerometer and a barometer, placed on the subject´s right side hip. 

2 Measurement Setup and Data Collection 

2.1 Measurement System 

The Move II sensor (movisens GmbH, Karlsruhe, Germany) was used for the data 
collection. Move II consists of a triaxial acceleration sensor with a range of ±8 g, a 
resolution of 12 bit and a sampling frequency of 64 Hz. The measuring unit has an 
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additional air pressure sensor with a sampling frequency 8 Hz and a resolution of 
0.03hPa (corresponds to 15 cm at sea level). The recorded raw data were saved using 
the unisens format [5] and were transferred on a computer for further analysis via a 
USB 2.0 interface. 

The assessment of the reference for the EE was performed by using the portable 
indirect calorimeter Meta Max 3B (Cortex Biophysics GmbH, Leipzig, Germany). 
The indirect calorimeter measures the breath by breath energy consumption and 
transmits the measured data wirelessly to a laptop. 

2.2 Subject Characteristics 

Twenty healthy subjects (12 male and 8 female), all students or employees of the 
Karlsruhe Institute of Technology (KIT) participated in the data collection study. The 
data collection was performed in cooperation with the Institute of Sport and Sports 
Science, Karlsruhe Institute of Technology (KIT). Descriptive data of the subjects can 
be found in Table 1. 

Table 1. Subject characteristics 

Subject parameter 
Males 
(N=12) 

Females 
(N=8) 

All subjects 
(N=20) 

Age (yrs.) 30.1 ± 8.8 30.8 ± 8.6 30.4 ± 8.7 
Height (cm) 179.8 ± 8.0 167.3 ± 4.3 174.8 ± 9.2 
Weight (kg) 81.9 ± 12.9 64.9 ± 9.2 75.1 ± 14.2 
BMI (kg·m-2) 25.3 ± 3.3 23.2 ± 3.1 24.5 ± 3.3 

2.3 Measurement Procedure 

In our study all the subjects were equipped with the measurement unit, placed over 
the right anterior axillary line (Fig. 2) and the indirect calorimeter. The indirect 
calorimeter was both used to assess the reference data for the EE and to set the 
markers at every transition between the different activities. The markers where later 
on synchronized with the acceleration and air pressure signals. 
 

 

Fig. 2. Position of the sensor and direction of the acceleration axes 
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For the training and the evaluation of the algorithms a study with a variety of 
different activities (10 in total) was carried out. The data collection protocol of the 
study can be seen in Table 2.  

Table 2. Study- Data Collection Protocol  

Activity Duration Frequency x Distance 
sitting 5 min  
standing 5 min  
walking slow  1 x 415 meter 
walking fast  1 x 415 meter 
jogging  2 x 415 meter 
cycling app. 5min  
walking up- /downhill  4 x130 meter 
walking upstairs  3 x 84 stairs 
walking downstairs  3 x 84 stairs 

3 Signal Processing 

3.1 Signal Preprocessing 

The signal processing for the development of the EE prediction models was done with 
MATLAB (R2010a). Both the acceleration and the air pressure signals were 
preprocessed in two steps.  

During the first step the acceleration signals were band-pass (0.25 Hz - 10 Hz) 
filtered to suppress DC-response (static acceleration due to gravity) and high 
frequencies that cannot arise from human movement respectively. Using the 
barometric formula, the air pressure signal was converted into altitude and the noise 
was suppressed using a Butterworth low-pass filter. 

In the second step the activity was classified in intervals of 4 seconds. The activity 
recognition process is discussed in [6]. The classification algorithm differentiated 
between the following 7 activities: lying, rest (sitting/standing), cycling, up-hill/-
stairs, down-hill/-stairs, level walking and jogging.  

The reference for the EE was the output from the mobile indirect calorimeter. The 
indirect calorimeter measures the breath by breath energy consumption. Due to the 
non-uniform sampling frequency of the indirect calorimeter, linear interpolation was 
used in order to resample the EE reference to a uniform 1 Hz sampling frequency. 

3.2 Parameter Extraction  

The key step for the preparation of the data for the modeling is the parameter 
extraction. Each second of the acceleration and the air pressure data is transformed 
into a feature vector. The feature vector is the input for the EE modeling and 
estimation. The features that were extracted are as follows:  
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Acceleration Magnitude.  The acceleration magnitude represents the intensity of the 
movement in each interval and is proven to be highly correlated to the EE. The 
acceleration magnitude was calculated using the AC part of each acceleration 
component as follows: 

EEAC(i) = mean(sqrt ( axAC
2(i)  + ayAC

2(i)  + azAC
2(i) )) . (1) 

Altitude Change. The altitude change corresponds to the direction of the vertical 
movements. Therefore the altitude change (Δh) at every segment was calculated. The 
altitude change was split into two separate features, the positive and the negative 
altitude change (Δhpos and Δhneg respectively). By means of this value, it is possible to 
estimate the intensity of the movement in the vertical axis, and therefore a better 
estimate of the energy consumption when walking up- or downhill. 

Subject Related Data. Besides the features extracted from the acceleration and the 
air pressure signal, other subject-related features, which are determinant for the 
person’s EE (body height, body weight age and sex), were used in the model 
development as well. 

3.3 Support Vector Regression (SVR) 

Support vector machine (SVM) was firstly developed in the sixties but it has been 
further developed during the last four decades and is nowadays one of the widely used 
techniques to solve classification problems. Support vector regression (SVR) is a 
technique based on the SVM used when the predicted values are not discrete but 
continuous values. SVR can be used to learn complex nonlinear relationships between 
predictor and predicted values.    

SVR tries to find a function f(x), which given the training data {(x1,y1),..., (xl,yl)} 
has at most ε deviation from the actually obtained targets yi and at the same time is as 
flat as possible. SVR approximates the function in the following form: 

f(x) = w · φ(x) + b . (2) 

Where w and b are coefficients and φ maps the original data x to a high dimensional 
feature space. This optimization problem can be transformed by applying Lagrangian 
theory into: 

f(x) = Ʃl
i=1 (αi

* - αi) · k(xi,x) + b . (3) 

Where αi and αi* are Lagrange multipliers and the function k(xi,x) is called the kernel 
function and is defined as a linear dot product of the nonlinear mapping, i.e., 
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k(xi,x) = φ(xi) · φ(x) . (4) 

The types of kernel functions mostly used are: linear, polynomial, radial basis and 
sigmoid. Here the use of radial basis function was investigated and compared with the 
traditional linear regression (LR). 

All calculations were done using the library LIBSVM [2]. 

3.4 Estimation of Energy Expenditure 

For the estimation of the EE, the activities were divided into groups. The activity-
based EE prediction included 3 groups. The first group included all passive activities 
(lying, sitting and standing), all walking activities (walking fast, slow, up-/downhill, 
up-/downstairs and jogging) in the second and cycling in the third. 

For the first activity-group, the EE estimation was done using the basal metabolic 
rate (BMR) formulas as published in [1]. BMR is defined as the minimal rate of 
energy expenditure compatible with life. It is measured in the supine position under 
standard conditions of rest, fasting, immobility and represents the calories the body 
needs only for the functioning of the vital organs (e.g. heart, lungs, nervous system). 
The EE for the passive activities was defined as 25% above the BMR. For the other 2 
groups, SVR- and LR-based models were developed. The EE estimation models were 
further separated into 2 groups according to the gender. 

4 Results 

For the validation of the EE prediction models we chose the leave-one-subject-out 
cross validation method. Using this method, the generalization of the models can be 
tested. The difference between the reference and the predicted values of the EE was 
computed for each subject and each activity and compared with the results of the LR. 

Table 3 summarizes the results of the EE estimation, showing the mean percent 
error of the second-by-second estimation of EE for each activity and the mean error in 
kcal for the whole activity. Fig. 3 shows the measured and the estimated EE for the 
whole protocol for one subject. 

The results suggest that the use of SVR improves the estimation of EE. The mean 
percent error for all the activities was reduced from -1.8 ± 12.0 %, when using LR to  
-1.4 ± 10.5 %, when using SVR. For some specific activities like walking slowly and 
fast the prediction errors were reduced significantly from -10.1 ± 14.8 % and  
-7.7 ± 17.5 % to -6.0 ± 14.8 % and -2.2 ± 17.1% respectively. Only during walking 
up-/downhill there was a slight increase in the prediction error. This might be due to 
the short time period. Generally the biggest errors were observed during the 
movement transitions; the time needed for the stabilization of the energy expenditure. 
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Table 3. Prediction errors (mean ± SD) for the energy expenditure 

Activity 
LR SVR 

Mean error 
[kcal] 

Percent error 
[%] 

Mean error 
[kcal] 

Percent error 
[%] 

all activities -0.7 ± 26.2 -1.8 ± 12.0 -1.0 ± 22.8 -1.4 ± 10.5 
sitting / standing 0.6 ± 2.3 2.0 ± 12.4 0.6 ± 2.3 2.1 ± 12.4 

walking slow -2.3 ± 3.5 -10.1 ± 14.8 -1.3 ± 3.3 -6.0 ± 14.8 
walking fast -1.3 ± 3.3 -7.7 ± 17.5 -0.1 ± 3.5 -2.2 ± 17.1 

jogging 3.6 ± 6.3 5.5 ± 12.1 1.7 ± 7.8 2.0 ± 13.9 
cycling 0.3 ± 8.5 -1.3 ± 31.4 0.6 ± 7.9 0.5 ± 26.5 

walking up- / 
downhill 

-1.3 ± 4.7 -3.5 ± 11.5 -2.1 ± 4.1 -4.9 ± 10.5 

walking upstairs -0.6 ± 2.5 4.4 ± 15.8 -0.6 ± 2.8 4.4 ± 17.7 
walking downstairs 0.4 ± 1.3 4.1 ± 13.2 0.2 ± 1.2 3.2 ± 12.1 
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Fig. 3. Energy expenditure. The gray line is the estimated EE using the SVR, the gray dashed 
line is the estimated EE using the LR and the black solid line is the smoothed gold standard 
measure obtained by the portable indirect calorimeter. 

5 Conclusion 

A novel method for the estimation of human everyday activity EE has been presented 
and evaluated. The algorithm uses the acceleration and the air pressure signals 
assessed at the subject’s hip and with the developed SVR-based models, it predicts 
the EE with high accuracy. The biggest errors were observed during the activities-
transitions. This is due to the fact that the time to arrive at the steady state depends 
mostly on the fitness index of the subject, which was not included in the model 
parameters.  
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Future work will focus on the evaluation of the method in other population groups 
such as the elderly or people suffering from obesity, where physical activity 
monitoring is needed. 
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Abstract. We present a novel respiratory sounds monitoring concept
based on compressive sensing (CS). Respiratory sounds are streamed
from a body-worn sensor node to a smartphone where processing is con-
ducted. CS is used to simultaneously lower sampling frequency on the
sensor node and over-the-air data rate. In this study we emphasize com-
pressed sensing reconstruction via orthogonal matching pursuit (OMP)
on Android smartphone. Accuracy of the reconstruction and execution
speed are investigated using synthetic signals. We demonstrate applica-
bility of the technique in real-time reconstruction of at least 10 compo-
nents of compressible DCT spectrum of respiratory sounds containing
asthmatic wheezing, acquired at 4x lower sampling rate.

Keywords: asthma, m-health, compressive sensing, orthogonal match-
ing pursuit, smartphone, Android.

1 Introduction

Concept of patient-centric solution for long-term self-monitoring of chronic res-
piratory diseases, such as asthma was shown in [8]. The system featured mon-
itoring of physiological functions via body-worn sensor nodes. Smartphone was
proposed as an access point for the sensor nodes and for convenient interaction
with the patient.

Seizures related to different chronic respiratory disorders exhibit occurrence
of specific pathological sounds superimposed to the sound of normal breathing.
In asthma, these are wheezes, signals continuous in duration, exhibiting concen-
tration of energy into discrete sets of spectral crests (peaks) in frequency band of
normal respiratory sound (100-1000 Hz) [7]. Purpose of long-term physiological
function monitoring is quantification of occurrence and durations of portions of
respiratory cycles occupied by wheezing.

Capture of such information consists of acquisition of respiratory sounds via
microphone or accelerometer and signal processing in order to classify breathing
sounds into a normal or pathological class. In order to fulfil the requirement
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of long-term operation, energy consumption needs to be minimized. Analysis of
energy consumption of the sensor node [9] identified two feasible approaches.
The first includes intensive signal processing on body-worn node at the signal
acquisition site, and transmission of the classification result to the smartphone
for logging and/or presentation. Advantage of such approach is reduced load on
the communication subsystem. Disadvantages are the higher energy consumption
of the sensor node and higher cost of software maintenance/upgrade.

The alternative approach is streaming the signal to smartphone where pro-
cessing is performed. Such approach enables lower power design of the sensor
node and simplifies maintenance of software by moving signal processing into
the domain of smartphone mobile applications development. On the other side,
in this approach the quality of information is heavily dependent on the commu-
nication link between the sensor node and the smartphone. Also, energy costs
of both communication and signal processing on the smartphone can be high.

Compressive sensing (CS) enables simultaneous reduction of energy cost in
both acquisition and communication part on the sensor side by lowering data
rate, as seen in [3] where CS is applied in a wireless sensor network for frequency-
sparse signal detection. Implementations of CS reconstruction algorithms for
popular smartphone platforms can be found in [4]. [6] and [5] have shown re-
construction of streamed CS electrocardiogram signal. In this article, we present
our work on reconstruction of respiratory sounds on an Android smartphone,
part of the CS-based asthma monitoring system shown in Fig. 1. So far, we ex-
perimented with ”orthogonal matching pursuit” (OMP) iterative reconstruction
algorithm [10].

Data 
streaming

Compressive 
signal acquisition

Signal 
reconstruction Classification

Fig. 1. Architecture of the asthma monitoring system

2 Methods and Materials

2.1 Compressed Sensing Paradigm

Let x = {x1, ..., xN}T be an N -dimensional column vector representing samples
of time-discrete signal acquired by the sensor node. Suppose that x can be rep-
resented by only K << N non-zero components {θ1, ..., θK} when transformed
by suitable transformation matrix Ψ, as shown by (1):
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θ = Ψx. (1)

Compression of N -dimensional signal x to the M -dimensional vector y, M < N
is performed on the sensor node by inner product of rows (i.e. measurement vec-
tors) of M ×N dimensional measurement matrix Φ and signal x:

y = Φx = ΦΨ−1θ. (2)

Vectors of compressed data y are streamed over a wireless link to the smart-
phone. The original signal, represented by its sparse coefficients estimates θ̂, is
obtained by solving an undetermined system (3). Compressive sensing theory
states that the good estimate of a sparse solution is the one with minimal l1-
norm:

θ̂ = argmin||z||1, subject to y = ΦΨ−1z. (3)

2.2 Orthogonal Matching Pursuit Algorithm

The premise of the algorithm is that as θ is K-sparse, only K of N columns-
vectors {ϕ1, ..., ϕN} of ΦΨ−1 participate in the compressed signal y. Algorithm
searches for the column ϕj most highly correlated to y and uses it to calculate a

signal estimate θ̂ by solving associated over-determined system by least-squares
method. Residual of y is found and the algorithm advances to the next iteration
until K components are found.

We evaluate straight-forward implementation described in [10] on Android
smartphone, using Java and Android SDK. Matrix operations, including least-
squares algorithm were implemented using Efficient Java Matrix Library (EJML)
[1]. All tests described in the following sections were performed on a Samsung
Galaxy S2 device running Android OS v2.3.5 and were compared against referent
implementation in Matlab [2].

2.3 Testing

Testing was conducted in three parts. In the first part we evaluated the accuracy
of signal reconstruction. Secondly, the execution speed was tested. Finally, the
algorithm was tested on respiratory sound signals.

Reconstruction Error. Reconstruction error was evaluated against signal
sparsity K, and compressed signal lengths M for the fixed signal block length of
N = 256 samples. Similar test-setup as in [10] was used: 1-s on random indices
were used as sparse input signal. As a measurement matrix, a dense random ma-
trix of uniformly distributed ±1 values was used. Identity transformation matrix
was used, because input signal was already sparse. Experiment was repeated 100
times for different combinations of N , M and K.
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Two metrics for reconstruction error evaluation were used. First was the per-
centage of reconstructed signal blocks inwhich all samples have been reconstructed
on correct indices. Goal was to measure the similarity to referent OMP algorithm
by evaluating occurrence of estimates at incorrect indiceswhen sparsityK becomes
too large or compressed signal length M too short compared to original signal
length N . The second metric was the accuracy of amplitude reconstruction, mea-
sured by normalized l2-error (4), averaged over all repetitions of the experiment.

Err =
||x̂− x||2
||x||2 (4)

Execution Speed. OMP guarantees deterministic execution time. It breaks
down the problem of solving an under-determined system of M equations and
N unknowns to a set of K least squares problems of order t which is increasing
by each iteration t1, ..., tK .

Dependency of execution time was verified for signal length N = {128, 256,
1024}, signal compression ratios of 4× and 8× and signal sparsity of K =
{2, ...30}. Android method System.nanoT ime() was used for time measurement.
Results were averaged over 300 repetitions.

Respiratory Sounds. In order to test recovery of both compressible spectrum
of wheezing and broadband spectrum of normal breathing,N×N inverse discrete
cosine transform (IDCT) matrix Ψ was used as a transformation matrix. Sparse
measurement matrix Φ containing uniformly distributed discrete set of {0, 1}
was used, effectively defining a mask for random selection of M out of N rows of
IDCT matrix. At the same time, indices of 0-s in Φ define which of the (discrete)
time-domain samples can be omitted from sampling.

Pre-recorded respiratory sounds acquired from various Internet sources (such
as R.A.L.E.) were used as input signals. The dataset consisted of 10 recordings
N01...N10 of normal respiratory sounds (total duration 76 s), and 12 recordings
W01...W12 of wheezing (in total 44 s). Each recording originated from a different
patient. Intervals of intra-respiratory silence and normal breathing were removed
from W01...W12 in order to produce continuous sections of signal compressible
in frequency. All recordings were bandpass-filtered to 100-1000 Hz, resampled to
Nyquist frequency of 2048 samples/s, normalized by amplitude, and segmented
into blocks of N = 256 samples.

This test was repeated 100 times on each N -block of every recording, with
combinations of parameters M = {64, 128} and K = 10. Results were evaluated
by three metrics. The first was the accuracy of reconstruction of amplitudes,
measured by normalized l2-error as already described by (4). Remaining two
metrics address frequency-locations (indices) of reconstructed spectral samples:
percentage of indices reconstructed within set of frequencies containing 90 %
of energy of original DCT spectrum, and percentage of reconstructed samples
exhibiting grouping of two or more indices in an uninterrupted sequence. Results
were averaged over all repetitions of the same signal-block, and furthermore over
all blocks within each recording.
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3 Results

3.1 Accuracy

Fig. 2(a) shows good fit between our implementation and the referent OMP from
Matlab. On the other hand, Fig. 2(b) shows worse fit when examining l2-error
(4). For the case of relaxed conditions of reconstruction, (lower signal sparsity
K, lower compression rate/higher M), l2-error of our algorithm converges to
a value of around 10 %. Nevertheless, relations between N , M and K obey
terms stated by CS theory. It can be seen that at 30 % reconstruction error,
maximum obtainable compression rate N/M = 4 with 8 components recovered,
or alternatively 16 components can be recovered at N/M = 2.
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Fig. 2. Accuracy of signal reconstruction by our version of OMP executed on Android,
compared to referent OMP implementation, both tested on an identical data set
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3.2 Execution Speed

Results corroborating the expected theoretical relations are visualized in Fig. 3.
It is interesting to notice that higher compression ratios N/M , apart from in-
creasing energy saving in communication, also shorten execution of reconstruc-
tion of the same targeted number of components K proportionally.

Let’s evaluate constraints for real-time operation on respiratory sounds. If
the sampling rate of the original time-domain signal was 2 kHz, block-size was
N = 256 and a 50 % block overlap was used, duration between subsequent
blocks would be 64 ms. As seen from Fig. 3, at most K = 10 components could
be recovered in real-time at N/M = 4. The time for real-time construction of
measurement matrix is not considered.
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Fig. 3. Duration of execution versus N , M and K, measured on Samsung Galaxy S2

3.3 Reconstruction of Respiratory Signals Spectra

Characteristic reconstruction examples of DCT spectrum blocks originating from
normal and wheezy signals shown in Figs. 4(a) and 4(b) can be compared in
Figs. 4(c) and 4(d). Several effects can be observed, justifying the choice of three
metrics described in Section 2.3. Most obvious is the grouping of reconstructed
samples at spectral crest frequencies of the wheeze, and less evident for broad-
band normal breathing. Also, two side-effects arise: reconstruction of frequencies
beyond those containing most of signal block energy, and error of amplitude/
energy estimation.

Overall results are shown in Fig. 5. Percentage of indices reconstructed within
90 % of the energy of an original DCT block decreases with M for both normal
and wheezy respiratory signals. Relative l2-error ceases with increase of M , with
wheezes exhibiting lower error, as a consequence of higher accuracy of estimation
of high energy wheeze crests. Percent of grouped indices rises with M , and is
higher for compressible spectrum of wheezing.
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Fig. 4. Examples of DCT reconstructed by OMP for single block of normal respiratory
signal and block with wheezing (N = 128, M = 32, K = 10)
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Fig. 5. Overall comparison of DCT spectrum reconstruction accuracy on data sets
N01...N10 and W01...W12, N = 256, K = 10
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4 Conclusion

Our implementation of OMP algorithm was shown. Results were compared to
referent OMP algorithm in Matlab. Compression ratio of at least 4× can be
achieved in reliable reconstruction of 10 frequency components for signal-block
lengths of 256 samples in real-time on a smartphone, as demonstrated on spec-
trum of frequency-compressible respiratory signals. Drawbacks of current im-
plementation are low accuracy of amplitude estimation, and operation on real
matrices only. In the future we plan to extensively evaluate CS sampling setups
and further investigate tradeoff between accuracy and execution speed of other
CS algorithms. Reconstruction algorithm is to be accompanied by a suitable
classification algorithm using features drawn from the reconstructed spectrum.
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Abstract. In this paper, we compare the performance of implantable antennas 
for integration into implantable medical devices and telemetry in the MICS 
(402.0–405.0 MHz) and ISM (433.1–434.8, 868.0–868.6 and 902.8–928.0 
MHz) bands. A parametric model of a miniature (volume of 32.7 mm3) patch 
antenna is proposed for skin–implantation, and further refined for each 
frequency set–up. Implantation inside canonical models of the human head, arm 
and trunk is considered, and the antenna resonance, radiation and safety 
performance is compared. Results indicate enhanced bandwidth and improved 
radiation and safety performance at higher frequencies because of the increased 
copper surface area. Implantation of a specific antenna inside different parts of 
the human body is shown to insignificantly affect its performance. 

Keywords: arm, Finite Element (FE), head, implantable antenna, Implantable 
Medical Device (IMD), Industrial Scientific and Medical (ISM) band, Medical 
Implant Communications Service (MICS) band, medical telemetry, trunk. 

1 Introduction 

Medical telemetry permits the measurement of physiological signals at a distance, 
through either wire or wireless communication technologies. One of its latest 
applications is in the field of Implantable Medical Devices (IMDs), which are used to 
perform an expanding variety of diagnostic and therapeutic functions (e.g. 
pacemakers [1], Functional Electrical Stimulators (FES) [2], blood glucose sensors 
[3] etc). In the past, wireless medical telemetry for IMDs relied on inductive coil 
coupling [4]. To overcome the inherent drawbacks of low data rate (1–30 kb/s), 
restricted communication range (less than 10 cm), and sensitivity to coils’ positioning, 
research is currently oriented towards antenna–enabled medical telemetry for IMDs 
(e.g. [5]–[7]). 

The ITU–R Recommendation SA.1346 [8] has outlined the use of the 402–405 
MHz frequency band for Medical Implant Communications Systems (MICS). The 
MICS band attracts high scientific interest because of its advantages to be 
internationally available and feasible with low power circuits, reliably support high 
data rate transmissions, fall within a relatively low noise portion of the spectrum, and 
propagate acceptably through human tissue. The 433.1–434.8, 868.0–868.6 and 
902.8–928.0 MHz Industrial Scientific and Medical (ISM) bands are also suggested 
for IMD telemetry in some countries [9].  
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In this study, we propose a parametric model of a miniature patch antenna for 
skin–implantation [10], and tune its parameters inside a canonical head model to 
obtain antennas at 402, 433, 868 and 915 MHz. Implantation inside canonical models 
of the human arm and trunk is also considered, and antenna performance is compared 
in terms of resonance (bandwidth), radiation (far–field radiation pattern and exhibited 
gain) and safety (conformance with the IEEE C95.1–1999 and C95.1–2005 [11] 
safety guidelines). Numerical simulations are carried out using the Finite Element 
(FE) method. 

The paper is organized as follows. Section 2 describes the models and numerical 
method used in this study. Numerical results are presented and discussed in Section 3. 
The paper concludes in Section 4.  

2 Models and Numerical Method 

2.1 Antenna and Tissue Models 

The parametric antenna model of Fig. 1 is proposed for designing the 402, 433, 868 
and 915 MHz implantable antennas of this study. The model is a modified version of 
the one presented by the authors in [7], emphasizing on miniaturization and 
biocompatibility. Miniaturization techniques including patch stacking, meandering 
and addition of a shorting pin are applied to reduce the antenna volume to 32.7 mm3. 
Biocompatible alumina (dielectric constant, εr = 9.4, and loss tangent, tanδ = 0.006), 
which has long been used in implantable antenna design [12], [13], is chosen as the 
dielectric material. Throughout this paper, the origin of the coordinate system is 
located at the center of the antenna ground plane, as shown in Fig. 1. 
 

 

 

(a) (b) (c) (d) 

Fig. 1. Proposed parametric antenna model: (a) ground plane, (b) lower patch, (c) upper patch, 
and (d) side view 

The antenna model consists of a 4 mm–radius ground plane and two 3.9 mm–radius 
vertically–stacked meandered patches, which are both fed by a 50–Ohm coaxial cable 
(x = 0 mm, y = 3 mm). Patches are printed on 0.25 mm–thick substrates, while a 0.15 
mm–thick superstrate covers the structure to preserve its biocompatibility and 
robustness. Meanders are equi–distant by 1 mm, their width is fixed to 0.5 mm, and 
their lengths are considered variable (denoted by the x coordinate (xij), where the 
subscripts {ij, i = A–F, j = L, U} identify the meander in Fig. 1(b) and (c)). A variably–
positioned shorting pin (x = xs, y = ys) connects the ground plane with the lower patch. 
Tuning the xij, xs and ys variables alters the effective dimension of the antenna and 
helps achieve the desired resonance characteristics.  
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Antenna performance is evaluated inside the skin–tissue of canonical head, arm, 
and trunk models for applications such as intra–cranial pressure, blood pressure, and 
glucose monitoring, respectively. The following tissue models are considered: 

(a) a spherical head model consisting of skin (thickness of 5 mm), bone (thickness 
of 5 mm), and grey matter tissues (Fig. 2(a) [7], 
(b) a cylindrical arm model consisting of skin (thickness of 5 mm), muscle 
(thickness of 25 mm), and bone tissues (Fig. 2(b)) [14], and 
(c) an ellipsoidal trunk model consisting of skin (thickness of 5 mm), fat (thickness 
of 10 mm), and muscle tissues (Fig. 2(c)) [15]. 
Tissue electric properties at f0 (f0 = 402, 433, 858, 915 MHz) are considered (Table 1 
[16]), and approximated as constant inside a ±100 MHz frequency range around f0 
[7]. Tissue mass densities are also provided in Table 1. Effect of the tissue anatomy 
and dielectric parameters is expected to be of minor importance, as indicated by the 
authors in [17]. 

 

 
  

(a) (b) (c) 

Fig. 2. Canonical models of the human: (a) head [7], (b) arm [14], and (c) trunk [15] 

Table 1. Electric properties (permittivity, εr, and conductivity, σ) [16] and mass density of the 
tissues used in this study 

Tissue type 
402 MHz 433 MHz 868 MHz 915 MHz Mass Density 

[kg/m3] εr σ [S/m] εr σ [S/m] εr σ [S/m] εr σ [S/m] 
skin 46.74 0.689 46.08 0.702 41.58 0.856 41.33 0.872 1100 

bone 13.10 0.090 13.07 0.094 12.48 0.139 12.44 0.145 2200 
grey matter 57.39 0.738 56.83 0.751 52.88 0.929 52.65 0.949 1030 

muscle 57.11 0.797 56.87 0.805 55.11 0.932 54.99 0.948 1040 
fat 5.58 0.041 5.57 0.042 5.47 0.050 5.46 0.051 920 

2.2 Numerical Method 

Simulations are carried out using the Finite Element method [18], which has been 
extensively used in the literature to study the design and performance of implantable 
antennas (e.g. [5], [7]). The mesh is automatically refined by the FE solver in an 
iterative way. A maximum perturbation of 30% is performed between each iteration, 
and the mesh refinement procedure stops when the maximum change in the 
magnitude of the reflection coefficient (|S11|) between two consecutive iterations is 
less than 0.02, or when the number of iterations exceeds 10. Radiation boundaries are 
set λ0/4 (λ0 is the free–space wavelength, f0 = 402 MHz) away from all simulation 
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set–ups in order to extend radiation infinitely far and guarantee stability of the 
numerical calculations. 

3 Numerical Results 

3.1 Antenna Design and Resonance Performance 

The parametric antenna model of Fig. 1 is implanted by 2.5 mm under the skin–tissue 
of the canonical head model (Fig. 2(a)), and its parameter (xij, xs, and ys) values are 
manually updated in an iterative way, until the magnitude of the reflection coefficient 
(|S11|) at the desired resonance frequency (f0) is adequately low, as dictated by: 

 

                                            0
11 @

20 dB≤ −
f

S          (1) 

 
In this way, four antennas are obtained for scalp–implantation and medical telemetry 
at 402, 433, 868, and 915 MHz, respectively, as shown in Fig. 3 and Table 2. Longer 
meanders increase the length of the current flow path on the antenna, decreasing, in 
turn, the exhibited resonance frequency. The patch surface area of the 433, 868 and 
915 MHz antennas is found to be increased by 2.2%, 24.9% and 25.4% as compared 
to that of the 402 MHz antenna. 
 

 402 MHz 433 MHz 868 MHz 915 MHz 

upper 

patch 
  

lower 

patch 

  

 (a) (b) (c) (d) 

Fig. 3. Geometries of the proposed antennas at: (a) 402, (b) 433, (c) 868, and (d) 915 MHz 

The reflection coefficient frequency responses of the proposed antennas inside the 
head model (Fig. 2(a)) are shown in Fig. 4(a). Further implantation of these designs 
by 2.5 mm under the skin–tissue of the arm (Fig. 2(b)) and trunk (Fig. 2(c)) models 
causes insignificant changes in the exhibited resonance performance, as shown in Fig. 
4(b) and Fig. 4(c). The computed values for the 10 dB–bandwidth (i.e. the bandwidth 
defined at a return loss of 10 dB) of the antennas are indicated in Table 3 for all 
frequency set–ups and implantation scenarios of this study. Original values are 
recorded, while percent changes from the values of the 402 MHz antenna are given in 
parentheses. Bandwidth improvement with increasing frequency is attributed to the 
larger current surface area of the patches, as shown in Fig. 3.   
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Table 2. Variable values of the proposed antenna designs 

Var. 
Values [mm] 

402 MHz 433 MHz 868 MHz 915 MHz 
xAl –3.6 –3.5 –3.5 –3.4 
xBl 1.7 1.3 –3 –3 
xCl 1.6 1.3 –3 –3 
xDl –0.6 –1 1.4 1.4 
xEl –1.6 –1 2 2 
xAu 3.6 3.5 2.6 2.2 
xBu –2.7 –1.9 3 2.5 
xCu –3.1 –1.9 3 3 
xDu 1.7 1 –1.4 –2 
xEu 0.7 1.5 –2 –2 

(xs, ys) (3, –1) (3, –1) (0.5, –0.5) (–1, –0.6) 

 
 

   
(a) (b) (c) 

Fig. 4. Reflection coefficient frequency responses of the proposed antennas inside the human: 
(a) head (Fig. 2(a)), (b) arm (Fig. 2(b)), and (c) trunk (Fig. 2(c)) 

Table 3. 10 dB–Bandwidth (in [MHz]) of the proposed antennas for all frequency set–ups and 
implantation scenarios of this study 

Implantatio 
Scenario  

Frequency Set–Up  
402 MHz 433 MHz 868 MHz 915 MHz 

Head 35.2 38.4 (+9.1%) 53.3 (+51.4%) 54.3 (+54.3%) 
Arm 35.3 38.7 (+9.6%) 53.7 (+52.1%) 55.1 (+56.1%) 

Trunk 35.4 39.3 (+11.0%) 54.7 (+54.5%) 56.1 (+58.5%) 

3.2 Radiation Performance 

The three–dimensional far–field gain radiation patterns of the proposed antennas are 
shown in Fig. 5 for all frequency set–ups and implantation scenarios of this study. A 
near–zone to far–field transformation is used to speed–up calculations. Since the 
antennas are electrically very small, they radiate nearly omni–directional, monopole–
like radiation patterns. The maximum exhibited far–field gain values are given in Table 
4. Original values are recorded, while percent changes from the values of the 402 MHz 
antenna are given in parentheses. Low gain values are computed because of the 
miniaturized antenna dimensions. Higher gain values with increasing frequency are 
attributed to the larger current surface area of the patches, as indicated in Fig. 3.  
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Fig. 5. Far–field gain radiation patterns of the proposed antennas for all implantation scenarios, 
at: (a) 402, (b) 433, (c) 868, and (d) 915 MHz 

Table 4. Maximum far–field gain values (in [dB]) exhibited by the proposed antennas for all 
frequency set–ups and implantation scenarios of this study 

Implantatio 
Scenario  

Frequency Set–Up  
402 MHz 433 MHz 868 MHz 915 MHz 

Head –50.98 –50.25 (+1.4%) –41.90 (+17.8%) –41.36 (+18.9%) 
Arm –54.16 –53.74 (+0.8%) –42.56 (+21.4%) –41.96 (+22.5%) 

Trunk –53.26 –52.69 (+1.1%) –41.35 (+27.5%) –40.07 (+28.4%) 

3.3 Safety Performance 

Issues related to patient safety limit the maximum allowable power incident to an 
implantable antenna. The Specific Absorption Rate (SAR) (rate of energy deposited 
per unit mass of tissue) is generally accepted as the most appropriate dosimetric 
measure, and compliance with international guidelines is assessed. For example, the 
IEEE C95.1–1999 standard restricts the SAR averaged over any 1 g of tissue in the 
shape of a cube to less than 1.6 W/kg, while the IEEE C95.1–2005 standard restricts 
the SAR averaged over any 10 g of tissue in the shape of a cube to less than 2 W/kg 
[11]. 

In order to determine the maximum allowable net–input power levels to the 
proposed implantable antennas, an SAR numerical analysis is carried out for all 
frequency set–ups and implantation scenarios of this study. The net–input power is 
initially set to 1 W and the maximum 1 g– and 10 g–averaged SAR values are 
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computed, based on numerical computational procedures recommended by IEEE [19]. 
In order to guarantee conformance with the IEEE C95.1–1999 and the IEEE C95.1–
2005 standards [11], the power incident to the antenna should be decreased to the 
levels indicated as P1999 and P2005 in Table 5, respectively. Original values are 
recorded, while percent changes from the values of the 402 MHz antenna are given in 
parentheses. The old IEEE C95.1–1999 standard is found to be much stricter, limiting 
the net–input power to more than 10 times lower than that imposed by the recent 
IEEE C95.1–2005 standard. At higher operation frequencies, electric field, or, 
equivalently, current density, is more uniformly distributed across an increased 
surface area of the radiating patches, as indicated in Fig. 3. Lower maximum SAR 
values, or equivalently, higher maximum allowable net–input power levels are, thus, 
computed. 

Table 5. Maximum allowable net–input power to the proposed antennas which guarantees 
conformance with the IEEE C95.1–1999 (P1999) and C95.1–2005 (P2005) [11] standards (in 
[mW]), for all frequency set–ups and implantation scenarios of this study 

Implantation 

Scenario 

Frequency Set–Up  
402 MHz 433 MHz 868 MHz 915 MHz 

P1999 P2005 P1999 P2005 P1999 P2005 P1999 P2005 
Head 1.664 20.853 1.672

(+0.48%)
20.927

(+0.35%)
1.685

(+1.26%)
21.338

(+2.33%)
1.714

(+3.00%)
21.409

(+2.67%)
Arm 1.676 20.951 1.680

(+0.24%)
21.008

(+0.27%)
1.724

(+2.86%)
21.470

(+2.48%)
1.727

(+3.04%)
21.531

(+2.77%)

Trunk 1.678 20.962 1.686
(+0.48%)

21.033
(+0.34%)

1.726
(+2.86%)

21.559
(+2.85%)

1.729
(+3.04%)

21.529
(+2.71%)

4 Conclusion 

A parametric model of a skin–implantable antenna was proposed, emphasizing on 
size miniaturization and biocompatibility, and further refined for implantation inside 
the skin–tissue of a canonical head model and medical telemetry at 402, 433, 868 and 
915 MHz. Implantation of the same antenna inside different implantation scenarios 
(head, arm, trunk) was shown to cause minor changes to the exhibited resonance, 
radiation and safety performance. On the other hand, the operation frequency of the 
antenna was found to be relatively significant: antennas at higher frequencies were 
shown to exhibit enhanced bandwidths, higher gains, and increased maximum 
allowable input power levels imposed by international safety guidelines. Results are 
attributed to the enhanced patch surface area of the antennas at higher frequencies. 
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2 CIBER de Bioingenieŕıa, Biomateriales y Nanomedicina (CIBER-BBN), Spain

3 Dept. of Signal Theory and Communications, University of Seville, Seville, Spain
{mcallejon,dnaranjo,jreina,lroa}@us.es

Abstract. Intrabody communication (IBC) uses the human body as a
transmission medium for electrical signals, providing an efficient chan-
nel to interconnect devices in Body Sensor Networks. For IBC galvanic
coupling, the signal path is accomplished through two pairs of electrodes
deployed on the skin, which suggest the dependence of the attenuation
signal on the subject’s electrophysiological skin properties. With the pur-
pose of gaining an insight into the attenuation differences observed for
diverse subjects, a simple transmission line-based model has been used
for the identification of those personalized parameters that best emulate
the attenuation behavior. Experimental results for two different subjects
have been carried out using a harmonized measurement set-up. Model
simulations have shown to match measurement data more accurately
when individualized instead standard skin parameters were used, thus
highlighting the need to deal with personalized models in IBC research.

Keywords: electrophysiological properties, galvanic coupling, intrabody
communication, measurement set-up, pathloss, personalized parameters,
transmission line model.

1 Introduction

Pervasive monitoring along with Body Sensor Networks (BSN) have been estab-
lished as the technological basis for the delivery of preventive and personalized
health systems, which aim to improve patients’ quality of life [1]. Nevertheless,
some technical challenges regarding the design of small-size, power-saving and
miniaturized intelligent wearable devices are yet to be solved [2]. In this sense,
a promising technique called Intrabody Communications (IBC), which uses the
human body as a transmission medium for electrical signals, allows low frequen-
cies and low power signals to be used, thus reducing consumption, permitting
miniaturization and avoiding interferences [3]. One key issue involving IBC re-
search is the human body characterization as a communication channel. For this
purpose, different models, which have shed light on signal propagation mech-
anisms through the human body, have been proposed in the literature [4–7].
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However, an accurate validation has not always been possible due to the great
dependence of the experimental results on both the measurement conditions
and the test subject [4, 6, 8]. In this way, significant differences in pathloss data
have been found due to each subject’s particular anthropometrical characteris-
tics (e.g., diameter and length of the arm, weight, sex,...) and the position of
electrodes through the body [4, 6]. For instance, previous results reported by
the authors evidenced that the frequencies at which the minimum attenuation
was obtained did not match for different subjects [9], thus highlighting the need
for personalized models. In spite of the fact that all existing IBC models in the
literature use the widely accepted parameters reported in [10], there is evidence
that these models have not always been able to emulate the complex frequency
behavior of attenuation, with discrepancies existing among diverse authors’ out-
comes and different subjects. In addition, in the case of galvanic coupling, the
dependence of the attenuation results on the subject’s physiological parameters
has been found to be even higher [4, 9], which could be explained by the fact
that the signal path is confined to the skin when sensors are deployed on it.

In this work, a skin transmission line model previously reported by the au-
thors [11] has been used in order to identify the personalized parameters that best
match the frequency behavior of the pathloss found for different subjects. Conse-
quently, the objective of this work has been to show that a better agreement can
be accomplished by considering personalized instead of generalized parameters.
In order to assess these parameters, galvanic coupling attenuation experiments
for different subjects have been carried out using a harmonized set-up [12]. For
the purpose of validation, a set of measurements over different distances between
electrodes were obtained and a satisfactory agreement between the model’s pre-
dicted behavior and the experimental data was found. Finally, the results of the
personalized model and those obtained by using generalized parameters were
compared in order to show the need to deal with personalized models in IBC
research.

2 Material and Methods

2.1 Distributed Transmission Line Model

The model used in this work, which can be seen in Fig. 1, is based on a skin
transmission line model [11]. It consists in the distributed insertion of skin cross-
sectional admittances, Yskin(ω), and skin longitudinal impedances, Zskin(ω),
along a longitudinal plane. Specifically, Yskin(ω) is formed by a shunt circuit
composed of a conductance G(ω) that represents the conductive pathways of
the skin (sweat glands and the ionic channels that cross the cell membrane),
and a susceptance B(ω) that accounts for the keratinized cells of the stratum
corneum (SC) and the lipid bilayer [13]. In addition, Zskin(ω) corresponds to
a resistive characteristic R(ω) that emulates the signal propagation between
adjacent admittances. Finally, Ze, whose frequency response was taken from [14],
models the electrode impedance, and Zl represents the input impedance of the
receiver.
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Fig. 1. Galvanic coupling transmission line model

A propagation constant γ(ω) can be found through

γ(ω) =
√
2Zskin(ω)Yskin(ω) =

√
2R(G(ω) + jB(ω)) , (1)

where the constant factor of 2 is due to the differential characteristic of galvanic
coupling.

In order to take into account the electrode effect through the Ze impedances,
which could cause an impedance mismatch, a reflection coefficient Γl(ω) was
introduced in the model to obtain the total pathloss of the IBC system,

L(dB) = 20 log10
1 + Γl(ω)e

−2γ(ω)l

(1 + Γl(ω))e−γ(ω)l
, (2)

where l is the length between electrodes.
The electrophysiological properties of the skin were addressed by means of

G(ω) = Kσ′(ω), R(ω) = 1/G(ω) and B(ω) = ωε′r(ω)ε0G(ω)/σ′(ω), where K =
A/d, d is the transverse distance between the same pair of electrodes and A is
the electrode measurement area. On the other hand, ε′r(ω) and σ′(ω) are the real
part of the permittivity ε̂r(ω) and the conductivity σ̂(ω) of the skin, respectively.
For the sake of simplicity, these were modeled by means of a single-pole Cole-
Cole model given by (3) and (4), instead of the usual two-pole model reported
in [10]. This simplification was validated within a limited frequency range, taking
into account that galvanic coupling usually operates at frequencies up to 1 MHz,
where a single-dispersion model is accurate enough.

ε̂r(ω) = ε∞ +
�ε1

1 + (jωτ1)1−α1
+

σs

jωε0
, (3)

σ̂(ω) = jωε0ε̂r(ω) , (4)

where ε0 is the permittivity of vacuum. Subsequently, the rest of parameters
in (3)-(4), were personalized for different subjects, instead of using the usual
parameters reported in [10].
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Fig. 2. Galvanic coupling measurement set-up

2.2 Galvanic Coupling Measurement Set-Up

The galvanic coupling measurement set-up, shown in Fig. 2, consisted of a GFG-
8015G function generator of GW Instek to provide the signal, an MSO6032A
digital oscilloscope of Agilent Technologies Inc. (Rinput = 1 MΩ) to acquire it, a
pair of PT4 balun transformers of Oxford Electrical Products and four electrodes.
The baluns were used to remove the effect of the internal ground of both the
signal generator and the oscilloscope, in order to obtain a realistic IBC galvanic
coupling transmission path. Commercial round pregelled silver/silverchloride
Swaromed ECG electrodes (0.5 cm-radius) were chosen. The two transmitter
electrodes were attached to the skin near the wrist and the two receiving elec-
trodes were moved along the forearm using two distances: 5 and 10 cm. At the
same time, a distance of 9 cm between the two electrodes of the same pair was
chosen, according to [12]. A sinusoidal signal with a peak-to-peak current ampli-
tude of 0.5 mA was applied. Twelve frequency points from 20 kHz up to 1 MHz
were considered. This limited frequency range was chosen because of the evidence
that the human body acts as an antenna for higher frequencies [15, 16] and, in
addition, some other non-deterministic effects, such as radiation from cables and
electrodes, become non-negligible as frequency increases [17]. Finally, some an-
thropometrical characteristics such as sex, age, height, weight, arm length and
arm diameter were taken into account, and are summarized in Table 1, for two
subjects A and B. Finally, it must be noted that the amplitude levels considered
in this work were established well in the bounds of the International Commission
on Non-Ionizing Radiation Protection’s (ICNIRP) regulations [18].

Table 1. Test subjects’ anthropometrical characteristics

Subject Sex Age Height Weight Arm length Arm diameter

A Male 33 1.82 m 100 kg 65 cm 9.5 cm

B Female 27 1.57 m 50 kg 50 cm 4.3 cm
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Fig. 3. (a) Comparison between experimental results and model simulations for sub-
jects A and B. (Marks: measurement data; solid line: model with generalized parameters
and K = A/d; dashed line: model with generalized parameters and K = 0.7A/d) (b)
Comparison between experimental results and model simulations by using personalized
parameters for subjects A and B. (c) Comparison between conductivity model by using
generalized and personalized parameters for subjects A and B. (d) Comparison between
permittivity model by using generalized and personalized parameters for subjects A
and B.

Table 2. Personalized Parameters for (3)

Parameter set ε∞ �ε1 τ1 (ns) α1 σs

Dry skin 37 1122 32.51 0.18 0.0002

Subject A 1855.81 876.32 325.11 0.49 0.0002

Subject B 2225.81 1246.32 230.61 0.45 0.0002

3 Results

We first implemented a Least-Mean-Square (LMS) algorithm to find the parame-
ters from which the simplified single-pole Cole-Cole model was able to accurately
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Fig. 4. Experimental results and model simulations obtained for subject A and two
different distances of 5 and 10 cm between electrodes

reproduce both skin permittivity and conductivity reported in [10]. These pa-
rameters, whose values are given in Table 2 (Dry Skin), showed to be valid up to
1 GHz, which is much higher than the usual galvanic coupling frequency band
(up to 1 MHz) [4,6,9]. Once the validity of this simplification was proven, we sub-
sequently used the same LMS algorithm to identify the personalized parameters
that best match the model’s pathloss curve to that obtained experimentally, for
both subjects A and B. These parameters are also listed in Table 2 (Subjects A
and B). The pathloss curves obtained by using the generalized parameters in [10]
are shown in Fig. 3a, whereas those obtained by using personalized parameters
are shown in Fig. 3b. It can be seen that in the former case, personalization was
addressed through the parameter K, considering a smaller measurement area
(parameter A) for subject B, whose arm diameter was lower. The characteristics
obtained for ε̂r(ω) and σ̂(ω) using the single-pole Cole-Cole model along with
the personalized parameters found for each subject are shown in Fig. 3c and 3d.
Furthermore, in order to validate the model with personalized parameters, other
experimental samples by changing the distance between the electrodes were con-
sidered. Therefore, once the personalized parameters were found for the given
subjects, they were subsequently applied to the model in order to predict the
experimental results obtained with a separation of 10 cm between the electrodes.
The results for subject A and two different distances are shown in Fig. 4.

4 Discussion

The attenuation results obtained from using generalized parameters in Fig. 3a
show that only a satisfactory agreement is obtained within 50-250 KHz, as was
previously evidenced in [9]. This could be due to the fact that the signal path
is primarily accomplished through the skin within this frequency range, and
out of which other signal paths begin to be dominant. In fact, the signal could
even penetrate through the skin towards the muscle or the fat, notwithstanding
that there also exist other external phenomena such as off-body radiation that
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could affect at higher frequencies. On the other hand, it must be noticed how
the maximum peak of the pathloss curve is located at different frequencies for
different subjects, as can be seen in Fig. 3b. It can also be noticed how the use of
personalized parameters yields to a better fit between model and experimental
results in the galvanic coupling approach. This may be explained by the fact that
they are capable of reproducing the dominant effect of different tissues within a
wider frequency range. In much the same way, these parameters address some
underlying issues related not only to the subjects’ anthropometrical character-
istics, but also to the electrophysiological properties of the skin. In fact, skin
admittance varies considerably between different people and different environ-
mental conditions. Changes in hydration mechanisms due to sweat gland activity
and temperature can be manifested in large variations of skin admittance [19].
Nevertheless, the trends observed for the dielectric properties of skin by using
personalized parameters were found to be quite similar to those reported for skin
in [10], thereby producing a response within a physiological range, as can be seen
in Fig. 3c and 3d. Finally, the results for subject A shown in Fig. 4 highlight
that there exists a satisfactory agreement for both distances, thus showing the
validity of the model using personalized parameters.

5 Summary and Conclusion

In order to gain an insight into the differences observed for diverse subjects,
a simple IBC galvanic coupling model has been used in this paper. With this
objective in mind, an LMS algorithm was implemented in order to find those
personalized parameters that best adapt the model’s response to the experimen-
tal results. In fact, we have shown that it is necessary to personalize the models
not only regarding anthropometrical characteristics but also skin dielectric prop-
erties. In addition, the conductivity and permittivity obtained by means of these
parameters showed to have a similar trend to that reported in [10]. Finally, ex-
perimental results considering another distance between electrodes were used
in order to validate such personalized parameters. The satisfactory agreement
between the model’s response and the experimental results shows the validity of
the proposed approach and suggests the use of personalized models in order to
overcome some of the discrepancies observed between authors’ outcomes in IBC
literature.
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Andalućıa, under Grants P08-TIC-04069 and P10-TIC-6214.

References

1. Maglaveras, N., Bonato, P., Tamura, T.: Guest Editorial Special Section on Per-
sonal Health Systems. IEEE Trans. Inf. Technol. Biomed. 14, 360–363 (2010)



A Personalized Model for Galvanic Coupling in IBC Systems 137

2. Li, S., Hu, F., Li, G.: Advances and Challenges in Body Area Network. In: Zhang, J.
(ed.) ICAIC 2011, Part III. CCIS, vol. 226, pp. 58–65. Springer, Heidelberg (2011)

3. Zimmerman, T.G.: Personal area networks: Near-field intrabody communication.
IBM Systems Journal 35(3.4), 609–617 (1996)

4. Song, Y., Qun Hao, Q., Zhang, K., Wang, M., Chu, Y., Kang, B.: The Simulation
Method of the Galvanic Coupling Intrabody Communication With Different Signal
Transmission Paths. IEEE Trans. Instrum. Meas. 60, 1257–1266 (2011)

5. Xu, R., Hongjie Zhu, H., Yuan, J.: Electric-Field Intrabody Communication Chan-
nel Modeling With Finite-Element Method. IEEE Trans. Biomed. Eng. 58, 705–712
(2011)

6. Pun, S.H., Gao, Y.M., Mak, P.U., Vai, M.I., Du, M.: Quasi-Static Modeling of
Human Limb for Intra-Body Communications With Experiments. IEEE Trans.
Inf. Technol. Biomed. 15(6), 870–876 (2011)

7. Bae, J., Cho, H., Song, K., Lee, H., Yoo, H.-J.: The Signal Transmission Mechanism
on the Surface of Human Body for Body Channel Communication. IEEE Trans.
Microw. Theory Tech. 60(3), 582–593 (2012)

8. Lucev, Z., Krois, I., Cifrek, M.: Effect of body positions and movements in a ca-
pacitive intrabody communication channel from 100 kHz to 100 MHz. In: IEEE
International Instrumentation and Measurement Technology Conference (I2MTC),
pp. 2791–2795 (2012)

9. Callejón, M.A., Naranjo, D., Reina, J., Roa, L.M.: Distributed Circuit Modeling
of Galvanic and Capacitive Coupling for Intrabody Communication. IEEE Trans.
Biomed. Eng. PP(99), 1 (2012); early access article

10. Gabriel, S., Lau, R.W., Gabriel, C.: The dielectric properties of biological tissues:
III. Parametric models for the dielectric spectrum of tissues. Physics in Medicine
and Biology 41, 2271 (1996)

11. Callejón, M.A., Roa, L.M., Reina, J., Naranjo, D.: Study of Attenuation and Dis-
persion through the Skin in Intra-Body Communications Systems. IEEE Trans.
Inf. Technol. Biomed. 16(1), 159–165 (2012)

12. Callejón, M.A., Naranjo, D., Reina-Tosina, L.J., Roa, L.M.: A First Approach to
the Harmonization of Intrabody Communications Measurements. In: Long, M. (ed.)
World Congress on Medical Physics and Biomedical Engineering May 26-31, 2012
Beijing, IFMBE Proceedings, vol. 39, pp. 704–707. Springer, Heidelberg (2013)

13. Grimnes, S., Martinsen, Ø.G.: Bioimpedance and bioelectricity basics, pp. 105–109.
Ed. Academic Press (2000)

14. Hachisuka, K., Takeda, T., Terauchi, Y., Sasaki, K., Hosaka, H., Itao, K.: Intra-
body data transmission for the personal area network. Microsystem Technolo-
gies 11, 1020–1027 (2005)

15. Cho, N., Yoo, J., Song, S.-J., Lee, J., Jeon, S., Yoo, H.-J.: The Human Body
Characteristics as a Signal Transmission Medium for Intrabody Communication.
IEEE Trans. Microw. Theory Tech. 55, 1080–1086 (2007)

16. Koutitas, G.: Multiple Human Effects in Body Area Networks. IEEE Antennas
Wireless Propag. Lett. 9(5), 1080–1086 (2007)

17. Xu, R., Ng, W., Zhu, H., Shan, H., Yuan, J.: Environment Coupling and Inter-
ference on the Electric-Field Intrabody Communication Channel. IEEE Trans.
Biomed. Eng. 59(7), 2051–2059 (2012)

18. International Commission on Non-Ionizing Radiation Protection: Guidelines for
Limiting Exposure to Time-Varying Electric, Magnetic, and Electromagnetic Fields
(up to 300 GHz). Health Physics 74(4), 494–522 (1998)

19. Tronstad, C., Johnsen, G.K., Grimnes, S., Martinsen, Ø.G.: A study on electrode
gels for skin conductance measurements. Physiol. Meas. 31, 1395 (2010)



B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 138–145, 2013. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013 

Switching from Traditional Medical Applications  
to Mobile Devices: Cardiac and Cochlear Implants 

Claudia C. Gutiérrez Rodríguez and Anne-Marie Déry-Pinna 

University of Nice Sophia-Antipolis, I3S Laboratory 
Sophia Antipolis, France 

cgutierr@i3s.unice.fr, pinna@polytech.unice.fr 

Abstract. Designing HCI in a medical context is not trivial. It needs to provide 
patients and medical experts with essential information for the tasks to be 
performed while ensuring the safety of operations. In this paper, we tackle this 
issue focused on the HCI requirements and expectations revealed by the use of 
mobile devices (Smartphone for patients/Tablet for specialists) on the assistance 
of cochlear or cardiac implanted patients. To illustrate the feasibility of our 
research work, we report several experiments and evaluations attempting to 
guarantee the safety of operations on adjusting cochlear implants and 
supporting the monitoring of patients with cardiac implants. This work is 
carried out as part of an academic and industrial research project.   

Keywords: Human Computer Interaction, IT and Healthcare, Mobile and 
Medical Applications, Medical Data Visualization. 

1 Introduction 

In the last decade, technological enhancement increasingly motivates medical domain 
to discover new ways to improve the quality of healthcare. By means of adapted 
information systems and exploiting new visualization techniques, patients and 
medical professionals are progressively better supported and assisted [1,2]. Indeed, 
visualization techniques in this domain extends to a variety of application cases, such 
a consulting an EHR (Electronic Health Record) [3], providing a diagnosis [4] or 
monitoring patients with chronic pathologies [5]. 

However, designing the HCI in the medical domain is not trivial. This is 
particularly due to the significance of providing essential information to the intended 
tasks for a given user (i.e. practitioners, specialists, patients…), meeting clarity and 
ease of use criteria (depending on type of user, for example a disabled patient) [6], 
guaranteeing safety of operations and ensuring trustable data discovering. 

The study that we conduct in this paper refers to the HCI challenges revealed by 
the future generation of medical implants (cochlear and cardiac) and implying the 
migration of medical applications to mobile devices. More specifically, we are 
interested in two main issues: one related to the specificities of patients with cochlear 
and cardiac implant interacting through a Smartphone (i.e. visualization choice, 
available functionalities…) and another one concerning the visualization requirements 
of specialists to easily correlate medical data by using a Tablet. In both cases, the 
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rapidity of execution, safety of operations and the confidence on the applications must 
be guaranteed. For this paper, our solutions are described in terms of safety of 
operations and its impact on the HCI design and development.   

The rest of the paper is organized as follows. Section 2 describes the specificities 
and HCI challenges of our study cases: cardiac monitoring and cochlear implant 
adjustment. Section 3 details our  approach and finally, we conclude in Section 4.  

2 Monitoring and Assisting Implanted Patients: Cochlear and 
Cardiac Visualization Requirements 

In the following paragraphs, we describe the specificities of the traditional procedures 
for cochlear adjustment and cardiac monitoring. Together, we underline their 
resulting evolution and its consequences on the HCI design and implementation. 

2.1 Adjusting Cochlear Implants: Patients and Medical Experts 

Cochlear implants are intended for profound deafness or hard-of-hearing people from 
infants to elderly1. An implant is mainly composed of two parts: an inner part and an 
outer part (prosthesis) (Figure 1a). The inner part is implanted by a surgical procedure 
and it is composed by several electrodes (currently 24 electrodes) connected directly 
to the patient’s auditory nerve. The prosthesis sits behind the ear and requires a 
battery and a processor to correctly process sound signals and convert them into 
electric impulses. These two parts are connected by magnetization and a transceiver 
system through the skin. 

 

Fig. 1. Cochlear implant and implant adjusting 

A cochlear implant is adjusted by an audiologist with a fitting software (on PC, 
Figure 1b). Audiologist sets several parameters like the minimum and maximum band 
frequency threshold for each electrode. Also, the audiologist (with patients) can create 
and set programs matching four different listening situations. These programs enable 
the patient to dynamically adjust the settings of the implant (i.e. transition from silent 
to noisy environment) and are accessible via few buttons placed on the prosthesis. 
Actions performed over these buttons, involve an immediate adaptation of the 
implant.  

                                                           
1 http://www.nidcd.nih.gov/Pages/default.aspx 
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2.2 Monitoring Patients with Cardiac Implants 

The monitoring of patients implanted with Cardiovascular Electronic Implantable 
Devices (CEIDs) like defibrillators or pacemakers (Figure 2a) implies a continuous 
monitoring and regulation of the heart activity and by transmitting electrical impulses 
to stimulate it, only if it is necessary. Such a monitoring can be performed at 
specialized clinics, by transferring data to the specialist, initiated by the device or by 
the patient (remote monitoring), or even by the combination of both monitoring 
modes. Traditionally, portable defibrillators are developed to analyze data from 
cardiac implants and interact with. Recently, labs monitoring and recording systems 
(over a PC, Figure 2b) are used to analyze heart activity and other associated 
parameters (i.e. blood pressure). 

The heart activity or cardiac signal analysis is specially based on an 
Electrocardiogram (ECG). The ECG is a measurement of the electrical activity of the 
hearth and is traditionally represented or traced over 12-lead, where each lead points 
to a specific part of the hearth (Figure 2c).   

 

Fig. 2. Cardiac implant and ECG representation 

When the specialist analyzes the ECG, he/she examines the size and length of each 
part of the ECG. Indeed, the size and length variations of each lead may be significant 
to determine a problem with a specific part of the heart. In a monitoring context, the 
ECG can be discovered in different ways, for example by performing a random or 
programmed recording of the heart’s electrical activity as well as recording only when 
a given situation occurs (i.e. arrhythmia, blood pressure variations, etc.).  

2.3 Cochlear and Cardiac Implants: New Visualization Challenges 

Until now, most of the medical applications are deployed on PCs or on dedicated 
medical equipment; their interfaces are developed as user-friendly environments, with 
icons and menus, images or multimedia. More recently, Web 2.0 technologies have 
offered patients and healthcare professionals with more interactive and attractive 
graphical interfaces for displaying medical information such as patient’s medication 
control, consultations boards, etc. Further, thanks to mobile devices patient 
information can be also integrated with medical sensors such as ECG, glucose, 
temperature, etc [5,7]. Applications for remotely monitor patients with chronic 
diseases [5] are focus on simple but very specific data (i.e. heart rate) often associated 
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with a timestamp and representing patient’s behavior. Besides, applications assisting 
diagnosis through medical imagining manipulate more complex data which are 
processed and discovered by features like zoom, scale, color, 3D... [4] and where a 
migration to mobile devices is not already conceived. 

The evolution of cochlear and cardiac implants requires adapted visualization 
design over new interaction devices such as mobile devices. In both cases, our goal is 
to provide patients and experts with HCI ensuring the quality required for such 
applications: in any case we should not compromise patients’ safety.  

The new generation of cochlear implants deals with issues related to the 
disappearance of the prosthesis and the migration of the adjusting software (PC) to 
mobile devices. As a result, patients would be capable to adjust their implant via a 
Smartphone and the audiologists will switch over Tablets in order to achieve cochlear 
setting. Besides, the future generation of CEIDs addresses new challenges related to 
the accessibility, autonomy and performance, aiming to better assist and support 
patients and specialists. For example: patients will be able to visualize their heart 
condition and the implant status on their personal Smartphone and specialists will 
have the possibility to interact with an electronic ECG through a Tablet.  

3 Towards Medical Mobile Applications: Patient and 
Specialists Oriented Visualizations 

Switching traditional applications for cochlear and cardiac implants to mobile devices 
requires adequate visualization solutions while ensuring the safety of operations in 
terms of patients’ safety and quality of healthcare. For the cochlear implant 
adjustment as well as for the cardiac monitoring, the richness of information to be 
transmitted to medical specialists can be summarized in correlated data visualization 
for a given task. For example, adjusting a cochlear implant requires a simultaneous 
visualization and interaction with the implanted electrodes, and for cardiac 
monitoring, several visualizations of EVi values (in real-time or in periods of time) 
are required to isolate possible malfunctions and provide better diagnostic (Figure 2c).  

For both cases, the new visualizations and interactions should be based on the 
existing correlated data visualizations and which have been proven through the years 
by the medical domain. Such visualizations ensure implants adjustment and 
diagnostic without compromise patients’ safety and thus, migrating to a mobile device 
like a Tablet, must preserve such visualizations which specialists are used to interact 
with. Also, in order to avoid inconsistencies, we have to take into account aspects like 
device’s screen size (17” for a PC to 10” for a Tablet) and the diversity of interactions 
(mouse for a PC to tactile functions for a Tablet).  

Switching to mobile devices opens also new interaction perspectives for patients. 
Actually, the operations are constrained by the current medical equipment: the 
prosthesis enabling to adjust listening profiles and the alert button for the cardiac 
implanted devices. Our survey of users’ requirements conducted through patient 
interviews reveals their concern about to maintain a limited interface on the mobile 
phone. In fact, they estimate that traditional interfaces may frustrate patients who ask 
for more interaction functionalities. However, considering the safety of operations as 
a fundamental requirement, it is important to define the interactions and visualizations 
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adaptable to the patient requirements but in agreement with medical procedures. In 
the rest of this section, we describe several solutions provided to satisfy the 
application requirements.  

3.1 Correlated Data Visualizations for Specialists 

In this paragraph, we detail our prototype proposal oriented to medical specialists and 
targeting Tablets as medical support equipment.  

For a specialist, two main factors are essentials: rapidity of execution and the 
safety of operations. Until now, there are not specific visualization techniques that 
allow user to improve their rapidity of execution as this strongly depends on the 
sequence of tasks to be performed. However, inspired on [4] we provide an approach 
basing the visualization on three main aspects: support navigability in the main tasks, 
facilitate data reading and changes, and if necessary provide access to secondary 
tasks(i.e. patient records consulting). In the description of our prototypes, we 
particularly focus on the data reading and their changes by using views illustrating the 
visualizations of correlation data adapted to the main tasks to perform.  

 

 

Fig. 3. Prototype for an ECG view and for a Cochlear implant adjustment 

These prototypes (Figure 3) have been defined according to the existing PC-based 
HMI and are intended for audiologists who carry out the cochlear implants adjustment 
and for cardiologists who examine the condition of a patient with a cardiac implant. 
They have been tested by domain experts and incorporate the first feedbacks 
regarding the safety of operations. In both cases, our evaluations were performed with  
three testers: two experts on (cardiac/cochlear) implants and one specialist 
(cardiologist/audiologist).  

The evaluation was characterized by three phases: (i) Overview of the scenario (i.e. 
you must adjust the implant of M. Dupont according to the pathologies indications 
and the type of implant in accordance with several associated medical guidelines), (ii) 
task achievement (i.e. observing the user in the sequence of performed tasks), and (iii) 
feedback (questionary about the strengths and weaknesses of the prototype). Due to 
the lack of space we only detail in this paper the evaluation and results obtained for 
the cardiac monitoring study case.  
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Evaluation and Results: The first model (Figure 3a) provides a real-time display of 
an ECG and tests only the representation of the data correlations by simulation of 
transmitted data. 

During the patient examination or diagnosis, the specialist can traditionnally act on 
the implant by providing heart-shocks or stopping the implant operation when 
necessary. Our view is thus complemented by actuators that perform emergency 
settings. Testers feedback contributed to select the adapted colors and organize the 
prototype visualization. They prefer a classic ECG at the center with the available 
operations be performed around it. Together, tests hightlight the necessity to provide 
cardiologist with secondary tasks like zoom or markers enabling to focus or isolate 
segments of the ECG and compare the measures differently to the traditional  
(cf. Figure 2c).   

The difficulties concerning the migration to mobile devices are essentially related 
to the relevance of the information displayed, especially considering the screen size 
limitation. Also, the real-time management requires easily browse the graph (if 
necessary) by moving tactilely. The zoom areas identification requires extensive 
reliability and confidence testing. This is part of our work in progress.   

3.2 Visualizations for Patients: Ensuring Safety of Operations 

This paragraph introduces our prototype proposal oriented to implanted patients and 
targeting Smartphone as medical support equipment (Figure 4). 

 

Fig. 4. Prototypes for implanted patients (Cochlear and Cardiac implants) 

For patients, two main factors are necessary: simplicity of usage and the safety of 
operations. Indeed, the specificities of the selected device to interact with their 
implants arises new usage perspectives which must be approved by the medical 
specialists in order to guarantee patients’ safety. Beyond the well known security 
issues (e.g. user authentication and data privacy) not covered in this paper, it is 
necessary to provide an adequate level of functionalities adapted to the pathology in 
question. Furthermore, studies have also shown that providing adapted tools for 
patients and their families, we obtain better results both for patients’ health condition 
as for clinical procedures [8].  
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These prototypes have been defined according to a cross analysis of the user 
requirements and the medical constraints addressed to a panel of patients and the 
concerned experts of implants. Such prototypes were tested (according to the same 
evaluation phases than for specialists, see Section 3.1) over two experts of each 
domain and by several patients chosen by the experts themselves. They have 
incorporated the first feedbacks regarding the safety of operations. For example, in 
order to reassure patient (for both use cases), we provide a feature enabling the patient 
to call a specialists when a doubt or problem arise. The scope of this paragraph 
tackles only the description of the cochlear implant prototype (Figure 4b,c,d). 

Evaluation and Results. The prototypes proposed in Figure 4b,c,d expand the 
possibilities of cochlear adjustment for patients. For example, on the current 
generation of implants, the only way to interact with is by the four buttons placed on 
the prosthesis. Such specificity is ergonomically compatible with the hardware 
constraint (implant’s size and area accessible by the patient). Also, it is possible to 
modify or adjust listening profiles during the visits to the specialist. 

In particular, switching to a mobile device lifts the limit of the number of 
embedded listening profiles. Thus, in order to better assist patient in their regular life, 
it is important to provide the possibility to easily change their current listening profile 
and/or adjust several parameters (i.e. volume o noise) several times per day.  

As a result, our prototype privilege a task menu based on a Dashboard including 
icons and a sequence of screens adapted to the usage frequency. Considering this 
design, the patient is allowed to change (anytime, anywhere) his/her current listening 
profile among those programmed by the specialist. Such profiles are represented with 
standard icons (Figure 4b) where the current profile is indicated by a red border. 
Together, a summary of the settable profile parameters and functionalities (i.e. 
volume, noise, lower, frequencies…) to adjust the implant is also provided (Figure 4c 
and Figure 4d). These parameters are strictly supervised by specialists during the 
configuration stage. Actually, medical experts must validate the available functions 
and ensure safe and controlled percentage thresholds adapted to the patient pathology 
and needs.  

After evaluation, patients highlighted the comfort and accessibility of cochlear 
adjustment by using a mobile device. In fact, cochlear adjustment becoming more 
discreet with a Smartphone motivates them to use it more frequently and probably 
being in better listening conditions. Also, in order to provide faster profile changing, 
we suggested the use of GPS for Smartphones. For example, automatically switch to 
“office” or “home” listening profile according to their location. However, 
practitioners are concerned about the automatic listening profile adaptation; they 
estimate this function as a dangerous for patient safety and recommend rather provide 
suggestions such as:”It seems you are in a noisy place. Consider to activate your 
outside profile if necessary”.  This new feature will be tested soon. 

4 Conclusion 

In this paper, we have highlighted the HCI challenges related to the specificities of the 
future generation of cochlear and cardiac implants being monitored and managed 



 Switching from Traditional Medical Applications to Mobile Devices 145 

through mobile devices. In this study, we emphasized the importance to guarantee 
safety of operations in particular for patient’s care and safety. For specialists, the 
migration to mobile devices implies a strictly respect of safety criteria based and 
especially guided by the current medical software on PC. However, for the patients 
switching to a new device holds new needs and expectations that involve a thoughtful 
approach to provide adapted functionalities while respecting safety criteria.     

For these first prototypes, we made design choices concerning visualization and 
task organizations accordingly. Such design has been evaluated and validated by 
potential users. The current proposal still needs further validation steps before it can 
be completely accepted.  

Our ongoing work address also issues such a compare the impact of new 
interactions, for example switching from mouse to tactile functions, especially 
considering specialists requirements (rapidity of execution and reliability on implant 
data). Also, we plan to perform more scalable tests of our prototypes under limited 
time and delicate operations. Such tests should enable the estimation of the 
confidence and safety level of the prototypes.  
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Abstract. Wireless medical technologies (WMT) offer an enormous potential 
to improve healthcare, e.g. by a continuous monitoring of patients’ vital health 
parameters. As user acceptance is a key factor for WMT success, a model of 
acceptance for WMT-users and non-users was developed and empirically tested 
by applying structural equation modelling techniques (PLS). Based on a sample 
of N=305 participants the impact of different system architecture elements 
(device vs. wireless infrastructure) as well as user factors (knowledge, risk 
perception, and perceived control) on WMT acceptance was analysed. 
Perceived benefits and barriers as determining elements of WMT acceptance 
were quantified and guidelines for WMT system development, training and 
marketing were derived.  

Keywords: technology acceptance, wireless, medical technologies, benefits, 
barriers, user factors, structure equation modelling, PLS. 

1 Introduction 

Wireless medical technology (WMT) offers an enormous potential to improve 
healthcare and to reduce financial pressure on healthcare systems. Medical sensor 
networks are a typical example of a medical application of mobile communication 
network technologies. They allow for a continuous monitoring and wireless data 
transfer of vital health parameters over a long period of time. However, in order to 
fully exploit the potential of WMT, user acceptance should be considered as a key 
factor, as it is vital for both, patient’s well-being and market success of a technology. 

1.1 Acceptance of Medical Technologies 

In information system research, the technology acceptance model (TAM [1]) and its 
successors (e.g. UTAUT [2]) are widely used to explain the acceptance of technical 
systems. The TAM assumes that the decision to use a technical system is determined 
by the behavioural intention to use the system, which is in turn influenced by the 
perceived ease of use and its perceived usefulness. Since the TAM was developed for 
a specific technology type with a less complex system architecture (mainly stationary 
desktop computing) in a specific application context (job-related computer usage), 
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covering specific user groups (computer-experienced workforce), it is increasingly 
doubted to be sufficient for a valid prediction of WMT acceptance (e.g. [3]).  

Considerable research effort has been made to extend the scope of the TAM. In 
order to account for novel technology types such as wireless technologies, the Mobile 
Wireless Technology Acceptance Model (MWTAM) was proposed [4]. However, the 
MWTAM constructs still focus on a job-related ICT context, whereas the application 
context of medical technologies activates different acceptance patterns of usage 
drivers and barriers [5], related to trust, privacy and security issues [6]. Moreover, the 
characteristics of more heterogeneous user groups of WMT have to be considered. 
ICT-research identified demographic variables, experience, cognitive abilities, 
cultural factors, and personality factors as influential factors [7, 8]. Referring to WMT 
users, who might suffer from multiple physical and psychological restraints, an even 
stronger impact of individual factors on acceptance is expected. Regarding system 
architecture complexity, integrated wireless system architectures of WMT comprise a 
broader scope of technical elements (e.g. cellular networks, WLAN, RFID, GPS, 
devices). In contrast to well-accepted mobile devices, infrastructure elements of 
wireless technologies (e.g. base stations) often raise concerns or even fear about 
negative health effects [9]. This implies, that not only medical devices and interfaces, 
but also the underlying technical infrastructure should be considered in WMT 
acceptance research. As a final methodological aspect, the TAM constructs are too 
generic to provide concrete guidelines for WMT system design. Although the 
significance of constructs such as “usefulness” in explaining system acceptance was 
repeatedly proven, specific system characteristics, which actually make a system 
useful, were often not identified.  

The present study therefore pursues a broader approach of investigating WMT 
acceptance, explicitly focusing on differential effects of WMT system architecture 
(devices and infrastructure), analysing underlying usage benefits and barriers in the 
medical application context as well as the impact of individual user factors on WMT 
acceptance. More specifically, the following research aims were aspired: 

1. Quantification of WMT acceptance and investigation of system-architecture-
related differences in WMT acceptance 

2. Explanation of WMT acceptance by underlying usage benefits and barriers  
3. Contrast of WMT acceptance for medical technology users and non-users 
4. Analysis of user factors and their impact on WMT acceptance 
5. Derivation of guidelines for WMT system development, trainings and marketing 

campaigns 

2 Method 

2.1 Questionnaire 

The first part of the questionnaire assessed demographic data (age, sex, education, 
medical technology usage), the following parts assessed the items for our research 
model. Items for usage benefits and barriers of WMT were developed based on the 
findings of a focus-group study [5]. In order to familiarize participants with WMT, a 
detailed introduction into a WMT scenario of a blood pressure monitoring system, 
which automatically monitors and transfers data to medical care centres via mobile 
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communication networks, was given. Multiple-choice items had to be answered on a 
six-point Likert scale ranging from 1 (do not agree at all) to 6 (fully agree).  

2.2 Sample 

The sample consisted of users and non-users of medical technologies (MedTec). 
According to diffusion of innovation theories [10], the non-user group can be 
regarded as “pre-adopter” or future user group of WMT in contrast to MedTec users. 
A total of 8.5% (N=24) participants reported to own and use a medical device 
(MedTec-users: M = 38.6 years, SD = 13.9, range 20-71 years, 58.3% female; 
MedTec non-users years: M = 33.9, SD = 11.8, range 17-72, 50.2% female). Since 
PLS allows to model rather small sample sizes, we contrasted MedTec users and non-
users in order to investigate differences in acceptance patterns in both groups.  

2.3 Statistical Analysis 

ANOVAS and Partial Least Squares (PLS), a component-based structural equation 
modelling (SEM) technique, was employed. In contrast to covariance-based SEM 
techniques, PLS has less strict requirements on sample size and residual distribution 
[11], but allows for statistical modelling with formative and reflective constructs [12].  

2.4 Research Model and Hypotheses 

The following hypotheses were investigated in our research model: 

H1 (User factors) 
H1a:  Knowledge is positively related to usage benefits, and negatively correlated to 

device threat and infrastructure threat. 
H1b:  Perceived control is positively related to usage benefits, and negatively related 

to usage barriers, device threat, and infrastructure threat. 
H1c:  Risk perception is positively related to device threat and infrastructure threat. 
H2 (System Evaluation) 
H2a  Usage benefits are positively related to device acceptance and infrastructure 

acceptance. 
H2b  Usage barriers are positively related to device threat and infrastructure threat. 
H2c  Device threat is negatively related to device acceptance. 
H2d  Infrastructure threat is negatively related to infrastructure acceptance. 
H3 (Acceptance) 
H3a  Device acceptance is positively related to infrastructure acceptance. 

3 Results 

3.1 PLS Model Quality  

The analysis of the PLS measurement models demonstrated that all constructs and 
items had acceptable measurement properties. For the two formative constructs 
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“usage barriers” and “usage benefits” the variance inflation factor varied from 1.01 to 
2.3; therefore validity problems due to multicollinearity could be ruled out [11]. All 
reflective constructs met reliability criteria (Cronbach’s alpha > 0.7, Table 1) and 
discriminant validity criteria (Fornell-Larcker-Criterion, [10]).  

3.2 Construct Measurement Results for MedTec-Users and Non-users 

Descriptive statistics for measured constructs are presented in Table 1 and 2, along 
with the results of ANOVA analyses to assess differences between MedTec-users and 
non-users. Due to the small sample size of the MedTec-user sample there were no 
statistical differences on a 5% significance level, but the following descriptive results 
provide interesting result tendencies in user ratings. 

User factors. MedTec users and non-users did not differ with regard to the user 
factors knowledge, risk perception and perceived control (Table 2). 

Table 1. Reflective constructs characteristics and ANOVA results for group differences 

Construct Group M SD Cronbachs’
s alpha 

p 

Knowledge about wireless 
technologies (1 Item) 

MedTec-user 
Non-user 

4.04 
4.11 

2.85 
2.11 

- n.s. 

Perceived Control  
(3 Items) 

MedTec-user 
Non-user 

3.62 
 3.54 

1.36 
1.03 

.95 

.80 
n.s. 

Risk Perception  
(2 Items) 

MedTec-user 
Non-user 

2.80 
2.47 

1.38 
1.21 

.86 

.87 
n.s. 

Threat - Device 
(2 Items) 

MedTec-user 
Non-user 

2.33 
2.69 

0.67 
0.94 

.75 

.87 

n.s. 

Threat - Infrastructure 
(2 Items) 

MedTec-user 
Non-user 

3.36 
3.02 

1.22 
1.09 

.88 

.91 
n.s. 

Acceptance - Device 
(2 Items) 

MedTec-user 
Non-user 

4.30 
4.09 

1.40 
1.42 

.95 

.95 
n.s. 

Acceptance- Infrastructure  
(2 Items) 

MedTec-user 
Non-user 

4.41 
4.45 

1.20 
1.04 

.99 

.91 
n.s. 

 
 

System evaluation. The most important usage benefit for both user groups is the 
aspect of faster medical help in emergencies (Table 2). While MedTec-users judge 
improved safety as second important criterion, non-users perceive higher mobility and 
flexibility as second most important benefit of using WMT. This benefit is, in 
contrast, the least important one for MedTec-users. Overall, results show that 
MedTec-users favour benefits that concern safety and security aspects regarding their 
own health status. 
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Table 2. Formative construct characteristics and ANOVA results by groups 

 MedTec-user 
(N = 24) 

Non-user 
(N=281) 

 

Usage Benefits M SD M SD p 
increased awareness of own health status 
improved safety due to medical monitoring 
faster medical help in emergencies 
higher mobility and flexibility 

4.00 
4.21 
4.43 
3.78 

1.53 
1.47 
1.47 
1.73 

3.69 
4.06 
4.48 
4.18 

1.35 
1.25 
1.20 
1.19 

n.s. 
n.s. 
n.s. 
n.s. 

Usage Barriers M SD M SD p 
surveillance due to medical monitoring 
loss of privacy 
data abuse 
dependency on technology 

2.87 
2.63 
2.88 
3.58 

0.97 
1.28 
1.39 
1.44 

3.10 
3.10 
3.31 
3.52 

1.23 
1.37 
1.41 
1.48 

n.s. 
n.s. 
n.s. 
n.s. 

 
Regarding WMT usage barriers two aspects turn out to be very interesting. Based 

on a six-point Likert-scale mean values above three can be seen as general 
compliance. Hence, Table 2 clearly shows that non-users in general agree with all 
barriers, i.e. perceive more usage barriers than MedTec-users. Second, the sole 
significant barrier for MedTec-users is “dependency of technology”. Nevertheless, 
high standard deviations on barriers of privacy and data security in the MedTec-user-
group indicate a great amount of heterogeneity concerning these two barriers. 

Referring to the evaluation of infrastructure and device we found an interesting 
result pattern. MedTec-users perceive a lower device threat than non-users, whereas 
perceived infrastructure threat is higher in MedTec users than in non-users. ANOVAs 
with the factors “technology level” (device vs. infrastructure) and “MedTec-usage” 
(user vs. non-user) confirmed this statistical interaction (F(1,251) = 8.41, p < 0.01). 

Acceptance. Regarding acceptance ratings, we found that WMT was perceived 
positively on the device and on the infrastructure level. MedTec-users tend to show a 
greater acceptance of WMT on the device level than non-users do, whereas there is no 
difference in WMT infrastructure acceptance. Both user groups perceived a higher 
usefulness of WMT infrastructure than of WMT devices. For acceptance ratings no 
interaction was found in ANOVAs. 

 

3.3 Structural Model Results for MedTec-Users and Non-users 

The PLS analysis yielded path coefficients for the structural models of MedTec users 
(Fig. 1) and non-users (Fig. 2). Levels of significance were estimated using t-statistics 
derived from a bootstrapping procedure with 1000 re-samples.  

Most of our research hypotheses were supported, at least for non-users. Overall, 
the MedTec-user model explained major proportions of device (87%) and 
infrastructure (77%) acceptance, the non-user model explained 55% of device 
acceptance and 49% of infrastructure acceptance.  
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Fig. 1. WMT acceptance model for MedTec-users (*** = p < 0.001) 

 

 

Fig. 2. WMT acceptance model for non-users (** = p < 0.01, *** = p < 0.001) 

User factors. Knowledge has a negative effect on risk perception for non-users, but 
no effect on usage benefits or for MedTec-users at all (H1a). Risk-perception has a 
significant positive influence on device threat and infrastructure threat in the non-user 
model and is only positively related to infrastructure threat in the MedTec-user model 
(H1c). Whereas perceived control is only relevant for explaining usage barriers and 
benefits of non-users (H1b).  

System Evaluation. Usage benefits are the most important predictor of device 
acceptance in both groups (H2a). In contrast, usage barriers are only relevant for 
device threat and for infrastructure threat in the MedTec-user model (H2b). However, 
infrastructure threat is a significant predictor for infrastructure acceptance in both 
groups (H2d), whereas device threat does not affect device acceptance at all (H2c). 

Acceptance. Device acceptance has no impact on infrastructure acceptance in both 
user groups (H3). 
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4 Conclusion 

The present study investigated the impact of WMT system-architecture (device vs. 
infrastructure), underlying usage benefits and barriers, and user factors on WMT 
acceptance by applying structural equation methods. Understanding the determinants 
of WMT acceptance is not only important for system developers but also for 
healthcare practitioners responsible for the implementation and employment of WMT. 
Therefore, apart from a discussion of our findings, guidelines for system designers, 
training or marketing campaigns will be derived in our conclusion. 

WMT acceptance and system-architecture-related differences in WMT acceptance. 
In general, our findings show, that WMT were positively perceived. Contrary to ICT 
research findings (e.g. [9]), WMT infrastructure acceptance was higher than WMT 
device acceptance. We assume that WMT device acceptance was reduced due to the 
stigmatized image of MedTec device usage. On the other side, WMT infrastructure 
might be perceived more positively as it gives a general feeling of medical safety. 
Interestingly, WMT device and infrastructure acceptance were found to be 
independent from each other, without positive or negative moderating effects. Since 
the expanding technical infrastructure of WMT in future might influence perceived 
usefulness (e.g. compatibility to existing devices) but also barriers (e.g. growing sense 
of control by a increasingly autonomous technology), researchers should not neglect 
one technology level while analyzing acceptance of the other.  

Underlying usage benefits and barriers explaining WMT acceptance. Regarding 
the sources of WMT acceptance we found, that usage benefits (especially “faster 
medical help in emergencies”) are the strongest drivers of device acceptance, 
especially for MedTec users, whereas infrastructure acceptance is predominantly 
influenced by infrastructure threat. The specific type of medical technology used in 
our scenario might explain the rather low importance of “mobility and flexibility” for 
MedTec-users. For example, patients who have to use a blood pressure or diabetes 
monitoring on a daily base, might not have noticed a higher flexibility potential due to 
WMT in the presented scenario. This aspect might be more important for patients 
who are e.g. confined indoors or bound to healthcare centres at fixed points in time. 
Interestingly, usage barriers play a minor role in WMT acceptance; they only have an 
indirect effect on perceived threat in non-users. MedTec usage experience leads to a 
further decrease of perceived barriers. Even though usage barriers act only indirectly 
in non-users on acceptance, they should nevertheless be considered: Enhancing WMT 
acceptance could be accomplished for example by focusing on problems of “technical 
reliability” or “data safety” in system design or addressing the aspects of “increased 
safety due to WMT” or “dependency of technology” in marketing. 

Impact of MedTec usage experience and user factors on WMT acceptance. Our 
findings emphasize the need to differentiate between MedTec-users and non-users, 
especially in the context of healthcare. Apparently, MedTec usage experience not 
only affects the perception of benefits and barriers, but also mitigates the effect of 
individual user factors such as knowledge, risk perception or perceived control. 
However, as the (young) non-users of today can be regarded as potential future WMT 
users, the impact of individual user factors on acceptance patterns is highly important 
for the commercial launch of WMT as well as for compliance-related issues. 
Knowledge was found to directly affect risk perception in non-users, which 
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considerably influences perceived threats of WMT device and infrastructure. In order 
to enhance WMT acceptance in non-users by trainings or marketing activities it is 
therefore necessary to a) impart knowledge about wireless technology and b) to 
specifically address risk perceptions and health fears associated with this technology.  

Limitations and future research. Future studies will have to examine larger 
samples with a higher proportion of actual MedTec-users in order to validate our 
findings. In order to investigate the causes of the “reversed” WMT acceptance pattern 
(higher infrastructure than device acceptance), we will contrast wireless technology 
acceptance in different application contexts (ICT vs. MedTec usage context). Finally, 
the specific impact and the relationship of device and infrastructure acceptance on 
actual WMT acceptance and compliance should be studied in more detail. 
 
Acknowledgments. Thanks to Barbara Zaunbrecher for research support. 

References 

1. Davis, F.D.: Perceived usefulness, perceived ease of use, and user acceptance of 
information technology. MIS Quarterly 13(3), 319–340 (1989) 

2. Venkatesh, V., Morris, M.G., Davis, G.B., Davis, F.D.: User acceptance of information 
technology: Toward a unified view. MIS Quarterly 27(3), 425–478 (2003) 

3. Holden, R.J., Karsh, B.T.: The technology acceptance model: Its past and its future in 
health care. Journal of Biomedical Informatics 43, 159–172 (2010) 

4. Kim, S., Garrison, G.: Investigating mobile wireless technology adoption: An extension of 
the technology acceptance model. Information Systems Frontiers 11(3), 323–333 (2009) 

5. Arning, K., Gaul, S., Ziefle, M.: Same same but different. How service contexts of mobile 
technologies shape usage motives and barriers. In: Leitner, G., Hitz, M., Holzinger, A. 
(eds.) USAB 2010. LNCS, vol. 6389, pp. 34–54. Springer, Heidelberg (2010) 

6. Wilkowska, W., Ziefle, M.: Perception of privacy and security for acceptance of E-health 
technologies: Exploratory analysis for diverse user groups. In: User-Centred-Design of 
Pervasive Health Applications (UCD-PH 2011), held in Conjunction with the 5th 
ICST/IEEE Conference on Pervasive Computing Technologies for Healthcare, pp.  
593–600 (2011)  

7. Czaja, S.J., Sharit, J.: Age Differences in Attitudes Toward Computers. Journal of 
Gerontology 5, 329–340 (1998) 

8. Arning, K., Ziefle, M.: Understanding age differences in PDA acceptance and 
performance. Computers in Human Behavior 23, 2904–2927 (2007) 

9. Siegrist, M., Earle, T.C., Gutscher, H., Keller, C.: Perception of Mobile Phone and Base 
Station Risks. Risk Analysis 25, 1253–1264 (2005) 

10. Rogers, E.: Diffusion of innovations. Free Press, New York (1995) 
11. Weiber, R., Mühlhaus, D.: Strukturgleichungsmodellierung: Eine anwendungsorientierte 

Einführung in die Kausalanalyse mit Hilfe von AMOS, SmartPLS und SPSS. 1 Auflage. 
Springer, Heidelberg (2009) 

12. Petter, S., Straub, D., Rai, A.: Specifying formative constructs in information systems 
research. MIS Quarterly 31(4), 623–656 (2007) 



B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 154–162, 2013. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013 

Persuasive Design in Mobile Applications for Mental 
Well-Being: Multidisciplinary Expert Review 

Ting-Ray Chang, Eija Kaasinen, and Kirsikka Kaipainen 

VTT Technical Research Centre of Finland 
{firstname.lastname}@vtt.fi 

Abstract. Smartphones are a promising channel for health promotion 
interventions. Mobile applications can track behaviour and provide real-time 
guidance and support. Research on mobile interventions has mainly focused on 
physical health and disease management, whereas promotion of mental well-
being has received less attention. This paper presents results of a 
multidisciplinary expert review of twelve currently available mobile 
applications for mental well-being. The aim of the study was to identify what 
kinds of engaging and persuasive features are used in the applications and to 
assess how well the features were implemented. The expert reviews were 
carried out from user acceptance, mobile intervention design, and persuasive 
design points of view. Current applications were assessed moderately good 
from all three perspectives but improvement needs were identified  in more 
versatile utilisation of mobile technology, leveraging social support, and 
providing a wider range of personalized intervention features.  

Keywords: Mobile Applications, Mental Well-being, Persuasive Design, 
Expert Reviews, TAMM, Technology Acceptance Model. 

1 Introduction 

Wide-reaching interventions that support and encourage healthy habits are essential to 
prevent diseases and improve life quality among general population. Mobile devices 
are considered especially promising tools for pervasive and unobtrusive well-being 
management, because mobile phones are usually personal and people carry them most 
of the time [1]. Thus, they are often present in daily situations when people make 
health related decisions, providing opportunities for timely interventions to support 
behaviour change [2]. Furthermore, the technical capabilities of smartphones enable 
not only collecting user data but also its real-time analysis and interpretation to 
support situational decision making [3]. 

Promotion of mental well-being is crucially important because subjective well-
being influences overall health and longevity [4]. Mood problems and low self-
efficacy can be significant barriers for behavioural changes. Many mobile 
applications have been developed for physical health monitoring and lifestyle 
interventions [5], such as weight management [6] and exercise [7, 8]. Recently, more 
research has started to emerge on applications that also address mental health and 
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well-being [5, 9]. Recently an abundance of mobile applications for mood monitoring 
or general well-being have become available. In order to develop or identify engaging 
and effective mobile interventions, it can be beneficial to learn from relevant existing 
mobile applications [10]. 

The purpose of this study was to identify engaging and persuasive features in a 
sample of existing mobile applications that target mental well-being. We screened 
relevant twelve applications out of the hundreds of available applications for an in-
depth analysis. The selection process is described in section 2. Section  3 describes 
the expert review methodology to evaluate the applications from three different 
perspectives: user acceptance, mobile intervention design, and persuasive design. The 
results are presented in section 4. Finally in section 5 we analyse and conclude the 
results. 

2 Application Selection Process 

Search for relevant mobile applications in the stores of two main platforms, Android 
and iOS, was carried out during May-July 2011 by browsing through the following 
categories (Android Market): health & fitness, medical, lifestyle, social, productivity, 
education, entertainment, communication, and (iPhone App Store): the top 50 
applications in all categories, as well as top 300 free and top 150 paid applications in 
health and fitness; and by entering keywords (Android market): mood, social, mental, 
behavio(u)r, and (App Store): mood, stress, happiness, training, monitor(ing), smoke, 
behavio(u)r, mental and awareness. 85 applications from App Store and 26 from 
Android market were selected based on their relevance and having an average rating 
of at least 3 in the scale 0-5 in the application store. 

Applications were placed on a map with two axes: social-individual usage, and 
mental-physical focus. The aim was to identify applications that had a holistic 
approach to well-being. Finally, two researchers reviewed the map of applications and 
tagged promising applications based on the following criteria: 

1. Including any kinds of social functions; 
2. Connected to web services; 
3. Purpose to track or improve mood; 
4. Interactivity (user input and/or data interpretation); 
5. Focus on mental well-being and lifestyle, not sports or specific diseases. 

The final selection consisted of twelve applications (Table 1), nine from App Store 
and three from Android Market. 

Table 1. Selected twelve mobile applications  

 Application name Description 

iP
ho

ne
 

miMood (miM) Mood tracking over time. Option to email mood history. 
Mood Runner (MoR) For female users. Tracking emotional patterns with diet, exercise, 

sleep, stress, energy, sex drive and menstrual cycles. 

LiveHappy (LiH) Surveys, therapeutic guides for happiness and mood, option to 
connect to Twitter and Facebook. Based on positive psychology. 
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Table 1. (continued) 

 Healthy Habits (HeH) Self-tracking new/old habits, reminders, high customizability. 

SeemyCity (SmC) Recommends ways to explore a city based on user mood type. 
Anger Coach (AnC) Survey input, therapeutic guide for anger management. 

Moodkit (Mok) Survey input of social, sport, productivity, enjoyment & diet. 
Committing to actions. Based on Cognitive Behaviour Therapy. 

Awareness Lite (AwL) Mood lifting by rehearsing mindfulness and reading aphorisms. 
My Balance (MyB) Self-monitoring life balance with nutrition, fitness and lifestyle. 

A
nd

ro
id

 

Mood Meter (MoM) Collects data automatically, presents mood scores and 
motivational messages based on time and social interaction. 

My CalmBeat (MCB) Stress reduction through a guided breathing exercise. 
T2 Mood Tracker(T2M) Self-monitoring anxiety, depression, general well-being, head 

injury, post-traumatic stress, or stress based on daily events. 

3 Expert Review Methods 

After the twelve applications were selected, we studied them further from three 
viewpoints: user acceptance, mobile intervention design, and persuasive design. 
Because multidisciplinary guidelines or heuristics that would cover all the three 
viewpoints do not exist, we decided to carry our three separate expert reviews with 
three different experts. The method was based on usage simulation as proposed by 
[11]. In usage simulation the reviewers who have wide experience of different 
applications aim to see the applications from an ordinary user’s viewpoint. Each of 
our three experts had 5-15 years of research experience on their field (user acceptance 
of mobile services, mobile intervention design, and persuasive design).  
 

 

Fig. 1. A diagram combine three relevant theoretical models of user acceptance (green), mobile 
intervention (purple), and persuasive design (red) 
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With this expert group we studied whether the applications fulfilled basic user 
acceptance criteria for mobile services, whether the applications included features for 
effective attitude or behaviour change and whether the applications included 
persuasive features (Figure 1). Each expert defined individually their review criteria 
and carried out the review individually. The aim of the reviews was to assess the 
applications from user point of view and to identify applications that would be 
suitable for further evaluations with real-world users. Another aim of the reviews and 
the earlier selection process was to identify the strengths and shortcomings of current 
persuasive mental well-being applications. The reviewers are also co-authors of this 
paper. The review criteria and the expert review methods are described in the 
following sub sections. 

3.1 User Acceptance of Mobile Services 

Expert review on user acceptance was based on the Technology Acceptance Model 
for Mobile Services [12]. The model covers perceived value, ease of use, trust and 
ease of adoption. The model is intended for user evaluations but in here it was used as 
a framework to analyse the applications from potential users’ points of view based on 
the evaluator’s expertise on other mobile services. The model was interpreted as 
described in Table 2. 

Table 2. User acceptance expert review criteria 

Criterion Description 
Ease of use How effortless it is to use the application? Are functions easy to identify, 

find and use? Is information provided to the user easy to understand? 
Ease of start-to-use How easy it is to get an overview of the functionality as a first time user? 

Any specific tricks to do before you can use application? 
Value to user What is the targeted value of the application to the user? 

Is the proposed value credible? 
Trust Does the information and feedback provided to the user seem reliable? 

Are there threats related to privacy or safety? 
Overall Overall grade, focusing especially on the persuasive features of the 

application and the suitability of the application to user evaluation. 

3.2 Mobile Intervention Design 

The criteria were formed based on various existing guidelines about mobile and 
technology-based intervention design for health behaviour change [13]. User 
engagement and effectiveness of mobile interventions can be optimized by using 
evidence-based intervention methods, profiling and personalization, data 
interpretation, holistic approach to well-being rather than a narrow focus, and overall 
expected novelty for the user. The review criteria from mobile intervention design 
perspective and the theoretical background are presented in Table 3. 
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Table 3. Mobile intervention expert review criteria  

Criterion Description 
Profiling and 

personalization 
Does application collect information to profile the user and tailor 
output based on user needs and characteristics? [14] 

Interpretation of data Does application interpret the data it collects? Is data abstraction 
rather than raw data used to display information? [15] 

Intervention & behaviour 
change support 

Are there features which actively support behaviour and/or attitude 
change with the aim of improving well-being of the user? 

Holistic approach Are all sides of well-being covered (mental, physical, social)? [16]. 
Social support How much application leverages social support to improve 

psychosocial well-being [17] and/or increase user engagement? [18] 
Novelty How novel, innovative and interesting the application feels? 

3.3 Persuasive Design in Mobile Applications 

The criteria were built mainly based on Persuasive System Design model [19] but 
modified specifically for this review (Table 4). Twenty-nine principles of persuasive 
design were used as heuristics. The principles were in four categories: primary task 
support, system credibility, dialogue support, and social support [19]. In addition, 
goal setting was used as an additional principle [20]. Persuasiveness was defined as 
the set of attributes that bear on the ability of software to support change in its users’ 
attitudes and/or behaviour. The applications were assessed based on the number of 
occurrences of the persuasive design principles. A similar but more detailed 
persuasive design evaluation of the applications is described by Langrial et al [21]. 

Table 4. Persuasive application design expert review criteria 

Primary task System credibility Dialogue support Social support 
Reduction 
Tunnelling 
Tailoring 

Personalisation 
Self-monitoring 

Simulation 
Rehearsal 

Goal-setting 

Trustworthiness 
Expertise 

Surface- credibility 
Real-world feel 

Authority 
Third-party endorsements

Verifiability 

Praise 
Rewards 

Reminders 
Suggestion 
Similarity 

Liking 
Social role 

Social facilitation 
Social comparison 

Normative influence 
Social learning 

Cooperation 
Competition 
Recognition 

4 Results of the Expert Reviews 

The grades of user acceptance review are presented in Table 5. The ease of use of all 
the applications was at least moderate and crucial usability problems were not 
identified. Problems in starting to use were identified in two applications and the 
value to the user was doubtful with two applications. The overall grade was lower 
than 3 only with 2 applications, so from user acceptance point of view the selection 
was quite successful. Quite a few applications were basically life style books 
transferred to mobile applications, thus they did not utilize the measurement and 
monitoring possibilities of mobile technology.  
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Table 5. Ratings from user acceptance expert review (1-5) 

App miM MoR LiH HeH SmC AnC Mok AwL MyB MoM MCB T2M 
Ease of use 4 3 4 3 3 3 3 4 4 4 5 3 

Ease of  
start-to-use 

4 3 4 2 2 4 3 4 4 3 4 3 

Value  3 4 3 4 2 3 4 3 3 2 3 5 
Trustworthy 3 3 3 4 3 4 4 3 3 2 3 4 

Overall 3 3 4 4 2 3 3 3 3 2 4 4 

 
The grades of mobile intervention design review are presented in Table 6. Live 

Happy, Moodkit and Healthy Habits incorporated the widest variety of tools and 
exercises to encourage users to make actual changes in their lives, such as guided 
exercises or committing to actions. They addressed several life domains and provided 
explanations for the recommended actions, attempting also to profile users and 
personalize their output. Also MoodRunner, MyBalance and T2 Mood Tracker 
allowed tracking of several factors. However, they did not apply intervention 
techniques beyond reminders and graphical comparisons. The rest of the applications 
were either fairly simple mood trackers, or otherwise focused on one specific thing 
such as dealing with anger (Anger Coach) or practising breathing (MyCalmBeat).  

The results of the persuasiveness review are presented in table 7. From the four 
categories of the PSD model, the principles in primary task support were the most 
popular ones whereas the principles in social support category were used the least. 
Generally, the applications did not use persuasive design principles very widely.  

Table 6. Ratings from mobile intervention expert review (1-5) 

App miM MoR LiH HeH SmC AnC Mok AwL MyB MoM MCB T2M 
Profiling 2 2 4 3 2 2 3 1 1 2 2 2 

Interpretation 2 3 3 2 2 2 3 2 2 2 2 3 
Intervention 1 2 4 3 1 3 4 2 1 2 2 2 

Holistic 2 4 4 4 1 2 4 1 3 1 1 3 

Soc-support 2 1 3 2 1 2 2 1 1 2 1 1 
Novelty 2 3 4 3 1 2 3 3 2 3 3 2 

Overall 2 2 4 3 1 2 4 2 2 2 2 2 

Table 7. Occurences of persuasive principles (maximum scores given in brackets) 

App miM MoR LiH HeH SmC AnC Mok AwL MyB MoM MCB T2M 

Primary task (8) 1 2 5 3 2 2 5 3 1 1 3 1 
Credibility (7) 0 1 2 2 1 1 1 1 0 2 0 1 
Dialogue (7) 0 0 5 0 0 4 5 2 0 0 0 0 
Social support (7) 1 0 1 0 0 0 1 0 0 0 0 0 
Total (29) 2 3 13 5 3 7 12 6 1 3 3 2 
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5 Conclusions 

From user acceptance point of view, all the selected applications were at least 
moderately good. However, many applications were basically life style guide books 
transformed to mobile applications, and were not utilizing the monitoring capabilities 
of the mobile devices.  

Our selection included both applications focused on a specific issue such as 
breathing correctly and applications with a more versatile focus. Applications with a 
sharp focus and simple functions can perform well in providing short-term support for 
immediate needs and improving self-awareness in small steps. Mood trackers may be 
sufficient for people who are just curious but for more permanent use, the applications 
need to include support for behaviour change. In general, the reviewed applications 
were not using persuasive design principles very widely. The two applications this 
utilised more than ten persuasive design principles (LiveHappy and Moodkit), were 
also identified as the most versatile applications in the intervention evaluation. 
However, it has to be kept in mind that the occurrence of the principles alone does not 
guarantee the success of the application, the persuasive features also need to be well 
implemented and the application as a whole needs to be acceptable. 

Especially social support features were generally scarce in applications. Live 
Happy allowed users to send questions to the psychologist who had helped in the 
design, and Anger Coach offered access to online community resources. Mood-
related data may be too sensitive to share in public, but emotional support from peers 
can have a great impact on well-being and motivation to make lifestyle changes [22]. 

We identified three major areas of improvement in the applications: 1) Utilising 
mobile technology more for measures and interactivity. Many of the applications 
were based on textual input and passive reading by the user instead of actual sensor 
measures and multimodal interactions. 2) Social support mechanisms that allow users 
connect and share with a selected group of friends or peers with similar goals. 3) 
Wider range of intervention features to promote actual behaviour change, tailored to 
the user. Most of the applications merely collected data without interpretation and 
suggestions, or provided static information without personalized approach.  

When assessing the results of this study it has to be kept in mind that expert 
reviews do not replace user studies. Long term user studies will be needed e.g. to 
study how well the applications manage in changing user behaviour. Our future plans 
include gathering users’ insights about their actual preferences and usage behaviour 
with the applications. 
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Abstract. Millions of people use mobile medical devices—more every
day. But our understanding of device security and privacy for such de-
vices is incomplete. Man-in-the-middle attacks can be performed on typi-
cal Bluetooth-enabled mobile medical devices, compromising the privacy
and safety of patients. In response, we developed the Personal Security
Device, a portable device to improve security for mobile medical systems.
This device requires no changes to either the medical device or its mon-
itoring software, and offers protection for millions of existing devices.
We evaluate our defense mechanism to show that it adds insignificant
overhead and analyze its robustness against various attacks.

Keywords: medical device security, man-in-the-middle attack.

1 Introduction

Studies show that by 2015, over 500 million people will be using mobile health
applications [1]. There were approximately 245,000 insulin pump users in 2005,
and the market for insulin pumps is expected to grow at a rate of 9% from 2009
to 2016 [3]. Hanna et al. reports that in the U.S. alone there are 25 million
people with wireless implantable medical devices (IMD), and about 300,000 of
these IMDs are implanted every year [10].

In 2003, the U.S. Food and Drug Administration (FDA) approved a Bluetooth-
enabled medical device for the first time [14]. Since then, dozens of such devices
have been introduced to the U.S. market for uses ranging from life-sustaining to
life-supporting.

While the need for secure mobile medical systems is widely recognized
[9,4,11,13], many manufacturers have not addressed the security risks of such
devices, and thus have provided little security for either the devices themselves,
or for the data they create and transmit.

Communications security is one critical aspect of protecting these devices.
Mobile medical devices typically communicate to an intermediate computer that
forwards its signals to a healthcare facility. Since such devices are typically used
with little or no configuration by a user or healthcare provider, there is ample op-
portunity for attackers to mislead the device into communicating with a hacker’s
machine instead of its intended intermediary. The communication between the
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device and its intermediary (real or malicious) typically is wireless, making it
more susceptible to eavesdropping and injections.

The consequences of attacks can be extreme, potentially allowing attackers to
cause the devices to operate in a life-threatening manner. As an example, con-
sider a heart rate monitor carried by a patient that communicates via Bluetooth
to the patient’s home computer, which in turn, forwards heart rate data to the
patient’s doctor in real time. If an attacker can alter the data to fake a heart
attack, the doctor may institute unnecessary emergency measures. Even worse,
if the attacker conceals the actual signs of an impending heart attack, the doctor
will be unaware of the need for immediate action.

In this paper we demonstrate a successful man-in-the-middle (MITM) attack
and its consequences on a commercially deployed pulse oximeter system; we then
propose a defense approach against this and similar attacks. After discussing po-
tential security and privacy failures that can result from an MITM attack, we
demonstrate such an attack, showing that the device discloses sensitive infor-
mation unencrypted. This attack shows that these Bluetooth-enabled mobile
medical devices can be made to communicate with an unauthenticated interme-
diary. This attack can be performed by an unauthorized party equipped with a
Bluetooth-enabled laptop.

Our study examines the Nonin Onyx II 9550 fingertip pulse oximeter, a typ-
ical Bluetooth mobile medical device introduced to the U.S. market in 2008.
It measures pulse rate and blood oxygen saturation levels continuously or on
demand, and communicates with an access point (AP) to pass this data at a
range of several meters. With only the user’s manual and some publicly avail-
able information, we were able to launch a successful MITM attack. Although
our experiment used the pulse oximeter, the attacks presented can be performed
on other devices, such as the A&D Medical UA-767PBT blood pressure monitor,
with little modification.

Our approach to reducing this risk does not require rebuilding or altering
legacy devices. We propose a personal area network security device designed to
interoperate with mobile medical devices. This security device recognizes the
security properties and risks associated with a particular patient’s existing de-
vices, and takes measures to lower those risks. Our defense solution works with
existing devices and requires no modification to either the device or the mon-
itoring software installed on the AP; it also offloads security from the medical
device, reserving the medical device’s resources for only medical functions. Our
proposed defense mechanism is designed for generality and wide applicability for
this class of medical devices.

The organization of this paper is as follows: Section 2 presents related work,
followed by an overview of Bluetooth-enabled medical devices in Section 3. Our
attack assumptions and threat model, active MITM attacks, defending against
these attacks, and evaluation are in Sections 4, 5, 6, and 7 respectively. Future
work is presented in Section 8, and Section 9 concludes this paper.
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2 Related Work

The security of mobile medical devices is a generally recognized problem that
has received special attention in recent years [9,4,11,13]. As a result, there has
been some work on demonstrating attacks against various mobile medical devices
[8,12]. As complementary research, some work focused on implementing or rec-
ommending defensive approaches against these kinds of attacks [7,18,15,8,12].
Among the proposed defense approaches, IMDGuard [18], Amulet [17], and
Shield [7] are three defense mechanisms against attacks on mobile medical de-
vices that require a special-purpose third-party device to facilitate security. Also,
Denning et al. [6] propose a class of devices called communication cloakers that
would share secret keys with an IMD and act as a third-party mediator in the
IMD’s communications with external programmers.

IMDGuard proposes changes in the design of future IMDs for a more secure
system and does not work with legacy devices. Also, Amulet, by definition, does
not work with existing devices since it requires changes to the existing mHealth
system including the medical device. For example, it requires the medical sensor
to verify that it is indeed the right Amulet before connecting. Shield, however,
is the only solution that is designed to work with existing and even already
implanted IMDs by requiring no changes to the device. Shield protects an IMD
by jamming its IMD messages, preventing others from decoding them, while
the authorized intermediary is able to decode them. It also jams unauthorized
commands to protect the patient. However, the idea behind Shield may not be
applicable to many mobile medical devices that operate on widely used radio
technologies such as Bluetooth or 802.11; this is due to both the nature of the
radio technology and the potential legal issues of jamming their signals.

3 Bluetooth-Enabled Mobile Medical Devices Overview

In our work emphasis is placed on a class of Bluetooth-enabled mobile medical
devices that communicate with an AP. An AP is a cellphone, a home PC or
a hospital monitoring system. This is a broad class of medical devices with
common characteristics. In a common Bluetooth authentication mechanism, a
predefined PIN is required for pairing the two parties. These devices are usually
configurable by the AP. Depending on the device, the AP can set a wide range of
parameters on the device, from changing date and time, frequency rate and data
format, to setting specific therapy management. Moreover, these devices may
store the patient’s identity information. Normally, some proprietary software is
installed on the AP that organizes and visualizes the data, and may report it to
the patient and doctor for therapy management.

4 Attack Assumptions and Threat Model

4.1 Attack Assumptions

We first assume that the PIN used in standard Bluetooth pairing is known to the
attacker. This is not an ambitious assumption since it is known that the PIN can
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be deduced by carefully observing the Bluetooth pairing process [16]. However,
alternatively for some devices, there are even easier ways to figure out the PIN
than exploiting the existing vulnerability in the Bluetooth pairing process. For
instance, the pulse oximeter’s static PIN is included in its advertised service
name, hence, making it publicly available (“Nonin Inc XXXXXX” where the X’s
indicate its six-digit PIN). In some other devices, such as the the blood pressure
monitor, a common default PIN is used for all shipped units and is available
in a publicly disclosed specification. Secondly, we assume that the attacker is in
the proper range to launch the attack (up to 10 m in this case), meaning that
it can communicate with both the AP and the device via Bluetooth. Finally, we
assume that the attacker knows the type and model of the device the patient is
using.

4.2 Threat Model

In this section we enumerate the possible attacks on mobile medical devices that
can be leveraged from MITM attacks.
1. Confidentiality: An MITM eavesdropper listens to the communication be-
tween the device and the AP. An attacker can also retrieve private identity
information by sending bogus requests to the device on behalf of the AP.
2. Integrity: MITM attackers can modify data packets sent by the device to
the AP, thus misleading the AP with false data. They can also perform replay
attacks and generate fake data or commands.
3. Availability: Attackers can interrupt the communication by simply refusing
to pass the data through. More cleverly, the attacker can send unauthorized
configuration commands to the device to either keep the device in a state of
elevated energy consumption (e.g., by setting it to a higher data transmission
rate) or disrupt the connection establishment process (e.g., by changing the
PIN).

5 Active Man-in-the-Middle Attacks on Wireless Links

In this section we discuss the technical details of how to perform MITM attacks
on Bluetooth-enabled mobile medical devices. We first need to successfully posi-
tion the man-in-the-middle, and here, we discuss the steps to do it: (1) Jamming
Bluetooth: the first step is to force the existing connection to be dropped, making
both the device and the AP discoverable and available to pair up. (2) Pairing
with the device: the attacker’s machine pairs itself with the device, providing
the correct PIN. (3) Pairing with the AP: to deceive the AP into pairing with
the attacker’s machine, that machine needs to masquerade exactly as the device.
Hence, the attacker’s machine should advertise the identical service name and
available services, as well as using the same PIN as the one used in the device
and spoofing the device’s MAC address.

Once MITM is in place, then the attacker can perform the attacks described
listed in Section 4.2, given that the protocol used in the device is understood.
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Since the entire protocol for the pulse oximeter is not publicly available, before
performing the attacks we had to deduce the necessary information about it by
using reverse-engineering, as described below.

1. Transmission from the Device: After capturing and inspecting the Blue-
tooth transmissions from the mobile medical device, we discovered the key as-
pects of the device’s protocol and the data that it sends to the AP. Our analysis
of the captured traffic revealed some useful information. We observed that the
data is sent from the device as 4-byte long packets. The second and third bytes
are pulse rate and oxygen level, respectively. Additionally, we conjectured that
the first and last byte are indicating some sort of status. This is because their
values rarely change, and when they change, they seem to be independent of
data or its fluctuation (Fig. 1). Similar analysis allowed us to reverse-engineer
data coming from the blood pressure monitor.

Status Pulse Rate SpO2 Status 

1 byte 1 byte 1 byte 1 byte 

4 bytes 

Fig. 1. Proposed format of the communication packet in the pulse oximeter

2. Transmission from the AP: For reverse-engineering packets coming from
the AP, we issued commands from the device with different settings and looked
at the packet generated from the software. In doing so we observed that the
structure of the packet and the contents would only change with packets con-
taining variables (e.g., setting date and time), allowing us to replay previously
sent commands. We also learned that there were no packet-specific fields in the
packet, such as checksum, packet length or timestamps.

6 Defending against MITM Attacks

We begin this section with enumerating the characteristics of a desirable defense
solution. We then present our proposed solution for preventing such attacks,
along with assumptions underlying our solution.

6.1 Desirable Characteristics of a Defense Mechanism

1. Security vs. Responsiveness: An effective mechanism for security should
not introduce a significant increase (in medical terms) in the transmission time.
2. Security vs. Availability: A robust defense mechanism should not decrease
the functionality of the system. Also, it should not provide new avenues for an
unauthorized person to drain a device’s battery. Furthermore, the mechanism it-
self should not introduce significant power or memory requirements that threaten
the availability of the device itself.
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3. No Changes to the Medical Device: To secure existing medical devices,
the defense mechanism should not require any changes to the device.
4. No Changes to the Monitoring Software: The defense mechanism should
not require changes to the implementation of the proprietary monitoring soft-
ware running on the AP. This, coupled with the previous requirement for ”no
changes to the medical device,” would improve the security of the existing sys-
tems. Note that minor changes to the operating system running on the AP are
still acceptable.

6.2 Personal Security Device

In our solution, we propose that a separate wireless mobile device augments the
security of mobile medical device systems. As envisioned, this Personal Security
Device (PSD) will be small, portable, inexpensive, and easy to use. It can be
small enough to clip on a belt or fit in a pocket. The PSD would work with other
wireless medical devices to enhance their security and monitor their environment.

The PSD is aware of the suite of wireless mobile medical devices used by the
owner, and it has a built-in knowledge of their security properties and vulner-
abilities. The PSD takes steps to augment the security of the owner’s devices,
such as adding authentication and encryption to data streams.

The PSD can be used as an overlay, changing the transmission path from
device→AP to device→PSD→AP (Fig. 2). In this case, even though the PSD
could secure the link to the AP, the link from the device to the PSD remains
unsecured. This is because we are constrained by not changing the device. In
Section 7.2 we discuss possible improvements on the security of this link.

Even if the PSD cannot ask the device to transmit its data stream through
the PSD, it may be able to improve the security of the system. For example,
if the medical device always pairs with any device knowing its protocol, service
name, and PIN, the PSD cannot prevent this device from pairing with others,
but it can listen to the signals sent by the device. The PSD can create a parallel
data stream containing authentication information (signed by a secret key known
only to the PSD) to vouch for the data stream to other machines further along
in the data flow of the overall system. This way, integrity attacks leveraged from
MITM attacks are substantially harder for attackers to achieve without being
detected.

For our PSD system to work, some assumptions must hold. We assume that
the medical device pairs with only one AP at a time. Note that in the absence
of this assumption, and since we cannot make any changes to the device, we
cannot prevent the device from connecting to the attacker’s machine. Moreover,
we assume that the device and the AP are not compromised, meaning that the
attacker has not been able to alter the hardware or software of the device or
the AP, so they behave exactly as specified. We further assume that the PSD is
located close to the device. And finally, we assume that the adversary does not
physically try to remove the PSD, or damage it, or remotely hack it.
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Medical Device PSD Access Point 

Fig. 2. Illustration of the mobile medical system when using the PSD

6.3 Required Changes at the AP

The AP needs to understand the new authentication and augmented encryption
to be able to communicate securely with the PSD. On the other hand, as dis-
cussed in Section 6.1, we want to be able to use the monitoring software as it
is, without imposing any changes. Therefore, the AP needs to ensure that the
monitoring software still sends and receives the data unencrypted. To accom-
plish this we installed a virtual machine on the AP and installed the monitoring
software on the guest operating system. The host OS, on the other hand, is
basically used as a gateway for all traffic coming from or going to the monitor-
ing software, leaving all authentication and encryption to be done on the host
OS. For the monitoring software to communicate transparently with the device,
we manually created two serial COM ports on the guest OS to emulate both
incoming and outgoing Bluetooth communication. Accordingly, we configured
two pipes on the virtual machine to redirect unencrypted traffic to and from the
serial COM ports.

Our proposed changes at the AP rely on the fact that most modern operating
systems either have native facilities for supporting virtual machines of the style
we used, or can be easily augmented with other software to do so.

6.4 Discussion

1. In our proposed defense mechanism, we left major security components out
of the medical device by introducing the PSD. While this decision was made
to secure existing devices by requiring no change to their current design, there
are also benefits to this design choice that make it attractive, even for designing
other devices in the future:

a) Mobile medical devices have the unique property that they must fail-open
when unbounded access is needed in emergency situations. Simply put, secu-
rity in life-critical medical devices should never come ahead of accessibility.
For instance, if a patient with an implantable defibrillator collapses, the
treating doctor would need to be able to communicate with the device to re-
trieve the patient’s information and history and issue necessary commands
for treatment. Denying access to the doctor in such a situation is unac-
ceptable. For life-critical medical devices, our defense mechanism approach
complies with the fail-open property since unbounded access to the device
can be always granted by simply turning off the PSD.

b) Resource constraints such as limited memory and battery pose a challenge for
security implementation in mobile medical devices. Leaving expensive cryp-
tographic computations to another device would make the device resources
more available to life-sustaining functionalities.
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2. Our approach requires a less detailed understanding of the device and its
protocols, limited to certain security issues, than required by others [17].
3. Our defense solution makes it possible for the PSD-AP link to use any radio
technology other than Bluetooth if desirable. With this, the PSD and the AP
could agree on using a different radio technology that is more suitable for that
particular environment.
4. Although we presented this defense solution only on Bluetooth, the idea can be
extended to medical devices of other radio technologies. In order to implement
this for another radio technology, on one end the PSD needs to be equipped
with that particular radio technology capability to connect to the device. On
the other end, at the AP, the host OS needs to virtualize the radio interface so
that it communicates with the monitoring software running on the guest OS via
a pipe. In Bluetooth, as described earlier, we have accomplished this by creating
serial COM ports emulating a Bluetooth connection. For 802.11 for instance, one
can perhaps modify the implementation of wireless card virtualization so that it
communicates via a pipe created in the host OS rather than the actual wireless
card on the AP. Chandra et al. [5] provides an implementation of virtualizing a
single wireless card.

7 Evaluation

7.1 Performance

Our implementation introduced 783 ± 136 ms delay for every data packet sent
by the device and received by the monitoring software when we used a Python
implementation [2] of the 128-bit key AES encryption algorithm. This delay is
insignificant, even in life-critical medical systems.

7.2 Robustness Analysis

1. Security of PSD-AP link: Since we have complete control over this link,
given the availability of resources, we can make it arbitrarily secure by using
a strong authentication and encryption, as well as an entirely different radio
technology other than Bluetooth, if it is more suitable for our environment.

Bluetooth jamming is one source of denial of service attacks on this link. Even
though the PSD does not protect against this attack, this attack is easily de-
tected. Alternatively, the PSD and the AP can switch to using a radio technology
that remains unaffected by Bluetooth jamming.

2. Security of Device-PSD link: This link is arguably vulnerable to MITM
attacks. This is because an attacker can potentially perform MITM attacks on
the link between the PSD and the device, making the entire security system
introduced in this paper ineffective. The fundamental challenge to securing this
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link is that we cannot implement an additional security that requires altering
or rebuilding the device. Here we present some recommendations that, while
not completely eliminating the possibility of an attack, represent a substantial
improvement in minimizing the risk.

a) Configuring the device to low power transmission: If it is feasible for the
transmit power of the medical device to be set very low, then it could only
communicate with devices that are very close to the medical device, perhaps
only to those worn by the patient—namely the PSD.

b) Designing an alert PSD: Unlike the device and the monitoring software,
the PSD is designed for security. Hence, an alert PSD would watch for signs
of attacks such as MITM and other suspicious events, and would raise an
alarm accordingly.

8 Future Work

The PSD idea could be developed into either a self-contained, specialized device,
or into a smart phone as an application. Having it as a special-purpose piece of
hardware theoretically has some advantages over the smart phone application
idea: it makes the system harder to hack, it is less battery-consumptive, and
there is no resource contention with other applications. On the other hand,
having it implemented as a smart phone application makes it more convenient
and readily available to the user. Future work could involve careful investigation
of advantages and disadvantages of either option.

We designed the PSD so that it prevents MITM attacks. The other element of
the PSD’s behavior could be to observe the local environment for signs of attacks
on its devices. For example, if the personal security device observes improper
attempts by unauthorized devices to pair with the medical device over Bluetooth,
it can raise an alert that there is a heightened risk of man-in-the-middle or data
stream alteration attacks. A further study could look into feasibility of extending
the current PSD to employ more sophisticated security tools, such as medical
telemetry anomaly detection and detecting, not just preventing, man-in-the-
middle attacks.

Work is needed to find ways to make the use of the PSD acceptable to the
class of users it would most benefit.

9 Conclusion

This paper addresses the problem of communication security and privacy for the
class of mobile medical devices that communicate via Bluetooth. We presented
the steps we used to launch an MITM attack on such devices. Then, we intro-
duced our Personal Security Device, a separate wireless device that augments
security to the existing mobile medical devices to defend against MITM attacks.
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Abstract. For a new optical body area network (BAN) technique, a 
fundamental study was conducted of optical data transmission through a human 
body using diffusely scattered light. The frequency bandwidth for data 
transmission was restricted by the effect of strong scattering inside body tissues. 
In experiments using human bodies, the possibility of the transmission up to 
100 MHz was confirmed. Using the linear equalization process, we can transmit 
an 800 MHz square wave signal. Data transmission of around 200 mm distance 
in a human hand was possible. To overcome problems of noise, multipath 
transmission, and the instantaneous interruption of data transmission, the space 
diversity (SD) technique was applied to stabilize data communications. The SD 
technique effectiveness was confirmed through analysis using real optical 
impulse responses. The feasibility of BAN using diffusely scattered light in the 
body was verified through these analyses. 

Keywords: BAN, body area network, optical BAN, optical communication, 
data transmission, scattering, diffusion, space diversity. 

1 Introduction 

Recently, the usefulness of wearable computer has been widely recognized. Many 
reports describe the body area network (BAN) [1]. In most studies, the signal carrier 
for BAN is an electrical signal such as electric field, electric current, or 
electromagnetic wave [2]. Many attempts have been undertaken to use the electric 
BAN in medical practice [3]. However, related to the use of electrical signals for 
BAN, there have been restrictions of signal bandwidth, problems of electromagnetic 
interference, and difficulties controlling information leakage by electromagnetic 
radiation. 

To overcome these problems, we propose the use of light as a signal carrier [4]. 
Few reports describe optical signal transmission through the human body for BAN. 
We can find few practical applications of optical BAN for medicine. When light 
enters our body, it is scattered diffusely. If we can use this scattered light for data 
transmission, then we can realize a new optical technique for BAN. 

In this study, we analyzed characteristics of light transmission through body tissues 
and attempted a new detection technique to examine the feasibility of the optical BAN 
in practical applications. 
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2 Optical BAN from Wrist to Fingertip 

When we illuminate near-infrared (NIR) light on our body surface, some light 
propagates diffusely in the body tissue. When we illuminate the light on the wrist area 
for example, the light propagates widely in the hand area and part of it reaches the 
fingers. Therefore, we can make the 
BAN from/to a wristwatch type device 
to/from the fingertips. Figure 1 presents 
the optical BAN principle. For example, 
we can identify the individual with the 
wristwatch by just touching the door-
knob with no action of the personal 
authentication such as fingerprint 
imaging or iris scanning. If another 
person wears the watch, then it cannot 
be operated by the authentication 
function built-in the watch. Many other 
applications are possible with this 
optical BAN from the wrist to the 
fingertips. 

3 Data Transmission Rate 

In the BAN using diffusely scattered light, the propagation path of light is spread in a 
wide area in the body tissue, which brings pulse broadening in the light propagation 
through the body. This pulse broadening restricts the data transmission rate. 

To evaluate the transmission rate, the optical responses of a human arm and a 
human hand were measured. Short pulses of laser light (Ti:Sapphire, wavelength 786 
nm, pulse width 20 ps FWHM, optical power 200 mW) were illuminated on one side 
of the body. The light transmitted through the body was received at the other side of 
the body with an optical fiber. The light was led to a streak camera (temporal 
resolution < 15 ps, repetition rate 2 MHz) and the broadened pulse shape was 
measured [5]. 

 
Table 1 shows results of pulse broadening. 

From this result, we can expect the signal 
transmission in the order of 100 MHz. With 
signal processing techniques such as the 
linear equalizing process, we were able to 
transmit an 800 MHz square wave signal in 
our experiment [5]. 

 
 
 

  

Fig. 1. Optical BAN principle 

Table 1. Pulse broadening through living 
body tissue 
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4 Data Transmission Range 

Attenuation of an optical signal in our body is much higher than the electric signal, 
which makes the control of information leakage through unnecessary radiation easier 
than the electric signal. However, if the range is too small, then it is not practically 
useful. Consequently, the data transmission range was analyzed using a model 
phantom and a human body. 

Figure 2 depicts the experimental setup 
schematically. The light beam from the laser 
(Ti:Sapphire, wavelength 800 nm, optical 
power 1 W) was made intermittent with a 
mechanical chopper for the lock-in 
detection of received light. It was 
illuminated on the surface of a model 
phantom which simulated the human hand 
tissue. The agar phantom was produced with 
intralipid and black ink added to simulate 
the respective scattering and absorption 
coefficients of mammalian tissues: μs’=1.0 
/mm and μa=0.01 /mm. The light 
propagated through the phantom was detected using a Si photodiode placed at a specific 
distance away from the light incident point. The intensity of the received light was 
measured using a lock-in-amplifier. The noise unsynchronized with the chopper was 
eliminated in the process of phase-sensitive detection. 
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Fig. 3. Attenuation of optical signal with
source-detector distance: horizontal line
indicates a noise level 

  Fig. 4. Received optical signal intensity at 
different fingers and wavelengths 

 
Figure 3 presents measurement results, which suggest that the transmission around 

200 mm surface distance was possible. Using the same experimental setup, the 
transmission range was evaluated using a human hand. To reduce the optical power 
density on the body, the incident light beam (optical power 250 mW) was expanded to 
40 mmφ using an optical beam expander. The received light intensity at the tip of 
each finger was measured using different wavelengths in the NIR range. Figure 4 

Human hand or model phantom

Detector

Lock –In 
Amplifier

Wrist 
area

Finger
tip

Laser

Chopper

 

Fig. 2. Measurement of transmission range 
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shows the result of measurements. Results show that optical data transmission from 
the wrist is possible to all fingers. Among the wavelengths examined, the highest 
performance was obtained with the 800 nm wavelength. 

5 Application of Space Diversity Technique 

In optical BAN, signal attenuation attributable to the strong scattering in the body is 
severe, and data transmission is vulnerable to optical and electrical noises. To address 
this problem, we introduced the space diversity (SD) technique. For this technique, 
we placed some detectors on the body surface at separate positions, and applied an 
operation to the outputs of some detectors. For the SD operation, the following three 
methods were used. 

1) Selection method: Instantaneous signal intensities from all detectors are 
compared. Then the largest signal is selected. 

2) Equal-gain combining method: Signal intensities from all detectors were 
summed with the same weights. 

3) Maximum-ratio combining method: Signal intensities from all detectors were 
summed with the weight of each signal intensity. 

To compare the performance of SD 
operation methods described above, 
noise of different kinds was added 
to the signal. Table 2 presents 
different noises, and Figures 5 and 6 
show them. Figure 7 portrays the 
arrangement of the detectors. Five 
detectors were aligned along a line 
with 20 mm separation. The 
distance of the line from the light-
incident point was 100 mm. 

 

 

Fig. 5. Noise-added wave shape (uniform 
distribution noise) 

  Fig. 6. Noise-added wave shape (normal 
distribution noise) 

Table 2. Different type of noises 

# Distribution Synchronism Appearance 

1-1 
Uniform 

distribution 

( 0-1 ) 

Asynchronous 

Fig. 5(a) 

1-2 Fig. 5(b) 

1-3 Fig. 5(c) 

1-4 Synchronous Fig. 5(c) 

2-1 
Normal 

distribution 

(m=0.5, σ2=0.5) 

Asynchronous 

Fig. 6(a) 

2-2 Fig. 6(b) 

2-3 Fig. 6(c) 

2-4 Synchronous Fig. 6(c) 
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The impulse response of light 

propagation from the incident 
point to each detector was 
measured using a laser 
(Ti:Sapphire, wavelength 800 nm, 
pulse width 20 ps FWHM, optical 
power 1 W) and a streak camera. 
As a scattering medium, chicken 
breast meat was used. Figure 8 
shows the measured pulse shapes 
at different detectors. These were 
regarded as impulse responses. The 
waveform received at each 
detector was calculated as the 
convolution of the impulse 
response and the input rectangular waveform. Figure 9 presents the signal waveform 
deformed by the scattering effect. Noises of different kinds shown in Table 2 were 
added to these deformed signals, and the three kinds of SD operations described 
above were applied. 

 

Fig. 8. Measured pulse shapes 

Fig. 9. Signal waveforms obtained from 
measured impulse response 

Table 3. Comparison of signal-to-noise ratio 
for different synthesis methods of space 
diversity [rms dB] 

# Selection 
Equal-gain 
combining 

Max-ratio 
combining 

1-1 24.8 24.9 25.6 

1-2 19.5 16.5 18.7 

1-3 20.8 20.9 21.7 

1-4 19.5 15.5 17.8 

2-1 21.3 23.5 24.0 

2-2 17.3 19.6 20.1 

2-3 16.0 15.2 17.3 

2-4 16.0 11.9 14.2 
 

Table 3 presents the signal-to-noise ratio of the resultant waveform after the SD 
operations. Bold figures denote the largest signal-to-noise ratio in the noise category. 

 

20 mm

100 mm

Incident light

DetectorD3D2D1 D4 D5

Scattering medium

 

Fig. 7. Arrangement of photodetectors for space 
diversity techniques 
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As expected, the SD performance differed for different noise types. Results suggest 
that the maximum-ratio combining method had superior noise suppression ability to 
that of other methods. 

6 Conclusions 

An optical BAN technique was proposed using near-infrared light as a data 
transmission carrier. It offers different merits over conventional BANs with electrical 
carriers. 

The frequency bandwidth for data transmission was evaluated in the experiment 
with a human arm and a human hand. The possibility of the transmission on the order 
of 100 MHz was confirmed. Using the linear equalizing process, we were able to 
transmit an 800 MHz square wave signal. 

The transmission range through body tissue was analyzed in experiments. Data 
transmission around 200 mm surface distance was possible. The data transmission 
from the wrist area to each fingertip was confirmed. The feasibility of the optical 
BAN from the wristwatch-type device to the fingertips was verified. 

To overcome problems in practical use, the space diversity (SD) technique was 
applied to stabilize data communication. The SD technique effectiveness was 
confirmed in the analysis using real optical impulse responses. For the SD technique, 
data-synthesis methods of different kinds were compared. Among them, the 
maximum-ratio combining technique was found to be the most appropriate for the SD 
method of this purpose. Results of these analyses verified the feasibility of optical 
communication through the human body using diffusely scattered light. 

This study was conducted with the approval of the Ethics Committee of Graduate 
School of Engineering, Hokkaido University. 
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Abstract. Regular monitoring of vital signs guarantees a preventive
treatment of common diseases ensuring better health for people. Most of
the proposed solutions in e-health context are based on a set of hetero-
geneous wireless sensors, fitting the patient and his environment. Often,
these sensors are connected to a local smart node acting as a gateway
to the outside (contacts, servers). When the patient is mobile, one of
the issues we may face is the guarantee of a permanent connectivity
between local smart node and the outside. To overcome this problem,
we need to define a robust communications architecture able to benefit
from different technologies and standards. This provides equipments with
the ability to dispose of free-bands to perform their transmission any-
time and anywhere. Cognitive radio, although appropriate technology,
requires taking into account the interdependence between the patient’s
mobility and frequency band changes. Our proposal, is an anticipation
model, a decision-making function that predicts the state of frequency
bands occupancy. The model combines the machine learning techniques
to the Grey Model system to provide low cost algorithm for spectral
prediction which facilitates or guarantees permanent connectivity.

Keywords: Cognitive radio networks, e-health, patients monitoring,
connectivity, Grey Model, Machine Learning, spectral prediction.

1 Introduction

The emergence of new health risks, requires the design of new solutions able to
assume a preventive role. These solutions must provide more autonomy to the
patient with an anywhere and any-time monitoring capabilities. This requires a
permanent connectivity and therefore, the spectral availability. In the context
of communications rise in wireless networks, leading to the spectrum scarcity,
cognitive radio is seen as a reliable alternative technology. However, remains a set

B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 179–188, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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of issues concerning spectrum sensing, spectrum sharing, spectrum decision and
spectrum mobility to be solved for this technology. Concerning the spectrum
mobility, issues related to permanent connectivity for mobile cognitive radio
equipments are less explored. In this paper, we address the connectivity problem
that could result from the patient’s mobility. At this purpose, we propose a
function that facilitates the detection of free-bands by the mobile cognitive radio
equipment dedicated to the real-time patient’s monitoring. This solution is based
on machine learning techniques and the Grey Model system for performing a
spectral prediction. The remainder of this paper is a definition of cognitive radio
in section 2, a state of the art on this technology used in e-health context in
section 3, the patients monitoring principle description in section 4 , the proposed
prediction model in section 5. Finally, the section 6 presents the experimental
results and the section 7 concludes.

2 The Cognitive Radio Networks

2.1 Definition and Principle of Cognitive Radio Networks

The Cognitive Radio [1] is a paradigm for wireless networks where a node is able
to automatically modify its transmitting parameters in order to communicate
efficiently, while avoiding interference with other users. This self-configuration
and self-adaptation of parameters is based on a set of modules and several factors
in the internal or the external environment of the radio such as radio frequency,
user behaviour and the network state.

2.2 The Modules of the Cognitive Radio

Figure 1.1 summarizes the modules and the structure of the cognitive functions.

Fig. 1. Operating diagram of a cognitive radio node

The spectrum sensing: The spectrum sensing is defined as the ability to
measure, examine, learn and be aware of the parameters related to the charac-
teristics of the radio channel. This module measures the availability of spectrum,
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the signal strength, the interference and noise, scans operating environment of
the radio, estimates the needs of the users and applications, checks the avail-
ability of networks and nodes, learn about the local policies and other operators
restrictions.

The spectrum decision: The decision-making is based on the appropriate
communication channel choice, justifying the quality of service required for the
data or the collected information transmission.

The spectrum sharing: The channel sharing has to comply with the
requirement of synchronized access to the detected free-bands portions. This
scheduling is done between the secondary1 users on the one hand, and between
these users and the primary2 users on the other.

The spectrum mobility: Spectrum mobility reflects the fact that each
transceiver, must be able to change frequency band if the initial band becomes
busy. Moving to a new frequency band could happen also when the initial
band fails to provide the desired quality of service to the data transmission
applications.

3 Cognitive Radio Used in e-health Context

Cognitive radio technology used for patients monitoring is increasingly consid-
ered in the literature. An example of an e-health wireless communication system
based on cognitive radio, deployed in a hospital setting is described in [2]. This
article suggested answerers to the interferences caused by wireless transmissions
to various medical devices. The proposal presented in [3], demonstrates the abil-
ity of cognitive radio to improve Wireless Body Area Networks (WBAN) per-
formances. Another approach [4] proposes a parallel detection of vital signs and
communication signals through the cognitive radio sensing module. From these
different proposals and seen the cognitive radio technology capabilities, emerge
the evidence, that dispose of a high channel availability by free-bands detection
is essential for achieving the patients monitoring.

The patient monitoring requirements: The collected data by medical sen-
sors followed by their transmission to a local or remote node are a range of ser-
vices focused on communications. The emergency of medical data transmission
and the need to have a robust communications architecture requires technolo-
gies that are able to provide a low cost communication links (bands) for ensuring
reliable connectivity any-time and anywhere.

4 The Scenario Addressed in Patient Monitoring

Vital signs monitoring leads to data collecting by the medical sensors, a minimal
treatment performed by the local smart node (fixed: Medical Box or mobile:
Smart-phone, PDA) and a set of exchanges generated as shown at Figure 1.2.

1 Cognitive radio users, who do not have any band-use license, such as the patient’s
equipments in our context.

2 Users that have the band-use license.
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Fig. 2. The communication description scheme

Thus, the dissemination of the alerts and the medical data updates, increase
demands of frequency bands. To ensure a continuous connectivity between the
monitored patient in his environment and external actors (contacts, servers),
the cognitive radio technology is well suited. According to the need for medical
application, and depending on communication urgency and the frequency avail-
ability, the cognitive radio selects the appropriate channel, and the adequate
technology to ensure transmissions. For this purpose, the communication proto-
col proposed in [5], based on a centralized architecture where a cognitive radio
node (server) is responsible for the management of all transmissions (primary
users and secondary users) by a queuing packets mechanism, provides partial re-
sponse. In fact, this solution, is focused on the access synchronization to a single
channel for the data transmission, explores the same technology and is limited
to a hospital environment. Adapting this idea to our anywhere and any-time pa-
tient monitoring context, requires improvements to integrate multi-technologies
and multichannel exploration capabilities. Thus, in addition to a distributed so-
lution, our proposal offers an opportunity to explore all available technologies,
to transmit on different channels and is adapted to the patient mobility context.

The spectrum sensing problematic: The spectrum sensing is the most
expensive operation in terms of processing time and energy consumption for a
mobile cognitive radio equipment. The energy autonomy to maximize for all
mobile medical equipments can not tolerate an inefficient and inappropriate
perpetual sensing. A spectrum prediction mechanism, measuring the channels
states (free or occupied) probabilities, would significantly reduce the sensing
frequency by ensuring a rational choice of the band to be sensed.

The limitations of existing prediction algorithms : The handover pre-
diction is the most studied in the literature, leaving less-explored the spectral
prediction in mobile environment. Spectral prediction studies using the game
theory approaches and machine learning [6][7] are also proposed but in a static
environment where there is no cell change. Others standard prediction model
less considered in cognitive radio networks using the statistical techniques [8]
such as AR (Auto Regressive), MA (Moving Average), ARMA (Auto Regres-
sive Moving Average), ARIMA (Auto Regressive Integrated Moving Average)
are also explored. However, these models require complete and representative
data. The studies, whose aim is to reduce the cell change impact on connectiv-
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ity in cognitive radio networks by the design of prediction model, will ensure
permanent transmissions required by the mobile patients monitoring process.

5 The Proposed Solution

The proposed solution is to add a prediction function to the spectrum sensing
module as illustrated in Figure 1.1. This function combines the machine learning
techniques with the Grey Model system to assess the probability of the chan-
nel occupancy and thus, guide the choice of the band to be sensed. Figure 1.3
represents a description of the prediction function operating mode and is more
detailed in section 1.5.1. The goal is to have a low cost prediction algorithm
with a learning module well trained but also compensate training time with
Grey Model module predictions. This idea could enhance the current solutions,
which consist in a set of multiple sensing to create free-bands data base. Our
prediction proposal allows us to limit the number of sensing operations, and es-
pecially to achieve a timely sensing with significant reduction of computational
cost.

Fig. 3. Prediction function operating mode

5.1 The Details of the Prediction Process

The Grey Model theory [9], is known for the analysis of problems with incom-
plete or uncertain information. Its main advantage on the statistical prediction
techniques such as AR, MA, ARMA, ARIMA, is the ability to settle for a min-
imum input data to achieve its predictions. Our solution is based on the ability
to predict, on the basis of incomplete data, provided by the Grey Model and
the low cost processing offered by the machine learning algorithms when well
trained. Indeed, the smart node runs with the two modules, Machine Learning
(ML) and Grey Model (GM) in a new cell or at the beginning of its activity. The
Grey Model at this stage makes predictions while the learning module executes
training sequences. The prediction process returned to the ML-module, once its
effectiveness is proved by the relevance of its prediction results and none Need
of Cell Change (NCC) is detected as defined at figure 1.3.
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5.2 The Model Input Data

We are particularly interested to the 2.4 GHz frequency band (WIFI). This
is justified by characteristics of our platform GNU-Radio, but the principle is
similar for the other channel types (GSM, Bluetooth, Zigbee etc.). Our goal
being to achieve a probability distribution of the channel status on the future
periods, leads to base the reasoning on the following parameters :

The energy on each sub-band : The energy detected on a channel could be
used to identify a signal type [10]. A comparison of the received signal (energy)
by the radio equipment to a predefined threshold depending on the type of
channel, could determine a primary user signal status as shown at figure 1.4.
The principle is based on two assumptions, H0 (OFF) for channel is free and H1

(ON) for channel is busy such that : HO : y(t) = n(t) and H1 : y(t) = x(t)+n(t)
Where t = 1, 2, ...., N represents the received signal sample periods, y(t) the
received signal, n(t) the Gaussian noise and x(t) the detected signal.

The other data : The other data to be taken into account are dynamic and
static data. The dynamic data, much more random and scalable, includes energy,
transmission power, number of primary users and number of free-channels. The
static data can be defined as the number of channels, the band type, the location
and the type of area (heavily urban, rural), the central frequency, the energy
threshold.

The energy distribution on the channel : The patient’s cognitive radio
equipment makes periodic measurements of the channel energy. Our solution is
a distribution of this data and its likelihood estimation on future periods.

Fig. 4. Spectrum usage description

Figure 1.4 shows the links between the received signal and the energy of the
band, the primary users signal distinction to Gaussian noise. the signal strength
determines the presence (H1 ON) or the absence (H0 OFF) of a primary user.
The mobile (Smart-phone) or the Medical Box equipment as described in figure
1.2, exploits these periods (ON/OFF) for their medical data transmissions.
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5.3 Machine Learning and Grey Model Description

For the model simulation, we have opted for Hidden Markov Models (HMM)
as learning module associated with the GM (1,1). As objective, we have two
quantities to optimize namely, minimize the cost and maximize the precision;
Hence, the choice of GM for its reasonable cost and the HMM for its errors-
correcting ability.

The Hidden Markov Models (HMM): The error-correcting technique is
based on the observation of a trend curve and only the most recent values of the
series are pertinent in predicting the future values. For a set of sampling data
X (1), X (2), X (3), ....., X (N), an adjustment function applied to the values,
predicts the future trends by assessing weight to previous values as follow :
Xhat(k) = p1xk + p2xk−1 + p3xk−2 + .... + pnxk−n+1, with p1, p2, ..., pn, the
weigths assigned to previous observations, where the most recent values have
higher weight such as :

Xhat(t) = α∗ [xt−1+(1−α)xt−2+(1−α)2xt−3+(1−α)3xt−4+ ...]+(1−α)t−1x1

and α the adjustment coefficient, (1, (1−α), (1−α)2, (1−α)3, (1−α)4 the weights.
The α value is thought of as a Markov chain which takes on a number of ’fuzzy’
states. The m-step transition probabilities p(i,j) of the chain are calculated by
observing for each state i, the number of observed α-values that drift state j, in
m quanta of time. The initial distribution of the chain is calculated by observing
the number of points in the cluster(state). Given this initial distribution and
the transition probabilities, the evolution of the chain is fully determined. Thus,
the probability of transition from state i to state j, denoted Pij is evaluated as
follows : Pij = Qij/Qi, with Qi, representing the number of times α remains in
the state i and Pij , the number of transitions occurrences between the state i
and the state j.

To the initial distribution is associated an initial vector :
π(0) = [π

(0)
1 π

(0)
2 π

(0)
3 π

(0)
4 π

(0)
5 ], the transition probabilities. The probabilities dis-

tribution of future transition (t+1) states from π(0) is obtained by : π(t+1) =
π(0)M (i).

The Grey Model GM(1,1) : The GM (1,1) is the most used in prediction
systems [11].
The GM(1,1) modelling process :

– The system takes as input a sequence of values ( energy), with X0 =[
x0(1), x0(2), x0(3), ..., x0(n)

]
, the initial sequence, where x0(t) corresponds

to the output of the system at time t.

– From the initial sequence, a new sequence X1 is generated by the system
with new values X1 =

[
x1(1), x1(2), x1(3), ..., x1(n)

]
.

– The first order differential equation obtained from X1 is given by : dx1(t)
dt +

ax1(t) = b, a is the coefficient that reflects the trend and b is the predic-
tive control coefficient expressing the portion of the information known and
unknown part of the information model.
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– The parameter estimation or coefficients of the matrix [a, b]T can be obtained

by the method of least squares knowing that [a, b]
T
= (BTB)−1BT yN , where

B =

⎡
⎢⎢⎣

− 1
2 (x

1(1) + x1(2) 1
− 1

2 (x
1(2) + x1(3) 1
......... .

− 1
2 (x

1(n− 1) + x1(n) 1

⎤
⎥⎥⎦

and yN =
[
x0(2), x0(3), x0(4), ..., x0(n)

]T
; n being the size of the sequence

defined by the model.
– The prediction function becomes : x̂1(t) = (x1(1)− b

a )e
−at + b

a
– The predicted value at time t+1 is obtained by : x̂0(t+1) = x̂1(t+1)− x̂1(t).

6 The Experimentation

Our study is based on an observation/analysis of the spectrum through cognitive
radio platform and simulation results.

The cognitive radio platform : We set up a cognitive radio platform using
GNU-Radio and the USRP1 of Ettus[12]. The ultimate goal is to transmit and
receive through the platform, all radio standard (AM, FM, DAB, GSM, Wifi,
GPS, TV) and also to analyse spectrum and medical signals.

The sample data and predicted values : On the basis of results described
in [13], the ability of Grey Model to achieve predictions without any prior train-
ing (see figure 1.5) is proved. The simulation results (figure 1.6) are only the
ML-module outputs. Based on the real-time measured values, adjustments are
made by the learning function for taking into account the errors for future pre-
dictions. The values (X) generated as our learning sample represent the energy
on a sub-channel at different slot-time.

X =
48 70 50 40 90 46 72 48 39 91 49 71 49 37 88 45 70 51 38 95 47 75
50 36 93 42 76 60 40 98 41 77 55 39 97 42 73 50 38 99 41 76 53 37

The predictions results :
Figure 1.6(a) shows that with adequate samples and training, the algorithm is
able to control stationary events such as high activity moments of primary users
and their low attendance times. The stationary behaviour of primary users allows
obtaining better prediction results.

Figures 1.6(b) and (c) show that the behaviour of primary users may be
random and non-stationary and require more training time and sample data.
In this case, the objectivity of the predictions is limited to one predicted value
(t+1). The predicted values distribution for the future periods (≥ t +2), becomes
less and less relevant. These results reveal the importance of the GM-module as
an alternative prediction tool during the ML-module training periods.
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Fig. 5. Result of GM(1,1) predictions [13]

Fig. 6. Result of ML-module predictions

7 Conclusion

The problems for achieving the anywhere, any-time and real-time monitoring
of vital signs, call for development of ambitious technologies able to overcome
any lack of connection. In this paper, we have presented the concept of cognitive
radio networks, seen as a solution to ensure constant connectivity for patient
monitoring. We have also proposed a module, whose implementation would im-
prove the sensing process for cognitive radio networks, crucial for the ongoing
transmission of medical data. The spectral prediction model that we propose
combines the Grey Model techniques to machine learning technology to ensure
connectivity and facilitate channel change with low processing cost. Finally, we
performed simulations based on machine learning to evaluate the prototype. The
development of the Grey Model module for measuring the real performance of
the complete model is part of our future works.
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Abstract. Considering the medical nature of the information carried in Body 
Area Networks (BAN), interference from coexisting wireless networks or even 
other nearby BANs could create serious problems on their operational 
reliability. As practical implementation of power control mechanisms could be 
very challenging, link adaptation schemes can be an efficient alternative to 
preserve link quality while allowing more number of nodes to operate 
simultaneously. This paper provides theoretical analysis and Markov chain 
modeling of interference mitigation schemes such as adaptive modulation and 
adaptive data rate for body area networks. These schemes are relatively simple 
and well-suited for low power nodes in body area networks that might be 
operating in environments with high level of interference. 

Keywords: Link adaptation, Interference mitigation, Body area networks, 
Markov chain, Interference mitigation factor. 

1 Introduction 

Body Area Networks (BANs) consist of multiple wearable (or implantable) radio-
enabled sensors that can establish two-way wireless communication with a controller 
node that could be either worn or located in the vicinity of the body [1]. These 
potentially mobile networks are expected to coexist with other wireless devices that 
are operating in their proximity. Considering the medical nature of the data carried in 
a BAN, interference from coexisting wireless networks or even other nearby BANs 
could create a serious problem on the reliability of the network operation. The 
interference among nodes of a single BAN can be avoided by using multiple access 
techniques, e.g., TDMA. However, as no coordination exists across multiple BANs, 
interference may occur when several individuals wearing BAN are within close 
proximity of each other. This inter-BAN interference could result in performance 
degradation of the communication link within one network.  

To maintain the link quality (e.g. desired received signal strength level or signal to 
interference and noise ratio (SINR)) in such varying communication channels, 
efficient power control mechanisms have been proposed [2, 3]. However, practical 
implementation of such mechanisms for BAN applications could be very challenging, 
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particularly in fast changing scenarios when the SINR is varying due to the 
unpredictable movement of multiple nearby BANs. 

Advanced signal processing using interference cancellation techniques [4] has also 
been proposed to minimize the impact of interference. However, there are two main 
problems with such techniques especially when it comes to their application in BAN. 
First is the high complexity of the receiver which makes the implementation of 
interference cancelation impractical unless the number of nodes is very small. 
Complexity is especially a critical issue in body area networks. As nodes mainly rely 
on battery power, prolonging their lifetime is of prime importance. The second 
problem is that some interference cancellation schemes require knowledge of the 
channel condition (such as attenuation, phase, and delay) between each of the 
interferers and the receiver. Obtaining accurate estimates of the channel condition is 
extremely difficult for body area networks. To overcome the two main problems, a 
low complexity algorithm was proposed in our previous work [10, 11]. 

Interference mitigation schemes [5, 6] can be an attractive alternative to 
interference cancellation particularly in an environment with a high interference level. 
The principle of the interference mitigation is basically to reduce transmit power by 
using link adaption schemes. Lowering the transmit power decreases the interference 
on other networks and therefore allows the possibility of having more networks 
operating simultaneously. The trade-off in achieving this gain is degradation in other 
performance measures such as throughput or data rate. In this paper, we focus on 
theoretical analysis and modeling of our proposed schemes [6] using Markov chain. 

The remainder of this paper is organized as follows. The overall system is 
described in Section 2. Algorithms for the proposed multi-BAN interference 
mitigation are provided in Section 3. Theoretical analysis and modeling of 
interference mitigation for multiple BANs are presented in section 4. Finally, 
simulation results and conclusions are discussed in Sections 5 and 6 respectively. 

2 System Description 

In a BAN, several nodes form a network with a star topology. These nodes could 
share the same spectrum in a time-division multiple access manner based on the IEEE 
802.15.6 standard. Therefore, there is no interference among the nodes within a single 
BAN. However, interference may come from other sources, such as nearby BANs or 
other coexisting non-BAN wireless networks. In the analysis, we focus on the 
performance at the controller (or master) node of the desired BAN. The Signal to 
Interference plus Noise Ratio (SINR) [7] at the controller node of BAN i is defined 
as: 


≠

+
=

ij
j

i
i SN

S
SINR ,                                (1) 

where iS is the received power from the desired transmitter at the controller node  

of BAN i, jS is received power from interferer j, and N is additive noise power.  
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The interference signal may come from any coexisting wireless network including 
other BANs that are not coordinated with the BAN i. Analyzing a special scenario 
with pre-specified node locations will not provide sufficient information in order to 
judge effectiveness of the mitigation schemes. Here, we assume that the desired 
received signal and total interference plus noise power information are available at the 
controller node of the considered BAN. Based on the available SINR, the controller 
node may command other nodes to select appropriate interference mitigation scheme. 

3 Interference Mitigation for Multiple BANs 

The purpose of interference mitigation is to lower the average transmit power using 
link adaptation schemes while maintaining link quality. Although, this might lead to 
lower throughput or data rate, it will allow for more number of active networks that 
can reliably coexist in possible interference rich environment. In low interference 
scenarios (i.e. normal operational status), all nodes can operate in their default (i.e. 
normal) mode. For higher levels of interference, one of the interference mitigation 
schemes will be activated. Here, we propose Interference Mitigation Factor (IMF) as 
a measure of the effectiveness of such schemes. The IMF is defined as the reduction 
of transmit power level using a mitigation scheme compared with the normal 
operational mode. In the next section, we will briefly review our proposed algorithms 
outlined in [6]. 

3.1 Adaptive Modulation 

We consider a set of MPSK schemes (such as Ω={BPSK, QPSK, 8PSK}) for adaptive 
modulation due to their similar detection mechanism at the receiver. These 
modulation schemes can be easily implemented with minor modifications for link 
adaption. Given a pre-specified BER, the required SINR may be determined based on 
channel conditions. For higher SINR (i.e. normal operation), the 8PSK scheme is 
chosen in order to achieve higher bit rate. With an adaptive modulation scheme, 
QPSK or BPSK may be used to maintain the same BER. This will lower the required 
transmit power level, which will result in less interference to all other nodes in the 
neighboring BANs.  

Two thresholds { }LH γγ ,  are considered to determine the range of adaptation 

within the set of modulation schemes. When SINR is higher than the higher threshold 

(i.e. Hγ ), 8PSK scheme is used. Likewise, BPSK is chosen when SINR is lower than 

the lower threshold (i.e. Lγ ). QPSK is used when the SINR is between the two 

thresholds. Since SINR may be changing rapidly in practice, a weighting factor Mα  

is introduced to maintain a running average of SINR over a fast changing channel. 
The algorithm for adaptive modulation scheme was presented in [6]. For adaptive 
modulation, the interference mitigation factor, when 8PSK is used as the normal 
mode, is defined as: 
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where PSKP8 and SP are the required transmit power for 8PSK and the chosen 

modulation scheme, S, respectively. The IMF is a function of SINR and channel 
condition. 

3.2 Adaptive Data Rate 

The second mitigation scheme is adaptive data rate. The data rate is divided into M 
steps between the maximum and minimum values minmax   and RR . The data rate is 

operated at maxR in the normal mode and is changed by comparing the weighted sum 

of SINR with the target SINR. The weighted sum (with an appropriate weighting 

factor 10 << Rα ) is used to smooth significant variation and fluctuation of SINR. A 

hysteresis factor RΔ is also used to minimize possible ping-pong effect between the 

two data rates. The algorithm for interference mitigation using adaptive data rate was 
proposed in [6]. The relationship between the transmit power (S) and data rate (R) is: 
 

RNI
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                  (3) 

 
where ,  , ob IE and oN  are bit energy, interference and noise spectral density, 

respectively. To keep the same required )/( oob NIE + , the transmit power and the 

data rate must be proportional. The higher the data rate, the more transmit power is 
required. Therefore, the instantaneous interference mitigation factor, when R1 is the 
data rate in the normal mode, is defined as: 
 

(dB)  log10 log10 11

ff R

R

S

S
IMF ⋅=⋅= ,                         (4) 

where S1 and Sf  are the corresponding transmit powers for the rates R1 and Rf, 
respectively. 

4 Theoretical Analysis 

4.1 Autoregressive Process of Order 1 for SINR 

As shown in Algorithms 1-2 [6], a weighted sum of SINR is used for the proposed 
adaptive schemes. This weighted sum of SINR may be rewritten in general form as 
below.  

1)1( −⋅−+⋅= iii γαγαγ ,                                                (5) 
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where iγ  is assumed to have independent and identical distributions (i.i.d.) at discrete 

time { }∞−∞−∈ ,...2 ,1 ,0 ,1,...i  and α is a weighting scalar.  Thus iγ  is a recursive 

form of an autoregressive process of order 1 (i.e. AR(1)) [8]. If 11 <−α , the process 

of iγ  is stationary. Practically, the weighting scalar is chosen between 0.5 and 1. 

(Note that the discrete random process iγ remains identically distributed for all i, but 

not independent except when 1=α .) If iγ  has a common mean µ and variance 2σ , 

the mean and variance of iγ  (unconditional case) are constant and independent of i  

and may be obtained as below. 
 

( ) ( ) ( )αασγσμγμ −==== 2/22    and   iVaruniEun                          (6) 

 
On the other hand, the mean and variance of iγ  given 1−iγ (conditional case) can be 

expressed by:  
 

( ) ( ) 22
1

2
1 |  and  )z,-(1 | σαγγσααμγγμ ===+=== −− zVarzE iiciic             (7) 

 
Note that the SINR measurements iγ  is not necessarily a Gaussian process. However, 

if iγ is a Gaussian process, then iγ will also be a Gaussian process for both 

unconditional and conditional cases. In other non-Gaussian cases, the central limit 
theorem indicates that iγ  will be approximately Gaussian when α is close to zero. The 

theoretical analysis under the Gaussian assumption has been provided in the following 
two subsections (4.2 and 4.3). For the non-Gaussian case with given distribution iγ , 

the formula can also be derived in a similar way.     

4.2 Model for Adaptive Modulation 

From the discussion in the previous section, we realize that iγ has an identical 

distribution for each i. In this approach, a modulation scheme is chosen at any time 
instant i according to the predefined thresholds and the distribution of iγ as shown in 

Algorithm 1 [6]. Therefore, the steady state probabilities of having BPSK, QPSK or 
8PSK may be easily obtained as below. 
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If iγ has a Gaussian distribution with mean and standard deviation as shown in Eq. 

(6), then the steady state probabilities are given by: 
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Given p and q in Equations (13) and (14), the conditional steady state probability of 

mR , given zi =−1γ , is )( mz Rπ and may be obtained by solving the following set of 

equations. 
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The first equation of this set may be rewritten in matrix form as below. 
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From (15), the conditional steady state probabilities )( mz Rπ , m=1,2,…, M, of the 

Markov process are given by 
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With a Gaussian assumption and Eq. (6), the distribution of 1−iγ is given by 
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Thus, the unconditional steady state probabilities )( mRπ , m=1,2,…, M, of the Markov 

process are given by 
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The average IMF for adaptive data rate may be obtained by combining Equations (4) 
and (19) as below. 
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From Equations (13), (14) and (17), the following special scenarios can be observed.  
(i) if cμγ =ˆ , then p=q and the steady state probabilities are equal to M/1 for all 

data rates of mR . Also the average IMF is a constant and independent of σ . 
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(ii) if cμγ =ˆ , the value of p (and q) decreases while RΔ increases.  

(iii) if 0=Δ R , then 1=+ qp . 

(iv) if qp > , the steady state probability of mR increases with  m. That is, the data 

rate becomes lower in order to decrease interference level. 

5 Simulation Results 

The channel model used is that of body surface to external nodes at 2.4 GHz as 
outlined in [7]. The effect of shadowing has been considered by a lognormal 
distribution with standard deviation of 3.80 dB for a hospital room [7]. Assume that 
there exists co-channel interference from other BANs as well as other non-BAN 
networks. Also, assume that each one of the BAN interferers is causing the same level 
of interference. Due to higher transmit power; the non-BAN interferer usually causes 
higher levels of interference. We also assume that the distribution of shadowing for 
all interferers is identical (i.e. lognormal distribution with the same standard 
deviation). Therefore, the SINR values can be generated based on the lognormal 
distributions. Note that the distribution of total interference plus noise is not log-
normal. However, an approximation of lognormal distribution may be used if one of 
the interference signals is dominant. In our simulation, we have not used this 
approximation.  In the theoretical analysis, however, the lognormal distribution 
assumption was made for interference plus noise. The comparison between simulation 
and theoretical results will therefore highlight the validity of this assumption.  The 
average IMF will be evaluated in terms of signal to other BAN interference ratio plus 
noise, BANIS / and non-BAN to BAN interference ratio, BANBANnon II /− .  

5.1 Adaptive Modulation 

The adaptive modulation schemes considered in our simulation include BPSK, QPSK, 
and 8PSK. To select the thresholds LH γγ  and , BER performance of modulation 

schemes over AWGN channel is used. At BER=0.1%, the required SNR values are 
6.8 dB, 9.8 dB and 14.8 dB for BPSK, QPSK and 8PSK, respectively [9]. Therefore, 
we choose dBdB LH 8  ,12 == γγ . These threshold values may be adjusted with 

channel conditions if necessary. The interferers include 3 other close-by BANs and 
one non-BAN interferer. Let S be the desired received signal power. Define BANI  to 

be the received interference power from each BAN interferer; likewise, define 

BANnonI − to be the received interference power from a non-BAN source.  The results 

shown in Fig. 2 indicate a good agreement between simulation and theoretical 
analysis. As expected, given the same BANIS / , higher non-BAN interference levels 

will lead to higher average IMF. And under those circumstances, BPSK is the choice 
for the modulation scheme since it requires lower transmit power for a given BER. 
Higher average IMF is also observed at lower values of BANIS / . 
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Fig. 2. Interference mitigation using adaptive modulation at 8.0=Mα  

 

Fig. 3. Interference mitigation using adaptive data rate 

5.2 Adaptive Data Rate 

Average interference mitigation factors in terms of mean of SINR and number of 
BAN interferers using adaptive data rate scheme are shown in Fig. 3. The mean of 

BANIS / at the x-axis is the ratio of signal to one BAN interference. All the BAN 

interfering signals have statistics with the same mean and standard deviation. The 
total interference power is calculated by summing total interference power, where the 
number of BAN interferers is from 1, 2 and 4. The data rates may be chosen in 
accordance with the quality of service (QoS) requirements. The set of data rates in the 
simulation is assumed to be {600, 400, 200, 100} kbps while 8.0=Rα , dB 0.2=Δ R

0 5 10 15 20 25 30 35
0

1

2

3

4

5

6

7

8

9

Mean of S/I
BAN

 (dB)

A
vg

. I
M

F
 (

d
B

)

 

 

I
non-BAN

/I
BAN

=15dB
I
non-BAN

/I
BAN

=0dB

No non-BAN 
interference

Simulation

Formula

0 5 10 15 20 25 30 35
0

1

2

3

4

5

6

7

8

Mean of S/I
BAN

 (dB)

A
vg

. I
M

F
 (

dB
)

 

 

1 BAN 
interferer

2 BAN 
interferers

4 BAN 
interferers

Simulation

Formula



198 W.-B. Yang and K. Sayrafian-Pour 

 

and dB12ˆ =γ . As expected, the more BAN interferers, the more the average IMF, 
which requires a lower data rate. For lower mean of SINR cases, higher average IMF 
values are observed. This effectively means a lower data communication rate for the 
link at the lower mean of SINR cases. Again, the results shown in Fig. 3 using 
simulation and theoretical formula match very well. 

6 Conclusion 

In this paper, we have proposed and analyzed two interference mitigation schemes 
including adaptive modulation and adaptive data rate. A quantitative measure called 
the interference mitigation factor was used to evaluate the effectiveness of these 
schemes in body area networks applications. These schemes are relatively simple and 
well-suited for very low power nodes in body area networks that might be operating 
in environments with high interference level. Theoretical analysis to assess the 
performance of these schemes has also been provided. Results of the theoretical 
analysis show a close match with simulations. This theoretical analysis is particularly 
helpful to determine or optimize the parameters used in the adaptive schemes. 
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Abstract. This paper proposes a processing architecture and a pro-
gramming framework for the remote and seamless update of the
algorithms used in the context of biomedical smart sensors. The generic
processing architecture provides, among others, the following facilities to
a Body Sensor Network in a seamless way to the user beyond functional
modularity: 1) direct and immediate update with new and improved ver-
sions of the algorithms, 2) personalization of algorithms, 3) adaptability
to the user context, 4) remote test of algorithms, 5) hardware reusability
and sustainability, 6) parallel execution of several monitoring applica-
tions in one device, 7) structural modularity. Due to its simplicity, the
proposed technique takes advantage over other solutions employed in ap-
plications that impose severe limitations on hardware/software resources
of the devices, which may result in lower cost and size of them. The re-
sults obtained on two heart monitoring applications shows the viability
of the proposed scheme.

Keywords: Biomedical smart sensor, Body Sensor Network, code
dissemination, remote programming, structural modularity.

1 Introduction

Population ageing and the rise of chronic diseases [1] make necessary the ap-
plication of new technologies for the improvement of patients welfare and the
sustainability of the associated costs. Body Sensor Networks (BSN) are a promis-
ing solution in this context, because they make possible the real-time unob-
structive ubiquitous monitoring of patient’s health status and the detection of
emergencies [2, 3]. This kind of sensor networks pose important restrictions in
terms of size, computation, communication, energy consumption and data stor-
age, related with the requirements of portability, transparency and long battery
lifetime, which are even more evident when dealing with implanted sensors [4,5].

In order to reduce consumption in communications, many authors propose
diverse functional modularity approaches like an initial processing within the in-
telligent sensors so as to reduce the number of data sent [2,6–8]. For this purpose,

B. Godara and K.S. Nikita (Eds.): MobiHealth 2012, LNICST 61, pp. 199–206, 2013.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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it is necessary to provide the customization of BSNs to adapt its functionality
to changes in patient’s medical condition, context, activity, individual needs or
lifestyles [3, 6, 9]. However, despite the fact that the spread of code technique is
widely used in generic wireless sensor networks [10, 11], there are few authors
who have considered the possibility of a remote and user-seamless update of the
software in the context of BSNs.

The vast majority of the solutions for BSNs are developed in motes and use
frameworks based on the TinyOS operating system to support dynamic mod-
ification of code with different levels of abstraction [2, 6, 12]: A model-driven
development in which the models are translated into platform-dependent code,
virtual machines with byte code interpreters running on TinyOS, or program-
ming abstractions free of low level details. However, when the restrictions of
size, cost and energy limit the use of microcontrollers with the ability to inte-
grate an operating system, even as light as TinyOS, the functional modularity
faces poor performance due to the structural hardware/ software (HW/SW) con-
straints of the arquitecture, and many times other architectures are required for
the remote programming of sensors. In such situations, a possible solution could
be the sending of firmware with a very reduced set of instructions [13], which
has the disadvantage that they are limited to the specific application for which
they have been developed and may fail to provide sufficient flexibility to develop
algorithms out of the functional domain of the instruction set.

In the present paper, it is proposed a processing architecture and programming
framework designed to consume the fewest resources in smart sensors with very
limited hardware-software capabilities. This architecture provides the ability to
remotely upgrade the software of intelligent sensors (dissemination code) trans-
parently to the user, a framework for running multiple applications in parallel
within a single device, and the minimization of energy consumption in commu-
nications. As a proof-of-concept, the proposed scheme has been validated in a
laboratory setup on an ECG virtual sensor, since both the processing and the
definition of the observed characteristics of such signals are necessary to make a
customization and adaptation to the activity and user context [3, 9].

1.1 Distributed Processing Architecture

In the proposed approach, smart sensors are devices able to send, wirelessly and
unobtrusively, the monitored physiological information. The smart sensors per-
form a first information processing, in order to distribute the processing load
among all the devices, abstract and compress the captured information to send
only the relevant data and execute a first detection of events related with the
physiological variables under monitorization. A wearable device with more com-
putational and energy resources, referred to as Decision-Analysis Device (DAD),
manages the information provided by all sensors and connects, if necessary, with
the Remote Telehealthcare Center (RTC) [14] (see Figure 1).

The design of the smart sensors follows a modular scheme in order to facili-
tate the integration of new technologies in the devices, both for processing and
communications tasks:
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1. Sensor device: it constitutes the acquisition element of the physiological mon-
itoring signals.

2. Communications module: Unit responsible for the transmission of biomedical
information that releases the processing module from all the tasks associated
with communications.

3. Processing unit: The intelligence of the sensor device is provided by the pro-
cessing modules (PMs) that are executed in real-time and in parallel within
the processing unit of the smart sensor. Each PM is capable of transmitting
the captured information or the result of its processing. This data are struc-
tured into information samples generated with a given sampling frequency,
which can be set via commands. In the normal operating modes of the PMs,
no data are sent until the sensor device detects an alert event after pro-
cessing the monitored physiological variables. This way, the overall system
consumption is minimized [14].

2 Remote Programming Mechanism

Taking into account that PM interfaces are perfectly defined, the addition or
removal of a new module does not affect to the rest of them, and thus the
system integrity is not affected. In addition, these modules are designed to work
in parallel, therefore they can cooperate easily. The developed modular scheme
also allows updating the devices functionalities in order to adapt them to the
user information needs. In the case of the smart sensor, the addition, update or
removal of PMs can be developed by means of a firmware update of the PMs
within the smart sensor (adaptable functionality, personalization and medium
and context adaptation) which could be remotely performed in real time. In
order to enable these characteristics, without forgetting that the smart sensor
processing capabilities are limited by the device size and power consumption, a
software architecture that allows the execution and the optimum management
of the PMs has been researched and developed.

According to the proposed paradigm, the data memory (related to microcon-
troller RAM) is divided into the following blocks (see Figure 1):

1. DAT G: related to the global variables for the device performance
management.

2. DAT I: this data block stores the information needed to manage the queues
of data employed by the PMs. DAT I is divided in turn into several sub-
blocks, one per queue, each of which consists of the initial and final address
of the queue in the data memory, the address where the next data will enter
in the queue and the number of items in the queue.

3. DAT C: area of memory where different data queues are implemented.

The information is organized into queues to facilitate its transference in this
modular architecture. Several procedures to extract data from the queues, read
indexed information or enter new data are also considered. The proposed scheme
uses the following queues:
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Fig. 1. Structural modularity in the proposed distributed monitoring system and data
memory of the processing unit

1. COL RX : a queue that stores the data received from the DAD.
2. COL TX : a queue that stores the information to be sent to the DAD.
3. COL S x (x = 1..N PM , N PM defined below) a queue for each PM where

the information samples associated with the PM are stored.
4. COL V x (x = 1..N PM): a queue for each PM that stores the current

values of the variables used by the PM. At the beginning of the PM execution,
the data are transferred to the spaces reserved for the auxiliary variables.
Then, these updated data return to the queue at the end of the execution.
Since the PMs work only with auxiliary variables, the generic use of the
device’s memory capacity is powered.

5. COL PM : this queue stores the information needed for the implementation
of the different processing modules. It consists of a first field that indicates
the number of PMs (N PM), followed by N PM blocks which are broken
down into the following elements: the PM identifier (unique for each PM
development), the initial program memory address of the PM, the number
of 8 bytes blocks that compound the PM, the memory data address where the
DAT I information sub-block of the COL S x queue associated with the PM
starts, and the address of the data memory where the DAT I information
sub-block of the COL V x queue starts.

On the other hand, the program memory (nonvolatile) is organized into the
following blocks to facilitate the implementation of the modular software (see
Figure 2):

1. PROG Gen: related to the non-modifiable generic code of the device, which
is responsible for the administration and management of its overall operation
as well as the PMs implemented on it.
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Fig. 2. Structural modularity in program memory and processing unit operation

2. PROG Int: where the non-modifiable interrupt routines that control the pe-
ripheral of the smart sensor processing unit are implemented (timers, sensor
data capture, transmissions, etc.).

3. PROG Conf : where the code responsible for the setting of the appropriate
parameters in the COL PM queue after a device reset is placed, to ensure
the correct management of the PMs. This code is remotely changed every
time a PM is added, modified or deleted.

4. PROG PM x (x = 1..N PM): the N PM modifiable memory blocks are
subsequently located containing the operation code of the PMs, one per
block.

The device operation is based on the execution of the following operating system
algorithm corresponding to the generic code stored in PROG Gen:

1. INITIALIZATION: setup of initial global parameters and device peripherals
initialization.

2. ACTIVATION: activation of the executing code stored in PROG Conf for
the configuration of COL PM queue.

3. IDENTIFICATION: process in which the smart sensor transmits the con-
tents of the PROG Conf queue to the DAD. Thus, the DAD knows the
device memory map and identifies the PMs implemented in the smart sen-
sor. This identification can also be activated through a command.

4. INFINITE LOOP WAITING: where the following subroutines are activated
whenever a data from the sensor is received:
(a) SUB RX : subroutine that receives data from the DAD, which are stored

in the COL RX queue. The transceiver develops a low-power transmis-
sion protocol that enables the smart sensor PM to transparently com-
municate with the DAD. A detailed explanation of this communication
protocol exceeds the scope of this paper. If the reception of a command
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is completed, its processing starts. If the command is for a PM, it is
introduced at the end of the COL V x queue associated with the PM.

(b) SUB TX : subroutine that transmits the data to the DAD in the case
that COL TX queue is not empty.

(c) SUB PM : subroutine responsible for the sequential execution of the
PMs by means of the information stored in the COL PM queue. Each
PM begins with the execution of the received commands associated with
it, if there is any, and then continues with the information processing in
order to generate the information samples and perform the detection of
events. Finally, it ends with the storage of the data to be transmitted to
the DAD in the COL TX queue, if necessary.

The procedure to add, edit or delete a PM is initiated by sending a programming
command, which suspends the device operation until the end of the writing
process in program memory. Afterwards, the smart sensor is reset.

3 Validation of the Proposed Technique

In order to validate the proposed framework a virtual ECG sensor has been
implemented consisting of a PIC18F2431 microcontroller from Microchip as the
processing unit, a CC2430 Chipcom transceiver that corresponds to the com-
munications module and an algorithm in the microcontroller core that simulates
the periodical reception of ECG signals. A processing module for the detection
of heartbeats has been developed, which is an important parameter for the de-
tection of tachycardia, bradycardia and fibrillation, and a processing module to
estimate PQ interval duration, which is of relevance in the detection of auricle-
ventricular conduction defects, atrioventricular blocks or blocks of His bundle
branches [9]. Both modules generate data samples at a rate of 500 Hz and trans-
mit data continuously. The following experimental setup was developed:

1. A transceiver located 3m apart from the virtual sensor wirelessly sent the
processing module to detect the heartbeat (about 400 bytes).

2. After about 4 seconds, the device began sending information samples of heart
rate.

3. Afterwards, the processing module to estimate the duration of PQ interval
was wirelessly sent (about 1 Kbyte).

4. After about 7 seconds, the device began sending information samples of heart
rate and the estimated duration of the PQ interval.

5. Later on, a command was wirelessly sent to remove the processing module for
detecting the heartbeat, and almost immediately, the device began sending
only information samples corresponding to PQ interval.

These update times are comparable to others obtained by other authors with
similar code sizes and greater resources in the devices [3, 15], including generic
Wireless Sensor Networks [10] (see Table 1).
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Table 1. Comparison of the results obtained with related works

Code size Update time Description Resources

This work 1 KB 7 sec Parallel processing modules ROM: 984 B
managed by a generic code RAM: 46 B

(Generic code)

[3,15] 9 KB 10 sec Command interpreter (MedOS) ROM: 6 KB
that acts as a virtual (MedOS +
machine upon FreeRTOS FreeRTOS)

[10] 10 KB 30 sec Code dissemination system ROM: 45258 B
(Seluge) for wireless sensor RAM: 2278 B
networks running TinyOS (only Seluge)

4 Conclusion

The results show the feasibility of the processing architecture and programming
framework proposed as a method for updating remotely software from intelli-
gent sensors (code dissemination) transparently to the user and to the execution
of multiple applications in parallel within one device. The addition, update or
removal of new functionalities does not affect to the rest of them, or the system
integrity. Due to its simplicity and compared to other proposals, the proposed
scheme allows to be used for smart sensors with very limited HW/SW resources,
such as the case of implants. Furthermore, the approaches of other authors ad-
dress the problem through a functional modularity, whereas in the present work
goes further, also establishing a structural modality that affects to the system
architecture. In addition, the referred generic processing architecture provides,
among others, the following facilities to a BSN in a seamless way to the user:
1) update capability of the processing algorithms to include any improvement
or modification that may arise as a result of future research; 2) personalization
of algorithms to remotely fit the particular characteristics of the user; 3) adapt-
ability to the context in which the user is monitored or his/her vital signs; 4)
remote test of algorithms; 5) hardware reusability for different applications so
as to obtain lower development costs and a greater sustainability of the devices.

Future works will be the development of security mechanisms to prevent ma-
licious software modification, and guarantee data protection and error-free and
robust execution of processing algorithms. Once established such mechanisms,
the system will undergo a comprehensive experimental study to verify and val-
idate the operation of the programming and processing architecture, detect er-
rors, correct and document them, in accordance with the regulations for medical
devices (FDA or European Commission). Furthermore, the proposed system en-
ables the software update to correct problems identified a posteriori, according
to the regulations, but with the advantage of being performed immediately.
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Abstract. Epilepsy is the commonest serious brain disorder, affecting 1-2% of 
the general population. Epileptic seizures are usually expressed with a wide 
range of paroxysmal recurring motor, cognitive, autonomic symptoms and EEG 
changes. Therefore reliable diagnosis requires state of the art monitoring and 
communication technologies providing real-time, accurate and continuous brain 
and body multi-parametric data measurements. The purpose of this paper is to 
present an adequate mobile system comprising all required sensor types for the 
everyday life monitoring of patients with epilepsy. 

Keywords: epilepsy monitoring, biosensors, security and privacy. 

1 Introduction 

Epilepsy is one of the most common and devastating of the incurable neurological 
disorders, affecting about 1-2% of the general population. Due to its multifactorial 
causes and paroxysmal nature, epilepsy needs multi-parametric monitoring for 
purposes of accurate diagnosis, alerting, prevention, treatment follow-up and pre-
surgical evaluation. 

State of the art for the monitoring of epilepsy includes a series of laboratory tests. 
These tests can only be done in a specific unit of a specialized hospital, they are rather 
expensive (about 1,500 euros per day) and their diagnostic yield depends on whether 
the clinical event of interest occurs during the period of the monitoring (typically less 
than a week). Current diagnosis relies either on video EEG that records the habitual 
suspected event or ambulatory EEG without video. Recent research has shown that 
while ECG monitoring is used for real-time epileptic seizure detection [2], activity 
monitoring via accelerometry and GSR monitoring can also be used as extra context 
parameters [7-8], while monitoring epileptic patients. 
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Therefore reliable diagnosis requires technologies that provide real-time, accurate 
and continuous brain and body multi-parametric monitoring. The assessment of those 
physiological signals should be ambulatory and not affect the patient’s everyday life. 
Furthermore extra attention on security aspects should be paid. 

During the past years, several hardware and software solutions for multi-parametric 
assessment of physiological signals have been developed. However, none of them was 
able to provide an integrated platform for the assessment of all the parameters needed. 
Furthermore the proposed systems were not appropriate to be used in everyday life. Our 
goal is the development of an unobtrusive sensor platform, aiming to design and 
develop a Personal Health System (PHS) for monitoring and analysis of epilepsy-
relevant multi-parametric data, emphasizing in convenience and security issues. 

In section 2 of this paper, the architecture of the whole system is introduced. The 
focus of this section is the description of the mobile sensor-platform for 
multiparametric monitoring of different vital signals related to epilepsy and the 
description of encryption unit for secure transmission of the data. Section 3 presents 
the processing of the acquired signals and their role in diagnosis of epilepsy. Then 
section 4 presents the initial performance results, while section 5 concludes indicating 
the main objectives and directions of this on-going effort.  

2 System 

Depending on the type of epilepsy, different brain and body parameters need to be 
assessed in order to have a better understanding of the patient’s state of health and to 
adapt the medical treatment accordingly. Therefore our goal is to develop a 
personalized system that assists in diagnosis, prognosis and treatment of the disease. 
Such system should fulfill the following criteria; it should be non-invasive, mobile, 
continuous, unobtrusive and all possible security and privacy aspects should be taken 
into account. Fig. 1 shows an overview of the system. 
 

   
Fig. 1. System overview 
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The sensor platform performs the following actions: data logging, data preprocessing, 
data encryption and wireless transmission of the assessed data to an aggregator for 
further analysis. A Laptop used as an aggregator performs the data decryption (needed 
for the online analysis), processing and transmission to the Electronic Health Record 
(EHR) database. The transmission to the EHR is realized by a standardized SSL secure 
internet connection. EHR includes all the legacy datasets of the patient as well. The 
offline analysis of the data is realized on the information server. Based on the offline 
analysis, the prediction models may be adjusted, thus creating a personalized monitoring 
system. 

2.1 Data Acquisition Unit  

The measurement of the autonomic functions should be done by light-weight, 
portable, low-power sensors, specially developed for the assessment in everyday life.  

Our main platform (Fig. 2) is based on a sensor platform developed by movisens 
(movisens GmbH, Karlsruhe, Germany) and consists of an ultra-low-power 
microcontroller (MSP430F1611, Texas Instruments) with an AD/DA converter, 2 
UART interfaces, a 48 kB flash and a 10 kB RAM. The assessed data is encrypted 
and then transmitted wirelessly to the aggregator by using the Bluetooth interface. 
Due to the big amount of data to be transmitted, data reduction on the sensor side is 
fundamental. The transmitted data, following appropriate processing, are no longer 
raw data, thus reducing the amount of data to be transmitted. To avoid data loss in 
case the data transmission is not possible, the raw data is in parallel stored in a 2 GB 
micro SD card. The stored data can then be saved on the computer by using the USB 
2.0 interface that is available. The charging of the power supply of the sensors is 
recognized by the USB interface as well.  

 

Fig. 2. Architecture of the sensor platform 
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The ECG module is a single channel ECG recorder with a 12 bit resolution and a 
sampling rate from 256 Hz to 1024 Hz. The electrodes are integrated into a wearable 
chest strap, which is light, small and comfortable. The electrodes are dry, allowing the 
everyday use of the chest strap.  

The activity monitoring module consists of a triaxial acceleration sensor (adxl345, 
Analog Devices Inc.) with a range of ±8 g and a sampling frequency of 64 Hz. The 
measuring unit has an additional air pressure sensor (BMP085, Bosch GmbH) with a 
sampling frequency of 8 Hz and a resolution of 0.03hPa (corresponding to 15 cm). 

The galvanic skin response (GSR) module measures the skin conductance with a 
sampling rate of 32Hz. The measurement range of the GSR module is 2µS to 100µS S to 100µS S 
and its resolution is 14 bit.  

Beside the above mentioned modules, the sensor platform will include an 
additional EEG module, which will record the brain activity.  

To assess additional context parameters like sound, light or geographic position, a 
smartphone is used. Connection between Smartphone, Sensor and Aggregator is also 
realized by Bluetooth interface. 

2.2 Data Encryption Unit 

In wirelessly transmitting medical and highly sensitive data, security support is a 
prerequisite of primary importance. Respective support pertains to data privacy, data 
integrity and authentication of communication parties. However, provision of security 
features pose significant challenges in sensor network due to extremely limited 
resources in critical areas such as processing power, available memory and available 
energy. Furthermore, although Bluetooth Technology offers security features with 
respect to both authentication and privacy, at the same time respective weaknesses 
and vulnerabilities are quite well-known [10]. Additionally, significant overhead 
imposed by software security implementations as opposed to hardware implemented 
counterparts must be taken into consideration [11].  

Based on these considerations, an FPGA based hardware implementation solution 
has been selected, aiming to provide high level security services while minimizing 
respective performance overhead. An ultra-low power dissipation 128bit block AES 
encryption cipher comprises the core encryption algorithm upon which data privacy 
and authentication is based.  

The AES block has been power optimized by using advanced power-aware design 
techniques coupled with a fully serial data-path architecture. Indicatively, for Spartan-
6 Xilinx FPGA technology (45 nm process, core voltage 1 Volt), the dynamic power 
dissipation is 6 mWatts and the quiescent power dissipation is 11 mWatts assuming 
10 MHz operating frequency and a worst case I/Os & FFs toggle rate of 100%. It is 
also noted that the FPGA implementation is used as a proof of concept approach 
concerning mainly power consumption performance while other approaches such as 
ASIC implementation can be considered at second phase in order to satisfy 
unobtrusiveness requirements.   
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Fig. 3. Encryption and Data Acquisition Units Interconnection Design 

A critical issue requiring careful consideration is the communication between the 
encryption unit and data acquisition unit; an abstract design of the proposed 
architecture is depicted in Fig. 3. 

As indicated by the presented approach, the microcontroller - Bluetooth module 
connection is essentially interrupted and data is conveyed directly to the encryption 
unit. Following adequate data processing data is again directed to the Bluetooth unit 
to be wirelessly transmitted. An important advantage offered by this scheme is the 
opportunity to directly compare metrics of performance and power dissipation. This 
metrics consider all possible functional combinations between the hardware 
implemented AES cipher and Bluetooth provided security features. 

Focusing on the interconnection implementation, the microcontroller unit provides 
the data blocks for encryption towards the FPGA platform via RS232 serial link. 
Therefore an adequate communication protocol is specified in order to enable a 
prompt implementation. Fig. 4 shows the components of the FPGA module and the 
communication among them. 

As depicted, the data transferred over the UART link is stored in the register file. 
When a block of data is completed a respective status register indicates that a new 
data block is ready to be encrypted by the AES module. 

Finally, as AES comprises one of the most prominent symmetric ciphers, 
appropriate encryption keys must be agreed between communicating parties. In that 
respect various scenarios in sensor network will be evaluated ranging from network 
wide keys, to pair-wise predefined keys [12]. Predefined keys appear as an 
appropriate approach since due to the nature of medical applications, nodes 
comprising a relative medical kit are expected to be also predefined. Provision of such 
kits are normally controlled and monitored by adequate medical facilities and 
personnel in order to adhere to the required privacy and ethical requirements [13].  
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Fig. 4. UART Communication Components 

3 Data Formatting and Data Processing  

The data format which is being used is the unisens-format [5]. This is a universal and 
generic format suitable for recording and archiving sensor data from various 
recording systems and with various sampling frequencies.  

The data acquisition on the aggregator side is performed by using xAffect [9]. 
xAffect is an open source software framework for online recording, processing and 
storage of multi sensor data. It was developed at FZI Research Center for Information 
Technology, Karlsruhe, Germany and can be used as a standalone application for data 
acquisition and visualization.  

In the following significant types of measurements are presented and their role in 
epilepsy monitoring is depicted.  

EEG monitoring is the state of the art while monitoring epileptic patients. It allows 
early detection of changes in the neurological status by providing dynamic 
information about brain function. In a clinical setting, a common practice involves 
examining short recordings of interictal periods. During this period, individual or 
isolated spikes, a sharp wave or a spike-and-wave complex are most commonly seen 
in epileptic patients [4].  

ECG monitoring is one of the most crucial elements of monitoring in almost every 
disease. The ECG raw signal can be used to assess many parameters including Heart 
Rate (HR), Heart Rate Variability (HRV) parameters, heart rate changes and 
breathing rates when at rest. The above mentioned parameters have been proven 
useful for the measurement of autonomic functions and the automatic detection of 
seizures in patients with epilepsy [1, 2]. 

Activity sensors are useful, as they allow for the possibility to assess all the main 
motoric parameters. One can detect different activities (e.g. walking, jogging) or 
inactivity, different postures (e.g. lying left, lying prone), changes of body positions 
or estimate the consumed energy expenditure. Other than that, acceleration sensors 
also allow the detection of abnormal movements during myoclonic seizures [7] or 
possible falls [3] that can occur before, during or after seizures. 
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GSR monitoring measures the electrical conductance of the skin as it varies with 
moisture levels. This is a sensitive measurement of autonomic arousal and 
physiological state which reflects one’s behavior. Studies have found that GSR 
biofeedback has the potential of being a potent adjunctive non-pharmacological 
means of reducing seizure frequency in epilepsy [6], and that seizure-induced EDA 
elevation is a possible sign of autonomic instability [8]. 

4 Results  

In a first step we examined the life-time performance of the mobile sensor platform 
for different conditions of operation. For this, we varied the sampling frequency of 
different sensors, the number of online analysis performed on the mobile platform and 
transmission of data via Bluetooth interface. The data acquired are based on real and 
not simulated measurements. 

On the acquisition side of the sensor module, the sampling rate for acceleration 
signals was varied between 32 Hz and 64 Hz, the sampling rate for ECG signal 
between 256 Hz and 1024 Hz. In addition to this, we added online analysis of pulse 
rate (bpmList) and the detection of normal R-peaks (nnList) in some cases. On the 
storage and transmission side of the module we changed between simple raw data 
acquisition and storage and additional data transmission via Bluetooth interface with 
different parameters. The results are presented in Table 1. 

As we can see, the life time of the mobile platform depends essentially on wireless 
connection. The difference between wireless transmissions of different amount of data 
can be neglected. The use of this platform in monitoring of epileptic patients is 
possible regarding the results shown in this table. For all cases in which wireless 
connection is necessary, the future use of Bluetooth Low Energy module will provide 
adequate results. 

Table 1. Life time performance of mobile sensor platform 

Acquisition Storage  Transmission Life-time 
acc 64 Hz, ecg 256 Hz, bpmList, 

nnList, press 8 Hz, temp 1 Hz 
Raw data  - 2d 7h 33m 

acc 32 Hz, activity, ecg 512 Hz, 
press 8 Hz, temp 1 Hz 

Raw data  - 3d 6h 20 

acc 64 Hz, ecg 1024 Hz, press 8 Hz, 
temp 1 Hz 

Raw data  - 2d 14h 31m 

acc 64 Hz, ecg 256 Hz, bpmList, 
nnList, press 8 Hz, temp 1 Hz 

Raw data  256 Hz ECG-raw 
data 

3h 10m 

acc 64 Hz, ecg 256 Hz, bpmList, 
nnList, press 8 Hz, temp 1 Hz 

Raw data 1 Hz HR 3h 15m 

acc 64 Hz, ecg 256 Hz, bpmList, 
nnList, press 8 Hz, temp 1 Hz 

Raw data BT connection 3h 20m 
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5 Conclusion 

The presented system is a complete monitoring system able to accurately acquire and 
assess multiple body and brain parameters. The goal of this paper was to provide a 
complete, secure and reliable solution for the monitoring of patients with epilepsy. 
The novelty of the system lies in the aspects taken into account for its realization 
(biomedical context, unobtrusiveness, security, software and hardware design) and 
its’ special design to address the needs of epileptic patients.  

The implementation of this solution presented here is still ongoing work.  
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Abstract. The Functional Movement ScreenTM(FMS) is a useful tool to
assess functional abilities in a pre-participation screening. Its seven dy-
namic movement tests reveal shortcomings in stability and mobility and
screen the whole body. However, the current test protocol delivers results
that are subjective, qualitative and have to be manually processed. This
article presents a semi-automatic system to overcome these limitations
for the Deep Squat test. The system consists of four wireless inertial sen-
sors and a central AndroidTM-based processing node for data analysis
and result storage. We developed our system based on data from ten
subjects and evaluated the results with the FMS scoring guidelines. The
sensor-based scoring system completely agreed with the manual scoring
in eight out of ten subjects. In addition, quantitative information in case
of compensation movements was logged. Thus, our system is capable of
simplifying the FMS test and enhances the score with objective, quanti-
tive and automatic results.

Keywords: Functional Movement ScreenTM, Body Sensor Network,
intertial sensors, semi-automatic screening, AndroidTM app.

1 Motivation

Functional movement assessment is established as a valuable procedure to test
the preparedness of an individual for activity. It is combined with a prior med-
ical examination and a following performance test for a comprehensive pre-
participation screening. Thereby, functional examination reveals shortcomings
in mobility and stability during basic functional movements. Seven of these
movements have been defined as a standard full-body functional athlete as-
sessment procedure, the Functional Movement ScreenTM(FMS) [1,2]. The FMS
comprises of predefined tests (e.g. special squats and push-ups) and rates individ-
uals according to the quality and efficiency of their execution. Thus, it identifies
movement inabilities and is a valuable tool for sports medicine as injuries and
irritations can be proactively avoided. Currently, the seven FMS tests are scored
by an experienced rater and manually entered into a result sheet. Additional
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qualitative information that further specifies the score is optional and can be
added in textual form. This procedure is rater-dependent, based on personal
visual assessment and not automated in result processing.

The FMS is widely used in training science and sports medicine and estab-
lished as a standard tool to assess functional movement abilities. A study that
investigated the correlation between core stability, functional movement and
performance concluded that the FMS scores quality and efficiency of movement
[3]. They further conclude that the FMS is a suitable indicator for risk of in-
jury and is not appropriate to predict performance. The performance has to be
assessed in other parts of the pre-participation screening. These findings have
been confirmed for sport-specific movements and the authors of [4] proposed to
investigate athlete strength instead.

Peate et al. used the FMS to determine the risk of injury for professional
firefighters [5]. The authors proved that the number of injuries can be decreased
for individuals with a low FMS score with an adequate training program. Thus,
they further support the findings that individuals with a lower FMS score are
more likely to sustain an injury. The influence of specific training on the results
of the FMS test with special emphasis on symmetry were investigated in [6]. The
authors proved that the prescribed training helped to reach a FMS score above
a predefined threshold score. Asymmetries detected during functional movement
assessment were reduced with the training program.

The problem of interrater variability was addressed in [7] and the authors
found a good agreement of expert raters and trained novices on videotaped
tests. Nevertheless, some FMS tests revealed differences in the scoring and prove
the limitations of human assessment. In addition, only a small group of raters
was investigated, the intrarater and intrasession variability was not considered
and the scoring was made on videotaped tests. Some of these limitations were
addressed in [8] that investigated intersession and interrater reliability in real-
time testing with the same number of raters. Again, the results proved that
novice raters perform also well in real-time FMS scoring. However, the results
from the intersession tests revealed a need for reliable scoring of the same person
in different sessions as some tests showed only moderate or good reliability.

Body Sensor Networks (BSN) are used for different health and sports appli-
cations and are capable of collecting mobile physiological and kinematic data
[9]. Software frameworks for the mobile sensor data collection for specific BSN
components exist [10]. From an application perspective, BSN are e.g. applied in
gait analysis for Parkinson’s disease early detection and therapy monitoring [11]
and in fatigue classification during activity [12]. Due to their miniaturization
and low cost, inertial sensors gain more and more popularity and are applied
for numerous purposes in medical engineering, movement science and consumer
electronics.

This paper presents a system to address the limitations of the FMS which
is a well-established screening test for injury prediction and training control.
We propose a semi-automatic system that uses data from inertial body-worn
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sensors to determine more objective results, to enhance the score with quanti-
tative results and to enable easier result processing.

2 Methods

2.1 Functional Movement Screen

The FMS consists of seven dynamic movement patterns to screen the whole body
functional movement abilities [1,2]. The collected results can be further inter-
preted by medical or coaching experts for corresponding clinical implications.
Thus, scoring results directly pinpoint affected muscle groups or joints that are
prone to injury.

Each of the seven tests is scored on a 0-3 ordinal scale. The highest score
of 3 is reached if the movement pattern is completed as described in the test
specification. If the test is completed with compensational movements a score of
2 is given. Incomplete movement execution results in a score of 1 and the test
is scored with 0 if any pain is involved during movement. Specific error patterns
and scoring aspects have been defined for each test. Tests are repeated three
times and, if the test is of asymmetrical nature, repeated for each side. The
lowest score of all repetition of a single test is considered and summed up for an
overall score that ranges between 0 and 21.

Beside the score, the rater can add textual comments that further specify the
error pattern, level of compensation or affected side. This information pinpoints
shortcomings and is a of great value for therapy planning and monitoring.

2.2 Overhead Squat

In our study, we focused on the Deep Squat test [1] that challenges the mechanics
of the whole body. In this test (fig. 1), the individual performs a deep squat with
an overhead dowel. The Deep Squat is a symmetric test and therefore repeated
three times. If the tested individual does not reach the perfect score, the test is
repeated with a heel-supporting block. From a functional perspective, the scoring
is based on the deepness of the squat, the torso position and knee alignment
during testing and the heel movement. We derived four typical error patterns
that our systems addressed:

1. The heel is lifted during testing.

2. The femur is not below horizontal in end position.

3. The torso performs a compensational movement in the frontal plane.

4. The torso performs a compensational movement in the sagittal plane.

In addition, it is required that our system automatically detects one repetition
of the test to enable the precise error detection and assign detailed information
to specific repetitions.
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Fig. 1. Overview of the Deep Squat test. Initial positions in frontal view (A) and
sagittal view (B) are shown on the left. End positions in frontal view (C) and sagittal
view (D) are shown on the right. Positions are shown with the supporting heel block.

2.3 Body Sensor Network

Our BSN data collection system consisted of four SHIMMERTM sensors [13]
and a recording laptop. We positioned the sensor nodes on the dowel, the heel,
the shank and the femur as displayed in figure 2. We chose to place the sensors
on the right leg and heel. The internal three-axis accelerometer was set to a
range of 2 g and was sampled with a frequency of 100 Hz. Data were wirelessly
transmitted to the recording laptop and stored for further processing. The sensor
data were calibrated with the standard procedure specified in the manufacturers
user manual.

2.4 Data Collection

We collected Deep Squat test data from ten (1 female, 9 male) volunteers and
videotaped the experiments for algorithm development and scoring. We used two
videocameras for a frontal and a sagittal view of each repetition. As we did not
live score the test during data collection, the test was always repeated with a
heel-supporting block.

We followed a simple protocol in the test execution. First, the test was ex-
plained to the subjects and the sensors were placed. Second, the subjects were
put in correct initial position. This position was recorded with the sensors and
the videotaping was started. Third, the volunteers were asked to perform three
squats. Fourth, the test was repeated with a heel-supporting block.

2.5 Repetition Detection

The automatic detection of error patterns required information about the be-
ginning and the end of a repetition during testing. We therefore tracked the
subjects’ knee angle with data from the sensors on the femur and the shank. It
was assumed that the knee behaved like a hinge joint during test execution so
that the sensors were only rotated in the sagittal plane.

The knee angle calculation required the initial position ri before the test was
started and the current position xi during repetitions for each sensor i ∈ {1, 2}
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Fig. 2. Overview of sensor placement on the dowel (top left), the heel (bottom left)
and the leg (right)

during testing. We calculated the current deviation angle αi with regard to the
starting position for each sensor i with eq. 1.

αi = arccos

(
ri · xi

‖ri‖ · ‖xi‖
)

(1)

The resulting knee angle αknee was calculated with eq. 2.

αknee = α1 + α2 (2)

These computations resulted in the knee angle for each sampled sensor value.
We averaged the angle results of ten measurements to eliminate outliers and
reduce noise. This averaging step was performed for all angle computations.
The knee angle was initialized during the idle phase in correct initial position.
We set the value to zero in initial position with extended legs, thus the angle
increased with knee flexion.

2.6 Error Pattern Determination

Heel Lift. According to test specification, the heel has to remain on the floor
during test execution. We tracked the heel sensor to detect this error pattern
and used eq. 1 for the computation.

Final Femur Position. Concerning the final position of the femur we used
the same principle. The deviation angle of the femur sensor was calculated with
eq. 1. In addition the maximum femur angle was recorded.

Torso Compensation. A compensational movement during a deep squat is
composed of the compensation in sagittal plane and in frontal plane. In the
Deep Squat scoring scheme, both aspects are regarded as one. As the sensor’s
coordinate system planes roughly coincided with the subjects plane, we were
able to discriminate between the frontal and the sagittal plane and quantified
the compensation angles with data from the dowel sensor. The difference in the
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planes were compensated with data from the initial position before test start.
Thereby, we projected the three-dimensional vectors ri and xi in either the
frontal or the sagittal plane. As the planes were defined by the axes of the sensor
coordinate system, we deleted the corresponding dimension resulting in the two-
dimensional projections r̂i and x̂i. We used eq. 3 to compute the deviation angle
for each plane in two-dimensional space.

αi = arccos

(
r̂i · x̂i

‖r̂i‖ · ‖x̂i‖
)

(3)

Only compensation movements during repetition were considered. We registered
the error if a compensation was detected in at least one of the planes.

2.7 Implementation

The algorithms for repetition detection and error pattern determination were
implemented in an AndroidTM app running on Android-based devices like smart
phones or tablets. The app built upon the software framework introduced in [10]
which manages the connection between the sensors and the analysis device. We
set up a user interaction with detailed descriptions of the FMS tests, user and test
management and an automatic sensor calibration. The app included a database
into which the results were automatically entered after three detected repetitions.
Detailed quantified information like the knee angle and the compensation in
frontal and sagittal plane were added accordingly.

2.8 Evaluation

The videotaped tests were scored and commented by a sport scientist according
to the scoring guidelines in [1]. The automatic system scored accordingly and the
score was decremented if at least one error pattern was registered. Thus, if one
of the error patterns occurred in the first trial without heel-supporting block,
the score was decremented. Subsequently, the second trial with heel support was
considered and scored in the same way. Finally, the subject was asked if any
pain occurred during testing.

To evaluate our sensor-based semi-automatic system, we compared the results
from the manual scoring (MANUAL) and our system (SENSOR). For this, we
reran the recorded experiments with the Android implementation in simulation
mode.

3 Results

To determine the beginning and the end of a repetition, we used a threshold value
of 20 degrees from the knee angle computation. With this setting, our algorithms
was able to correctly detect all squats performed during data collection.

The thresholds for the detection of the error patterns were chosen according
to the manual scoring. The final scoring results are compiled in tab. 1.
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Table 1. Overview of the results of the manual (MANUAL) and sensor-based (SEN-
SOR) scoring of the Deep Squat test. Results are given for subjects S1 - S10.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
MANUAL 2 2 1 1 2 1 2 2 2 2
SENSOR 2 2 1 1 2 2 2 1 2 2

4 Discussion

The results revealed that our system was capable of adequately scoring the Deep
Squat test of the FMS. However, the algorithms are based on manually defined
thresholds. In future research, these thresholds have to be defined by experienced
raters or identified in a larger data collection study. In addition, some error
patterns described in the FMS scoring scheme were not covered by the sensor-
based system. In the Deep Squat test, this was the case for the alignment of the
knee and the foot which has to be addressed in future research.

The Deep Squat test was chosen to provide a proof of concept of a sensor-based
FMS scoring system and we are planning to integrate the missing six tests in
future research. Some of the algorithms like the torso compensation are reusable
for other tests with only little modification. However, the use of inertial sensors
is not straightforward for tests like the Active Straight Leg Raise test or the
Shoulder Mobility test. Nevertheless, a semi-automatic system will be capable
of supporting these tests in result entry and storage.

We analyzed the subjects for which the scoring results did not agree in detail.
In the test of subject S6, we detected a sagittal compensation movement in the
video. However, this compensation was not detected by the sensor system. For
subject S8, in contrast, a compensation movement was detected in the sensor
result but not visible in the video data. This discrepancy was due to the threshold
value we manually set. As mentioned before, the thresholds have to be confirmed
by experts or quantitatively computed on a large database. We propose a training
phase for our system where error patterns of different severity are scored by FMS
experts to set the threshold angles adequately. However, one has to keep in mind
that the scoring is subjective and that different raters will use different scales
in their personal rating. Thus, this rating has to be repeated and averaged with
different raters. The advantage of the resulting averaged automatic system is
that it will always compute the same score for one single data set. A human
rater, in contrast, might score different results on the same experiment if the
scoring is repeated.

Furthermore, the sensor results need to be validated to prove the correctness
of the measurement. This is particular important in the case for the final femur
position error pattern where a specific angle was defined in the scoring manual.
It has to be proven that the sensor systems is capable of computing the correct
value. If this is the case, the quantitative sensor output can be interpreted from
a biomechanical perspective and enhances the FMS score. We also experienced
a couple of factors that interfere in the sensor measurements. These were the
initial position of the sensor straps and the movement of sensor during testing
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due to muscle activity. We are planning to address these issues with the aid
of a 3-D motion tracking system to validate the sensor data and quantify the
influence of sensor position and movement.

We speculate that quantitative results are helpful for a rater and deduct two
application scenarios. First, the support of an unexperienced rater that mainly
relies on the automatic scoring and only changes the results if needed. Second,
the support of an experienced rater with figures to tackle unclear cases. Beside
the scoring aspect, these quantitative results can be used in therapy monitoring
to identify improvements that are not reflected in an improvement of the score.
An athlete might for example reduce its sagittal compensation by five degrees
but still be scored with 1. Further research has to be conducted to prove the
value of quantitative results. It can either be used for assisting the scoring or for
a more detailed result than the 0-3 ordinal scale.

5 Summary and Outlook

We presented a sensor-based system to simplify the FMS scoring and to pro-
duce more objective and quantitative results. It consisted of four body-worn
accelerometer sensors and a mobile Android device for data analysis. The com-
parison of manual and automatic scoring confirmed the applicability of our sys-
tem to accomplish the scoring of the Deep Squat test.
However, challenges for training the system and sensor placement were identified
to further improve our system. In addition, the system needs to be expanded to
cover the complete FMS test. We are also planning to enhance our system with
data mining functionality to facilitate therapy monitoring and team statistics.

Acknowledgments. The authors would like to thank all volunteers who partic-
ipated in the study. This work was funded by the BavarianMinistry for Economic
Affairs, Infrastructure, Transport and Technology and the European Fund for
Regional Development.
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Abstract. For supporting rescue operations in disasters, vital data col-
lections in wireless sensor networks have been proposed so far. In such
systems, we can expect to predict each patient’s probability of survival
based on real-time vital data. In this paper, we focus on prehospital care
and propose a method to determine treatment plans and schedules of pa-
tients. The proposed method maximizes the number of expected saved
patients under limited medical resources. This optimization problem is
called Treatment Planning and Scheduling, which is NP-hard. Therefore,
we propose a heuristic algorithm based on depth-limited search. We have
compared the proposed method with greedy methods. The results show
the proposed method can derive solutions in practical time and the av-
erage number of saved patients is 10% larger compared to the greedy
methods.

Keywords: Mass Casualty Incident, Disaster Medical Care, Treatment
Planning and Scheduling, NP-hard, Depth Limited Search.

1 Introduction

Triage is a process of prioritizing patients based on vital signs in Mass Casualty
Incidents (MCIs) such as earthquakes and terrorism. The purpose of triage is to
save as many patients as possible under limited medical resources, e.g. medical
supplies and physicians. Our research group has been developing an electronic
triage system called eTriage which uses wireless networks for supporting rescue
and medical operations in disasters[1]. We have developed an electronic triage
tag to measure a heart rate and a blood oxygen level of a patient. The electronic
triage tag is capable of ZigBee communication, and wireless sensor networks are
built over the tags attached to patients. Through monitoring patients’ vital signs,
a sudden change of each patient’s condition is notified to healthcare workers.
Similarly, AIDN(Advanced Health and Disaster Aid Network)[2] and WIISARD
(Wireless Internet Information System for Medical Response in Disasters)[3] also
investigate an advanced medical support system by using wireless networks.

Moreover, some medical research works have proposed methods for predicting
patient survivability. For example, TRISS method[4] predicts the probability of
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survival of a patient from the ISS (Injury Severity Score) and the RTS (Revised
Trauma Score) calculated from anatomic, physiologic, and age characteristics.
Such survivability prediction is expected to become more accurate and sophis-
ticated in the future by collecting a large amount of vital data with the aid
of ICT (Information and Computer Technology). Then, precise triage based on
real-time vital data of patients will be possible.

There are some methods using ICT for supporting rescue operations in MCIs.
Ref.[5] proposes a transportation scheduling algorithm from a disaster site to
multiple hospitals to maximize total survivability of patients assuming future
advanced survivability prediction. Ref.[6] presents an agent-based scheduling al-
gorithm for patients in a hospital. However, in order to maximize the number of
saved patients in MCIs, we need consider a large variety of operations including
transportation and medical treatments in both a disaster site and a hospital.

In this paper, we focus on prehospital care in MCIs and propose a method to
derive treatment plans and schedules of patients that maximize the number of
saved patients under the assumption that accurate prediction of survivability is
possible. For this purpose, we model prehospital care in MCIs as shown in Fig.
1 based on the Emergo Train System (ETS)[7], which is a widely used on-the-
desk simulation toolkit for disaster medical care exercises in hospitals. Given
conditions of each patient, we need decide treatment plans and schedules under
limited medical resources. Deadlines and essential treatments for each patient
are also given, and if essential treatments of a patient do not finish before the
deadline, the patient is considered to die.

Our goal is to maximize the number of saved patients in this ETS-based
disaster medical care model. We call this maximization problem as a Treatment
Planning and Scheduling (TPS) problem, of which a sub-problem is equivalent to
an Integrated Process Planning and Scheduling (IPPS) problem, known as NP-
hard[8]. To solve TPS problem, we need choose treatment plans for each patient.
For example, some patients may be treated completely in the disaster site and
some others may be transported to the hospital without treatment. It may also
increase the number of saved patients to treat some patients partly in the disaster
site, which results in extensions of the patients’ deadlines. Furthermore, after
determining treatment plans, we need decide the treatment order of patients
who use the same medical resources such as ambulances and physicians. As we
mentioned above, deadlines of patients change if such treatment plans are chosen.
On the other hand, deadlines are fixed and do not change depending on chosen
plans in IPPS problems. For this reason, TPS problems are more complicated
than IPPS problems and we cannot directly apply methods for IPPS[9,10] to
TPS. Ref. [11] considers penalty functions over time to consider degradation of
condition and proposes an algorithm for optimizing medical supply in disaster
scenarios to minimize the total penalty. Our approach aims to treat as many
patients as possible before deadlines and does not consider waiting time for
treatment. In this sense, Ref. [11] is different from our approach.

Since TPS is difficult than NP-hard problem, we propose a heuristic algorithm
using depth limited search to solve TPS problems in practical time. To the best of
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Fig. 1. Overview of Disaster Medical Care

our knowledge, there is no research on determining treatment plans and schedules
of patients in MCIs focusing on the early stage of disaster medical care.

We have compared the proposed method with two deadline-based greedy
methods for evaluation. The results show that the proposed method derives
solutions that save approximately 10% more patients than the greedy methods
in a few seconds.

2 Treatment Planning and Scheduling Problem

2.1 Assumptions and Disaster Medical Care Model

We assume our electronic triage tags are attached to all patients in a disaster
site, and vital signs of the patients are transmitted to a server via wireless ad
hoc networks. The changes of patient’s survivability over time are predicted
based on the collected vital data at the server. We also assume the server knows
the numbers of patients that each area can treat/transport in parallel based
on medical resource information such as the numbers of physicians, nurses, and
ambulances. Then, our method determines how and in which order the patients
should be treated.

Figure 1 shows the overview of the modeled disaster medical care. Hereafter,
we target a case of a single hospital for simplicity of discussion. However, note
that modeling of a case of multiple hospitals is also possible in the same manner.
In this model, we assume that we cannot interrupt a treatment once it starts, and
that multiple patients are not allowed to be treated by using the same medical
resource simultaneously. We assume there are five areas as follows, and patients
are treated at each area and transported to the next area as necessary.

1. Disaster site triage area: Firstly, every patient is moved from a disaster site
to this area. In this area, electronic triage tags are attached to each patient
on a First-Come, First-Served (FCFS) basis to monitor their vital signs.

2a. Disaster site first-aid station: Physicians and nurses treat patients in the dis-
aster site.
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Table 1. Notations Used for Formulation

Symbol Explanation

P A set of patients
M A set of medical resources
R A set of treatment plans
crh The hth operation in process plan r

ti[c
r
h,m] Required time for patient i’s operation crh using medical resource m

Ti[c
r
h,m] Completion time of patient i’s operation crh using medical resource m

di[c
r
h,m] Deadline of patient i’s operation crh using medical resource m

Xr
i

{
1, if treatment plan r is selected for patient i
0, otherwise

Ym[i, j, crh, c
s
g]

{
1, if patient i’s operation crh precedes patient j’s operation csg on

medical resource m
0, otherwise

Zi[c
r
h, m]

{
1, if medical resource m is selected for patient i’s operation crh
0, otherwise

2b. Transportation area: Patients are transported from the disaster site to a
hospital by ambulances.

3. Hospital triage area: Conditions of patients are checked again. After that they
are transported to a treatment area in the hospital.

4. Hospital treatment area: Physicians and nurses treat patients in the hospital.
Usually, medical resources in the hospital are much more than those in the
disaster site.

At first, an electronic triage tag is attached to a patient at (1) a disaster site
triage area. Then, the patient is transported to the next area, which is either
(2a) the disaster site first-aid station or (2b) a transportation area, depending
on each patient’s treatment plan. We can treat the patient by using medical
resources in (2a) a disaster site first-aid station and (4) a hospital treatment
area. After transportation by an ambulance, the patient has to be checked his
condition at (3) the hospital triage area before transportation to (4) the hospital
treatment area.

We assume there are two types of treatments: full treatment and distributed
treatment. For each case, time required to finish treatment and deadlines for
these treatments are given, and we need finish either of the treatment by the
given deadline in order for saving the patient. Full treatment finishes patient’s
treatment at either the disaster site first-aid station or the hospital treatment
area. On the other hand, in distributed treatment, we firstly treat a patient at
the disaster site to prolong the deadline, transport the patient to the hospital,
and then finish the remaining treatment in the hospital. Therefore, there are
three treatment plans as shown by the arrows in Fig. 1.

2.2 Problem Formulation

We formulate TPS problem based on Ref.[11] which formulates Integrated Pro-
cess Planning and Scheduling (IPPS) problem. Table 1 shows notations used in
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the formulation. There are |R| treatment plans, and the sequence of operations
for selected treatment plan r ∈ R is denoted as cr1, c

r
2, . . . , c

r
|r|. These operations

include medical treatments such as full treatment and distributed treatment, and
we regard transportation by an ambulance as one of the operations as well. For
each patient i, time required to complete operation crh by using medical resource
m ∈ M is given and denoted by ti[c

r
h,m] where M is a set of medical resources.

There are three constraints, that are (i) a treatment plan selection constraint,
(ii) an operation sequence constraint, and (iii) an interruption constraint. Firstly,
the equation (1) shows the treatment plan selection constraint which indicates
each patient must select exactly one treatment plan.

R∑
r=1

Xr
i = 1 ∀i ∈ P (1)

where P is a set of patients and Xr
i represents the selection state of treatment

plan r for patient i.
Secondly, the operation sequence constraint is described as shown in the ex-

pression (2). This constraint means the sequence of operations must follow the
sequence of operations cr1, . . . , c

r
|r| in treatment plan r if treatment plan r is

selected for patient i.

Xr
i × (Zi[c

r
h,m1]× Ti[c

r
h,m1]− Zi[c

r
h−1,m2]× Ti[c

r
h−1,m2])

≥ Xr
i × ti[c

r
h,m1]× Zi[c

r
h,m1]

∀i ∈ P, ∀r ∈ R, ∀m1,m2 ∈ M, ∀h ∈ [2, |r|] (2)

Here, Ti[c
r
h,m] is completion time of operation crh for patient i by using medical

resource m. Zi[c
r
h,m] indicates the selection state of medical resource m for

operation crh of patient i.
Finally, the interruption constraint is represented by the expression (3). This

constraint indicates medical resources cannot handle two or more operations
simultaneously and no operation is interrupted by other operations once it starts.
A state binary Ym[i, j, crh, c

s
g] represents the sequence of patient i’s operation crh

and patient j’s operation csg that use the same machine m.

Ym[i, j, crh, c
s
g]× (Tj [c

s
g,m]− Ti[c

r
h,m]) ≥ Ym[i, j, crh, c

s
g]× ti[c

r
h,m]

∀i, j ∈ P, ∀r, s ∈ R, ∀h ∈ [1, |r|], ∀g ∈ [1, |s|], ∀m ∈ M (3)

For simplicity, we introduce another state binary Dr
i as follows, which indicates

whether all operations of patient i finish before the deadlines on treatment plan
r or not.

Dr
i =

⎧⎨
⎩

1, if Zi[c
r
h,m]× (di[c

r
h,m]− Ti[c

r
h,m]) < 0
∀h ∈ [1, |r|], ∀m ∈ M

0, otherwise
(4)

Then, the objective function is defined as the following expression (5) that min-
imizes the number of deaths, which is equivalent to maximizing the number of
saved patients.
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minimize
∑
i∈P

Dr
i ×Xr

i ∀r ∈ R (5)

Subject to: (1), (2), and (3).

3 Depth Limited Treatment Planning and Scheduling

3.1 Overview

In TPS problem, we need determine both treatment plans Xr
i and schedules

Ym[i, j, crh, c
s
g] for all patients. Schedules are determined for each area while treat-

ment plans are selected right before the disaster site first-aid station because
treatment plans branch after a patient is rescued from the disaster site.

For scheduling at each area, we apply deadline-based greedy scheduling be-
cause the more serious condition a patient is, the higher the patient’s treatment
priority is. However, there is possibility that we can save two or more patients by
abandoning one patient. For example, a seriously injured patient may take long
time for treatment, and if we treat the patient, other patients may die. Therefore,
we explore such possibilities in addition to distributing medical workloads over
the disaster site and the hospital. This means the number of treatment plans
is four: (i) full treatment in the disaster site, (ii) distributed treatment in both
the disaster site and the hospital, (iii) full treatment in the hospital, and (iv)
abandonment.

3.2 Depth Limited Treatment Planning

We cannot solve TPS problem in practical time if we explore all combinations of
treatment plans for all patients because it requires exponential time with respect
to the number of patients. For this reason, we limit the number of patients to
explore treatment plans. It is natural that exploring other plans of a seriously
injured patient is more likely to improve the result. Hence we explore all plans of
the k most serious patients with respect to deadlines, and choose such treatment
plans for those k patients that maximize the number of saved patients. Hereafter,
we describe a set of those k most serious patients with respect to deadlines in a
set of patients P as Pk.

Given a candidate of treatment plans of k patients, we need assign treatment
plans of the other patients in P − Pk to compute the number of saved patients.
We select treatment plans of the other patients in a greedy manner where full
treatment in a disaster site is assigned. In this manner, we need not consider
distributed treatment and abandonment for the patients in P − Pk, thus the
computation time is reduced. Firstly, the proposed method sorts |P | patients in
ascending order right after the triage area. Secondly, it explores and determines
top k patients’ treatment plans. Then, we repeat the same process for the set of
P − Pk until the treatment plans of all patients are determined.

An example of the depth limited planning is shown in Fig. 2. Suppose there are
6 patients A,B, . . . , F in ascending order with respect to their deadlines. In this
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deadline order

A

EF CD

k=2

Greedy
Explore all 
branches

B

Full treatment in the first-aid station

Distributed treatment

Full treatment in the hospitalFull 

Abandonment

Fig. 2. Example of Depth Limited Treatment Planning

Table 2. Treatment Time and Deadlines Used in Simulation (sec.)

Urgent Priority Delayed Minimal

Treatment time tf [4000,5000] [300,450] [120,400] [100,300]
Treatment time th - [300,450] [200,400] [300,500]
Deadline d [100,900] [780,1680] [1700,3300] [3300,6300]
Ext. deadline d′ - [1000,1500] [1000,2000] [1000,2000]

example, we assume k = 2, and let treatment plans of A and B be determined as
full treatment in the first-aid station and full treatment in the hospital, respec-
tively. Then, the next k patients are C and D. We explore all treatment plans for
C and D while treatment plans of E and F are selected greedily.

We also consider other criteria to derive a better solution. This is because it
is likely to happen that the numbers of saved patients for different candidates
are equal. In such cases, it is desirable to select the candidate which does not
occupy medical resources in the disaster site as much as possible to keep medical
resources available for the following patients. This means the proposed method
prioritizes candidates with the maximum number of saved patients according to
the following criteria: the number of abandoned patients, full treatment plans in
the hospital, and distributed treatment plans. For example, suppose there are
two candidates c1 and c2 with the maximum number of saved patients. If the
number of abandoned patients in c1 is larger than c2, we select c1 as the best
treatment planning. If the numbers of abandoned patients are equal, the numbers
of full treatment in a hospital are compared to determine the best planning.

4 Performance Evaluation

4.1 Settings

We have evaluated the performance of the proposed method through simula-
tion. In the evaluation, we assume four categories: urgent, priority, delayed, and
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minimal. Particularly, deadlines of urgent patients are short while it takes long
time to finish treatment. We have assigned patients one of the categories, and
the treatment time and deadlines of the patients are randomly selected from
the ranges shown in Table 2 according to their categories. Time required for
distributed treatment is tf in the first-aid station and th in the hospital. For
treatment plans of full treatment, the time to complete the treatment operation
is tf + th independently of treatment areas. Deadline d is extended by d′ when
distributed treatment is selected and the treatment operation in the first-aid
station finished. We set the total number of patients to 100. We also set the
numbers of patients that each area can handle simultaneously in the first-aid
station, the transportation area, the hospital triage area, and the hospital treat-
ment area to 6, 5, 7, and 21, respectively. We used a workstation with Intel Xeon
2.66 GHz and 23.6 GB memory for evaluation. The results are averages of 100
random cases.

We used two types of scenarios. The first one is a scenario with urgent patients,
where there are 15 urgent, 40 priority, 35 delayed, 10 minimal patients, respec-
tively. The second one is a scenario without urgent patients. For the scenario
without urgent patients, we used 45 priority, 35 delayed, 20 minimal patients.

For comparison, we introduce two greedy approaches to determine treatment
plans: a Disaster Site weighted greedy approach (DS-greedy) and a Hospital
weighted greedy approach (H-greedy). The decision of DS greedy and H-greedy
is different when (i) medical resources in the disaster site and the transporta-
tion area are available and (ii) medical resources in both areas are occupied.
In the above two cases, DS-greedy selects full treatment in the disaster site
while H-greedy selects full treatment in the hospital. In both greedy approaches,
schedules are determined based on a FCFS basis. We have selected the above two
approaches for comparison since we believe they are close to doctors’ decision:
doctors try to prioritize patients according to their conditions and treat them
greedily with respect to the priorities.

4.2 Effect of Limited Depth k

To see the effect of depth k for limited search, we have measured computation
time for different depth k in the scenario with urgent patients. The result is
shown in Fig. 3. We can see the number of saved patients increases with the
increase of k although computation time increases exponentially. This is because
the number of combinations is O(|R|k) and in this case |R| = 4. It is obvious that
there is a trade-off between computation time and the number of saved patients.
From the result, k = 4 is the most balanced since the computation time is about
5 seconds and the result is comparable to that of k = 5. Therefore, we use k = 4
in the following evaluation.

4.3 Comparison with Greedy Methods

We have compared the proposed method with DS-greedy and H-greedy
approaches in two simulation scenarios. Table 3 describes the results of the
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Fig. 3. Depth k vs. # of Saved Patients and Computation Time

Table 3. Comparison on the Number of Saved Patients with Greedy Methods

DS-greedy H-greedy Proposed

Scenario w/ urgent patients 17.70 16.81 61.59
Scenario w/o urgent patients 65.82 65.89 74.93

comparison. The results show there is not much difference between two greedy
methods. This is because there is not much difference between the amount of
medical resources available in the first-aid station and the transportation area.

In the scenario with urgent patients, the number of the saved patients in the
proposed method is more than three times of those in the greedy methods. The
reason is that medical resources are occupied by urgent patients in the greedy
methods since they do not abandon urgent patients those require long time for
treatment. In contrast, the proposed method can derive better solutions because
the proposed method explores possibilities of abandonment. Even in the scenario
without urgent patients, the proposed method has achieved approximately 10%
better result than the compared greedy approaches. This result indicates the
effectiveness of distributing workload of the first-aid station and the hospital,
which is explored by the proposed method. From the results, we have confirmed
the proposed method can derive better solutions than the greedy methods by
exploring all treatment plans for k patients.

5 Conclusion

In this paper, we modeled prehospital care and proposed a method to derive
treatment plans and schedules of patients that maximize the number of saved
patients in practical time under the assumption that accurate prediction of
future probability of survival is possible. The proposed method uses depth-
limited search to explore possibilities of improvement. We evaluated the pro-
posed method through simulation and confirmed we could derive solutions that
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achieve better results than the compared greedy methods. Our future work in-
cludes considering arrival of new patients. For this purpose, we may apply a
policy to keep some amount of medical resources depending on the estimated
number of potential patients.
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Abstract. The adoption of personalized context aware services in healthcare 
domain has imposed new demands on IT providers and motivates integration 
and interoperability between heterogeneous healthcare systems. In this paper, 
we propose an Integrated Broker Platform – IBP that incorporates the benefits 
of the advanced technologies of Enterprise Service Bus (ESB) and Service 
Broker (SB) allowing the efficient provision of secure, interoperable, reliable 
and cost-efficient message and service delivery by dynamical and intelligent 
selection of services. IBP provides mediation functionalities that TSB supports 
but is enhanced with business logic from the SB. An architecture pattern for 
both TSB and SB is proposed, analyzed and prototyped. 

Keywords: integrated broker platform (IBP), ESB, TSB, Service Broker-SB, 
healthcare. 

1 Introduction 

Nowadays, healthcare systems rapidly moved from treating isolated episodes towards a 
continuous treatment process involving multiple healthcare professionals and various 
healthcare infrastructures (e.g. hospitals, clinics, institutes). This rapid change in the 
healthcare domain imposes new demands on IT providers and motivates integration and 
interoperability among heterogeneous software components within the health 
information systems [1]. Integration and interoperability of different, heterogeneous 
software components, however, is a difficult task, as applications usually are vendor 
proprietary and not designed to cooperate with other vendor applications. Today 
powerful integration tools (e.g. application servers, object brokers, different kinds of 
message-oriented middleware, integrated platforms, Enterprise Service Bus (ESBs), 
Service Delivery Platforms (SDPs), etc) are available to overcome the heterogeneity of 
system components [2]. 

ESB is an evolution in the integrated middleware software architecture that has 
gained the attention of architects and developers, as it provides interoperability, 
integration, mediation, security and reliability. The main role of the ESB is to serve as 
a communication bus accepting a variety of input message formats and transforming 
them to different output formats and thus providing a transparent communication 
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interface. Nevertheless, ESB implementation itself is not standardized but offers a 
messaging infrastructure based on standardized protocols. As a result, there are major 
differences in the feature sets of available ESBs (e.g. Oracle, IBM, Microsoft, Nokia, 
Siemens, etc) as vendors try to differentiate from each other. 

In the eHealth domain, some enterprises have proposed and implement healthcare 
integration solutions such as IBM, Microsoft that are fully vendor proprietary and 
based on web service technologies. Moreover, some research efforts are trying on to 
create open ESBs for healthcare purposes but all of them focus on web services 
technologies. In [3] L.Gonzalez et al have proposed an e-health integration platform 
that is based on semantic and web service technologies for social security services. In 
addition, S. Van Hoecke et al in [4] have proposed a user- friendly and secure broker 
platform for e-homecare services that was designed using web service technology. It 
provided a well established mechanism for authenticating user once and being always 
connected, also for the implementation used an open ESB for the integration between 
requestors (users) and providers. Nevertheless, in the Hoecke proposal the syntactic, 
semantic and ontology integration is still a complex and complicated issue. Moreover, 
the Open eHealth Foundation [5] has already proposed and implemented an Open 
eHealth Integration Platform (IPF) that is based on open standards and Apache Camel 
[6]. Since IPF is licensed by Apache Software Foundation [6] the whole 
implementation is based on Apache software products and tends to be vendor 
proprietary even if Apache supports open source projects. 

In this paper, we propose an Integrated Broker Platform (IBP) for open eHealth 
domain that supports the mobility of citizens and caregivers by providing the 
integration of various services through a unique framework. We propose the IBP 
architecture pattern and the functionalities that an open platform should have so as to 
let any developer and enterprise to create their own or use proprietary and legacy 
technologies. IBP provides syntactic and semantic interoperability by performing 
related transformations and is based on open standards in order to achieve the 
interoperable cooperation of different communication protocols and interfaces. IBP is 
a combination of cooperating but autonomous brokers. Each broker has its own 
functionalities and mechanisms so as to be completely autonomous and independent 
of the others in order to support a scalable and horizontal architecture. The autonomy 
and independency of each single broker provides the openness of IBP. Moreover, IBP 
is characterized as intelligent since it routes intelligently the messages to the 
appropriate brokers and provides an intelligent way to find/ bind and invoke services. 
In this paper, we demonstrate a fundamental IBP structure with a message and a 
service broker. The proposed architecture tends to bring interoperability both in 
personalized and mobile services [1]. 

2 Functionality of the Proposed  

2.1 An overview of the IBP 

The IBP for eHealth domain enables integration of services and data, and ensures 
interoperability between different proprietary devices, software systems, operating 
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systems and implementation languages. IBP aims to simplify user interactions, 
provide security and guarantee quality requirements (e.g. QoS, QoE, etc). 

The proposed IBP, as presented in Figure 1, is composed of: (a) a Telemedicine 
Service Bus (TSB) that is used as a backbone broker providing efficient message 
transformation and intelligent message routing [2] and (b) a Service Broker (SB) acting 
as the integration engine for finding/ binding and invoking of the requested service. 

 

 

Fig. 1. An overview of the IBP 

IBP is activated by event messages from various Enablers [2, 7] that acquire 
context aware data and provide operational events of any personalized healthcare case 
(e.g. elderly and disable people). Internal mechanisms of Enablers (e.g. control, 
administration mechanisms, etc) create standardized messages for the communication 
of these data and events with IBP through standardized APIs [Parlay/ETSI [8]]. These 
messages contain a Header and a Content (Body) part; however this message structure 
is out of the scope of this paper. 

TSB is the receiver of the incoming message forwarded by the Enablers. Actually, 
TSB is a message channel, constructed as a common open source ESB based on 
Service Oriented Architecture (SOA) and enhanced with protocols for healthcare 
domain (e.g. DICOM, HL7, CDA, etc). The basic functionality of TSB is to mediate 
the messages from the Enablers to the SB [2, and 7]. The SB receives the transformed 
messages from TSB and provides mechanisms for processing the content of the 
messages in order to find/ bind and invoke the requested service from a Service 
Registry (SR). The SB is enhanced with open standard interfaces for sending and 
receiving messages from TSB to 3rd party providers and applications. These interfaces 
are combined with a set of strong rules in order to guarantee message delivery and 
processing [2, 7]. Finally, one or more SRs contain the lists of the services and URLs 
provided by 3rd party providers so as their services and resources to be accessible and 
discoverable from the SB [2, 7]. 

2.2 IBP Fundamentals 

The proposed IBP is a brokering platform that provides end-to-end communication 
service through independent and operating autonomous brokers (TSB and SB).  
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In order to provide the full functionality character of the brokering platform, both the 
TSB and SB support the basic functionalities of message transferring, storing and 
verification.  

• Message Transferring: The service components (TSB, SB) are responsible 
for transferring, handling, addressing, identifying and converting messages 
from the Enablers or from the Service Registry. For the efficient and secure 
transferring of these messages it is essential to manage and negotiate user’s 
capabilities and relevant security issues. 

• Message Storing is provided by service components such as data stores that 
handle the transmission and receipt of messages from or to the message 
storing entities. 

• Resource Verification is essential in a brokering system in order to prevent 
malicious use for both the service components of the IBP and the end users. 

2.3 TSB Messages 

There are two discrete categories of messages in the proposed IBP architecture 
(Figure 1). The incoming messages created from Enablers that mentioned in section 
2.1 and are out of the scope of this paper and the messages constructed by the TSB for 
internal message exchanging and routing. The messages constructed by the TSB have 
a common structure and consist of two parts, (a) the envelope that is constituted of 
four segments of fields and (b) the content that includes the initial incoming message 
from Enablers (section 2.1). The envelope includes the minimal information to 
support the required functionality so as not to increase significantly the size of the 
message and ensure the optimal use of the available resources. Moreover, it provides 
consistently the operation of TSB and its structure is presented in Figure 2. 

 

 

Fig. 2. The structure of envelope constructed by TSB 

2.4 TSB Functionality 

According to the functionalities that a brokering system has in the IBP (section 2.2), 
TSB is designed to be a lightweight, personalized integration solution with guaranteed 
reliability, which provides transparency from the application layer. In order to provide 
openness and flexibility, TSB should be designed following an abstract pattern and 
typical features [9]. Openness and flexibility allow 3rd party software developers to 
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integrate their services, frameworks or enablers with no or minimal code modification 
to the system. To meet these major challenges the TSB includes the following key 
functions: 

• Location Transparency: TSB contains and configures message endpoints 
so that to provide message transportation. These message’s endpoints are a set of 
interfaces (APIs [8]), that contain information about the operating capabilities both 
of the applications and the messaging systems, bridging them transparently and 
knowledge independently from the location that the requestors and the receivers have. 

• Transformation/Translation: TSB converts messages from one format to 
another based on open standards (e.g. XSLT, XPath, etc) and translates them 
according to syntactic and semantic rules. 

• Protocol Conversion: TSB accepts messages sent with a variety of different 
application layer protocols (e.g. SOAP) and converts them to a format required by the 
Enablers, the SR and the SB. 

• Messaging: TSB supports synchronous, asynchronous, point-to-point, and 
publish-subscribe operational modes for sending and receiving messages either from 
the Enablers or from the SB and SR. 

• Message Routing: TSB provides flexible and intelligent routing by the 
means of a dynamic router, which allows the routing logic to be modified by sending 
control messages. Routing is an essential feature because allows to decouple the 
source of the message from the ultimate destination providing transparency between 
message requestor and receiver. 

• Message Enhancement: TSB checks and compares the messages before 
delivering them to the SB. If there is an error in the transformation phase, then 
retrieves the missing data based on the existing message. 

• Monitoring and Management are mechanisms for easy monitoring the 
performance and controlling the runtime execution of the message flows. Moreover, 
provides auditing mechanisms so as to be high performing and reliable [9]. 

• Security in TSB involves authentication, authorization and encryption or 
decryption functionality both into incoming and outgoing messages so as to prevent 
malicious use and handles messages in a fully secure manner [9]. 

2.5 SB Functionality 

The key functionality of the SB is to process a received message from TSB and 
interact with SR so as to find, bind and invoke services and finally integrate, 
orchestrate the response of the message and forward it to the TSB. SB includes the 
following key functions similarly to the functionalities mentioned in section 2.3: 

• Service Interaction: SB contains interfaces (APIs) to enable interaction and 
communication directly with the applications and services from 3rd party providers 
and supports standards for web service communication (e.g. SOAP, WSDL, etc). 
Moreover, Java Message Service (JMS) API and the J2EE Connector Architecture 
(JCA) are implemented for integration between application servers and message 
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oriented middleware (MOM) [9]. Finally, are supported underlying protocols and 
communication mechanisms such as TCP, HTTP, SMTP, FTP, JBI, POP3, etc. 

• Service Integration: The SB negotiates and enforces policies among service 
providers to guarantee secure service invocation. 

• Service Orchestration: The received responses from the providers are 
processed using Business Process Execution Language (BPEL) and then integrated 
into a unified message with a common format so as to be invoked by the end user of 
the service. 

• Service Security: Handles access control and authentication for messaging 
TSB and services provided by 3rd party providers. Moreover, encrypts and decrypts 
the content of messages preventing malicious interventions. 

• Service Management: SB provides auditing facilities for monitoring the 
process execution and integration scenario. 

3 Architecture of the Proposed IBP 

In this section, according to the IBP functionality mentioned above, we analyze the 
architecture and Functional Entities (FEs) of the TSB and SB that compose IBP. It 
should be mentioned that all the Enablers and 3rd party providers are registered to the 
IBP so as to be widely accessible. Moreover, we consider that the monitoring, 
auditing and administrating mechanisms operate parallel with the TSB and SB FEs. 

3.1 TSB Architectures and FEs 

TSB roots the messages “onward towards to the intended recipients” by the means of 
the functional entities of the architecture that is presented in Figure 3. 

TSB contains unique endpoints for the inbound and the outbound messages. 
Whenever messages either from Enablers or message responses from SB and SR 
trigger the TSB, the Inbound endpoint activates the Listener (step 1). Listener is 
permanently ‘alive’ and ready to accept messages. As soon as it receives a message it 
checks: (a) the validity of the message and the users’ capabilities and (b) the available 
resources of TSB by the means of a filter and the central data store. If the incoming 
message is not certified as valid, the sender of the message is properly informed about 
the cause of failure and the actions to be performed to restart the session. 

Listener automatically forwards the message to the TSB central data store (step 2). 
TSB central data store contains: (a) temporarily the incoming message for security 
and recovery purposes until the session is released/completed, (b)temporarily 
information about the users’ capabilities and provide a Single-Sign-On ticket [2, 7] to 
be always connected, (c) rules for message translation and conversion and (d) ‘traces’ 
from the originated and delivered messages. The available resources of all FEs of 
TSB architecture are also registered in this data store. Moreover, Listener forwards 
the incoming message to a filter for validation (step 3). Since the message is validated 
and certificated, then the Message Creator (step 4) constructs the envelope for the 
message transition using identifying and structuring mechanisms. The enhanced 
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message is composed of the envelope and the originated message. This enhanced 
message is forwarded into a message queue (step 5). The Message Processor gets the 
messages from the message queue (step 6), analyzes their envelope to identify the 
transition / transformation / conversion conditions and implements the necessary 
reformatting (syntactic level) and translation (semantic level) to the payload of the 
message using the information that is provided by the central data store. After 
structuring the new message it puts it to the queue of one of the available message 
stores of TSB (step 7). If the structuring of the new message cannot be completed due 
to the lack of some information into the payload of the message, then the ‘trace’ and 
the prior registered information from the TSB central data store are used to re-process 
the message (error handling) (step 8). Additionally, the Message Allocator interacts 
with a filter to certify the validity of the message derived from the message stores 
using the information that is provided by the central data store (step 9). In the case of 
a failure the TSB central data store is properly updated and a new session is started by 
the Listener (step 10). Finally, the Outbound message is delivered to the final 
recipient(s) by the Router that ‘reads’ the envelope to define the end-destination(s) 
and if necessary, it divides or multiply the payload of the message based on the 
conditions of transition (step 11). 
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Fig. 3. TSB architecture 

During the entire communication an auditing mechanism is enabled. For each 
process the exact time details (timestamps), successful and failued attempts are 
marked to monitor the performance, the effectiveness and the quality of the provided 
service. 

3.2 SB Architectures and FEs 

The architecture of SB follows the design of TSB architecture, since both of them are 
brokers and there are similar requirements for message administration (Figure 4). 
Respectively to TSB architecture, SB architecture contains a SB data store that keeps 
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information about the APIs that are used for the interaction with the 3rd party 
providers and some policy aspects so as to provide an effective communication and 
ensure a secure invocation of the services provided by 3rd party providers. 
 
 

 

Fig. 4. SB architecture 

Whenever a message triggers the TSB endpoint of SB, a session between the TSB 
and SB is activated (step 1). The inbound message from TSB endpoint is validated 
through a filter (step 2). The filter enforces some authentication and message validity 
control mechanisms using the information that is registered to the SB data store and 
puts the message to the queue of a message store (step 3). For the supervision of the 
entire communication a copy of the originated message is filed also to the SB data 
store (step 4). Then, the Message Processor gets the stored message from the queue 
and reads its content. The content of the message provides information about  
the required service of the end- user. For the efficient routing of the message into the 
appropriate service providers, the SB must communicate with the SR so as to find the 
most appropriate service for the end-user’s request. For this reason, Message 
Processor sends back to TSB a request in order to activate/ trigger SR. SR is activated 
by the TSB, finds the appropriate service(s) and sends a response back to the TSB that 
gathers the message from SR with the service’s URL and API(s). TSB forwards this 
message to the Message Processor following the above analyzed steps 1-5. Since 
Message Processor has successfully analyzed the content of the initial message, then 
through a structuring mechanism enhances the analyzed content with API information 
and the enhanced messages will continue to be delivered to the 3rd party providers 
(step 5). These messages are forwarded to the Splitter (step 6). In the real world, a 
received message is most of the times a complex process which is composed of many 
sub-processes for finding and binding more than one service from different service 
providers. The Splitter shares these messages simultaneously to the appropriate 
service providers so as to bind the appropriate service for the end-user (step 7). 
interaction with the 3rd party providers is provided through a unique 3rd party 
provider’s endpoint (step 8). The inbound responses are filtered and checked for the 
validity of the messages retrieving the necessary information from the SB data store 
(step 9). The valid messages are put to the queue of a message store (step 10). 
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Moreover, The Message Aggregator processes the received messages using the BPEL 
and then it integrates them to a unified message (step 11), which is forwarded to TSB 
endpoint and finally to the TSB for continuing the session with the service applicant 
(step 12). 

4 Implementation of the Proposed IBP 

Today, in the market field there is available a variety of different ESB products such 
as Oracle ESB, JBOSS, OpenESB, MuleSoft ESB- MuleESB, and other [10, 11, 12, 
13,]. Our IBP architecture is based on open standards and provides integration 
independent from the software products what will be used for implementing either the 
TSB or the SB. For this reason, we selected from a list of open source ESB software 
products [12, 13], the MuleESB [14] for a prototype implementation. The MuleESB is 
a very famous and not commercial product that supports a wide variety of transport 
protocols, data transformation, data formats, programming languages, web services, 
cloud connectors and security mechanisms. Moreover, according to Z. Siddiqui et al 
[15] analysis based on Analytical Hierarchy Process (AHP), MuleESB is more 
preferable, information secure, high available and interoperable in contrast to 
FuseESB. In contrast with the JBoss [16], MuleESB’s performance in a typical 
message routing without business logic was 3 times faster. 

The proposed IBP has been implemented as prototype to provide medical 
personalized services and its pilot operation performed into the laboratory. For the 
exchanged messages the HL7 v2.x and HL7 v3 standards were applied and for the 
implementation of them the NeoTool Library was used. The engines of IBP that 
provide the messaging, the routing and the translation / conversion mechanisms were 
implemented as independent Java modules using the Eclipse IDE that is a platform 
compatible with the MuleESB. 

For evaluating the prototype implementation a simple communication scenario was 
built utilizing already developed Medical Information Systems (MISs). In this 
scenario, we consider that the tele-healthcare service used by the physician is 
authorized to receive data from a MIS provided that the two systems ought to satisfy 
and fulfill the appropriate policy agreements and Service Level Agreements (SLAs). 
In this case study, we also consider that the doctor’s application is a telemedicine 
service using the HL7 v.2.0 for the message administration and transformation. In the 
same time the MIS is an EHR system that applies the HL7 v.3.0 standard for the 
organization, administration and transmission of messages. 

In the pilot operation, the IBP platform is triggered by the physician’s application/ 
enabler to retrieve data (e.g. user’s profile and laboratory exams) stored in an EHR (of 
the ‘healthcare center’ where the patient has been hospitalized). The IBP receives a 
message/ request for data retrieval, the Listener of TSB is automatically activated and 
the whole service recovery process in collaboration to the SB (analyzed in section 3) 
takes place. The SB authorizes, authenticates and validates doctor’s access for this 
request. Since SB identifies the physician’s privileges, then sends via the IBP a 
request to trigger the appropriate EHR’s units, retrieves, collects and sends the 
requested on demand data to the physician. 
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To monitor the whole process and evaluate the response time of the IBP, a logging 
service (auditing service) was implemented, which is activated during the entire 
communication and messages transformation / exchange creating log files with all the 
necessary information regarding: successful or non - execution of the message 
processing and transmission from one system to the other, the response times of IBP 
and the overall time of the session (from receiving the original message to return the 
requested data). 

These parameters were the base for the extraction of statistical and evaluation of 
quality factors for the developed IBP, according to the ISO 9126 model’s 
characteristics [17] that regard the Functionality, the Reliability and the Efficiency. 
The results for these three factors are presented in the following diagrams and the 
Table includes the relative logged measures. 

Table 1. Logged evaluation parameters of IBP 

Evaluation parameters Measureme
nts 

Statistical 

Set 1: Number of transgerred 
messages 

(messages)  

Messages originally sent 616 - - 

Delivered & acknowledged 
messages 

606 98.38% 
1.62

% 

Rejected by filters 7 1.14% 
98.8

6% 

Resent (delivered / not)  134 99.26% 
0.74

% 

Set 2: Times and delays  (sec)  

Memory queuing time 1.7 - - 

Resending delay 2.1 - - 

Total transferring time 24 - - 

Total completing session time 48 - - 

Set 3: Sessions through IBP (sessions)  

Attempted sessions 388 - - 

Complete TSB-SB sessions  383 98.71% 
1.29

% 

Complete MIS-IBP sessions  381 98.20% 
1.80

% 

Complete transfers of messages 380 97.94% 
2.06

% 
    

 
By analyzing the results of this process, it came out that the IBP achieves to satisfy 

this specific and simple communication by finalizing successfully all the processes for 
message transformation and elaboration, even though the response times remain in 
tolerated, but not in satisfactory levels. This arises the need for optimization the 
modules of IBP that implement the message processing concerning the algorithms 
that they use and the lack of parallel processors that share the message traffic. 
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From the whole process of implementation and the pilot operation of the IBP, it 
was validated that for the communication of the external systems no alteration is 
needed as regards the end-user services that these provide. 

Meaning that, the architecture and the communication models provided and 
supported by the IBP do not interfere at all to the harmonious operation of the existing 
systems and no effort is needed for the integration of IBP to already applied business 
models into a healthcare organization. 

 

 

 

 

Fig. 5. IBP quality factors 
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5 Conclusion 

This paper proposes an open IBP architecture for the eHealth domain. We analyzed 
thoroughly the architecture and the functionality of each of the core brokering 
components (TSB and SB) for message and service delivery purposes. In order to 
clarify the potential role of the IBP architecture in the real world for personalized and 
mobile services, we described analytically the message and service delivery processes 
that provide location transparency and are aware of contexts. Finally a prototype was 
implemented using an open source, non commercial software product, the MuleESB. 

For future work, we plan to study the performance of the IBP, evaluating the IBP’s 
behavior in real world. This real world IBP environment will be consisted of more 
than four autonomous and independent brokers such as context broker that will 
enhance the functionality of IBP with advanced personalized features. 
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Abstract. Nowadays, the personalization in ubiquitous healthcare is of utmost 
importance for enabling the provision of services tailored to the patient’s needs 
and interests. The personalization of the ubiquitous healthcare services is based 
on the profiles of the entities participating in these services. Such an application 
is the dynamic creation of the group of the entities that is formed to deliver the 
healthcare service to the patient. In this paper, we propose an approach for 
achieving creation of group profiles in a ubiquitous healthcare environment 
applying the Analytic Hierarchy Process. 

Keywords: ubiquitous healthcare, group profile management, analytic 
hierarchy process. 

1 Introduction 

Nowadays, ubiquitous healthcare (UH) plays a major role in the patient-centric model 
since it requires the provision of healthcare to anyone, anytime and anywhere without 
limitations on time and location. Thus, UH services are designed having the patient as 
the core entity. The patient not anymore passively receives the healthcare service, but 
participates dynamically in service deployment and provision. The different states of 
the patient’s health condition lead to different treatment schemes. The entities that are 
involved in these schemes should be dynamically organized per case in order to form 
the group that will deliver the UH service. To achieve such personalization in UH 
services, the existence of the profile for all the participating entities is required as well 
as the creation of a group profile. 

In this paper, we carry on our work from [1], in which a group profile management 
system for UH environment is presented. In particular, we propose an approach for 
achieving creation of group profiles in a UH environment applying the Analytic 
Hierarchy Process (AHP) [2].  

Following the introduction, this paper is organized as follows. In Section 2, related 
work to the group profile management in UH as well as to applications of AHP in UH is 
presented. In Section 3, the proposed approach for implementation of the group profile 
creation mechanism is presented. In section 4, a scenario of the implementation of the 
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analytic hierarchy process in the group profile creation in UH environment is deployed 
and then the scenario is evaluated. Finally, Section 5 concludes the paper and discusses 
the future work. 

2 Related Work 

2.1 Group Profile Management in Ubiquitous Healthcare 

The work in [1] introduces a Group Profile Management System in a UH 
environment. The proposed system integrates the following four mechanisms: the 
Event Handler, the Role Assignment, the Group Profile Creation and the Group 
Profile Update that are responsible for the dynamic creation of the group profile and 
its management. It is considered that a UH environment is composed by UH entities 
with the patient being in the center.  

Each of the participating entities in the UH environment has a profile. The state of 
the patient’s health condition is the inception for a UH service to be delivered. At a 
time, the patient’s healthcare condition can be in only one state. At each state, certain 
UH services are provided to the patient by certain entities. For the provision of such 
services, the determination of the entities that will participate to form dynamically the 
group is of great importance. For that reason, the group profile integrates two main 
types of information; the roles and the rules. The roles correspond to the participating 
entities that are essential for each group in order to accomplish the overall tasks. The 
group consists of entities with discrete roles in the provision of the UH service. The 
rules are statements required for the selection of the appropriate entities.  

2.2 Analytic Hierarchy Process in Healthcare 

AHP, proposed by Saaty [2], is a structured technique for organizing and analyzing 
complex decisions. It is used with success in a wide variety of decision situations, in 
many different fields such as everyday life issues [3], socio-economic planning 
sciences [4], military [5] and resource allocation and management [6]. AHP has also 
been applied in healthcare for solving multi-attribute decision making problems.  

The work [7] deals with strategic enterprise resource planning (ERP) in a health-
care system using a multi-criteria decision-making (MCDM) model. The model is 
developed and analyzed on the basis of the data obtained from a leading patient-
oriented provider of health-care services in Korea. Goal criteria and priorities are 
identified and established via the AHP. 

DIABRA (DIABetes Risk Assessment) [8] is a knowledge-based expert system 
developed to aid individuals to assess their chance for getting Type 2 diabetes. The 
system core is a quantitative model, implemented by AHP mechanism, to evaluate the 
developed scenarios. The acquired knowledge as scenarios are scored by AHP 
mechanism and represented in the DIABRA. The validation results show the expert 
system gives a highly satisfactory performance when compared to human experts. 

This work [9] showed how the AHP decision support technique can be applied to 
clinical engineering health technology assessment projects. AHP provides a structured 
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method of organizing and documenting the decision process and takes into 
consideration the many tradeoffs that exist between alternate choices. When an AHP 
model is properly designed and implemented, it facilitates interdepartmental and 
interdisciplinary communication and results in a decision support tool that represents 
a consensus model. The AHP model can then be used to compare health technology 
alternatives and delivers a composite score for each alternative that identifies the best 
choice. AHP produces a clinical engineering decision support tool for the hospital that 
identifies the best technology alternative for their specific need. 

The work [10] examines clinical laboratory and pharmacy deliveries in middle to 
large size hospitals, in order to evaluate whether or not a fleet of mobile robots can 
replace a traditional human-based delivery system. The complexity of the problem 
derives from its multi-objective character, since several, often contrasting factors 
must be taken under consideration. The Analytic Hierarchy Process was used to build 
a decision problem that synthesized economic and technical performance as well as 
social, human and environmental factors. This research provides a methodology to 
approach automation introduction evaluation in a hospital environment.  

The objective of the work [11] is to introduce the AHP as a preference elicitation 
method in health technology assessment (HTA). Patient involvement is widely 
acknowledged to be a valuable component in HTA and healthcare decision making. 
However, quantitative approaches to ascertain patients' preferences for treatment 
endpoints are not yet established. It is concluded that AHP can be used in HTA to 
give a quantitative dimension to patients' preferences for treatment endpoints. 

The objective of the work [12] is to illustrate how the AHP can be used to promote 
shared decision-making and enhance clinician–patient communication. The AHP 
promotes shared decision-making by creating a framework that is used to define the 
decision, summarize the information available, prioritize information needs, elicit 
preferences and values, and foster meaningful communication among decision 
stakeholders. AHP is a well-developed method that provides a practical approach for 
improving patient–provider communication, clinical decision-making, and the quality 
of patient care in these situations. 

3 Proposed Approach for Implementation of the Group Profile 
Creation Mechanism 

As we proposed in [1], the group profile creation mechanism is used for the creation of 
the required group profile based on the current patient’s health condition. To determine 
each of the participating entities of the group profile, we propose the use of the AHP. 

To select the appropriate entity is a complex decision since many criteria should be 
taken into consideration. These criteria are related to the participating entities in the 
group profile with the patient being the center of the provisioned UH services. For 
instance, two criteria may be the availability of the potential participating entities and 
the patient’s preference on the potential participating entities. 

The potential participating entities that can be assigned to a role are called 
alternatives. Based on the criteria, the alternatives will be ranked in order to be 
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selected the alternative with the highest priority. AHP is used to determine the entity 
that will eventually participate in the group profile. The AHP is a method consisting 
of the following four concrete steps. 

In the first step, to select the participating entity that will participate in the group 
profile, we define the goal, the criteria and the alternatives which are structured in a 
hierarchy as depicted in Fig. 1. The goal which is the selection of the appropriate 
entity is in the top level of the hierarchy. The criteria which contribute to the goal are 
in the middle level, and the alternative participating entities, who are to be evaluated 
in terms of the criteria, are in the bottom level of the hierarchy. 

 

 

Fig. 1. Principal hierarchical structure 

In the second step, according to the AHP process the criteria are constructed as a 
set of pairwise comparison judgments in a reciprocal matrix i.e. aji=1/aij, aii=ajj=1. For 
this comparison, a scale of numbers (1-9), which is validated for effectiveness, is 
used. That scale indicates how many times more important or dominant one criterion 
is over another criterion with respect to the criterion to which is compared. The result 
of this process is the Relative Value Vector (RVV) which is the principal eigenvector 
of the matrix. The RVV gives the relative priority of the criteria measured on a ratio 
scale i.e. which criteria have the highest priority with a ratio of influence. 

In the third step, the alternatives (bottom level of the hierarchy) are compared in 
pairwise with respect to how much better one is than the other for the satisfaction of 
each criterion defined in the middle level. The judgments of the matrices depend on 
the characteristics of the alternatives with regard to each of the criteria. The process 
results to the Local Value Vector (LVV) that gives the local priorities of the 
alternatives on a ratio scale. 

To deduce the objectiveness of the judgments in the above matrices, the 
consistency ratio (CR) is checked when each matrix is constructed. The CR should 
range between 0 and 0.1 in order the matrix to be consistent. To have a final selection 
of a participating entity that has not been determined randomly, the CR should not 
exceed the upper limit in all matrices. 

The result of the fourth step is the desired vector of the alternatives from which it is 
deduced the participating entity that will be eventually chosen. This vector is called 
Global Value Vector (GVV).and is calculated by the following process: a) the LVV 
of all the alternatives with respect to each of the criteria is laid out in a matrix, b) each 
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column of these vectors is multiplied by the RVV that shows the priority of the 
corresponding criterion and c) each row is added across. This process is given by the 
following formula: 

GVV = RVV X LVV (1)

4 Implementation and Evaluation 

4.1 Scenario 

We consider that the current patient’s health condition is the emergency state and the 
patient requires a specific healthcare service. For the provision of this service, the 
roles that are essential for the group creation are the role of a doctor and the role of a 
relative. Thus, two different decisions should be made for the group creation. The first 
one is related to the selection of the most suitable doctor and the second one is 
associated with the selection of the appropriate relative. In our scenario, the selection 
of the doctor is analyzed in details below. 

Initially, the criteria that will determine this decision are defined. From the 
patient’s perspective, it is important to be treated by a preferred doctor. For that 
reason, as we presented in [1], the patient has already defined in his profile a 
catalogue with the potential participating entities for each role of the group profile 
that he would prefer to participate in his treatment. In this catalogue, the preferred 
doctors for his treatment are also defined. In this scenario, in the patient’s profile 
there are five potential doctors ranked according to his preferences. Another criterion 
is the location of the potential participating entity (e.g. doctor). When the doctor is 
closer to him, the patient may feel safer. From the doctor’s perspective, an important 
criterion is his availability as well as the capabilities of his devices that determine the 
quality of the provided healthcare service.  

In Fig. 2, it is depicted the scenario structured in a hierarchy. The selection of the 
appropriate doctor is the goal, the five doctors are the alternatives, and the criteria for 
evaluating these alternatives are four. 

 

Fig. 2. Scenario analyzed in a hierarchical structure 
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To apply the AHP in group profile creation we consider that the five potential 
doctors that exist in the patient’s profile have the following characteristics at the time 
of the decision. 

Doctor 1 is on a private examination far from the patient, carrying only his mobile 
phone of poor capabilities. In the patient’s profile, Doctor 1 is designated as the first 
choice because he is the doctor that formally treats him. 

Doctor 2 is at his house which is in the same neighborhood with the patient. 
However, he has set himself available for offering healthcare service only if needed. 
He is carrying a mobile phone of new generation. In the patient’s profile, Doctor 2 is 
designated as the second choice for being selected. 

Doctor 3 has just walked away from a private examination carrying with him the 
PDA. He is located close to the patient's house. Therefore, he is totally available for 
offering his healthcare services, if needed. Moreover, he is ranked as the third 
preferred selection in the patient’s profile. 

Doctor 4 is at his office which is very close to patient's house. Non-having 
examinations and sitting in front of his desktop, he can offer his healthcare services. 
However, he is set nearly on the bottom of the patient’s preferences, as he is non-
aware of patient's medical history but he had examined the patient in the past. 

Doctor 5 is on duty at the hospital far from the patient’s location carrying his PDA. 
He is designated as the last preferred option in the patient’s profile. 

4.2 Evaluation 

Based on the above scenario, we run the decision making algorithm to select the 
appropriate participating entity in the UH group profile. Inspired by AHP method, we 
applied this algorithm for the selection of the one of the five doctors that will participate 
in the group profile. The results from the simulation are presented in this section. 

The pairwise comparison matrix for the criteria with respect to the goal is depicted 
in Fig. 3. Comparing the criteria on the left with the criteria on the top as to their 
importance, it emerges that the patient’s preference has the highest priority with 
55,34% of the influence. The CR is 0.071. 

 

 

Fig. 3. Pairwise comparison matrix of the criteria 

There are four 5 X 5 matrices of judgments since there are four criteria in the 
second level, and 5 doctors to be pairwise compared for each criterion. These pairwise 
comparison matrices for the alternatives with respect to each one of the criteria are 
depicted in Fig. 4. 
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Fig. 4. Pairwise comparison matrix for the alternatives with respect to each of the criteria 

The desired Global Value Vector of the alternatives is depicted in Fig. 5. 
 

 
Fig. 5. Priority ranking of the alternatives 

Observing the resulted GVV, Doctor 1 has the largest priority to be selected to 
participate in the group. This selection is also the most desirable with respect to the 
patient’s preferences (the highest priority criterion). Doctor 3 is the second choice to 
participate in the group even if he was not declared as the second choice in the profile. 
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5 Conclusion and Future Work 

In this paper, we have proposed an approach for achieving the creation of group 
profiles in a UH environment applying the AHP. The results indicate that AHP leads 
to an optimal selection of the participating entity taking into account all the required 
criteria. As future work, we intend to customize the AHP in order to optimize its 
performance for group profile creation in a UH environment. The integration of the 
customized AHP in the group profile creation process will lead to a more efficient 
health delivery process. 
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Abstract. Application of mobile devices in healthcare is a pervasive way how 
to asses patient health status. Adding just another data source to overwhelmed 
physician requires technologies for their effective processing. Despite the fact 
that the problem of extracting clinical information from free-text health reports 
for computerized applications or for decision support systems is a lot discussed 
issue, it is still complicated and unresolved question. In general Natural 
language processing (NLP) systems are implemented to solve the task. 
However NLP system works only for relatively narrow clinical domains 
because the format of the language used in the reports is not standardized and 
the reports vary depending on the domain. We describe methodology suggested 
for extracting structured data from EHR focusing especially on EHR in Slovak 
language. Further, we discuss problems concerning a task of extracting required 
data from free-text health reports. In the conclusion we present test results and 
possible implementations.  

Keywords: Natural language processing, NLP, health reports, structured data, 
telemedicine.  

1 Introduction 

Increasing healthcare costs and shortage of physicians pave the road for new 
technologies to enter the healthcare sector. Although mHealth is around for some time, 
wide spread of mobile WWAN/ WLAN networks and cost effective wireless sensor 
equipment enable real pervasiveness of mobile health. This provides reliable and cost 
effective access for patients and physicians to health monitoring, data collection, 
delivery and support of health information, diagnosis and treatments, research and 
education. In this paper we would like to emphasize more on what happens “behind the 
curtain” i.e. when data are collected and stored. We believe that adding another data 
source to fill up data storage will not improve the quality of information or bring 
knowledge to support physician in his daily routine. Not all data collected by mHealth 
solution are structured. For example in case of self-management of diabetes [1], besides 
creating the structured data related to glycemia measurements and other relevant data, 
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patient can also create custom notes of unstructured text. These notes include 
observations about patient’s general health with specific symptoms (in case of infection) 
or comments related to diabetes (hypoglycemia during the night). It would be interesting 
to incorporate methods for analyses of free-text in electronic health records (EHR) as 
part of mHealth solution related to data processing [2]. Data from EHR can be used also 
for provision of clinical decision support services. The unstructured content of patient's 
reports stored in EHR  represents a rich source of data. Therefore it becomes a major 
bottleneck hindering widespread deployment of effective clinical applications because it 
is difficult, if not impossible, to access the textual information reliably by computerized 
processes [3]. For solving this problem different Natural language processing (NLP) 
systems were developed. A NLP-based approach has been applied for a variety of 
problems. These include identifying patient cohorts, reporting of diseases, syndrome 
surveillance, diagnostic classification, identifying co-morbidities, medication event 
extraction, adverse event detection, identification of postoperative complications, and 
disease management [8].  

The paper focuses on describing the problems that are related to the processing of 
unstructured text contained in medical records taking into account various possible forms 
of the records defined for example by particular writing style of a physician. Aim of the 
presented work is to highlight design of the whole process of obtaining structured 
information from unstructured documents. Being aware of the particularities of Slovak 
language, we tried to describe all particular phases of the whole extracting process in 
detail. Sections 1.1 and 1.2 describe the existing work and specific problems, in section 2 
we focus on suggested methodology, and in the section 3 related to conclusion we 
discuss the advances and shortcomings of the presented methodology.  

1.1 Related Works 

The related works can be divided into those where the text parser for concrete task in 
clinical area is described and those which deal with the text parser for general solution 
searching approaches. Friedman [3] analyzes semantic methods that map narrative 
patient information to a structured coded form. In [4] challenges are discussed related to 
processing of clinical reports like performance, availability and confidentiality of 
clinical texts, intra- and inter-operability. Other works concentrate more on 
development of accurate decision support system and free-text processor for extracting 
required information from reports. For example Aronsky et al [5] has demonstrated the 
development of accurate clinical decision support system (CDSS) for diagnosing 
pneumonia that utilized a free-text processor for pneumonia reports. Demner-Fushman 
et al [6] have discussed the potential of NLP to enhance CDSS. Dupuis et al [7] recently 
constructed a free-text parser to identify abnormal Pap reports. In [8] authors claim that 
the application of NLP for clinical decision support has been deferred, possibly because 
of the requirement for a high accuracy.  

1.2 Specific Problems in NLP Systems 

The main known problems which occur during application of NLP systems for 
extracting structures and codification of clinical information from the health reports 
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are already described in [3]. It includes expressiveness, heterogeneous formats, 
abbreviated text, interpreting of clinical information, rare events. Also, physicians use 
their own special terms and abbreviations, so each report can have different terms, 
depending on an author (physician). Taking into account these problems we would 
like to present a design of a theoretical model for extraction of clinical structured 
information for medical application. Our target is to map the extracted information for 
a controlled vocabulary and for a standard domain representational model. The 
representational model of medical language is essential for interpreting the underlying 
meaning of clinical information in the reports and relations among the information. 
Creating such model is a demanding task already. Moreover, mapping of extracted 
terms from the health reports for that model is even more challenging. 

2 Methodology 

Core NLP system usually uses syntax and semantics analysis for achieving the correct 
result. Syntactic analysis determines the structure of a sentence and the relationships 
among the words in the sentence. Semantic analysis is a process that determines what 
words and phrases in the text are clinically relevant, and determines their semantic 
relations. An important requirement of semantic analysis is a semantic model of the 
domain or ontology [3]. The NLP system usually has components for morphological 
analysis, lexical look up, syntactic analysis, semantic analysis and encoding, still 
many variations are possible. More about these components can be found in [9]. For 
our purpose of extracting clinical information from various kinds of reports we have 
created our own methodology which deals with problems mentioned in previous 
section. The methodology consists of two phases, the preparation phase and  the 
processing phase.  

The preparation phase has the following activities: 1. Morphological analysis – 
(lematization); 2. Creating a list of words used in reports; 3. Lematizator completion; 
4. Manual division of reports into logical sections; 5. Training the machine learning 
algorithm; 6. Obtaining required information from logical section into defined 
structure.  

The processing phase consists of the following activities: 1. Lemmatization of a 
report; 2. Division of report into sections; 3. Encoding the required information to 
defined structure.  

Further we describe all the activities in more detail for better understanding.  

2.1 Preparation Phase 

Preparation phase is necessary to avoid the previously mentioned problems for NLP 
systems and to adapt the system to real situation. It can be achieved by text 
normalization in reports. The medical reports are frequently written in technical 
language using loan words and their derivations, even in neologisms. Some 
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physicians use their own special terms or abbreviations. Therefore, it is required to 
figure out a way to include these words in the process of lemmatization or, in case of 
abbreviations, to translate the words into their original form. To break up the original 
words in a text to their canonical forms in Slovak language we used lematizator called 
Morphonary [12]. Morphonary works with three dictionaries - Dictionary of 
Foreign/Derived Words (Slovník cudzích slov- SCS), Dictionary of the Slovak 
Language (Slovník slovenského jazyka- SSJ) and the Declined Words Dictionary. 
SCS contains about 60,000 words in the base form, SSJ two times more. The key 
vocabulary in this methodology is the Declined Words (DW) Dictionary. This 
dictionary contains 1730 words in the base form, as well as their all declined 
(inflected) forms. This dictionary is composed from a selection of such terms and 
words that make the best representation within variability of declined forms of words. 
In this dictionary there are pairs of words "basic form - declined form”. During 
preparation phase we configured all components for reports from department of 
internal medicine taking into account text formats, sections format and specific words.  

In the preparation phase we make lemmatization [12] of chosen number of reports 
using Morphonary and DW dictionary with default words. It is required in the process 
of examination of the list of the most common words in the reports. In the list we can 
find special medical terms or physicians own custom expressions, abbreviated text 
and words not included in our dictionary and therefore not corrected during 
lemmatization. In cooperation with medical staff we tried to find the real meaning of 
the words or abbreviated text. Then, during the lemmatization completion activity, we 
created a new pair in the Declined Words Dictionary. For example, if doctors used the 
abbreviation "pcnt" rather than the “patient”, we have added to the DW dictionary 
pair "pcnt - patient". Then during lemmatization process this atypical shortcut is 
replaced with usual word "patient". Also we divided the report into logical sections 
manually in a chosen number of reports to enable training of the machine learning 
algorithm. As a last activity in this phase we choose an algorithm for  obtaining 
required information from report into defined  structure.  

Creating a list of words used in reports - We examined the lemmatized texts 
using the application RapidMiner 1 and have created a list of the most common words. 
To obtain a list of words (wordlist) of selected documents we have used procedure 
including pre-processing, text tokenization and removing stop-words. Wordlist 
conveys the desired list of words. Therefore we removed the common words with the 
aid of dictionary of stop words. This provides the list of words and abbreviations that 
are specific to the reports and they should be identified and included into the DW 
dictionary.  

Manual division of reports into logical sections - Logical section can be 
understood as part of a report describing the relevant topic, e.g. anamnesis, 
medications, laboratory results, diagnosis, etc. It can consist of several paragraphs (or 
vice versa).  

Division of a report to its logical sections is necessary to provide correct data for 
machine learning algorithm. Usually logical section of a report can be generally 

                                                           
1 http://rapid-i.com/content/view/181/190/ 
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recognized but sometimes it must be discussed with the specialist who created the 
report. The first step is to split the text into paragraphs according to the written 
arrangement (usually defined by the writing style of a physician) of a document. It is 
based on the assumption that physician is also dividing text into paragraphs during 
creation of the patient’s report.  

During analysis of the available documents (approximately 3000 reports), in many 
cases text was structured into different paragraphs, although the unit has the same 
semantic part (logical section). To structure the parts of the texts in such documents 
doctor leaves out a line for each paragraph. Based on these findings, we implemented 
in the application the possibility of dividing a document according to paragraphs or 
left out lines. For the case of our reports we have divided paragraphs into nine 
sections: 1. Doctors' names, outpatient facilities; 2. Objective examinations and 
laboratory testing; 3. Medications, therapy; 4. Recommendations, conclusions; 5.  
Epicrisis; 6. ID code of physician and specialization; 7. Subjective problems; 8. 
Meaningless characters; 9. mixture of various categories.  

Training the machine learning algorithm - This training is essential for the 
algorithm in categorization while performing supervised learning. The task is to train  
the algorithm for each kind of reports for its specific logical sections. Therefore, for 
the purposes of training data, only manually divided logical sections from the 
previous activity were used. For logical structure of our reports (divided into 9 
sections as mentioned above), the most suitable was naive Bayes classifier.  

Obtaining required information from logical section into defined structure - 
This part of the process requires defining the information and terms from the logical 
sections of the individual medical records and finding suitable methods for their 
accurate identification.  It is usually not easy to decide on the right approach for 
solving this type of task. As we mentioned above we can use syntax tools or tools 
based on semantic analysis. But semantic approaches, while more precise, are subject 
to poorer coverage than syntax approaches [10]. Therefore in many cases the balanced 
approaches are used. Balanced approaches utilize more equal amounts of syntax and 
semantic processing. First comes the syntax processing and then the semantic analysis 
is applied to eliminate incorrect syntactic parse trees and to further identify domain 
words. Despite measures such as dividing into section it is necessary to use more 
advanced methods for correct identification of expression. The rule base may vary for 
each term and it is not possible to establish a general procedure.  Therefore solutions 
need to be found for each term individually. The next necessary step is setting up the 
system that receives and manages to save those terms. In some cases, to correctly 
recognize them it is essential to use semantic analysis and create ontology. For 
example, in our case we configured the system for identification of drugs, blood 
pressure, and diagnosis. More complex structures for drugs were created that 
contained the name, dosage and prescribed quantity. Our rule base for obtaining 
structured information was developed and tested using the corpus of 3 000 test reports 
from department of internal medicine. We can see the example of identified structure 
related to drug data in report (Fig. 1)  and the identified and filled structure of blood 
pressure on Fig. 2. 
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Fig. 1. Identified the structure of drugs 

2.2 The Processing Phase   

The processing phase has following activities: lemmatization of report, division of 
report into sections and encoding a particular phrase to relevant structure.  

Lemmatization of report - For lemmatization we have used the DW dictionary 
prepared in preparation phase, so we can eliminate the problem of ambiguous 
abbreviations and specific medical terms in the given type of reports.  

Division of the report into sections - For division we have used the chosen 
machine learning algorithm from preparation phase. The output is stored in text files  
which are systematically labeled by index number of the paragraphs in the original 
document. This ensures the possibility to re-stack the original document. Thanks to 
this extension we have solved the problem of heterogeneous report format and also 
this helps us to deal better with expressiveness-and interpreting clinical information.  

 
 

 

Fig. 2. Filled structure for blood pressure 
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Encoding the required information to defined structure - This was the last 
activity, where we have searched for specified information and filled them into 
desired structure for each logical section separately. We have used rule bases created 
in the preparation phase for processing of each logical section. Example of encoded 
particular phrase to a relevant structure is shown on Fig. 2.  

3 Conclusion 

The whole process is more complex in the final realization and it depends on many  
conditions. The main distinguishing factor is the purpose for which the information is 
gained, whether it is a single-purposed application based on a decision support system 
or whether the information must be available for different applications. In the latter 
case it is important to achieve the maximal re usability of data with respect to existing 
standards (e.g. archetypes). Importance of the whole methodology does not lie in the 
design of the process phase, but in the design of methodology of the preparation 
phase. The process stage is very simple. Lematize report and divide it into sections 
using selected and pre-configured techniques to store information to designated 
structures which can be used by other applications and systems. In the preparation 
phase the primary task is the setting up of lematizator. The new idea is using 
lemmatization process and Morphonary DW dictionary for Slovak language to 
translate and map the unknown words and the clinically relevant terms to well defined 
concepts in a controlled vocabulary (such as the known clinical healthcare 
terminology vocabularies like UMLS, ICD-9 or SNOMED) and to the original form 
of words. Also, new approach is represented in use of wordlist and stop words 
dictionary to filter familiar words which support easier identification of special 
unknown terms, completion of abbreviations and terms unknown to lematizator. The 
setting of the method for dividing paragraphs into given optional sections will extend 
to exploration and testing of different methods for text categorization and testing their 
effectiveness for the type of records. For finding and correct recognition of clinical 
information and inserting a particular phrase to a relevant structure (e.g. standard 
archetypes), syntactic and semantic analysis is used. The creation of such systems is 
also not a trivial problem.  At the same time the tools that use syntax parsing seek to 
relate semantically relevant phrases via the syntactic structure of the sentence. In this 
sense, syntax serves as a "bridge" to semantics [11]. So we must find combination of 
syntax tool with suitable semantic one to achieve the goal. Cooperation with medical 
personnel is critical in achieving this goal. Without their support it would not be 
possible to configure the system or to create the ontology correctly (not mentioning 
the identification of abbreviation or special words). The methodology we have created 
had some shortcomings related to elegance in its application in different phases and 
activities (e.g. lematization, search and encoding information  to relevant structures, 
splitting the unstructured text into logical sections, etc.). This also includes selection 
of a suitable machine learning algorithm for division report into logical sections. 
Overall, presented methodology provides complete and complex solution with 
explicitly defined phases and activities. Each activity can be implemented with 
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different approach than described above. This is determined by the logical structure of 
the unstructured patient report and type of information that we search for in the text, 
i.e. position of desired information in the text like drugs, diagnosis, lab results etc.  
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Abstract. Recently, Fuzzy Logic has been proposed as the most suitable 
approach for profitably tackling uncertainty and vagueness in clinical 
guidelines, and providing a new mobile generation of Decision Support 
Systems. This paper presents an intuitive XML-based language, named Fuzzy 
Decision Support Language, for both configuring a fuzzy inference system and 
encoding fuzzy medical knowledge to be embedded into a mobile DSS. Such a  
language enables the encoding of: i) fuzzy medical knowledge, in terms of 
groups of positive evidence rules and fuzzy ELSE rules assembling all the 
negative evidence for a specific situation; ii) input and output data, respectively 
elaborated or produced by the fuzzy DSS, in order to provide meaningful and 
semantically well-defined advices. As a proof of concept, the proposed 
language has been applied to encode, into a mobile DSS, the medical 
knowledge required to remotely detect suspicious situations of sleep apnea or 
heart failure in patients affected by cardiovascular diseases. 

Keywords: Decision Support Systems, Fuzzy Logic, Clinical Guidelines, 
Mobile Computing, XML technologies. 

1 Introduction 

In the last decade, a new mobile generation of Decision Support Systems (DSSs) for 
healthcare applications is increasingly appearing on smart phones, aimed at locally 
reasoning about patient data and providing case-specific advices to health 
professionals, patients themselves or other concerned about them [1-2]. In particular, 
recent implementations of DSSs in medicine [3-5] rely on clinical practice guidelines 
encoded into crisp-based logical formalisms for simulating the process followed by 
the physicians and improving the efficiency of medical practices. However, they are 
not able to reproduce the real physician's decision-making process, since clinical 
practice guidelines are often pervaded by uncertainty and vagueness in both their 
recommendations and the clinical signs triggering them. 

In this respect, Fuzzy Logic [6] has been proposed as the most suitable approach 
for profitably tackling uncertainty and vagueness in natural (textual) clinical 
guidelines, and providing enhanced DSSs [7-8]. One prerequisite for the broad usage 
of fuzzy DSSs in mobile applications and their efficient application to medical 
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settings is the guarantee of a high level of upgradability and maintainability in order 
to: i) change clinical rules according to their evolution in terms of medical progresses 
in the treatment of individual diseases; ii) adapt generic, site-independent clinical 
rules to the specific patient to be treated. These issues point out two main needs: first, 
fuzzy medical knowledge to be embedded in a DSS should be represented by means 
of a well-defined and machine-readable language to enable both easy of formalization 
and management; the mobile scenario demands for a technology to share fuzzy data 
and structure by granting portability, extensibility and re-use. 

Several studies [9-11] have analyzed and proposed XML-based solutions to 
represent the knowledge base embedded into a fuzzy intelligent system in a common 
and human comprehensible manner, with the aim of supporting the seamless 
collaboration between developers and final users. Anyway, the existing solutions 
provide many general-purpose facilities for modeling fuzzy knowledge, without any 
form of vertical arrangement for the particular domain of interest. Specifically, to the 
best of our knowledge, so far, none of the existing approaches is specifically tailored 
to face two main issues regarding the encoding of fuzzy knowledge underpinning 
clinical practice guidelines: i) each guideline is made of a group of recommendations 
which contribute as a whole to detect the positive evidence of a single abnormal 
situation; ii) no recommendation is formulated to encode the negative medical 
evidence, i.e. when no abnormal situation is happened, and, thus, physicians are 
forced to write ad-hoc recommendations also for this case. 

In this respect, an intuitive XML-based language, named Fuzzy Decision Support 
Language (in the following, FdsL), has been proposed and implemented for both 
configuring a Fuzzy Inference System (in the following, FIS) and encoding fuzzy medical 
knowledge to be embedded into a mobile DSS. In detail, two types of knowledge can be 
modeled: i) fuzzy terminological knowledge, in terms of both groups of positive evidence 
rules, which can be customized by means of a peculiar configuration for the inference, and 
fuzzy ELSE rules assembling all the negative evidence for a specific situation; ii) fuzzy 
assertional knowledge in terms of input and output data, respectively elaborated or 
produced by the fuzzy DSS, in order to provide meaningful and semantically well-defined 
advices and significantly increase the users’ confidence in the final system. 

The rest of the paper is organized as follows. Section 2 describes the proposed 
markup language, whereas, Section 3 depicts a proof of concept regarding a mobile 
DSS for detecting sleep apnea or heart failure. Finally, Section 4 concludes the work. 

2 Fuzzy Decision Support Language  

The approach, presented here, is to create the domain-specific language FdsL that 
unambiguously specifies all the parameters needed to build the FIS underpinning a 
DSS for mobile healthcare scenarios without enforcing a particular software 
framework. In addition, FdsL also enables the encoding of both the input and output 
data, respectively elaborated or produced by the fuzzy DSS, with the aim of 
encouraging the rapid development of DSSs for mobile healthcare applications and, 
contextually, to allow medical experts both i) to communicate domain-specific 
knowledge clearly when describing their decision-making procedures and ii) to 
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simply understand the DSS's outcome, so that the learning curve is diminished or 
removed. Therefore, FdsL has been devised as simple as possible, yet as 
comprehensive as needed to provide general utility in fuzzy modeling with respect to 
mobile healthcare scenarios. As fundamental step necessary to achieve this objective, 
XML-derived technologies have been chosen since they allow to create data-oriented 
markup languages able to describe information in a designed working context. In 
particular, FdsL has been designed as an XML language in order to exploit its 
capability of defining a rudimentary syntax for specifying hierarchical data. Indeed, 
on the one hand, all the parameters needed to build a FIS, and, on the other hand, the 
input and output data elaborated or produced by the fuzzy DSS, have been arranged in 
accordance with a tree structure, whose FdsL formalizations is provided hereafter. 

FIS. It can be modeled by means of a tag named <fuzzyInferenceSystem>, which 
represents the root node opening a FdsL markup program. Such a tag has two 
attributes: name and note. The name attribute permits to specify the name of the FIS, 
whereas note is used to provide a textual description about the final DSS based on it. 

Concerning the definition of structural and logical parameters of the FIS, first of 
all, the set of fuzzy variables composing the knowledge base can be encoded by 
means of a set of nested tags, namely <fuzzyVariable>, to describe a linguistic 
concept, and <fuzzySet> to define a linguistic term associated to the concept. 

 

Fig. 1. A FdsL fragment modeling a linguistic variable “age” 

More in detail, the attributes of the tag <fuzzyVariable > are: name, range, unit, 
lowestx, highestx. The name attribute defines the name of linguistic fuzzy concept; 
range and unit are used to define how it is measured; lowestx, highestx are used to 
model its universe of discourse. The tag <fuzzySet>uses two attributes, describing its 
name  and the type of membership function used. A variety of shapes is supported for 
the membership functions, each of them customizable via a set of nested tags 
specifying its operational parameters. In detail, Trapezoidal, Triangular, Singleton, 
and Piecewise are describable by indicating their most significant points of their 
geometric shape by using the tag <point>. This tag uses one or two attributes, namely 
x and y, for defining the coordinates of the single points. In detail, if the attributes y 
are not expressed, the corresponding fuzzy sets are supposed as normal (i.e. for 
trapezoidal and triangular shapes, if the ordinates of their points are not expressed, 
they are automatically fixed as [0, 1, 1, 0], and [0, 1, 0], respectively). Other 
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supported membership functions, which are Bellcurve, Cosine, Gaussian, and 
Sigmoidal, are not describable point by point but the tag <parameter> and its 
attributes name and value are used to define the parameters characterizing a specific 
function (i.e. for Gaussian shapes, parameters to be specified are mean and variance). 

Considering as example, Figure 1 shows the FdsL fragment modeling the fuzzy 
variable "age" of a monitored patient, in terms of three trapezoidal fuzzy sets. 

After defining the knowledge base of the FIS, the rule base can be modeled 
through a set of nodes named <rulesBlock>, placed under the root note through a 
father-child relation. This tag has been devised to group a set of fuzzy if-then rules 
depending on a same linguistic variable used in their consequent parts. Such a way, 
clinical guidelines, typically composed of isolated care recommendations linked to the 
same final action [12], can be encoded into the FIS. In this respect, Figure 2 shows an 
example of clinical guideline made of three recommendations linked to the same 
action, i.e. the lumbar puncture (LP) in children aged up to 60 months. 

 
Fig. 2. Clinical guidelines involved in the decision to perform the lumbar puncture 

Since each rule block can be characterized by peculiar logical parameters, the tag 
<rulesBlock> uses the set of attributes described in the following. The name attribute 
uniquely identifies the rule block, outputVar attribute permits to specify the linguistic 
variable common to all the rules belonging to the block at issue. The 
implicationMethod, aggregationMethod and defuzzificationMethod attributes define 
the methods used to implication, aggregation ant defuzzification processes, 
respectively. The andMethod and orMethod attributes define, respectively, the fuzzy 
And and Or operators to connect the different clauses in antecedent parts of the rules 
belonging to the block. Such a way, the fuzzy inference is configurable with respect 
the single block of rules to best fit the peculiarities of the guideline evaluated.  

In order to define the single implication rule within a block, the tag <rule> is used, 
which contemplates two attributes, namely name, to identify the rule, and weight, to 
encode the rule relevance to be considered during the inference process. 

Each implication rule is characterized by two nodes, the <if> node containing the 
antecedent part of the rule, and the <then> node containing the consequent part of the 
rule. They can be used to model pieces of positive evidence, i.e. looking for those 
manifestations sufficient to establish a positive conclusion. 

For what concerns the <if> node, rule antecedents can assume the form of: (i) a simple 
expression of only one clause (e.g., A is large); (ii) two clauses (e.g., A is large AND B is 
small), or (iii) composite expressions (e.g., A is large AND (B is small OR C is high)), 
where priorities have to be also managed. A simple expression of only one clause can be 
modeled by means of the <ruleClause> tag, directly nested under the <if> node. This tag 
uses four attributes, namely variable and set to indicate the fuzzy linguistic concept and 
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term involved, connector, which can be either is or isNot, to relate the variable to a set or 
its complement, and modifier to associate a modification to the fuzzy set.  

A rule antecedent of two clauses can be modeled by using the <ruleExpression> 
tag, directly nested under the <if> node, and a couple of <ruleClause> tags to express 
the clauses involved. The <ruleExpression> tag uses two attributes, namely 
connection, to express the logical connection between the clauses involved, and 
isnegated, to model the logical complement of the whole expression. Finally, 
composite expressions can be encoded by means of a set of nested <ruleExpression> 
tags, where the order of evaluation goes from the most internal rule expression to the 
most external one. As a result, a <ruleExpression> tag can contain two or more nested 
nodes, where each node can be either a <ruleClause> term or a <ruleExpression> one. 

For what concerns the <then> node, the <ruleClause> tag is used to define the 
rule's conclusion about the linguistic variable associated to the rule block. 

Finally, a <rulesBlock> can also contain one <elseRule> tag to model a rule for the 
negative evidence that is activated when the other rules of the block are weakly 
satisfied or not satisfied at all. Similarly to the <then> node, <ruleClause> tag is 
admitted to formalize the conclusion of the ELSE rule [13] about the linguistic 
variable associated to the rule block and, thus, to face the lack of exclusionary clinical 
recommendations in clinical guidelines. Figure 3 depicts the detailed structure of the 
whole FdsL model, designed for representing the FIS underpinning a DSS. 

 

 

Fig. 3. The FdsL model for representing a FIS 

Input and output data. The input and output data, respectively elaborated or 
produced by the fuzzy DSS, can be codified through two different FdsL descriptions, 
starting with the root tags named <reasoningInput> and <reasoningOutput>, respectively. 
Such tags have an attribute name which permits to specify the name of the input/output 
dataset. They admit the nested tags <fuzzyInferenceSystem>, to specify the system to be 
referred to, and <dataset>, which defines the collection of input data to be evaluated or 
output data inferred. Each element in this collection is referred by means of the <item> 
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tag. This tag uses the attribute id to specify a univocal identification number with respect 
to the dataset. Each <item> tag can contain two child tags, namely <input> and <output>, 
where the latter one is always omitted in the FdsL description of an input dataset. 

The <input> tag contains one or more nested <fuzzyVariable> tags which specify 
the linguistic variables involved. Each <fuzzyVariable> tag can contain either a 
<fuzzySet> tag or a <crispValue> tag to express respectively its fuzzy or crisp input 
value. The attributes of the <fuzzySet> tag have been already described above, 
whereas <crispValue> tag uses the attribute value to indicate its input value. 

The <output> tag contains one or more nested <fuzzyVariable> tags which specify the 
inferred fuzzy values for each linguistic variable involved in every single rule block of the 
FIS. In this context, the <fuzzyVariable> tag includes a nested <fuzzySet> tag to specify 
the inferred fuzzy value, a nested <defuzzifiedValue> tag to indicate the corresponding 
crisp value defuzzified according to the method set in the rule block,  and, finally a set of 
<rulesActivationDegrees> tags to report the activation degree of each rule contained into 
the block. The attributes of the <fuzzySet> tag have been already described above, even if 
it is important to note that, in this situation, the only value admitted for the attribute type is 
Piecewise, since the shape of the inferred fuzzy set does not match with one of the 
predefined ones but it has to be specified point by point. The <defuzzifiedValue > tag uses 
the attribute value to indicate its output value. The <rulesActivationDegrees> tag uses the 
attribute <rulesBlock> to specify the block to be referred to, and includes a set of nested 
tags, namely <rule> and <else>. Both these tags use the attributes name and degree to 
describe the name of the rule and its activation degree, respectively. 

3 A Mobile DSS for Detecting Sleep Apnea or Heart Failure 

As a proof of concept, the proposed language has been applied to encode the medical 
knowledge required to remotely detect suspicious situations of sleep apnea or heart 
failure in patients affected by cardiovascular diseases. A smart phone, equipped with 
a mobile fuzzy DSS, has been supplied to the patient and wirelessly connected to 
some wearable sensors for gathering significant parameters, such as the respiratory 
rate (RR), the heart rate value (HR) and its percentage deviation (HRΔ), the 
percentage deviation of the heart rate from respiratory rate (RRHRΔ), the hemoglobin 
oxygen saturation (SpO2), and an estimation of the current physical activity. 

Starting from such parameters, two guidelines, each of them made of four clinical 
recommendations, has been considered for determining situations of sleep apnea or 
heart failure, as shown in Figure 4. Each guideline has been modeled as a block of 
rules, where the first three ones enable to identify the positive evidence of the 
suspicious situations, whereas the last ones are ELSE rules, used when the other ones 
are weakly satisfied or not satisfied at all, to model the negative evidence. 

Afterwards, the knowledge base of fuzzy linguistic variables has been constructed 
based on the ranges of the measured parameters. Finally, the rule base, the knowledge 
base and the whole set of parameters needed to configure the fuzzy inference engine 
underpinning the mobile DSS have been codified in FdsL as reported in the Figure 5. 
Such a FdsL program has been used to configure the fuzzy DSS deployed on the 
smart phone of the patient. Considering as a proof of the effectiveness of the proposed 
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Fig. 4. The fuzzy clinical guidelines of the considered case of study 

 

Fig. 5. The medical knowledge of the considered case of study codified in FdsL language 

approach, some experimental tests have been produced and the corresponding outputs 
have been formalized according to the FdsL language. Figure 6 depicts a FdsL 
fragment of the encoded outcome for a single item of the input dataset used. 

 

Fig. 6. FdsL fragment of the encoded outcome for a single item of the input dataset used 

4 Conclusions 

In this paper, the XML-based FdsL language has been proposed for defining all the 
parameters needed to build a FIS underpinning a DSS for mobile healthcare scenarios. 



270 A. Minutolo, M. Esposito, and G. De Pietro 

Differently from existing solutions, which provide general-purpose facilities for modeling 
fuzzy knowledge, without any form of vertical arrangement for the particular domain of 
interest, the FdsL language enables the encoding of: i) fuzzy medical knowledge, in terms 
of both groups of positive evidence rules and fuzzy ELSE rules assembling all the 
negative evidence for a specific situation; ii) input and output data, respectively elaborated 
or produced by the fuzzy DSS, in order to provide meaningful and semantically well-
defined advices and significantly increase the users’ confidence in the final system. As a 
proof of concept, a case study has been arranged, where the proposed language has been 
applied to encode into a mobile DSS the medical knowledge required to remotely detect 
suspicious situations of sleep apnea or heart failure in patients affected by cardiovascular 
diseases. Next step of the research activities will regard the design and development of an 
editing and visualization framework supporting the proposed knowledge formalization 
language, for enabling physicians to update and handle the fuzzy medical knowledge 
embedded into the clinical decision support components deployed on mobile devices 
while they are running by avoiding any service interrupt. 
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Abstract. The rapid development in the Wireless Sensor Networks (WSNs) 
filed has allowed this technology to be used in many applications. In some of 
these applications, wireless sensor devices must be secured, especially when the 
captured information is valuable, sensitive, or for military usage. However, the 
implementation of security mechanisms on WSNs is a non-trivial task. 
Limitations in processing speed, battery power, bandwidth and memory 
constrain the applicability of existing cryptography algorithms for WSNs. The 
security of WSNs poses challenges because of the criticality of the data sensed 
by a node and in turn the node meets severe constraints like minimal energy, 
computational and communicational capabilities. Taking all the above said 
challenges energy efficiency or battery life time plays a major role in network 
lifetime. Providing security consumes some energy used by a node, so there is a 
need to minimize the energy consumption of any security algorithm that will be 
implemented in WSNs. As a solution, we apply an additive homomorphic 
encryption scheme, namely the elliptic curve ElGamal (EC-ElGamal) 
cryptosystem, and present the performance results of our implementation for the 
prominent sensor platform MicaZ mote. 

Keywords: Wireless sensor network, security, elliptic curve ElGamal, Energy 
consumption analysis. 

1 Introduction 

Wireless Sensor Networks (WSNs) have emerged as an important new area in wireless 
technology. A wireless sensor network [1] is a distributed system interacting with 
physical environment. It consists of motes equipped with task-specific sensors to 
measure the surrounding environment, e.g., temperature, movement, etc. It provides 
solutions to many challenging problems such as wildlife, battlefield, wildfire, or 
building safety monitoring. A key component in a WSN is the sensor mote, which 
contains (a) a simple microprocessor, (b) application-specific sensors, and (c) a 
wireless transceiver. Each sensor mote is typically powered by batteries, making 
energy consumption an issue. Security is vital aspect in WSN applications.  
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The implementation of security policies is a complex and challenging issue because of 
resource constrained nodes. Short transmission distances reduce some of the security 
threats, but there are risks, for example, related to spoofing, message altering and 
replaying, and flooding and wormhole attacks [2]. It is important therefore to consider 
security solutions that guarantee data authenticity, freshness, replay protection, 
integrity and confidentiality. For secure communication in WSNs, efficient 
cryptographic algorithm suitable for WSNs environment is required. It is ideal to 
choose the most efficient cryptographic algorithm in all aspects; operation speed, 
storage and power consumption. However, since each cryptographic algorithm applied 
in WSNs has distinguished advantages, it is important to choose a cryptographic 
algorithm suitable for each environment WSNs are exploited.  

The data encryption algorithms used in WSNs are generally divided into three 
major categories: symmetric-key algorithms, asymmetric-key algorithms, and hash 
algorithms. A number of papers, [1–2], have investigated using asymmetric-key 
algorithms in WSNs. However, the results they present reveal that despite the use of 
energy efficient techniques, such as elliptic curve cryptography or dedicated 
cryptography coprocessors, asymmetric-key algorithms consume more energy than 
symmetric-key algorithms. Hash functions, on the other hand, are typically used for 
verifying the integrity of the exchanged messages and may increase the transmission 
cost [3,4].  To prevent information and communication systems from illegal delivery 
and modification, message authentication and identification need to be examined 
through certificated mechanisms. Therefore, the receiver has to authenticate messages 
transmitted from the sensor nodes over a wireless sensor network. This is done through 
cryptography. It is a challenge to find out suitable cryptography for wireless sensor 
network due to limitations with respect to power, computational efficiency, and enough 
storage capabilities [2].  

In this paper, an efficient implementation of EC-ElGamal scheme on MicaZ is 
presented in order to get better understanding of the usage of public encryption in 
WSNs. It is important to consider minimizing the code size of the implementation of 
ECC since sensor nodes keep in its memory other information required to make these 
sensors alive and functioning. For the data memory usage a similar motivation holds. 
In comparison to code and memory size, the execution time is not as critical as them. 
Therefore, this work focuses respectively on the optimization of code size, memory 
usage, and computation time. In comparison with similar implementations from the 
literature, the proposed implementation requires less storage for code, consumes less 
memory, and offers faster operation. Note that the EC-ElGamal scheme shares many 
properties with other standard EC algorithm. Thus, the major parts from this proposed 
work are also applicable to other EC implementations on small general purpose 
processors. The rest of the paper is structured as follows: Wireless Sensor Networks 
are discussed in Section 2. Then, the related work is highlighted in Section 3. 
Moreover, elliptic curve ElGamal cryptosystem is illustrated in Section 4. Performance 
results and evaluation of cryptographic algorithms are presented in Section 5. Finally, 
Section 6 concludes the paper and then final considerations and future works are given.  
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2 Wireless Sensor Network 

A wireless sensor network (WSN) consists of a large number of tiny sensor nodes 
deployed over a geographical area also referred as sensing field. Each node is a low-
power device that integrates computing, wireless communication and sensing 
capabilities [8] [9]. Nodes organize themselves in clusters and networks and then they 
cooperate to perform an assigned monitoring (and/or control) task without any human 
intervention. Sensor nodes are able to sense physical environmental information such 
as temperature, humidity, vibration, acceleration and then process locally the acquired 
data both at sensors and cluster level. The proposed information is then sent to the 
cluster (or the sink) as in Figure 1. 
 

 

Fig. 1. A typical sensor network architecture 

A WSN can thus be viewed as an intelligent distributed measurement technology 
adequate for many different monitoring and control contexts. In recent years, the 
number of sensor network deployments for real-life applications has rapidly increased 
[15]. Examples of WSNs applications in different domains are as follows: 
environmental monitoring [10], agriculture [11], production and delivery [12], 
military [10], structure monitoring [13] and medical applications [14]. However, 
energy consumption still remains one of the main obstacles to the diffusion of this 
technology, especially in application scenarios where a long network lifetime and a 
high quality of service are required. In fact, nodes are generally powered by batteries 
which have limited capacity and often can neither be replaced nor recharged due to 
environmental constraints. Despite the fact that energy scavenging mechanisms can 
be adopted to recharge batteries such as through solar panels, piezoelectric or acoustic 
transducers, energy is a limited resource and must be used judiciously. Interested 
reader can refer to [16] for more information on scavenging mechanisms. Hence, 
efficient energy management strategies must be devised at both sensor nodes level 
and cluster level to prolong the network lifetime as much as possible. 

2.1 Security Goals and Challenges 

Achieved security goals vary from one security mechanism to another due to the 
adversarial model considered at the design time. In other words, depending on the 
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attacks that need to be mitigated, the provided security goals may vary. These security 
goals are discussed as follows [18]:  
 

• Data Confidentiality: Confidentiality means keeping information secret 
from unauthorized parties. A sensor network should not leak sensor readings 
to neighboring networks. In many applications (e.g. key distribution) nodes 
exchange highly sensitive data. The standard approach for keeping sensitive 
data secret is to encrypt the data with a secret key that only intended 
receivers can possess, hence achieving confidentiality. Since public-key 
cryptography is too expensive to be used in the resource constrained sensor 
networks, most of the proposed protocols use symmetric key encryption 
methods. The authors of TinySec [18] argue that cipher block chaining 
(CBC) is the most appropriate encryption scheme for sensor networks. They 
found RC5 and Skipjack to be most appropriate for software implementation 
on embedded microcontrollers. The default block cipher in TinySec is 
Skipjack. SPINS uses RC6 as its cipher. 

 
• Data Authenticity: In a wireless medium, an adversary can easily inject 

messages, if no mechanism to prevent unpermitted parties from participating 
in the network is in place. Thus, the receiver needs to make sure that the data 
used in any decision making process originates from the correct source. Data 
authentication prevents unauthorized parties from participating in the 
network and legitimate nodes should be able to detect messages from 
unauthorized nodes and reject them. In the two party communication case, 
data authentication can be achieved through a purely symmetric mechanism. 
The sender and the receiver share a secret key to compute a message 
authentication code (MAC) of all exchanged data. When a message with a 
correct MAC arrives, the receiver knows that it must have been sent by the 
sender. However, authentication for broadcast messages requires stronger 
trust assumptions on the network nodes. The authors of SPINS [19] contend 
that it is insecure to send authenticated data to mutually untrusted receivers, 
using a symmetric MAC is insecure since any one of the receivers know the 
MAC key, and hence could impersonate the sender and forge messages to 
other parties. SPINS constructs authenticated broadcast from symmetric 
primitives, but introduces asymmetry with delayed key disclosure and one-
way function key chains. LEAP [20] uses a globally shared symmetric key 
for broadcast messages to the whole group. However, since the group key is 
shared among all the nodes in the network, an efficient rekeying mechanism 
is defined for updating this key after a compromised node is revoked. This 
means that LEAP has also defined an efficient mechanism to verify whether 
a node has been compromised. 
 

• Data Integrity: Data integrity ensures the receiver that the received data is 
not altered in transit either maliciously or accidentally. This property can 
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help to filter out incorrect/altered data and save the processing energy if the 
data travelled all the way to the base station. 
 

• Data Freshness: Data freshness implies that the data is recent, and no old 
messages have been replayed. A common defense (used by SNEP [19]) is to 
include a monotonically increasing counter with every message and reject 
messages with old counter values. With this policy, every recipient must 
maintain a table of the last value from every sender it receives. However, for 
RAM constrained sensor nodes, this defense becomes problematic for even 
modestly sized networks. Assuming nodes devote only a small fraction of 
their RAM for this neighbor table, an adversary replaying broadcast 
messages from many different senders can fill up the table. At this point, the 
recipient has one of two options: ignore any messages from senders not in its 
neighbor table, or purge entries from the table. Neither is acceptable; the first 
creates a DoS attack and the second permits replay attacks. In [21], the 
authors contend that protection against the replay of data packets should be 
provided at the application layer and not by a secure routing protocol as only 
the application can fully and accurately detect the replay of data packets (as 
opposed to retransmissions ,for example). In [18], the authors reason that by 
using information about the network's topology and communication patterns, 
the application and routing layers can properly and efficiently manage a 
limited amount of memory devoted to replay detection. In [19], the authors 
have identified two types of freshness: weak freshness, and strong freshness. 
On one hand, the weak freshness provides partial message ordering, but 
carries no delay information. This type of freshness is suitable sensor 
measurements. On the other hand, the strong freshness provides a total order 
on a request response pair, and allows for delay estimation. This type is 
useful for time synchronization within the network. 

2.2 Types of Attacks on WSNs 

Wireless networks are vulnerable to security attacks due to the broadcast nature of the 
transmission medium. Furthermore, wireless sensor networks have an additional 
vulnerability because nodes are often placed in a hostile or dangerous environment 
where they are not physically protected. This section summaries types of attacks may 
be launched in WSNs. These attacks are as follows: 
 

• Passive Information Gathering: An intruder with an appropriately 
powerful receiver and well-designed antenna can easily pick off the data 
stream. Interception of the messages containing the physical locations of 
sensor nodes allows an attacker to locate the nodes and destroy them. 
Besides the locations of sensor nodes, an adversary can observe the 
application specific content of messages including message IDs, 
timestamps and other fields. To minimize the threats of passive 
information gathering, strong encryption techniques needs to be used. 
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• Subversion of a Node: A particular sensor might be captured, and 
information stored on it (such as the key) might then be obtained by an 
adversary. If a node has been compromised then how to exclude that node, 
and that node only, from the sensor network is at issue (LEAP [22] suggests 
an efficient way to do so). 

 
• False Node and malicious data: An intruder might add a node to the system 

that feeds false data or prevents the exchange of true data. Such messages also 
consume the scarce energy resources of the nodes. This type of attack is 
called “sleep deprivation torture” in [23]. Insertion of malicious code is one of 
the most dangerous attacks that can occur. Malicious code injected in the 
network could spread to all nodes, potentially destroying the whole network, 
or even worse, taking over the network on behalf of an adversary. A seized 
sensor network can either send false observations about the environment to a 
legitimate user or send observations about the monitored area to a malicious 
user. By spoofing, altering, or replaying routing information, adversaries may 
be able to create routing loops, attract or repel network traffic, extend or 
shorten source routes, generate false error messages, partition the network, 
increase end-to-end latency, etc. Strong authentication techniques can prevent 
an adversary from impersonating as a valid node in the sensor network. 
 

• The Sybil attack: In a Sybil attack [24], a single node presents multiple 
identities to other nodes in the network. They pose a significant threat to 
geographic routing protocols, where location aware routing requires nodes to 
exchange coordinate information with their neighbors to efficiently route 
geographically addressed packets. Authentication and encryption techniques 
can prevent an outsider from launching a Sybil attack on the sensor network. 
However, an insider cannot be prevented from participating in the network, 
but (s)he should only be able to do so using the identities of the nodes (s)he 
has compromised. Using globally shared key allows an insider to 
masquerade as any (possibly even nonexistent) node. Public key 
cryptography can prevent such an insider attack, but it is too expensive to be 
used in the resource constrained sensor networks. One solution is to have a 
shared unique symmetric key between each node and a trusted base station. 
Two nodes can then use a Needham- Schroeder like protocol to verify each 
other’s identity and establish a shared key. A pair of neighboring nodes can 
use the resulting key to implement an authenticated, encrypted link between 
them. An example of a protocol which uses such a scheme is LEAP [22], 
which supports the establishment of four types of keys. 

 
• Sinkhole attacks:  In a sinkhole attack, the adversary’s goal is to lure nearly 

all the traffic from a particular area through a compromised node, creating a 
metaphorical sinkhole with the adversary at the center. Sinkhole attacks 
typically work by making a compromised node look especially attractive to 
surrounding nodes with respect to the routing algorithm. For instance, an 
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adversary could spoof or replay an advertisement for an extremely high 
quality route to a base station. Due to either the real or imagined high quality 
route through the compromised node, it is likely each neighboring node of 
the adversary will forward packets destined for a base station through the 
adversary, and also propagate the attractiveness of the route to its neighbors. 
Effectively, the adversary creates a large “sphere of influence” [25], 
attracting all traffic destined for a base station from nodes several hops away 
from the compromised node. 
 

• Wormholes: In the wormhole attack [26], an adversary records a packet at 
one location in the network, tunnels the packet to another location over a low 
latency link, and replays it at another part of the network. The simplest 
instance of this attack is a single node situated between two other nodes 
forwarding messages between the two of them. However, wormhole attacks 
more commonly involve two distant malicious nodes colluding to understate 
their distance from each other by relaying packets along an out-of-bound 
channel available only to the attacker. An adversary situated close to a base 
station may be able to completely disrupt routing by creating a well-placed 
wormhole. An adversary could convince nodes that would normally be 
multiple hops from a base station that they are only one or two hops away 
via the wormhole. This can create a sinkhole, since the adversary on the 
other side of the wormhole can artificially provide a high quality route to the 
base station, potentially all traffic in the surrounding area will be drawn 
through the adversary if alternate routes are significantly less attractive.  

3 Related Works 

One of the first requirements for providing a security mechanism is establishing the 
cryptographic keys to be used by the encryption algorithms. Due to the limited 
resources and the need for scalability in WSNs, the key establishment protocols used 
in other fields are not suitable for WSN environments. To address this problem, a lot 
of work has been done to develop and evaluate specialized key establishment 
protocols [7], [6], [27]. Publications like [17] mimic asymmetric signatures schemes 
by a relatively complex scheme of two party hash chains, so do [5] and [6]. Other 
work like [7] try to establish pairwise secret keys to avoid public and private key 
schemes or Diffie-Hellman like key exchanges. 

In [27] and [28] the authors implement elliptic curve cryptography for sensor 
networks. However the underlying hardware is quite sophisticated consisting of 16 
Bit microcontrollers with 16 MHz clock frequency. Therefore the results are only of 
limited value as typical sensor hardware does not dispose of such powerful computing 
resource. As mentioned before sensor networks can in general not afford high clock 
frequencies and potent CPUs, because of cost and energy saving issues associated. 

In [29] a high-performance microcontroller offerings 24 MIPS, i.e. 3 times more 
than the usual ATMEGA 128, is utilized. The work is based on special Galois fields 
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called optimal extension fields where field multiplication can be done quite 
efficiently. However, the security of this fields is unclear because of the Weil descent 
attack [28]. The proposals trying to implement elliptic curves on 8Bit ATMEGA128 
chips like in [30] and [31] reach extremely poor performance. For example, a 
signature generation over 1:08 min of expensive computing and battery time has to be 
spent, which surely is not affordable. In addition the cost for necessary field 
operations are not mentioned at all. 

4 Elliptic Curve El-Gamal Encryption Scheme 

The original ElGamal encryption scheme, see [32], is not additive homomorphic. 
However, the elliptic curve group is an additive group, which can be used to get an 
additive homomorphic scheme. Algorithm 1 and Algorithm 2 show the methods for 
EC-ElGamal encryption and decryption, respectively. Therein, E is an elliptic curve 
over the finite field GF(p). The order of the curve E is denoted n = #E and G is the 
generator point of the curve E. The secret key is defined as integer number x 2 GF(p), 
while the public key is determined as Y = xG. 

The function map () is a deterministic mapping function used to map values mi 2 
GF(p) into plaintext curve points Mi 2 E such that 

 
        Map (m1 + m2 +.  .) = map (m1) + map (m2) + …map (mn)                    (1) 

 
                M1          M2                MN 

holds, whereby m1, m2  GF(p). Since the addition operation over an elliptic curve 
requires both operands to be on that curve, prior to performing an addition of two 
integers, they should be mapped to the corresponding elliptic curve points. This 
explains why the mapping function is necessary. As proposed in [32] the 
homomorphic mapping function used in TinyPEDS is based on using multiples of the 
generator point G of the elliptic curve. This means that the mapping function converts 
a plaintext m to the point mG. The reverse mapping function rmap ( ) then extracts m 

from a given point mG. The mapping function, namely holds with m1, m2, … mn  
GF(p), the generator point G, and the modulus p. 

 
map: m             mG with m  GF (p)                                  (2) 

 
fulfills the required homomorphic property due to the fact that the equation 

 
M1 +M2 + ... +Mn = map (m1 + m2 + ... + mn)                                (3) 

                                                    = (m1 + m2 + ... + mn) G 
                                                    = m1G + m2G + ... + mnG 

 
The mapping function is not security relevant, since it only converts an integer to an 
elliptic curve point. This means, it neither increases nor decreases the security of the 
EC-ElGamal encryption scheme. Note that the reverse mapping function is the same as 
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solving the discrete logarithm problem over an elliptic curve and, therefore, a 
weakness of this scheme. However, since the mapping function is only performed on 
the reader device, which is assumed to have unlimited resources, this disadvantage 
does not affect the performance and resource consumption within the network. 

In conclusion, according to the analysis made in [32], the EC-ElGamal scheme 
becomes the most promising candidate for using in TinyPEDS, because of its 
efficiency both in computation and bandwidth. However, the main disadvantage of this 
scheme is that the reverse mapping function required during decryption may be in 
some cases too costly. However, since the number of the aggregated values is limited 
and the maximum length of the final aggregation is assumed to be at most three bytes, 
see [46], the reverse mapping of the point mG with 24-bit m can be calculated fast 
enough on the reader device. 
 

Algorithm 1: EC-ElGamal encryption 
Require: public key Y, plaintext m 
Ensure: ciphertext (R, S) 
1: choose random k 2 [1, n − 1] 
2: M := map(m) 
3: R := kG 
4: S := M + kY                                                                   (4) 
5: return (R, S) 
 

Algorithm 2: EC-ElGamal decryption 
Require: secret key x, ciphertext (R, S) 
Ensure: plaintext m 
1: M := −xR + S 
2: m := rmap(M) 
3: return m 

5 Implementation 

The implementation was done on the Mica-Z mote, the operating system employed in 
the implementation is TinyOS-2.0 [33], an open-source operating system designed for 
wireless embedded sensor networks. In TinyOS there are two kinds of components, 
namely configurations and modules. Configurations connect modules, while the 
required functionality, e.g. arithmetic operations, is implemented in modules [33]. 
Figure 2 depicts a graphical representation of the EC-ElGamal configuration. 

5.1 ECElGamalM 

The module ECElGamalM implements the EC ElGamal encryption scheme and the 
arithmetic operations such as homomorphic addition operation.  
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Fig. 2. Graphical representation of elliptic curve ElGamal implementation 

Thus, in ECElGamalM following functions are implemented. 

• Void init (): Initializes the parameters, e.g. G, Y and the pre-computed 
points, required by the mapping and the encryption function. 

• Void generateRandomNum (FF_DIGIT *k): This function generates 
the random k required in the EC-ElGamal encryption. Note that the 
random number generation is based on the method rand16() from the 
module RandomLfsrC which is contained in TinyOS. Therefore, 
ECElGamalM calls the external method rand16() and this method call is 
represented as arrow in figure 2. 

• Void map(Point *M, FF_DIGIT *m, FF_DIGIT lengthOfm): Software 
implementation of the mapping function shown in equation 2, m is 
mapped to a elliptic curve point M, whereby M = mG. 

• Void enc (ECElGamalCipher *cipher, FF_DIGIT *m, FF_DIGIT 
lengthOfm): Software implementation of the EC-ElGamal encryption 
scheme as described in algorithm 1, whereby cipher = enc(m). 

• Void homAdd(ECElGamalCipher *cipher, ECElGamalCipher 
*cipher1, ECElGamalCipher *cipher2): Software implementation of 
the homomorphic addition operation ⨂, see equation 3, with cipher = 
cipher1  ⨂  cipher2. 

5.2 ECCArithC 

As depicted in Figure 2, the component ECCArithC consists of two modules, namely 
ECCArithM and FFArithM, which implement the arithmetic operations at elliptic 
curve and finite field level, respectively. 

• ECCArithM : The module ECCArithM implements the following 
operations from the elliptic curve level. 

• FFArithM : The module FFArithM implements the following finite field 
arithmetic operations. 
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5.3 SecpXXXr1 

Elliptic curve parameters such as the base point G and the point Y and pre-computed 
points are set in this module. 

5.4 RandomLfsrC 

This module is already implemented in TinyOS and part of the operating system. The 
following method is employed from this module. Note that the RandomLfsrC does 
not generate good pseudo-random numbers, which may lead to security problems. 
However, as they are not within the scope of this paper, the security analysis of weak 
pseudo-random numbers is not covered in this work. 

6 Performance Evaluations 

This section presents a comparative performance and energy consumption analysis of 
this algorithm. We have selected three crucial parameters; memory efficiency, 
execution time (operation speed), and energy efficiency. 

6.1 Memory Efficiency 

Memory usually includes flash memory (ROM) and RAM. Flash memory is classified 
into programming flash memory and data flash memory. Programming flash memory 
is used to store downloaded application programming code. Data flash memory stores 
temporary or sensing data. RAM is used for program execution. Because memory in a 
sensor node is not only limited but also require energy to retain or store data, efficient 
usage of memory is important. 

Besides computing time memory consumption is an important criteria for the use 
in sensor networks. Figure 3 gives an overview over the memory use of our 
implementation. 

6.2 Operation Time 

Operation speed is also an important factor when evaluating performance. After 
estimating operation time by repeatedly executing encryption and decryption process, 
we calculate the average of estimated value. 

Table 1 shows the performance of the different realizations of the EC-ElGamal, 
which contains two point multiplications with n-bit scalar k and one short point 
multiplication with the sensed data m, see Algorithm 1. Note that for testing purposes 
m was chosen to be 8-bit. 

6.3 Energy Efficiency 

The energy consumed by a processor during the execution of a piece of software, such 
as a block cipher, corresponds to the product of the average power dissipation and the  
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Fig. 3. Memory requirements of each algorithm 

Table 1. Operation time requirements of each algorithm 

# Recomputed points 
(160-bit) 

Execution time 
[s]

 

0 2.14  
2 1.22  
4 0.97  
   

 
total running time. The former depends on a number of factors including supply 
voltage, clock frequency, and the average current drawn by the processor while 
executing individual instructions of the program code. The computational complexity 
of an algorithm translates directly to its energy consumption. Assuming the energy 
per CPU cycle is fixed, by measuring the number of CPU cycle executed per byte of 
plaintext processed, we get the amount of energy consumed per byte. 

We estimate CPU cycle by using Power TOSSIM, which is extension of TOSSIM, 
an event driven simulation environment for TinyOS applications. Power TOSSIM 
provides accurate estimation of power consumption for a range of applications and 
scales to support very large simulation. The energy consumed by a processor during 
the execution of a piece of software, such as a block cipher, corresponds to the 
product of the average power dissipation and the total running time. 

Table 2 represents the power consumption of the implementations from this work, 
when those operations are performed. 

Table 2. Energy Efficiency requirements of each algorithm 

# Recomputed points 
(160-bit) 

Execution time 
[s] 

 

0 10.556  
2 5.560  
4 5.918  
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7 Conclusion 

The performance evaluation of cryptographic algorithms is vital for the safe and 
efficient development of cryptosystem in devices with low computational power.  
Due to the resource restrictions of sensor nodes, several algorithms required for 
implementing the EC-ElGamal cryptosystem are analyzed. Thus, the time efficiency, 
code size, and memory consumption of each candidate algorithm were compared and 
the most promising algorithms were selected and implemented.  

Moreover, the programming style was selected such that unnecessary overhead in 
terms of code performance, code size, and memory usage were reduced to minimum. 
One future research direction is to explore adaptive cryptographic mechanisms to 
optimize energy consumption by varying cipher parameters with timely acquisition of 
resource-context in WSN environment. The adaptability of the security system will 
improve sensor nodes battery’s lifetime. 
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Abstract. In this paper we present two case studies of electronic embedded 
systems for biomedical applications: ENDOCOM and CYCLOPE. In the 
former, we designed and realized the prototype of an implantable pressure 
sensor for the follow-up of the abdominal aortic aneurysm treated by a stent. 
Numerical modeling, in vitro experiments and in vivo tests on large animal 
model demonstrated the successful real-time follow-up of the pressure in the 
aneurysm sac. In the latter, we designed an embedded active multispectral 
vision system for the real time detection of polyps based both on the 
classification of the 3D reconstruction of the polyps by SVM and the 
classification of the texture by boosting methods. An FPGA-based demonstrator 
of the system was realized. Experiments in laboratory, in vitro and in vivo on a 
pig were performed to obtain its performances. This system could be integrated 
into a wireless capsule for colorectal endoscopy.  

Keywords: Smart sensors, implants, biomedical systems, embedded systems, 
mems, wireless communications, cardio-vascular surgery, abdominal aortic 
aneurysm, pressure sensor, 3d imaging, polyps, gastro-enterology, wireless 
capsule endoscopy. 

1 Introduction 

In this paper we present two case studies of implantable electronic embedded systems 
for biomedical applications: ENDOCOM and CYCLOPE. They were designed and 
studied in collaboration between the LIP6 and ETIS laboratories in the Paris area. 

2 ENDOCOM: Smart Biomedical Sensor for the Follow Up 
of Abdominal Aortic Aneurysm 

An Abdominal Aortic Aneurysm (AAA) is a localized and permanent dilatation of the 
aorta. It affects 6 to 7% of the population over 65 years [1] and the mortality rate of 
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pressure sensor designed during the ENDOCO
 

ween the different signals obtained in the non-exclu
itative agreement (Figure 5). 

and Numerical Modeling 
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specificity of AAA. 

el involving a compliant stent immersed in a compli
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3 CYCLOPE: Sm
Applications 

The colonoscopic polypect
Therefore, an accurate and 
active stereovision methods
of two cameras. They are 
studied object. In this case
focused on an integrated 3
sensor allows making rea
optimized technically to im
objects, while respecting th
systems [21]. 

A range of different m
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implementation of the sup
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To demonstrate the perf
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Our contributions are f
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Fig. 6. Block diagram of CY

mart Biomedical Sensor for Colonoscopic 

tomy consists of removing malignant colon polyps [1
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s as they offer an alternative approach to the classical 
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al time 3D objects reconstruction and continues to 
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he size and power consumption constraints of embed

materials and techniques were investigated to correc
m. Among them, we focus in this section on 
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3.2 Processing 
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Fig. 7. CYCLOPE algorithmic
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ms needed for image processing and objects recognit
ed by the active stereovision system are preproces
n for extracted interest points. A small set of suita

later from these points to be used as inputs to the SV

n block. This part is dedicated to the OTA (Over the A
wireless sensor. 

cognition systems, discriminating between different sha
g is divided into three phases: data acquisition, feat
ssification.  

Data acquisition. This phase uses 
stereovision system as input sensor by apply
several processing techniques to the captu
image in order to improve its quality and prepar
for the reconstruction stage. At the end of 
phase a cloud of 3D points is obtained after ster
matching operation. 

Feature extraction. Given a cloud of poi
from the surface of studied objects (po
models in this demo) defined by their 
coordinates. We might wish to favor a sm
number of suitable characteristic features 

well as possible between different studied objects. Th
e fed to the SVM classifier (third phase) in order
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3.3 Large Scale Demon

(356×292 array size), and a
laser beams [24]. The Pro
Development System Board

3.4 Discussion 

We described a multi-st
classification of colon polyp
On our own polyp database
96.9%, obtained by combin
Note that this was an ideal 
of the training set iwa sma
feature areas, like second 
evaluate system performanc

4 Conclusion 

We presented two case s
biomedical applications: 
realizations and in vivo mea
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Abstract. The paper presents an analogue front-end and ADC integrated circuit 
for processing signals of sensors implanted into joint prosthesis. The circuit is 
designed to be operated with Wheatstone bridge sensors, such as strain gauges, 
pressure, Hall Effect, magneto-resistive sensors, etc. It performs sensor supply 
multiplexing, sensor signal amplification with chopper modulation, offset 
compensation and 14-bit analog to digital conversion in a single chip. It can 
operate simultaneously up to eight sensors at an overall bandwidth of 8 kHz, 
and can be directly interfaced to a remotely powered RFID system in order to 
constitute a complete multi-sensor, low-power, small size and externally 
powered micro-system. Integrated into a 180 nm CMOS process, it measures 5 
mm2, is supplied with 1.8 Volt and consumes 1.8 mW.  

Keywords: kinematics, prosthesis, strain gauge, telemetry, front-end, integrated 
circuit, ADC, monitoring, implantable, electronic. 

1 Introduction 

In vivo biomechanical monitoring of joint prosthesis and orthopedic implants has 
gained interest in the last years [1], [2] as a mean to detect premature implant failure, 
which could avoid harmful and costly revision surgery. It is also of interest during 
implantation operation, for improving the insertion accuracy, and in the long-term for 
monitoring the aging of the prosthesis and its impact on the surrounding tissues. The 
parameters of interest to be measured are the forces applied to the joint, the 
kinematics of the prosthesis (relative orientation and movements), and its micro-
motions and vibrations, which can give indication on the interface between the 
prosthesis and the surrounding tissues. The first difficulty in the design of such an 
implant is to find an adequate set of sensors and their efficient placement in the insert 
to get good sensing accuracy without changing the mechanical and biocompatible 
properties of the prosthesis, submitted to strict regulations. The second difficulty is to 
design a compact electronics that does not change significantly the prosthesis 
properties, and that can be powered and monitored remotely so as to avoid batteries. 
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This implies to use a high level of integration, and to minimize the power 
consumption for allowing small antennas for inductive powering of the system. 
Finally, the kinematics measurement of the prosthesis from the inside of the body is a 
challenge; while forces can be measured using strain gauges positioned on the joint 
interface, and vibrations are detected with accelerometers, the prosthesis kinematics 
cannot be sensed with traditional methods, due to the impossibility of electrical or 
optical communication between the two joint parts of the implant. A solution is to use 
a local magnetic field generated by a permanent magnet located in one part of the 
prosthesis, and to measure its field intensity by multiple magnetic sensors located in 
the other part and sensitive to different directions [3]. The 3D relative orientation of 
the two prosthesis parts can then be computed by merging the different sensor signals. 

This paper presents an integrated circuit designed to operate force and magnetic 
sensors for a microsystem inserted into a joint knee prosthesis. The circuit can power 
and operate up to eight sensors arranged in a Wheatstone bridge configuration, such 
as strain gauges, anisotropic magneto-resistive (AMR), and Hall-effect. It embeds a 
low-noise, high-gain amplification chain, and a 14-bit ADC. It has also a 12-bit DAC 
for sensor offset compensation. It is powered at 1.8 Volt and consumes 1.8 mW. It 
can be directly interfaced to an RF communication and power supply system (RFID). 

2 Sensors Configuration 

The considered prosthesis is a total knee prosthesis, made of a femoral and a tibial 
part, separated by a polyethylene bearing plate. This plate, of a thickness of 8 to 10 
mm, is the ideal location for sensors and electronics. Metallic film strain gauges 
placed in a Wheatstone bridge were selected for force sensing, and placed at the 
contact points of the femoral part on the plate (Fig. 1). Depending on the bridge 
connection, the force difference between the two bridge branches, or the total force, 
can be measured. This is especially useful for the knee, to measure either force 
unbalance between two joint sides, or the total force on the joint. The strain gauge 
signals are weak (in the order of 50 µV) and need amplification by a factor of >1000 
to get useful signal for ADC conversion. 

There exist several magnetic sensors. The two considered for miniaturization and 
power consumption reasons are the magneto-resistive and the Hall-effect sensors. 
Although they use different physical principles, they are relatively similar in terms of 
input and output impedance (typically 1 to 3 kΩ), and output signal amplitude (a few 
tenths of mV), considering the targeted magnetic intensity to be measured (10-3 to 10-2 
gauss). Therefore, they do not require high amplification. Regarding their number, 
like in all triangulation measurements, a higher number of sensed directions and 
channels increase the accuracy. In the present case, six channels were selected to be a 
good compromise between accuracy and hardware complexity. Experimental 
measurements were carried out with a knee simulator and six AMR sensors to 
validate the accuracy of the proposed orientation sensing principle [3]. A difference of 
0.6° RMS was obtained in the dynamic angle estimation compared with an external 
optical measurement with vicon cameras (Fig. 1).  
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Fig. 1. Left: Location of strain gauge resistors Rs and typical location of three 2-axis AMR 
sensors in the insert. Right: comparison of two angle measurements of a knee prosthesis placed 
in a simulator; one with the AMR, and the other with external vision camera system. The RMS 
difference is 0.6°. 

The use of strain gauges to sense efforts in the joint prosthesis determines the 
parameters for signal conditioning. First, the bandwidth is chosen to be 500 Hz per 
channel to allow sensing short shocks. Then, the SNR of strain gauge signals is set to 
40 dB (100:1) to allow reasonable accuracy measurement at full bandwidth. This sets 
the input-referred noise density to about 22 nV/Hz0.5. For magnetic sensors, an ADC 
of 14-bit of resolution is needed to fully exploit the sensor sensitivity.    

3 Amplification Chain 

The architecture of the amplification chain is show in Fig. 2. It includes three stages 
for high gain, high speed and low power consumption amplification, and input and 
output chopper switches for flicker noise cancellation. 

The first stage is built around a Differential Difference Amplifier (DDA) [4] 
having a Miller two-stage structure with resistive feedback to provide a 
programmable voltage gain between 2 and 16. Since its noise is the dominant 
contribution in the chain, it is carefully designed to provide a low thermal input-
referred noise density of 12 nV/Hz0.5, and a flicker noise corner frequency at around 
15 kHz. The unit capacitor R is 750 Ohm to provide low thermal noise contribution. 

The second and third stages are built around a two-stage Miller Differential OTA 
with capacitive feedback C of 0.6 pF. The input capacitor is programmable from 1.2 
to 9.6 pF to allow an overall voltage gain between 2 and 16. In order to set the input 
common-mode voltage of the amplifiers, a feedback resistor is implemented by means 
of a switched capacitor circuit with a small capacitor Cr of 10 fF and two switches 
clocked with non-overlapping phases 1 and 2 at twice the chopper frequency. 

The chopper modulation is applied at the input with four switches controlled by 
signal m, and the demodulation is applied at the output by the same switch 
arrangement. A second-order passive low-pass filter with a cutoff frequency of  
20 kHz (not shown) is present after demodulation to attenuate harmonics resulting 
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from the modulation. The chopper frequency is programmable, from 25 to 35 kHz. 
Table 1 shows the key parameters of the amplification chain obtained from 
simulations. 
 
 

 
 

Fig. 2. Amplification chain schematic diagram 

Table 1. Performance of amplification chain with chopper modulation 

Parameter Value Unit 
Voltage gain 8 to 4096  
Input bandwidth 10 kHz 
Input-referred noise, 0 – 10 kHz 30 nV/Hz0.5 
Input impedance >1 MOhm 
Max. differential input swing 70 mV 
Input common-mode range 0.8 – 1.2 V 
Current consumption 600 µA 

4 Analog to Digital Converter 

To reach 14-bit of resolution, a Sigma-Delta Modulator structure was chosen, whose 
structure is shown in Fig. 3. It is a third-order modulator with a multi-bit resolution of 
4 bit in the feedback path. A multi-bit implementation allows reaching a better SNR 
for the same oversampling ratio, therefore permits lower power consumption. The 
modulator includes feed-forward paths on all stages that reduce the signal dynamic, 
thus strongly relaxes the linearity requirements of the integrators. The 4-bit quantizer 
includes also passive feed-forward at its input stage. On the feedback path, the 4-bit 
DACs are implemented on each stage input with a capacitive network of 15 unit 
capacitors. 

Normally, the SNR of a multi-bit Sigma-Delta modulator is limited to 10 bit by the 
linearity of the first stage DAC, if no linearization technique is used. In order to reach 
14-bit, two techniques are implemented. The first uses dynamic element matching, 
and consists of a scrambling logic on the digital feedback path that selects different 
DAC unit elements at each conversion, in a way that their mismatch is averaged and 
the resulting non-linearity is strongly reduced. Data-Weighted Averaging [5] is the 
chosen algorithm as scrambling law. 
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Fig. 3. Analog to Digital Converter schematic diagram 

The second linearization technique is based on a background calibration that can be 
run continuously during circuit operation [6]. The 4-bit DAC of the first stage is made 
of an array of 16 elements. Each one of these elements can be disconnected from the 
bank and connected to an incremental 16-bit ADC that measures the capacitor value 
against a reference capacitor. The correction coefficients can then be computed by the 
host processor, and written back in a 15x 16-bit Look-Up Table placed before the 
ADC output decimation filter.  

The ADC decimation filter is a standard Cascaded Integrator Comb structure with 
5 stages, allowing attenuation of 85 dB before down-sampling by a factor of 32. The 
output sampling rate is 52 kHz, while the modulator is clocked at a frequency of 
1.695 MHz. The ADC modulator consumes 160 µA, and the DEM logic and CIC 
filter consume together 60 µA. The SNDR of the modulator was simulated at 87 dB. 

5 DAC for Sensor Offset Calibration 

Since their resistors are subject to mismatch, Wheatstone bridge sensors are affected 
by offset, which needs to be compensated before amplification. For this, a simple 
offset compensation scheme is used, consisting of biasing one of the two bridge 
branches with a resistor and a voltage from a DAC. Choosing an appropriate DAC 
output voltage allows to modify the DC voltage of the branch and to compensate for 
sensor offset. The on-chip implementation relies on a programmable resistor whose 
value can be tuned between 10 and 160 kOhm by steps of 10 kOhm to accommodate 
for various sensor impedances and offset variations, and on a 12-bit DAC for having a 
small quantization error. The schematic diagram of the DAC with programmable bias 
resistor is shown in Fig. 4. Since the DAC is used in a calibration procedure, its 
integral non-linearity is not critical but the differential non-linearity must remain 
below 1 LSB. A sub-ranging structure is proposed, made of a first resistive voltage 
divider with 64 resistors of 3.4 kOhm (6 most significant bits). A 6-bit decoder and a 
double switch array allow to select the upper and lower point of a given resistor, and 
to pass the corresponding voltages to voltage buffers. These buffers power a second 
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resistive divider, with 64 resistors of 3.4 kOhm. A second 6-bit decoder and switch 
array permit the selection of the final output voltage, which is buffered before being 
applied to the programmable bias resistor. The DAC has a DNL level of 12-bit, 
consumes 140 µA and has a bandwidth of 20 kHz.  
 

 

Fig. 4. Offset compensation DAC with programmable bias resistor 

6 Chip Architecture 

6.1 Input Switches 

Fig. 5 shows the internal switches performing multiplexing and powering for the eight 
sensor channels. To obtain low system power consumption, the sensors must be 
supplied only when they are read out. For this, the circuit includes one supply line for 
each sensor, active when the sensor is addressed (signal s active). Two channels are 
equipped with a 4-wire configuration allowing to swap the resistors of one half bridge 
to perform summing (signal a active) or differential (signal a inactive) readout modes.  
 

 

 
 

Fig. 5. Internal switches for sensor selection and powering. Left: 2-wire sensor, right: 4-wire 
sensor for summing or differential readout modes. 
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6.2 Top-Level  

The circuit overall architecture is represented in Fig. 6. Up to 8 sensor bridges can be 
connected, two of them in a 4-wire configuration. After channel multiplexing, one of 
the signal bus lines is connected to the offset compensation DAC through the 
programmable bias resistor. The sensor signal is fed to the amplification chain, the 
low-pass filtering, and the Sigma-Delta modulator. An on-chip PTAT current 
reference provides the analog blocks with biasing. The circuit includes digital 
functions related to ADC (decimation filter, dynamic element matching logic), control 
logic and a bank of 64 x 8-bit registers which can be read through an SPI interface. 
The channel selection is controlled through the same SPI. The registers contain 
individual gain and offset settings for all channels, allowing fast channel switching.  
 
 

 

Fig. 6. Top-level circuit architecture 

6.3 Layout and Performance Summary 

The circuit was integrated into a CMOS 180 nm process technology. The layout is 
shown in Fig. 7. The circuit expected performances are summarized in Table 2. 
 
 

 
 

Fig. 7. Circuit layout. Dimensions are 3.2 x 1.6 mm 
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Table 2. Circuit main parameters and expected performances 

Parameter Value Unit 

Voltage supply 1.8 V 
Input clock 13.56 MHz 
Current consumption 1 mA 
Max. bandwidth per channel 1 kHz 
SNR, strain gauges, BW = 500 Hz 40 dB 
SNR, magneto-resistors 80 dB 

7 Conclusion 

The paper presented an integrated circuit for operating 2 strain gauge and 6 magneto-
resistive sensors in a knee prosthesis for in vivo force and orientation measurements. 
The circuit will contribute to high level of integration, small size and low power 
consumption of the implant. 
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Abstract. Power efficient communication in a Wireless Body Area Net-
work (WBAN) is critical for successful system deployment. Stringent
constraints of size and weight of sensors significantly limit available sen-
sor power, particularly in the case of implantable sensors. This paper
discusses and analyses methods that could be used to improve power
efficiency of implantable WBAN systems, with focus on the Wake Up
Radio (WUR), which allows power efficient listening of wireless channel.
The paper presents analysis of existing hardware and design trade offs
in WUR implementation.

Keywords: Wireless Body Area Networks, Wake-up Radio, Ultra Low
Power.

1 Introduction

Wireless Body Area Networks (WBAN) have witnessed a surge of resurgence in
research and applications in recent years [1, 2, 3, 4]. This trend is facilitated by
advances in sensing, processing and communication algorithms and technologies.
WBANs integrate a number of wearable or implanted sensors and may integrate
environmental sensors in the vicinity of the user. Environmental sensors typically
provide context of physiological or activity records. User convenience and ubiq-
uitous connectivity, among other advantages, make WBANs the most promising
application of wireless sensor networks. WBAN applications have the potential
to dramatically change the field of monitoring, telemedicine, drug delivery and
compliance monitoring, as well as computer assisted rehabilitation.

WBAN based systems introduce a very specific design space with stringent
constraints of weight and size, resulting in significant resource constraints. The
most limiting factor is power source, which determines maximum power con-
sumption of the system. This is particularly important for implanted sensors,
such as pacemakers, where battery life is expected to exceed 10 years [5]. Wire-
less communication is typically dominant component in the power budget, with
several times higher power consumption than processing in the active mode. This
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013



304 S. Marinkovic, E. Popovici, and E. Jovanov

paper presents a survey of power efficient WBAN protocols and architectures,
with emphasis on benefits of integration of Wake Up Radio as resource that
facilitates power efficient WBAN communication.

2 Communication in WBAN

Due to the power constraints, a typical WBAN implements a simple network
topology, while supporting sophisticated protocols and signal processing algo-
rithms as well as high quality of service required by health monitoring systems.
This section presents commonly used wireless communication standards and sys-
tem support for power efficient wireless communication.

2.1 Standard Wireless Communication

Choice of wireless standard is mostly driven by requirements for power efficiency
and system support. Consequently, most research projects employ IEEE 802.15.1
(Bluetooth [6]) or IEEE 802.15.4 (ZigBee [7]) protocols. These wireless standards
are well researched, documented and tested, but are not an optimal technologies
for the wireless BAN, since they target a large application space, more flexible
networks than WBAN and are used for longer transmission ranges [8]. This
makes them less energy efficient than the protocols specifically targetingWBANs
such as [9]. A comparison and optimization of two popular WBAN technologies,
Bluetooth and ZigBee, is given in the comparative study [10], in terms of design,
cost, performance and energy efficiency. Demand for low power consumption,
essential for WBAN applications led to the modification of the original Bluetooth
standard and introduction of Bluetooth Low Energy (LE). Figure 1 shows the
typical WBAN implementation. Smartphone serves as a master node controlling
the WBAN and gateway for integration of data from wearable or implanted
sensors

The long term health monitoring of patients requires low power techniques
[11]. Medium Access Control (MAC) protocols play a significant role in deter-
mining the energy consumption in wireless communication. Traditional MAC
protocols mainly focus on improving bandwidth utilization, throughput, and la-
tency. However, they lack energy conserving mechanisms, which is one of the
most important constraints of a WBAN. The main sources of energy waste are
collision, idle listening, overhearing, and control packet overhead. MAC proto-
cols maximize the network lifetime by controlling the aforementioned sources of
energy waste. Some contention based protocols such as WiseMAC [12], BMAC
[13] and [14] use low power listening and preamble sampling techniques to reduce
idle listening. Other protocols such as SMAC [15], TMAC [16] and PMAC [17]
reduce idle listening by applying a synchronized schedule between the nodes.
Contention-based solutions are not suitable for WBAN since most of the traffic
is correlated.

Some research groups used TDMA-based MAC protocols for wireless sensor
networks [18, 19, 20] and protocols especially for WBAN [21, 22, 23, 24]. Some
protocols are designed to support application specific transceivers [21, 22].
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Fig. 1. Wireless Body Area Network example

The main schemes for MAC protocols for sensor networks are CSMA/CA
(Carrier Sense Multiple Access / Collision Avoidance) and TDMA (Time Di-
vision Multiple Access). FDMA (Frequency Division Multiple Access) requires
complex hardware and CDMA (Code Division Multiple Access) has high compu-
tational demands. A comparison between TDMA and CSMA protocols is given
in Table 1, as reported in [25], where is shown that the TDMA method is more
suitable for static types of networks. It is presumed that a BAN is not a dynamic
network structure.

Table 1. Comparison of TDMA and CSMA/CA

Communication Strategy TDMA CSMA/CA

Power Consumption Low High

Bandwidth Utilisation Maximum Low

Preferred Traffic Level High Low

Dynamic (Network Change) Poor Good

Effect of Packet Failure Latency Low

Synchronisation Essential -

TDMA based protocols outperform CSMA based protocols in all areas except
the protocol adaptability to changes in network topology. On the other hand
TDMA based protocols need a good synchronization scheme. Such schemes are
not easy to implement in a dynamic network, but since BAN has relatively
constant network structure and fixed sensor functions synchronization can be
simplified.
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Additionally, most of the contention-based protocols use Clear Channel As-
sessment (CCA) to determine the status of the channel. However, this is not
always guaranteed in WBAN due to the high path loss inside or outside the
human body. Schedule-based protocols such as Time Division Multiple Access
(TDMA) provide good solutions to the traffic correlation and CCA problems.
These protocols are energy conserving protocols because the duty cycle is re-
duced and there is no contention, idle listening, and overhearing problem. How-
ever, common TDMA needs extra energy for periodic time synchronization. All
the sensors (with and without data) are required to receive periodic control
packets in order to synchronize their clocks.

2.2 Preamble Sampling

Another method for reducing time spent on idle listening is called preamble
sampling method. This method is based on the principle of short duration of
radio activity, to determine if there is activity on the channel, in order to wake
up. Sensor node wakes up periodically, and if the channel is busy the node
remains awake; if not, the node returns to sleep. Time between two channel
samples is fixed and known by the network. Therefore, in order to wake up
the nodes, before transmission one must ensure that the preamble before the
transmission is long enough (at least as long as this time between the channel
sampling).

Table 2. Summary of preamble sampling methods [26]

Category Energy Sync. Requirements Implementation Adaptability

Basic preamble sampling Average None Simple Bad

Short preamble burst Good None Simple Bad

Sync. info. advantage Very good Sync. needed Average Bad

Adaptive duty cycle Good None Not simple Good

As summarised in Cano et.al. [26], Preamble sampling techniques can be split
into the following four 4 categories:

1. Basic preamble sampling. - This technique is first presented in 2002 [27],
where it was implemented in Aloha and called ”preamble sampling”. Around
same time it was presented in [28], where it was combined with CSMA and
called ”low power listening”. Later, Berkeley MAC was presented [13], which
had clear channel assessment (CSA) strategy, where noise floor was measured
in the period where it was known that there is no communication on the
channel.
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2. Short preamble burst. - This method is a bit different from the previ-
ous in a sense that long preamble is split into a series of short packets. In
such way, preamble sampling can detect channel activity and read a short
packet of data that will most commonly be a short address (destination iden-
tifier), allowing to target specific node. In this way, unnecessary listening is
avoided. Example of these are Enhanced B-MAC [29]. Also, one can include
information when will the data transmission start, allowing the node to re-
turn to sleep mode for a while [13, 30, 31, 32, 33]. Further improvements of
this method can be: The transmission of early acknowledgement, to stop the
transmission of the burst if the node has nothing to transmit, as presented
in [34, 35, 36, 31, 37] and others; Repetitions of data packet, where full data
message is repeated [30]; or packet dependent behaviour, that depends on
the type of the packet being sent [38, 31, 39].

3. Taking advantage of synchronisation information. - This preamble
sampling category is a combination of preamble sampling and synchronisa-
tion mechanism, with the goal of reducing the length of the preamble. There
are two methods of achieving this, either the network coordinator memorises
the wake-up time of each receiver, and positions its preamble at that time
[12, 35, 32, 40]; or wake up schedules of sensors are synchronised [41, 39].

4. Adaptive duty cycle. - This technique is based on changing of the duty
cycle of the preamble sampling, channel listening, to adapt to the network
traffic change. This makes the protocol to be better adaptive to the network
changes, and traffic intensity change, without much idle listening but requires
a more complicated algorithm to run. This duty cycle change can be either
request based, where duty cycle is adapted on the requests in transmission
[12, 42, 43, 44], or traffic load based, where the duty cycle is changed with
the observed traffic load [45, 46, 47, 41, 36]. A survey and comparison of
WUR methods is presented in [26] and outlined in Table 2.

2.3 Wake Up Radio

The problem of idle listening for events can be solved using the separate hardware
that is continuously listening for a certain wake up signal. Typical application
will be in a WBAN network with ranges less than 2m. There will be a dedicated
device acting as a Master Node that will act as a network coordinator. This de-
vice would send wake up signals, and receive data packets from sensors. In 2001,
[48] presented the advantages of wake up radio and estimated that a specialised
radio interface could consume as little energy as 1μW.

The wake up receiver intended for WBAN is expected to operate in the dense
network environment. At any given moment some nodes will be communicat-
ing within a WBAN, while some may stay in a sleep mode, monitoring the
channel for communication requests. Also, we can expect numerous high power
transceivers and noise in the vicinity of a network. The optimal WUR must be
immune to to this ambient traffic and should avoid waking up the sensor on
signals intended for the neighbouring nodes, as well as on the ambient noise.
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From a functional perspective, WUR is not as restricted regarding bit error
rate and data rate as the standard receiver. The metric of interest is probability
of detection of wake up signals and probability of false alarms. Retransmissions
increase power consumption for the transmitter as well as the latency. False
alarms are costly from a power perspective because of the needless sensor acti-
vations.

There are two functional groups of WUR: wake up circuits and wake up re-
ceivers.

Wake up circuits can have very low power consumption (even zero power),
but these only detect the activity on a channel, and cannot distinguish a wake up
signal from other RF activity of sufficient power. They are mostly realised using a
charge pump. This concept was first presented and simulated in [49]. The circuit
is zero power, and it is realised using the Schottky diodes. A similar solution
using MOSFET is presented in [50]. Also, battery assisted (semi passive) RFID
tags demand similar solutions for their power-on sensing circuitry as explained in
[51]. In 1998 an RF field detector was presented as a low power wake up method
that could be used in semi passive RFID tags [52]. Another design, with a power-
on circuit based on multi stage charge pump is presented in [53]. A complete
micro-power sensor node with RF quasi-passive wake-up circuit is presented in
[54].

Wake up receivers (WUR) have the ability to demodulate and decode some
packet of information following the signal, which can be used for addressing to
reduce the number of activations. A low power WUR that has addressing capa-
bilities is presented by [55]. A solution with a Schottky voltage doubler followed
by a programmable amplifier and integrator is developed in [56]. Alternative
approach based on a zero-bias Schottky voltage doubler (charge pump, envelope
detector), is simulated in [57]. A design based solely on amplifiers is presented
in [58]. Another low voltage - low power ASIC solution is presented in [59]. This
WUR has a very good sensitivity of -71dBm. [60] proposes a WUR that has
a dedicated low power microcontroller for packet decoding. The solution pub-
lished in [61] is a wake-up transceiver, meaning that a dedicated transmitter
was developed with the WUR. [62] have developed a low-power, low-frequency
WUR with an integrated correlator which compares the received signal to a byte
pattern saved in a configuration register. Another integrated solution has been
developed at Fraunhofer institute [63].

Currently, the lowest power WUR, specially designed for the WBAN and
implant communication is presented in [64]. This receiver is a full WUR solution,
working in 400MHz range, that continuously listens on a wireless channel for
the Wake Up Packet - a packet of OOK data that contains the address of the
targeted device. Any transmitter that can work in OOK mode can be used for
the transmission of the wake up packet. Ideally, one would use a transmitter that
has a OOK and FSK mode, where OOK would be used for the wake up, and
FSK for the regular communication. Example can be Texas Instruments CC430,
which can provide a full solution with the processor for protocol and wake-up
handling, and transceiver for the communication that can be used for wake up
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Table 3. Wake-up receiver prototypes

Authors Year f [MHz] Rate [kb/s] S [dBm] P [μW]

Pletcher [58] 2009 2000 100 -72 52

Fraunhofer [63] 2010 868 1 -60 33

Le-Huy [57] 2008 2400 50 -50 20

Durante [56] 2009 2400 100 -53 12.5

Gamm [62] 2010 868 NA -52 2.78

Doorn [60] 2009 868 0.862 -51 2.6

Ansari [55] 2009 868 0.75 N/A 2.6

Hambeck [59] 2011 868 100 -71 2.4

Marinkovic [64] 2011 434 5.5 -51 0.270

packet transmission in OOK mode. It is currently the WUR prototype with the
lowest power consumption and very low latency that was achieved at the cost of
somewhat reduced sensitivity optimized for typical WBAN ranges.

Finally, Zarlink [65] present and produce a full commercial solution of wake
up receiver and a transceiver, intended for implant communication. This is not
a continuous listening WUR, but separate low power 2.4GHz receiver that is
duty cycled, acting as a WUR. Reason is that this band allows for higher output
power than the MICS band [66] and somewhat longer range. Although this is in
a sense a preamble sampling mechanism, it is a separate circuit with a very low
power consumption, and can be considered as a Wake Up Receiver.

Jelicic et.al. [67] finely summarises the state of the art in WUR designs and
prototypes (Table 3) for the last three years. The paper also contains more de-
tailed analysis of the WUR implementation in communication protocols. For the
implant communication, one should consider the lower power WUR solutions in
the 1μW range. Two solutions, [65] and [64] have reduced the power consump-
tion below 1μW, which makes them suitable for the implant communication.
They both have advantages and disadvantages, which will be discussed in the
next section.

3 Power Efficiency with WUR

The main issue in low power wireless networking is to keep the network func-
tionality, but to lower the power consumption. This is achieved by deliberately
increasing the communication latency, to reduce the communication duty cycle.
Most of the proposed and cited protocols are based around a centralised network
structure and beacon communication. This means that either the network coor-
dinator sends beacons at regular time intervals, or the sensor scans the channel
at regular time intervals, in order to keep the network alive, and to synchronise
for data transfer. Since data transfer cannot happen in those protocols before
the initial polling (reception of the beacon and request for data send/receive),
the maximum latency is the time interval between two beacons.



310 S. Marinkovic, E. Popovici, and E. Jovanov

Table 4. Comparison between communication methods

Communication method Node responsiveness † Range Power consumption ‡
Standard Protocol Slow High High

Preamble Sampling Slow High Medium

Strobed WUR (Zarlink) Fast Medium Low

WUR Very fast Low Low

† - Comparison with given power consumption target
‡ - Comparison with given latency / response time target

When the communication is frequent, this is proper way to organise a network,
since a timeslot can be given and data can be sent during regular time intervals,
but when communication is scarce, or irregular, this regular awakening becomes
the main communication power consumer, especially when desired latency is
low. It is not mentioned in the literature, but in practice, this kind of operation
requires an active timing and control circuit, which if not implemented within
the transceiver, is usually a microcontroller that consumes current by staying in
active mode or running the timers.

The WUR can be used on top of the existing protocols, as a method to control
the power consumption, and solve the latency problem, by allowing the rest of
the circuit to be in the low power ”sleep” mode, while continuously listening to
a wireless channel. The next sections discuss the usage of the proposed WUR,
and its benefits in the standardised and frequently used WBAN protocols.

Introducing the wake up receiver as a component that can listen to a channel
reduces the duty cycle (time spent on idle listening), but introduces new com-
ponent with quiescent power consumption. Good power model must be derived
to justify the introduction of this component and maximum power consumption
it can have in order to be practical in applications.

Table 4 presents the functional comparison between communication meth-
ods in WBAN. The main point is that WUR enabled devices will have lower
power consumption while maintaining the lower node response times (fast re-
sponsiveness). Of course this is achieved at the cost of the receiver sensitivity,
and limitation of the effective communication range. Therefore, since the ranges
in WBAN are not long and power consumption requirements are strict, one can
conclude that WUR is the good approach in the implant communication, where
responsiveness has to be relatively fast.

In order to determine the power consumption benefits, usage of WUR will be
compared to three popular protocols. Zigbee and Bluetooth Low Power as the
standard protocols, and Wise MAC as preamble sampling protocol.

ZigBee is a specification for a suite of high level communication protocols
using small, low-power digital radios based on the IEEE 802.15.4-2003 standard
for Low-Rate Wireless Personal Area Networks (LR-WPANs), such as wireless
light switches with lamps, electrical meters with in-home-displays, consumer
electronics equipment via short-range radio needing low rates of data transfer.
The technology defined by the ZigBee specification is intended to be simpler
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and less expensive than other WPANs, such as Bluetooth. ZigBee is targeted
at RF applications that require a low data rate, long battery life, and secure
networking [7].

Bluetooth Low Energy (LE) is one of the most popular WBAN protocols, and
it is used today for the variety of applications. It uses a TDMA based master-slave
protocol, consisting of piconets with one master and up to 7 slaves [68]. Blue-
tooth channels use a Frequency-Hop/Time-Division-Duplex (FH/TDD) scheme
in which the time is divided into 625μsec intervals called slots. Themaster-to-slave
transmission starts in even numbered slots, while the slave-to-master transmission
starts in odd-numbered slots.

The WiseMAC [12] is a popular low power MAC protocol, based on preamble
sampling which is discussed for the next standard in the 802.15 CSEM FM-UWB
Proposal [69] for wide band personal area networks. WiseMAC is based on the
preamble sampling technique which consists in regularly sampling the medium
to check for activity. All sensor nodes in a network sample the medium with
the same constant period TW but their relative sampling schedule offsets are
independent and constant. If the medium is found busy, a sensor node continues
to listen until a data frame is received or until the medium becomes idle again.
At the access point, a wake-up preamble of size equal to the sampling period
is transmitted as a preamble of every data frame to ensure that the receiver
will be awake when the data portion of the packet arrives. The access point
(coordinator node) knows the sampling schedule of all sensor nodes, therefore
it starts the transmission just at the right time with a wake-up preamble. This
wake up preamble is received with the conventional receiver. The access point is
the only initiator of the communications.

However losses in the body signal propagation are considerable despite the fact
that WBAN implant communication ranges are low. Therefore one has to keep
balance between power consumption, receiver sensitivity, and responsiveness.
Depending on the application, one can choose strobed WUR (Higher range, slower
response) or continuous WUR (Lower range, faster response). Both methods are
much more power efficient than regular communication, or preamble sampling
using the high sensitivity receiver.

Figure 2 compares the power consumption of three protocols, Zigbee, Blue-
tooth LE and WiseMAC, for connection events only - wireless overhead commu-
nication that is required just to keep the network alive and not to transmit or
receive any data. Values for calculation was extracted from application note [70]
for Bluetooth LE, application note [71] for Zigbee and [12] for WiseMAC. Data
from these papers was used to calculate the energy needed for one connection
event. The figure presents the average power consumption of these connection
events, as a function of their frequency (time between them). In order to com-
pare, the line ”With WUR” shows the power consumption of a receiver and uC
processor sleep mode plus the power consumption of WUR presented in [64]. This
is not a function of connection events frequency, as the protocol implementing
WUR would not use connection events.
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Fig. 2. Comparison between Zigbee, Bluetooth LE, WiseMAC and a protocol that
would implement WUR

There are not many protocols that consider the WUR hardware in the MAC
design, and this area is currently being researched. Examples are traffic-adaptive
MAC protocol (TaMAC) for WBAN that improves energy efficiency by ex-
ploiting the traffic information (traffic-patterns) of the nodes is presented in
[11]. Other solutions that incorporate WUR for energy efficiency is presented
in [72, 55]. These solutions are based on a fictional (concept) WUR, but prove
that if presented with a WUR device, the power consumption of any protocol
can be significantly reduced. [73] proposes a communication method for medical
oriented scenarios using the WUR [64].

4 Conclusion

Efficient integration of implanted sensors into WBANs must provide effective
trade off between low power consumption and the responsiveness of the im-
planted node to external requests. Keeping responsiveness using traditional wire-
less method of connection events is relatively power consuming, even in the
case of low power protocols. Therefore, one should consider the new technolo-
gies of wake up receivers used for channel monitoring. In this paper we pre-
sented alternative approaches, the preamble sampling WUR by Zarlink and con-
tinuous channel listening as state of the art in this area and as seen in Fig-
ure 2, this might be a possible and promising technology for future WBAN
development.
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Abstract. New wireless wearable monitoring systems worn by patients
and caregivers require a high degree of reliability and autonomy. We
show that active textile antenna systems may serve as robust platforms
to deploy such wireless links, in the meanwhile being comfortable and
invisible to the wearer, thanks to recent developments in the design pro-
cess combined with dedicated signal processing techniques. The key idea
is to exploit the large amount of real estate available in patients’ and
caregivers’ garments to deploy multiple textile antennas each with a size
large enough to make them efficient radiators when deployed on the body.
The antenna area is then reused by positioning active electronics directly
underneath and energy harvesters directly on top of the antenna patch,
ensuring the autonomy of the module. Combining different antenna sig-
nals by means of low-power multi-antenna processing techniques then
ensures good signal quality at low transmit power in all situations.

Keywords: Smart Fabrics and Interactive Textiles, wearable electron-
ics, active textile antennas, MIMO signal processing.

1 Introduction

The explosive developments in the field of smart fabrics and interactive textiles
(SFIT) have opened a wide range of exciting possibilities in the field of health-
care. Remote monitoring of patients may be provided by wearable systems that
are unobtrusively integrated into patient garments, in the meanwhile continu-
ously monitoring life signs, activities and environmental conditions, and relaying
these data wirelessly to a remote location for supervision by a caregiver. Such
intelligent garments may be deployed both in the hospital and in the home envi-
ronment of the wearer. Also caregivers may be equipped with wearable systems,
either to collect and transmit their own parameters during interventions in haz-
ardous situations, or as a personal wearable computer that receives, interprets
and displays patient data to help a caregiver in making decisions.
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As SFIT systems are to be deployed in critical applications such as patient
monitoring and rescue missions, their reliability and autonomy are two key con-
cerns of the designers. To ensure sufficient autonomy without the use of heavy
batteries, we need to satisfy two requirements: First, the wireless communication
module, and in particular the transceiver module responsible for setting up the
wireless link is typically one of the largest energy consumers of the wearable
system. Therefore, we need to design a highly energy-efficient communication
system, in which textile antennas are critical components. Indeed, an efficient
wearable antenna providing off-body communication with high gain and large
radiation efficiency typically consumes quite a lot of space, as a large ground
plane is required to avoid absorption of antenna radiation by the human body.
Yet, this space is widely available in garments. However, the large flexible textile
antenna [6, 4, 5, 3] will typically be subject to bending, wrinkling and crumpling
as the wearer moves around. This should be taken into account during the de-
sign phase of these antennas. Second, to ensure sufficient autonomy to the SFIT
system, energy harvesters should be added that make use of the large number of
energy sources available in the neighbourhood of the body to scavenge energy.

In this contribution, we will review and evaluate a number of techniques that
may be implemented on textile antennas to increase the energy-efficiency and
autonomy of SFIT systems. The key idea is to increase performance and func-
tionality by reusing surface area for multiple purposes. This is done at two levels:
First, the garment, offering protection and comfort to the wearer, is reused as a
platform for a wearable multi-antenna system. Second, the textile antenna itself,
being the largest component of each wearable module, is reused as a platform
for active electronic circuits implementing sensing and communication, and for
energy-scavengers with energy-management circuits.

In Section 2 we show how active electronic circuits may be directly inte-
grated underneath the wearable antenna, resulting in a compact communication
module. Moreover, by adopting a full-wave/circuit co-design and co-optimizing
strategy, optimal active antenna performance can be obtained, aiming either for
optimal noise or impedance matching. Next, we show in Section 3 how one can
integrate a set of solar cells on top of the antenna patch, without disturbing the
radiation characteristics of the textile antennas. In Section 4 we show that by
combining multiple wearable antennas, integrating them in the front and back
sections of a garment and relying on diversity techniques at both ends of the
link, the reliability of wireless communication links can be improved tremen-
dously. Diversity techniques can easily be implemented at the receiver side, but
the use of space-time codes can be quite energy-consuming as codes must be
generated at the transmitting side, whereas accurate channel estimation is re-
quired at the receiver. Section 5 presents some energy-efficient alternatives, such
as passive beamforming and channel state tracking. It is shown that these tech-
niques provide an almost equal performance while relying on much simpler and
less energy-consuming signal processing algorithms. Finally, we formulate some
conclusions in Section 6.
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Fig. 1. Active wearable receive antenna operating in 2.45GHz ISM band

2 Full-Wave/Circuit Co-design of Active Wearable
Antennas

Although the development of wearable electronics systems has boomed over the
last decade, most of the research focused on converting conventional rigid elec-
tronic circuits into flexible wearable components that are compatible with inte-
gration into fabric. The complete wearable electronic system is then constructed
by interconnecting the set of wearable components needed to implement the de-
sired functionality. This approach, however, results in a fragile overall system,
with many weak links that easily break. Moreover, as all components are de-
signed separately, optimal performance of the overall system is not guaranteed.
Therefore, we have adopted a new design strategy [2] where we aim to integrate
as many components as possible on the textile antenna(s) of the wearable sys-
tem, in the meanwhile reusing the large area that we need to ensure high gain
and good radiation efficiency, and opening new opportunities to co-optimize the
performance of the antenna together with the active circuits. At the same time,
improving overall system performance also increases the autonomy of the wireless
system and reduces the risk of interference with other systems. Both problems
are highly relevant in healthcare applications.
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Fig. 2. Aperture-coupled shorted wearable solar patch antenna for 902–928 MHz UHF
band

In Fig. 1 we present an active wearable antenna, for which the full-wave/circuit
co-design approach was applied to integrate a low-noise amplifier (LNA) directly
underneath a textile patch antenna. As the antenna feed is directly connected
to the LNA input by means of a short via, RF connection losses are reduced.
Moreover, careful co-optimization of the patch dimensions, the position of the
antenna feed point and the elements composing the LNA circuit results in opti-
mal noise performance, high gain and 50Ω matching at the output of the LNA,
leading to a highly sensitive receive antenna that operates in the 2.45GHz ISM
band.

3 Integration of a Solar Cell on a Wearable Antenna

Ensuring acceptable autonomy is of major concern for wearable systems, since
batteries rapidly increase the weight and may reduce the flexibility. An exciting
new area of the research focusses on harvesting energy from the body and its
environment to power the system. In particular, solar energy and kinetic energy
originating from body movement are important sources the wearable system may
rely upon. In addition to placing active electronics below the antenna patch, we
now also integrate energy harvesters directly on top of the wearable antenna
module [1]. In Fig. 3 we present an aperture-coupled shorted wearable solar
patch antenna for communication in the 902–928 MHz UHF band.
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4 MIMO Techniques for Wearable Systems

In indoor environments, wireless communication systems suffer from multipath
fading, which significantly reduces the reliability of the data link. In case of
wearable SFIT units, their deployment in the direct neighborhood of the human
body results in important additional shadowing effects. To overcome shadowing
and fading, typically higher transmit powers are required to achieve acceptable
Bit Error Rates (BERs), which seriously reduces the autonomy of the wear-
able system. However, by making use of a garment as a platform for the inte-
gration of multiple wearable transmit/receive units and by relying on MIMO
diversity schemes [8], highly reliable links may be implemented using low trans-
mit power. Fig. 3 demonstrates the improvement in terms of BER for different
MIMO schemes that were implemented using a wearable system consisting of
two dual-polarized textile antennas integrated in a professional garment. The
link quality was studied for a person walking around in an indoor office environ-
ment in non-line-of-sight conditions. It is, however, important to approach BER
results based on measured instantaneous signal levels like the ones obtained in
Fig. 3 with care. In reality, the BER for the real data demodulation suffers from
imperfect channel estimation in case of low signal levels. In case of erroneous
channel estimation, the space-time codes will not offer the full diversity gain
expected from theory. A transmission of 100 frames with channel estimation by
300 BPSK pilot symbols at an average SNR of 10dB resulted in a BER at the
receiver of 1.7e-2 for a 4× 1, 8e-3 for a 4× 2 and 1.7e-3 for a 4× 4 link. Clearly,
the measured improvements in wireless link quality are found to be much lower
than expected from theory. It was found that, by just increasing the average
SNR from 10dB to 12dB, for the set of 100 transmitted frames the number of
bit errors dropped to zero for the 4× 4 communication link.

5 Energy-Efficient Multi-antenna Processing Techniques

Although space-time coding (STC) via multiple antenna offers large potential
benefits in terms of link quality, it comes at a cost in terms of required process-
ing power to manipulate the codes and to perform accurate channel estimates.
Therefore, we have investigated an alternative approach where simple static
beamforming is performed using a four-element textile antenna array that trans-
mits a beam confined in the vertical direction [7], resulting in a larger received
signal level and reducing the number of received multipath components. This
in turn decreases the fluctuations in received signal level. In Fig. 4 we compare
space-time coding and static beam forming in non-line-of-sight conditions in an
indoor environment. Moreover, BER versus SNR curves are presented for two
receiver configurations: a single-antenna receiver without diversity versus a four-
antenna receiver implementing maximum ratio combining (MRC). The curves
were normalized to include TX array gain, which corresponds to ensuring an
equal total transmitted energy per information bit Eb,tr at the transmitter. In ab-
sence of receiver diversity, the space-time code clearly outperforms beamforming
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as for the higher Eb/N0 values, the transmit diversity gain rapidly exceeds the
beamforming power gain. In case of receiver diversity, however, the beamform-
ing BER is lower than the BER for space-time coding over the full range we
considered.

If we prefer the benefits of additional diversity gain offered by the space-time
codes, we need to implement techniques that alleviate the additional processing
cost. One approach consists of reducing the overhead in terms of pilot symbols
that are needed to make accurate channel estimates at the receiver. This is done
by implementing data driven channel tracking [9], where we use the detected
data symbols as substitutes for the pilot symbols to keep track in time of the
correct channel state. Fig. 5 compares the performance in terms of BER of a
4x4 MIMO system that has perfect channel knowledge at the receiver with an
implementation that makes abundant use of pilot symbols for channel estimation
(300 pilot symbols transmitted in separate time-slots for each transmit channel
in addition to 528 symbols of space-time coded data per frame) and a link for
which data driven channel tracking is implemented at the receiver. We observe
that, once the BER drops below 2e-4, the STBC-MIMO system with channel
tracking offers a performance similar to that of the MIMO system using large
amounts of pilot symbols for channel estimation.
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6 Conclusion

It was shown that garments of patients and caregivers may be used as platforms
to deploy wearable multi-antenna systems that sense the wearer and his/her
surroundings. Direct integration of active electronics and energy scavengers onto
the active textile antennas lead to compact and energy-efficient modules that are
light-weight and comfortable to wear.
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Abstract. Antenna design for footwear is an essential part of enabling reliable 
wireless links with lower-limb sensors used in body centric networks. Sensors 
can report biomechanical pressure data to analyse kinematic and posture 
parameters for a range of medical and sporting applications. Consideration is 
given to antenna shapes, the fit with shoe shapes, the positioning on the shoe 
and the radiation patterns suited to on body and off-body communications. 

Keywords: Biomedical telemetry, body sensor networks, footwear industry, 
ultra wideband antennas. 

1 Introduction 

Intelligent footwear technologies that will report sensor information through radio 
links require suitable antennas to overcome adverse propagation influences near to 
ground level, variable tuning in close proximity to the human body and to ensure 
compatibility with various fabrics subject to scuffing, flexing and changing moisture 
conditions. Opportunities in various applications will present slightly differing 
antenna requirements but any approaches should take account of user influences on 
the designs and should avoid interfering with the user’s typical stride or posture. 

Around one in three older people fall each year [1] often with serious consequences 
including an increased likelihood of nursing home admission [2]. Every year, 10% of 
all older people need medical treatment following an injury and falls cause 75% of 
these injuries. Almost 7,000 older people were admitted to Irish hospitals with a fall 
in 2001 (ESRI 2001). Some recent Irish data profiled falls in an acute hospital over a 
one year period (Cotter et al 2006). There were 810 fall-related admissions, resulting 
in 8,300 acute bed days, and 6,220 rehabilitation bed days, costing €10.3 million. 

Fall-related readmissions resulted in 650 bed-days, bringing the total cost to €10.8 

million. A typical hip fracture incident admission episode costs €14,300. The Royal 

College Surgeons in Ireland have shown that in frail older women, wearing their own 
footwear significantly improved balance compared to being barefoot with the greatest 
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benefit being seen in those with the poorest balance [3]. The cause of this benefit is 
unclear though it may be that patients with poorer balance have deficits in foot and 
ankle architecture that are compensated for by footwear. Understanding the features 
of footwear that benefit balance in at-risk elderly individuals could lead to practical 
and inexpensive ways of preventing falls. In order to advance this field of research, 
collaboration between clinicians and engineering professionals is essential. 

Future communications using miniaturised radios will enable many aspects of 
body-centric sensors for medical, occupational and leisure applications. Published 
research on wireless systems is dominated by upper-body scenarios [4]-[8] and there 
are many opportunities associated with extending the technology downwards to 
footwear. Wirelessly connected pressure sensors would dramatically enhance the 
clinical analysis of dynamic activities, such as gait or running in patient and sporting 
groups. For example, older people at risk of falls could be monitored at home or in the 
wider community, with a truly wireless, mobile system. This would enable detailed 
analysis without encumbering elderly people with wires or significantly distracting 
them with large devise. 

Linked with other compatible technologies, they could also be the basis of new 
sporting performance analysis and gaming applications. For example, increased 
participation in endurance type activities such as marathon running, have been 
associated with a shift in musculoskeletal injury patterns from acute (sprains, strains, 
contusions, etc.) to overuse injury types. Biomechanical factors are thought to have a 
role in the development of these types of injuries. Antenna functionality in this 
particularly adverse environment for radiowave propagation has been substantially 
published. An appropriate balance of several competing antenna parameters will be a 
key requirement for communications given the adverse propagation conditions in 
which the devices will be expected function reliably. 

Electrically small antennas radiate as a function of their close proximity 
surroundings. Design and performance considerations should include, inter alia, the 
different materials and shapes of footwear, the movement of the subject and the 
characteristic propagation environment. Selection of antenna positions on footwear 
relate to how the sensors are integrated, the resilience to material flexing and the line-
of-sight visibility to the upper body or to off-body data stations. The close and 
varying proximity of the antenna to the ground surface beneath a foot is expected to 
present conditions of propagation fading. Ultra wideband (UWB) offers a suitable 
propagation range for body area networks and the spectrum bandwidth can offset the 
impact of fading loss.  

2 Methodology 

Computer based simulations and anechoic chamber measurements were used to 
evaluate how antennas would perform on the footwear. Antenna types were selected 
based on suitable radiation patterns at various positions on the footwear. Predictive 
simulations using CST Microwave Studio on a 2.40 GHz quad-core processor PC 
with 12 Gbytes of memory allowed researchers to evaluate performance stability. 
Two NVIDIA® Tesla C1026 accelerator cards were used to reduce the experimental 
time to around 9 hours of computational time. 
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A lower limb and shoe model was developed in tandem with a phantom model for 
measurements. The geometric features and dielectric properties were derived from the 
sample shoe and the homogeneous foot phantom which was constructed for the 
experiment.  

 

 

Fig. 1. CST model of foot-phantom and shoe with antenna on toe area 

3 Monopole Antenna Design 

A monopole antenna, in Fig. 2 comprises single-sided FR-4 dielectric with 0.2 mm 
thickness with an SMA feed connector. The parameters dimensions were refined for 
the footwear using a multi-objective algorithm to enhance a quasi-omnidirectional 
pattern in the 6 - 8.5 GHz band. The overall dimensions were limited W = 15.7 mm, 
L = 25.63 mm to minimize the overlay area on the shoe. The optimised parameters are 
Wf = 1 mm, Sf = 0.56 mm, Lg = 2.4 mm, Hg = 3.6 mm, La1 = 6.17 mm, La2 = 2.96 mm, 
La3 = 2 mm, D = 1.47 mm, Dg = 3.2 mm. The CPW groundplane profile was refined 
to manage the surface currents that would otherwise impact the radiation patterns at 
upper frequencies. 

Z

X 

θ 
 

φ
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Fig. 2. Monopole Antenna 

 

Fig. 3. S11 comparison for the material loaded monopole antenna 

Fig. 3 shows the S11 achieved -10 dB match across 6 - 8.5 GHz for simulation and 
measurement. Comparing simulated and measured materially-loaded radiation 
patterns shown in Fig. 4 for the 7.5 GHz frequency indicates that the design produced 
a quasi-omnidirectional pattern in the φ = 0° plane. Considering the 6 - 8.5 GHz 
bandwidth, the mean value of the simulated realized gain in the φ = 90° plane 
(-180° < θ < 180°) is greater than 1 dBi. Discrepancies in the patterns are attributed to 
interaction of surface currents on the measurement cable with the small ground  
plane. 
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6 GHz, φ = 0° plane (left), φ = 90° plane (right) 

 
7.5 GHz, φ = 0° plane (left), φ = 90° plane (right) 

  
8.5 GHz, φ = 0° plane (left), φ = 90° plane (right) 

Fig. 4. Realized gain patterns (dBi) for the materially-loaded monopole antenna 

The omni-directional characteristic that is characteristically exhibited in free-space 
changes predominantly in the back-lobe due to the presence of the shoe and the human 
body. While there is an approximate 3 dB reduction in the frequency-averaged realized 
gain in the -180° < θ < 180° plane respect to the empty shoe case, in the 90° < θ < 90° 
the average simulated realized gain is greater than 1 dB for all the UWB frequencies. 
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4 Conclusion 

Robust antenna performance designs are essential for sensors within wireless body 
area networks. Footwear mounted systems will enable real-time reporting of 
biomechanical parameters from ground level for sporting and medical purposes. Such 
short range on-body and off-body radio links can enable high-speed analysis of gait, 
stride and kinetic function, in addition to environmental sensing for occupational 
purposes.  

The antenna design reported here is for the UWB 6 – 8.5 GHz frequencies on the 
toe area of a sports shoe. The design incorporates the influence of the footwear 
material properties and dielectric loading of a homogenous foot-shaped phantom. The 
simulation and measurement results indicate that a monopole antenna solution can 
provide stable performances in the UWB frequencies. 
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Abstract. Cardiopulmonary information can be extracted from the temporal 
variations of the input reflection coefficient of a single wearable antenna placed 
in close proximity of the human thorax. In a previous paper, the authors have 
shown the potentials of such non-invasive measurement technique through ex-
perimental results; as a proof of concept, phase samples were collected by using 
a Vector Network Analyzer, and conventional non-linear filtering techniques 
were used to isolate the spectral components related to heartbeat and respiration 
rate. To get more realistic measurement data, a first prototype of a low-cost RF 
sensor has been implemented, and improved algorithms have been developed to 
estimate both heartbeat and breathing rate. Preliminary measurement results are 
shown to validate the approach, and the effects of the human body movements 
are discussed. 

Keywords: beat rate measurements, non-invasive cardiopulmonary RF sensor.  

1 Introduction 

Microwave Doppler radars have been suggested as non-contact devices for non-
invasive vital signs sensing since 1970s [1]-[4]. The quasi-periodic chest movements 
induced by the cardiopulmonary activity determine a phase modulation of an electro-
magnetic wave reflected by (or transmitted through) the human thorax; then through 
optimized signal processing techniques applied to the demodulated signal, heartbeat 
and breathing rates, as well as heart rate variability, can be extracted. 

A novel non-invasive RF measurement approach has been proposed in [5]-[6] for 
non-contact measuring of both heartbeat and breathing rate, which makes use of a 
single wearable antenna close to the body surface. Basically, it has been demonstrated 
that quasi-periodic movements induced by the cardiopulmonary activities affect the 
input impedance of the antenna, when the human thorax occupies most of the antenna 
near field region. To validate the methodology, a preliminary measurement campaign 
using a Vector Network Analyzer (VNA) was set up; measurements were taken at 
different frequencies in the UHF band, during regular breathing activity. The col-
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lected signal (namely samples of the phase of the antenna reflection coefficient rec-
orded in a temporal interval of some tens of seconds) was analyzed in the frequency 
domain in order to extract the desired spectral components. The respiration informa-
tion was clearly and promptly detectable as breathing variations affect appreciably the 
collected signal, while the heartbeat frequency component was not so perceptible. 
Therefore a deeper analysis was necessary to isolate the heartbeat-induced spectral 
component; as a first attempt, two conventional non-linear filtering techniques have 
been checked. Although the proposed method employs an RF transmitting antenna, 
the authors believe that the physical principle used to achieve vital signs sensing is 
different from the Doppler effect [1]-[4]. The effectiveness of this novel approach has 
been confirmed by recent results in [7]-[10]. 

In this context, the primary goal of this paper is to demonstrate the feasibility of a 
simple low-cost hardware solution for the RF sensor based on the approach outlined 
in [5]-[6], for detection and monitoring of both heartbeat and respiration rate. As far 
as signal processing is concerned, the main enhancement proposed here with respect 
to the technique in [5]-[6] is the application of a recursive minimum mean square 
error (Kalman) tracker for estimation of the signal low-frequency (pulmonary) com-
ponent. It is shown that this technique permits a more reliable extraction and elabora-
tion of the weaker cardiac spectral component. 

2 Measurement Set-Up and Phase-Detector Implementation 

This section describes the device used for the acquisition of the samples of the reflec-
tion coefficient phase of an antenna in close proximity of the human thorax. In the 
proposed method the antenna must be located as close as possible to the human body 
(a direct contact is not required, and the antenna can operate through clothing), while 
Doppler radar prototypes have been always tested with the antenna at a distance of 
around 0.5-1m from the body. The RF sensor has been designed and built at CUBIT 
laboratories (Consortium UBIquitous Technologies, Pisa, Italy). Basically, the device 
is a reflectometer that measures the magnitude ratio and phase difference of signals 
that are incident on and reflected from a load (in this case the load is represented by 
the antenna placed in the chest proximity). The analog voltage outputs, representing 
the two above quantities, are sampled and stored with a sample rate less than 100 Hz 
(high enough, however, in view of the speed of typical person movements). 
Processing of the collected data allows to measure the time-varying phase of the an-
tenna reflection coefficient, from which it is possible to extract information about the 
heartbeat and respiratory rates. Since above phase variations are of the order of tenths 
of a degree, the measurement device must be capable to detect variations at least one 
order of magnitude lower. Fig. 1 shows the block diagram of the device that has been 
prototyped. Preliminary measurements in different frequency bands (400 MHz, 800 
MHz, 1500 MHz) showed that lower frequencies can provide larger phase variations 
(i.e., a higher system sensitivity) [6]; this is in contrast with Doppler-based sensor 
technology where instead high frequencies are preferred. The realized prototype oper-
ates in the ISM band at 433 MHz. Fig. 2 shows a photo of the device. The device uses 
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an oscillator with an output level of about 6 dBm, which feeds the antenna. A pair of 
directional couplers test the incident and reflected signals and send them to the inputs 
of a Gain and Phase Detector (GPD), which produces two analog voltages proportion-
al to the magnitude ratio and phase difference of the incident and reflected signals.  

Attenuator

Signal Gen.
433 MHz 

6 dBm CW
Antenna

20 dB Coupler

Phase Detector

10 dB Coupler

Attenuator

16 bit ADC Converter
OUT

Not used

Matched ports

d_Phase              d_Mag

 

Fig. 1. Block diagram of the device used to get samples of the phase of the reflection  
coefficient of a wearable antenna 

The estimated amplitude of the reflection coefficient is less than -10 dB since the 
antenna is matched at the working frequency; to approximately balance the level of 
the two signals at the GPD input, the two directional couplers have different coupling 
coefficients (20 dB for the incident signal and only 10 dB for the reflected one). Fur-
thermore, the two attenuators set the signal levels around the middle of the GPD dy-
namic range. 

  

Fig. 2. The RF sensor prototype: the signal generator and the two directional couplers are  
clearly visible within the PCB (4cmx6cm) at the bottom side of both photos. The Gain and 
Phase Detector (GPD) based on the AD8302 log detector from Analog Devices is at the top 
side of the photos. 

The GPD is based on the AD8302 log detector from Analog Devices, which pro-
duces output voltages in the range 0-1.8 V, with a slope of 10mV/deg. Since it is re-
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quired to resolve a hundredth of degree of phase change, a voltage resolution of at 
least one tenth of mV is needed, which can be obtained by a 16-bit A/D converter 
with +/-2V input range. To increase the signal-to-noise ratio, the output signal is low-
pass filtered. Since in this application only the phase variations must be monitored, it 
is not necessary to perform a calibration usually required to exclude a measurement 
setup bias. The only care to be taken is to avoid having a starting value of the phase 
difference in the proximity of 0 ° or 180 ° values, where the phase detector exhibits a 
dead zone. It is worth noting that a standard monopole has been used as an antenna. 
This is possible since the performance of the proposed method does not depend sig-
nificantly by the antenna shape and technology [6]. This means that an ordinary wear-
able antenna can be used (in a practical implementation, this latter could be the anten-
na of a communication device already worn by the user!). 

3 Algorithm Description and Performance Analysis 

As mentioned earlier, the adoption of a low-cost wearable sensor prompted us to seek 
and test powerful algorithms capable of a more accurate separation of the pulmonary 
and cardiac components of the input signal, as compared to those utilized in the pre-
vious related literature [6]. Specifically, here we focus on recursive minimum mean 
square error (MMSE) estimation, or Kalman filtering, for accurate extraction of the 
signal components slower than the cardiac waveform. The idea behind this approach 
is similar to that already pursued in [6], i.e., we first try to get as accurate an estimate 
as possible of the slower-than-cardiac signal fluctuations (dominated by the pulmo-
nary track) and then, as a next step, we proceed removing the cited slow components 
from the observed data so as to improve the visibility of the (tiny) cardiac waveform 
over the remaining disturbance, represented by low-frequency residual components, 
wideband noise and interference. We show that the above MMSE-track-and-subtract 
approach permits to significantly improve the detectability of the cardiac waveform 
over previously proposed techniques, such as those in [6]. 

The MMSE filter was implemented assuming the signal component to be tracked is 
generated by a linear stationary system described by two state variables, namely, the 
parameter to be tracked ( )x t  and its derivative, governed by the same state equations 

as a simple one-dimensional mechanical system represented by a point mass of posi-
tion ( )x t  subject to a random acceleration. Using discrete-time representation with 

sample spacing sT , the system inherent state evolution is assumed of the type 

1 , 1, 2, ,k k k k N−= + =x Fx w   , (1) 

N  being the observation length and [ ]1 ;1 1sT=F  the state transition matrix, 

while kw  indicates the vector noise process, generated assuming that the second de-

rivative of ( )x t  is zero-mean white Gaussian noise (WGN) with variance 2
pσ . 

As for the observations, we assume the following linear time-invariant model: 

, 1, 2, ,k k k k N= + =z Hx v   , (2) 
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where [1 0]=H  and the single real-valued component kv  is the observation noise, 

modeled as zero-mean WGN with variance 2
nσ . We observe that parameters 2

nσ  and 
2
pσ  have to be jointly calibrated on a trial-and-error basis so as to have the above 

models fit the level and quality of disturbance affecting the experimental data. The 
Kalman filter was implemented in Matlab© environment using a conventional formu-
lation [11] and applied to experimental data blocks collected either in the presence or 
in the absence of respiratory activity as well as body motion of the cooperating sub-
ject. The results presented here are only relevant to the subject breathing normally, as 
the apnea condition was deemed to be unrealistic in an operating scenario. The sam-
pling frequency used to collect the phase of the reflection coefficient is 1s sf T= = 50 

Hz. The data block size is around 10000 samples, corresponding to a length of 3-4 
minutes. Prior to being fed to the Kalman filter, the arithmetic mean of the block is 
calculated and removed from the data set. Next, the sequence produced by the filter is 
subtracted from the input block, so as to attempt canceling the slowly-varying com-
ponents from the input signal. The sequence emerging from the above cancellation 
procedure eventually undergoes spectral analysis aimed at revealing the most signifi-
cant residual narrowband components. The analysis software allows to select the 
segment of time in the input data block to be processed. This can either coincide with 
the whole block length except for an initial interval (of arbitrary length) containing 
the filter transient response, or any fragment of the record whatever, presenting fea-
tures of interest. Spectral analysis is carried out by estimating the signal power spec-
trum via the periodogram method. The block of experimental data to be analyzed is 
subdivided into segments (“windows”) of equal length, then for each segment the 
squared modulus of the discrete Fourier transform (DFT) is calculated via the Fast 
Fourier transform (FFT) algorithm and finally the resulting sequences are averaged. 
This approach offers a twofold advantage: on one side, it permits to control the spec-
tral analysis resolution, that for the application at hand does not need to be extremely 
narrow, but compatible with the bandwidth occupancy of the cardiac signal, that is 
nonzero because of the physiological fluctuations of the heartbeat period. Moreover, 
to relieve complexity it seems reasonable that the above resolution is chosen not to be 
far smaller than the maximum tolerable error in the measurement of the cardiac rate. 
Assuming that the latter is estimated by simply reading the position on the frequency 
axis of the bin where the periodogram peaks, it turns out that the maximum absolute 
estimation error is equal to half the spectral resolution. Collecting the above criteria, 
the resolution should be chosen so as to neither exceed twice the tolerable error in the 
cardiac rate, nor to be smaller than the cardiac rate instability. The curves presented in 
this section were produced using 512-point windows, corresponding to a frequency 
spacing between DFT samples of around 0.1 Hz, i.e. a maximum absolute frequency 
error of 0.05 Hz, or plus or minus three beats per minute. If this inherent uncertainty 
seems excessive, it can be considerably reduced by resorting to some form of  
interpolation on the DFT samples. However the above choice for the resolution allows 
to safely separate the cardiac from the respiratory components, since these are consi-
derably spaced apart. The second advantage implicit in the above mentioned segmen-
tation of the experimental data blocks stands in the possibility of averaging the partial 
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spectral estimates originating from the single segments, thus obtaining a significant 
reduction of the fluctuations due to the random disturbance affecting the signal. Using 
512-point windows and data block lengths in the order of 10,000 samples permits to 
average over some twenty spectral estimates, with a reduction of 4-5 times of the 
RMS disturbance. The figures presented below were obtained after a calibration of the 
parameters 2

pσ  and 2
nσ  involved in the dynamic models implicit in the Kalman track-

er. A combination that proved to be nearly optimal for most of the available experi-
mental data is 0.004 0.006pσ = ÷  and 0.1 0.2nσ = ÷ . The actual selection for these 

parameters is specified in the figure captions below. In Figs. 3-4, we present numeri-
cal results for two blocks of data (identified as Block #i, i=1, 2), the first relevant to 
the cooperating subject standing still and normally breathing, the second with the 
addition of wide movements of both chest and arms in the first half of the record, 
followed by stillness in the second half. For each of the mentioned cases we present a  
 

 

(a)     (b) 

 
(c) 

Fig. 3. Block #1: (a) diagram of the observed raw phase of the reflection coefficient; (b) dia-
gram of the residual waveform (difference between the observed phase of the reflection coeffi-
cient and the output of the Kalman tracker); (c) Estimated power spectrum of residual  
waveform. 0.005pσ = , 0.2nσ = . 
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set of three figures: a) raw data vs. time for the whole block length, b) a fragment of 
the residual signal after cancellation of the slowly-varying component (i.e. the differ-
ence between the raw data and the Kalman filter output), c) finally, the averaged 
power spectrum estimate of the cited residual waveform. As for Block #2, a fourth 
figure is added (Fig. 4.d) showing the estimated spectrum of the residual signal in the 
second half of Block #2 where the subject is again still. 

 

(a)     (b) 

 

(c)     (d) 

Fig. 4. Block #2: (a) diagram of the observed raw phase of the reflection coefficient (the impact 
of subject motion is visible in the first half of record); (b) diagram of the residual waveform in a 
segment where the subject is still; (c) estimated power spectrum of residual waveform (whole 
block); (d) estimated power spectrum of residual waveform starting from the sample with index 
4300. 0.005pσ = , 0.2nσ = . 

Inspection of the figures reveals that for Blocks #1 it is possible to neatly detect a 
narrowband spectral component centered on the cardiac rate, slightly less than 1 Hz 
(Figs. 3.c). Conversely, the same tone is not clearly visible in the spectrum obtained 
from the residual signal relative to the whole Block #2 (Fig. 4.c), while it pops up 
again if the elaboration is limited to the second part of the same record (Fig. 4.d). We 
also observe from Figs. 3.c and 4.d that the respiratory component is almost absent in 
the residual waveform, thus confirming the good accuracy in tracking and cancella-
tion allowed by the Kalman filter. Other spectral components are visible in the  
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figures, notably the one falling in the vicinity of 2 Hz, most likely the first harmonic 
of the cardiac signal, whereas the peaks around 5 Hz and 10 Hz could not be unequi-
vocally ascribed to a specific source. As for the curve in Fig. 4.c, produced from the 
entire Block #2, it is worth observing that it exhibits a main spectral peak around 1.5 
Hz, that is not correlated to the cardiac component, its position on the frequency axis 
being too high. This peak is presumably to be ascribed to the random fluctuations of 
the residual waveform and also to the possible presence of other pseudo-periodic 
signal components in the first part of the record, affected by movements of the coope-
rating subject. A possible criterion to distinguish between a situation of this type with 
respect to the one in which the peak is actually produced by the cardiac activity could 
be based on the calculation of the mean squared value of the residual signal: this in 
fact appears to be far larger (around two orders of magnitude for the data processed in 
the examples, see Figs. 4.c-d) when the cooperating subject makes movements lead-
ing to large errors in the Kalman tracker. This seems one of the topics worth investi-
gating further, in the search of safe criteria for automatic recognition of the signal 
segments where the above procedure is more likely to be successful. 

4 Conclusions 

Non-invasive sensing of cardiopulmonary activity is feasible by deploying an RF 
antenna close to the human thorax. Encouraging preliminary results have been ob-
tained by applying Kalman filtering techniques to real data acquired through a low-
cost RF device. Work is in progress to get a smaller device through integrated circuit 
technology, which can be integrated in a commercial communication device or a radio 
beacon, such as those carried on by rescue operators and miners [12]. 
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Abstract. The radio propagation signal between a pair of low-power wireless 
sensor nodes is analysed with the aim to identify and retrieve embedded 
physiological features. The latter is post-processed using popular time-
frequency analyses, such as such as the Fast Fourier transform (FFT). The 
results show initial evidence that the electromagnetic wave propagation 
contains bio-mechanical markers, such as gait pattern and thoracic 
displacements.  

Keywords: physiological features, wireless sensors, low power, radio 
propagation, on-body communications, bio-mechanical markers.  

1 Introduction 

Compact and low-power devices interacting seamlessly through wireless connections 
are now integral parts of our daily lifestyle. The ubiquitous wireless connectivity 
between different devices has enabled the real-time transmission of sensed 
information (i.e., wireless pervasive sensing). Wirelessly connected miniaturized 
sensors and actuators placed in, on, and around the body define a Wireless Body Area 
Network (WBAN) [1, 2], which combines the continuous, automated, and 
unobtrusive monitoring of physiological signs to support medical, lifestyle and 
entertainment applications. The continuous monitoring of patients recovering from 
surgery, without constraining their normal recovery activities, in hospitals and home 
environments are active research topics. 

It is evident that different areas of the body have unique characteristics; hence, the 
travelling electromagnetic wave behaves differently (e.g., absorption and exposure 
level). Additionally, external perturbations, such as human mobility and operation in 
cluttered environments, define a complex environment for the propagation 
characteristics of wearable devices [3, 4].  

The interest in biomedical research is especially directed at continuous monitoring 
and quantification of physiological body signals, as well as at the development of 
personalized healthcare devices. Tele-monitoring and tele-diagnostics systems in 
smart home environments provide large amounts of health-related information from 
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strategically-placed body-worn sensors which sample, process, and transmit vital 
signs (e.g., heart-rate, blood pressure, skin temperature, pH, respiration, oxygen 
saturation). 

Many studies have shown the potential of contactless sensors for the retrieval of 
physiological signals (e.g., breathing, heartbeat, gait pattern). Biomechanical features 
are embedded in the reflected waves which present shifts on frequency and phase 
when compared to the transmitted signal [5-8] (i.e., the Doppler Effect). The results 
presented in [8] indicate that heartbeat and respiration rates are clearly detectable at 
lower frequencies (i.e., 370 MHz) in the reflection coefficient of a single antenna. The 
physiological information was extracted using well-known non-linear filtering 
techniques. Other studies showed limb movement classification using the received 
signal values of multiple body-worn wireless modules. Different activities were 
recognized implementing supervised learning models such as support vector machine 
(SVM) and K-nearest neighbour (K-NN) methods [9]. The microwave sensors 
literature contains different contactless sensor prototypes. Different electromagnetic 
sources propagate within outdoor and indoor environments (e.g., Wi-Fi, GSM, GPS, 
Bluetooth, and ZigBee), to which human bodies are greatly exposed. Therefore, the 
radio propagation signal from each source could be used as a potential contactless 
sensing technology.  

The current work investigates this possibility and the use of an alternative sensing 
method, by means of the received signal strength (RSS) of low-power wireless 
sensors operating in the 2.45 GHz ISM band. RSS is a commonly available parameter 
in commercially-available wireless transceivers, requiring no additional hardware. 
The received signal for a waist-to-chest channel is recorded in two different scenarios 
(i.e., motionless and jogging). The stored data is later extracted and characterized 
using well known time-frequency domain techniques, where the components of each 
signal is analysed and quantified at different scales.  

The rest of the paper is organized as follows: Section 2 describes the in-house 
wireless sensors and the measurement procedure. In Section 3, the time domain signal 
acquired by the electrocardiograph is transformed to the frequency domain where 
main harmonic components are classified. Similar process is applied to the data 
recorded by wireless sensor nodes which is described in section 4. Additionally, the 
obtained results are compared with the spectral response of ECG signals. The 
conclusions are drawn in Section 5. 

2 Measurement Procedure 

The measurements were taken in Queen Mary’s Human Performance Laboratory  
(i.e., indoor laboratory environment).  The experimental research was carried out by a 
male subject of 168 cm height and 80 kg weight. The transmitter node (Tx node) was 
fixed on the right waist and the receiver node (Rx node) was fixed on the upper 
middle section of the thoracic wall (i.e., waist-to-chest channel). Fig. 1a shows Queen 
Mary's Human Performance Laboratory and Fig. 1b depicts the on-body locations for 
the on-body Rx and Tx nodes.  



 Identifying Physiological Features from the Radio Propagation Signal 343 

    

Fig. 1. Queen Mary's Human Performance Laboratory: (a) treadmill machine used for the 
experiments; (b) on-body location of custom-built wireless sensor nodes used for the radio 
propagation recording. 

Each wireless sensor node is assembled using a Texas Instruments transceiver, the 
CC2420 [10], and an ultra-low power microcontroller, the PIC18F2620 [11]. The 
latter not only configures and controls the transceiver chip, but also records the radio 
propagation signal based on RSS characteristics in the internal flash memory. The 
acquired data was later extracted and analysed. The Tx and Rx nodes communicated 
using the IEEE 802.15.4 standard [12].  

The radiating element of each wireless sensor node was a microstrip patch antenna 
printed on top of a FR-4 substrate material of 1.6 mm thickness. The simulated results 
of the microstrip patch antenna (i.e., 3D radiation pattern) and the custom-built 
wireless sensor node used for this study are shown in Fig. 2a and Fig. 2b, 
respectively. A summary of the performance of each antenna (i.e., Tx and Rx 
antennas) and additional information of the antenna design, radiation performance and 
the spectrum response of each low power wireless sensor can be found in [4, 13]. 

The acquisition of the data was taken in two different scenarios:  
 

(a) Motionless test subject (i.e., standing on the treadmill machine), 
(b) Jogging test subject at a constant speed of 5 km per hour (5km/h). 

 
The jogging exercise was performed on a motorized treadmill machine equipped with 
a digital display and an electronic control console (see Fig. 1a). The tilt of the 
conveyor belt was set flat (no tilt), in order to simulate normal outdoor jogging.  

In both scenarios, electrocardiogram (ECG) recordings were taken by a certified 
12-Lead electrocardiograph, the Cardio Collect 12, with a sampling rate of 500 Hz. 
The ECG is a popular method to record the electrical impulses that the heart produces 
every time it beats. In this study, the ECG data provided additional information which 
helped with the data classification and interpretation. 
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(a) (b) 

Fig. 2. Antenna used for on-body measurements: (a) simulated free-space radiation pattern for 
the microstrip patch antenna using CST Microwave Studio; (b) implemented wireless sensor 
node 

VELCRO tape was fitted on each wireless sensor; thus, the location displacement 
due to the constant movement was significantly reduced. For each activity, the 
receiver node records an average of 6000 samples of the RSS at a rate of 14 ms per 
sample. For a jogging scenario, the receiver node started recording data only when the 
user had a constant speed. Both ECG recording and treadmill operation were 
controlled by a computer, thus avoiding synchronization errors. 

3 Analysis of the Recorded Electrocardiogram Signals 

The Cardio Collect ECG report gives average heart rates of 85 BPM and 108 BPM for 
a motionless and jogging activity, respectively. The ECG plots for each scenario are 
shown in Fig. 3a and Fig. 4a. The ECG recordings were extracted from the report for 
frequency analysis. 

In order to recognize the main frequency components, a Fast Fourier Transform 
was applied to each recorded ECG signal. The time-sampled sequence, x(n), is 
multiplied by a window function, w(n), which limits the extent of the sequence and 
provides a more stationary spectral characteristic. The current study made use of a 
Hanning window. In our analysis, the length of the window N = 4096. 

The resulting plots for a motionless and jogging activity are illustrated in Fig. 3b and 
Fig. 4b, respectively. The spectral plots identify main harmonics of 1.46 Hz for a 
motionless test subject (see Fig. 3b) and 1.77 Hz for a jogging test subject (see Fig. 4b). 

A summary of the results is listed in Table 1. It is important to highlight that the 
transformation from time to frequency domain (the FFT process) has introduced a 
deviation of ≈3.4% from the average values given in the ECG report. The difference 
is mainly attributed to the truncation limits of the FFT summation, the FFT coefficient 
rounding errors and floating point arithmetic quantization errors. These results 
indicate the expected frequencies that should be observed based on thoracic wall 
movements for the two activities. 
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Fig. 3. Resulting plots while the test subject is standing on the treadmill machine (motionless 
scenario): (a) ECG signal acquired with the Cardio Collect 12. Average heartbeat is 85 BPM; 
(b) Spectral response of the recorded ECG signal.  
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Fig. 4. Resulting plots while the test subject is jogging at a constant speed of 5 km/h (jogging 
scenario): (a) ECG signal acquired with the Cardio Collect 12. Average heartbeat is 108 BPM; 
(b) Spectral response of the recorded ECG signal. 
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Table 1. Comparison of estimated harmonics derived from ECG recordings acquired by the 
Cardio Collect 12, to the average heart rate provided by the Cardio Collect 12. Two different 
scenarios are considered: a motionless test subject and jogging at a constant speed of 5 km/h. 

ECG 
Description 

Average 
Heart Beat

BPM 

Spectral Harmonic 
Hz 

Estimated
Heart Beat

BPM 

Deviation 
% 

Motionless 85 1.46 87.88 3.39 

Jogging at 5 km/h 108 1.77 106.2 1.66 

4 On-body Radio Propagation Analysis 

It is evident that the practice of any sport activity will produce a high level of 
fluctuations on the received signal, which are the consequence of the continuous 
movement of the human body. In the case of jogging activity, our results show 
variations of ±15 dB from the average received signal; this is significantly greater 
than received signals of a motionless user, where the variations are ±3 dB. Fig. 5 
depicts the received signal for both scenarios, jogging and motionless. The graph 
plots a 45 s window length of a waist-to-chest channel.  

The data acquired by the on-body wireless sensors are rich in detail, but they are 
also highly non-stationary signals (i.e., frequencies, amplitudes and phases change 
with time). The transmitting node antenna radiates electromagnetic waves that 
propagate through both free space and human body. The main radiation beam of the  
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Fig. 5. Comparison of received signal, for a waist-to-chest channel, when the test subject is 
jogging and motionless in Queen Mary's Human Performance Laboratory 
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patch antenna is normal to the body; however, there are also electromagnetic waves 
travelling along the body’s surface which are mainly triggered by the fringing fields 
and backscattering energy.  

The spectral content for a motionless scenario (test subject standing on the 
treadmill machine) is shown in Fig. 6a. The latter takes into consideration the 
coherence gain factor (i.e., loss introduced due to the Hanning window). The search 
of the local maximum within expected frequencies (i.e., 1-2 Hz) shows 1.24 Hz as the 
local maximum. The small magnitude may indicate a sensitivity issue.  

Fig. 6b plots the spectral components of the recorded RSS for a jogging scenario. 
Two main harmonics are clearly identified: the first at 0.9 Hz and the second at 
1.79 Hz. It is known that human locomotion depends on two main factors, stride 
length and stride frequency, both of which contribute to a jogging activity [14].  
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Fig. 6. Radio channel signal acquired by custom-built wireless sensor nodes: (a) spectral 
response while the subject is standing on the treadmill machine (i.e., motionless scenario), (b) 
spectral response of the received signal while jogging at a constant speed of 5 km/h. 

(a)

(b) 

1 2 3
0

0.05

0.1

Freq=1.24 Hz



348 M. Munoz Torrico, R. Foster, and Y. Hao 

The constant speed of 1.38 m/s (i.e., 5 km/h) and the average stride length of 1.5 m 
give rise to the first harmonic, 0.9 Hz. This is product of the periodic kinematic of the 
human body, which is mainly dominated by the head and the thoracic wall. 

The second component is characterized by the quasi-synchronous movement of the 
arms and legs. The cyclic movement of the extremities, which is repeated during the 
entire jogging process, creates angular variations on the radiation of the patch antenna 
(i.e., normal to the body) and changes in the multipath propagation (i.e., multipath 
fading channel), and thus producing a harmonic at 1.79 Hz, almost twice that of the 
main frequency component. Although this harmonic is mainly dominated by small 
scale fading introduced by the upper extremities motion, it is also expected to embed 
the relative movement of the thoracic wall (due to the limbs movement), which not 
only contains comparative contributions of the limb motion, but also human breathing 
process and heart palpitation. The relative magnitudes of these aspects are much 
smaller than the fading observed due to motion. It may be that the coincidence of 
heart rate and motion harmonics can be avoided with different stride rates, allowing 
the thoracic wall movements to be detected; this is an objective of our future work. 

The spectral content of the electrocardiogram maintains a high level of detail, 
unlike the spectral plot of the signal recorded by the wireless sensor nodes. This is 
likely the result of the sensing methods acquiring different aspects of the heart. The 
ECG mainly records electrical variation of the heart over a period of time across the 
electrodes, whereas the wireless nodes are affected by the mechanical movement of 
the heart over a period of time, thus recording the thoracic movement produced by 
each palpitation on the propagation of the electromagnetic wave.  

Additionally, the spectral plot of a jogging scenario (see Fig. 6b) presents main 
harmonic components that can be classified as gait pattern descriptors of the test 
subject (i.e., human motion and limb movement). A summary of the obtained results 
is presented in Table 2. The results are compared with those obtained by the 
electrocardiograph.  

The computed deviation of a resting scenario, shown in Table 1 and Table 2, is 
higher than of a jogging scenario. In both cases, the deviation is highly affected by 
three factors: (1) the heart rate variability (HRV) over a period of time (i.e., R-wave 
to R-wave interval fluctuations); (2) the angular variation of the radiating beam due to 
motion; and (3) the truncation limits of the FFT. For example, if the RR interval 
variance is 2000 ms2, the acquired heartbeat data will fluctuate between 79.93 BPM 
and 90.74 BPM and the deviation would change accordingly (between 6.91% and 
18%, respectively). Moreover, the radiating beam of the current antenna is normal to 
the body which makes it more sensitive to multipath fading. Future work will enclose 
wireless sensor nodes housing antennas that radiate tangentially to the human body 
thus the main propagation path is alongside the thoracic wall; therefore, changes 
produced by the respiration process and heartbeat are maximized. Although the initial 
results are only compared with ECG recordings, further studies will use a 
cardiopulmonary kit which can measure and monitor ECG and respiratory signals 
while synchronized to the treadmill machine. It will also consider different stride 
lengths in order to distinguish the harmonics from the human kinematics and those 
produced by the heartbeat and breathing process. 
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Table 2. Comparison of estimated harmonics derived from RSS recordings acquired by the 
custom-built wireless sensor nodes. Two different scenarios are considered: a motionless test 
subject and jogging test subject at a constant speed of 5 km/h. 

Wireless sensor 
nodes 

Average 
Heart Beat

BPM 

Spectral Harmonic 
Hz 

Estimated
Heart Beat

BPM 
Deviation 

% 

Motionless 85 1.24 74.4 12.47 

Jogging at 5 km/h 108 1.79 107.4 0.55 

5 Conclusions and Future Work 

The paper presented the radio-channel characterization of a particular on-body radio 
link (waist-to-chest channel). It was shown that the continuous movement of the 
human body, trunk and the limbs, for non-stationary scenarios (e.g., jogging exercise) 
produces cyclic changes in the multipath propagation, thus producing signal 
fluctuations of ±15 dB (maximum level from the average received signal).  

Comparison of the on-body radio channel (which not only include radio 
propagation characteristics, but also embed biomechanical information, such as the 
gait pattern and thoracic wall movement) for a motionless and jogging activity 
showed noticeable differences in channel parameters. Moreover, the analysis of the 
signal spectra identified distinct frequency components for each recorded scenario. 
The analysis and quantification of the spectral components in the context of the 
activities and physiological signals provide a potential model for activity recognition 
and bio-mechanical feature extraction. The work proposed in this paper may open up 
a new possibility of non-invasive physiological monitoring based on EM sensing from 
on-body wireless sensor nodes. 
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Abstract. Body Sensor Networks are an interesting emerging application to 
improve healthcare and the quality of life monitoring. In this paper, we compare 
the performances of multi-hop cooperative and single-hop networks with real-
world sensor networks based on Zigbee technology. The network reliability, the 
data flow rate, the packet delivery ratio and the energy consumption are 
included as performances criteria. It is shown experimentally that the 
cooperative approach can provide a network more robust to link losses at the 
expenses of a lower bit rate and higher energy consumption. Specifically, for a 
packet delivery ratio >0.9, the cooperative scheme can provide the network with 
a link gain up to 14 dB traded off with an energy demand up to 30.7% higher 
and a data flow rate about 20% lower than a single-hop system. This work is a 
first exercise step in assessing reliability and life time trade-off with real-world 
platforms for body area sensor networks. Follow-up studies will address 
wireless ECG emulators with higher number of sensors (e.g. up to 10 for a 
typical 12-leads ECG system) employing ultra-low power chipsets in different 
specific health monitoring environments.  

Keywords: Body-centric wireless communication, co-operative networks, 
energy efficiency, healthcare monitoring. 

1 Introduction 

Research on sensor network has been carried out using small, low-power digital 
radios based on an IEEE 802.15 standard [1], a high-level communication protocols 
suitable for WBANs [2-3]. The most straightforward approach to deploy a WBAN is 
considering single-hop (SH) communications between sensors and the sink. However, 
the body impact on the signal can result in severe path losses, even larger than 50dB 
[4]. Due to these high losses, direct communication between the sensors and the sink 
will not always be convenient (or even possible), especially when extended sensor 
lifetime is targeted deploying ultra-low range transceivers [5]. 
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In a relay MH network, each sensor is dedicated to transmit or relay information 
packets, while in cooperative MH network each sensor can performs both operations. 
An example of MH WBAN benefits is introduced in [10], where spatial diversity gain 
is analyzed for a two-relay assisted transmission link, while a tree cross-layer 
protocols such CICADA [11] and WASP scheme [12] aimed to achieve WBANs 
reliability and low delay, although no considerable attention is focused on balancing 
the power consumption between the interconnected sensors [13]. Several researchers 
also attempted to design energy-aware MH protocols, considering also different 
metrics such as delay and reliability as Quality of Service requirements [14-17]. 
Although these studies shows that MH communications are suitable to overcome link 
blockage in sensor WBANs, the MH energy efficiency compared to the SH schemes 
is still an open issues and depends on several system parameters, including chipset 
implementation, sensors distance, and network topologies. A recent network design 
proposed in [18], shown a significant increase in battery life for relay MH scenarios 
considering only the transmit power.  

The main objective of this paper is to compare experimentally the performances of 
MH cooperative and SH schemes for a WBAN. The power margins, the data flow 
rate, the sensor packet delivery ratio (PDR) and the average energy consumption are 
selected as a main performance criterion. The sensors generate and transmit data at 
regular intervals with a data flow rate suitable for ECG constant monitoring system.  

2 Practical Considerations of the Body Sensor Network 

A prototype synchronous sensor network at 2.4 GHz is set-up, where each sensor 
consists of a Sentilla Perk mote [22], standard compliant with the IEEE 
802.15.4/Zigbee protocol. A total number of 4 sensors (with index i = 1, 2, 3 and 4) 
were placed on human volunteer (each attached on head, left leg, left wrist, and back) 
in sitting postural as shown in Fig. 1, while a sensor acting as sink is placed in the 
waist area. This is a representative scenario for patients who are resting for a major 
part of the day. The sensor 4 is placed on the volunteer’s back diametrically opposite 
sensor 3. The sensors are placed such that batteries are closest to skin, with the 
antennas being further away. With respect to the sink, two sensors are in quasi-LOS 
(e.g. 1 and 2) while two others are in NLOS (e.g. 3 and 4). Experiments were run in 
office indoor scenario. 

The sink collects raw data, and sends statistics to an off-body server using a 
wireless link. The network operations can ideally be cyclically repeated and they can 
be divided in 3 main phases: (1) setting-up of the routing tree topology, (2) time-slot 
transmission synchronization, and (3) data transmission. A time-synchronous 
architecture approach was selected as best suited to maximize the data delivery ratio. 
The first two phases can be ranked as start-up phases, the latter as steady-state phase. 
The sensors send routing messages in phase 1, dummy messages in phase 2 for 
synchronization purposes, and actual data messages during phase 3. The network 
performs cycles of the 3 phases with periodicity  to adapt its topology to the body 
movements and postural and environment changes. 
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2.1 Topology Update (Phase A) 

The Minimum Cost Forwarding (MCF) network routing protocol [23] has been 
implemented on the top of the standard connection functionality provided by the 
Sentilla motes kit. The routing algorithm adopted seeks to achieve minimum cost 
from each sensor toward the sink, where costs are proportional to the RSSI. In SH 
case, each sensor transmits by default to the sink so no routing data is required, while 
in MH protocol case, each sensor retains the next hop target sensor address to build 
the tree topology. From previous published works [24, 28], the RSSI seems to provide 
a good estimation of packet loss rates; e.g. RSSI of −90 dBm or larger always 
corresponds to a PDR of 95% or more. The RSSI comes from the CC2420 built-in 
register, whose values are estimated in accordance to [1]. The RSSI register value 
RSSIVAL can be referred to the power PRF at the RF pins by using the following 
equations: 

PRF = RSSIVAL + RSSIOFFSET (1) 

where the RSSIOFFSET is approximately –45 (e.g. if reading a value of –20 from the 
RSSIVAL register, the PRF is approximately –65 dBm). The RSSIVAL can directly be 
related to the path loss  and to the transmit power  according 

RSSIVAL = PTX - LP - RSSIOFFSET (2) 

As transmit and receive antenna gain cannot be explicitly estimated because of the 
relative orientation and body impact, they are considered as embedded in the  term. 
The PRF values are not numerically suitable as link costs for the routing algorithm. In 
fact, the sum of any MH links combination will not be lower than the SH links, even 
for MH power-wise convenient routes. 

 

Fig. 1. Displacement map of 4 sensors and a sink network on volunteer body  

2.2 Synchronisation (Phase B)  

The transmit time slots are synchronised in Phase 2 using beacons with a unique 
sensor address periodically sent by the sink. In this phase, each sensor is constantly in 
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receiving mode, listening for sink beacons and other sensor massages. If a beacon is 
received, the sensor set up a wake-up timer and send a packet to the next hop target 
sensor (or to the sink in case of SH scheme). If a sensor receives a message, it simply 
relays to the next hop. Thus, the sink and the sensors involved in relaying can 
synchronize their wake-up timers for receiving the messages from neighbourhood 
sensors. As the sink knows the total number of sensors (but not the network topology 
nor the latency a priori), it does not send a new beacon until a packet is received from 
the target sensor. As the massage delay depends of number of hops, R is expected to 
lower in MH scheme. After phase 2, the sink and the sensor have set a wake-up time, 
and no beacons are required anymore. 

2.3 Transmission (Phase C) 

At the end of phase 2, the communication between sensors is time-slotted according 
the wake up times to avoid idle listening and save energy. Each sensor regularly 
transmits data packets of 75 bytes of payload. In case of MH protocol, a sensor relays 
messages from neighbourhood sensors immediately after reception, with no data 
buffering. The sensor operation type (e.g. transmit or transmit and relay) depends on 
the network topology and it can dynamically change every cycle . Considering a 
sensor in transmit operation type as shown in Fig. 2, the communication tasks are 
divided into 3 time slots: in , the sensor generate data to transmit, in  the sensor 
transmit the data packets, while in TS the sensor is in sleeping mode.  is fixed and 
empirically estimated to be ~108ms. This value includes value data serialization, a 
method of transforming Java objects into a byte stream (binary form), so they can be 
sent and received over the radio. Thus, the actual time required to transmit data itself 
is <100 ms. The sensor sleeping time is TS and it varies according the 
synchronisations, while the active time is defined as TA=TTX+TP, where TP is ~72ms. 

 

 

Fig. 2. Packet data communication tasks for a (A) transmit sensor, (B) relay sensor and Sink 
sensors operation modes (blocks are not in scale) 

3 Experimental Investigations and Analyses 

This section presents the results of the real-world tests. Considering a static posture of 
the patient, we assume a constant time average for RSSI is assumed per each link. 
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Each body link has been preliminary characterized in terms of measured average 
RSSI; data are stored in the devices memory and associated to each link before the 
experiments. As the links costs are now fixed, a single network cycle TN is enough for 
each test. This approach has the benefits of comparing the SH and MH energy 
consumptions for the same network topology, enabling a separate study of the packet 
losses due to the synchronization drifts from those due to the PRF dropping below the 
sensitivity threshold, and the repeatability of the results.  

3.1 Network Topologies and Body Links Characterization 

A preliminary characterization of the network topology in terms of link cost and time 
variability is performed. Per each link (e.g. γ13), a data packet was sent every 1 second 
at 0 dBm of transmit power, for an observation time of 2 minutes. Each measurement 
was repeated 3 times and data were merged in a single history vector for each link. 
Per each packet, a RSSI measurement based on the Zigbee standard was stored and 
the path losses statistics are derived these values. While taking measurements, the 
volunteer was allowed to perform changes in the posture, as naturally happens in such 
scenario. Figure 3 shows the averaged RSSI and received power from measurements 
of the sitting postural set-up. Higher RSSI values correspond to a lower link costs. In 
case of SH scheme, the sensors 1, 2, 3, and 4 can only transmit directly to the sink. 

In case of MH scheme, the routing protocol sets the sensor 1, 2 and 4 to 
communicate directly to the sink, as these links have a lower link cost if compared 
with any other MH link combination. The sensor 3 transmits to the sensor 4 and the 
latter acts as relay. In fact, considering the RSSI, the γS3 link cost (where S stands for 
sink) is higher than the sum of γ13 and γ4S link costs (e.g. (-16)+(-9)<-30). This can 
potentially results in transmit a power margin for the sensor 3 of 14 dB if compared to 
the SH case. The PRF values are not numerically suitable as link costs for the routing 
algorithm. In fact, the sum of any MH links combination will not be lower than the 
SH links, even for MH power-wise convenient routes. As discussed before, only the 4 
links relative to the sink are of interest for both SH and MH, while γ34 is of interest for 
MH only. The LS time histories of these links are shown in Fig. 4, while Table 1 
shows the statistical parameters. The standard variation σ spans from 5 dB to 8.1 dB, 
while the power range is up to 66 dB. 

 

 

Fig. 3. Averaged RSSI and RF powers in dBm for sitting postural set-up 
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Fig. 4. Sample LS history during the first 100 measurement seconds with sampling rate of 1 
second 

3.2 Network Packet Delivery Ratio (PRR) and Data Flow Rate Performances 

From Table 1, the sensor 3 has M0 of 20 and 34 dB for the SH and MH case, 
respectively. Moreover, σ is 8.1 and 5.0 dB for the γS3 and γ34 cases, respectively. The 
probability of exceeding M0 (or link blockage probability) is about 7·10-3 for the SH 
and about 5·10-12 for the MH case. Thus, a γS3 blockage is significantly more likely 
than a γ34 link blockage. Figure 5 shows the SH PRR (primary y-axis on the right) and 
r (secondary y-axis on the left) for γS3 with and without link blockage. The results are 
compared with the MH PRR and r with no link blockage on the γ34 link. The cases for 
Tw = 93.75 and 250 ms are considered. The PRR is > 0.9 for both SH and MH 
schemes with no links blockage. In case of MH network, it is shown the capability of 
sensor 4 to receive and route to the sink at least the data from the sensor 3 with a PRR 
comparable (e.g. PRR > 0.9) to the SH case with no blockage. In case of γS3 link 
blockage, the SH PRR degrades of about 23% compared to the MH with no link 
blockage for both Tw cases, while the SH r reduction is 21% and 25% for the Tw case 
of 93.75 ms and 250 ms, respectively. This means that the MH topology can be used 
to overcome SH link blockages theoretically without PRR degradation, as the MH 
lower r compared to SH scheme is merely due to the synchronization basic approach 
discussed beforehand and it will be deepened later in this section. 

As mentioned in Section 2, the PRR (and consequently r) depends directly on the 
waiting time (TW) value. For this reason, both the PRR and r are preliminary studied 
against the TW to maximize the data r while keeping at minimum the packet losses. 
Figure 6 compares the measured PRR (primary y-axis on the right) and the r 
(secondary y-axis on the left) against Tw for a SH and MH schemes with the link costs 
as defined in Table 1. The average per each sensor and the total network r are 
included. For TW ≥ 93.75 ms, the PRR is ≥ 0.9 for both schemes. 
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Table 1. Average path loss, available margins and statistical parameters of LS per each link of 
interest 

Link LAVG [dB] M0[dB] 
LS [dB] 

σ Range Min. Max. 

 

-44 24 7.2 53 -31.4 21.52 

 

-62 42 6.7 43 -25.11 17.89 

 

-75 20 8.1 66 -23.02 42.98 

 

-54 34 7.4 44 -21.57 22.43 

 

-61 41 5.0 32 -21.33 10.67 

 

 

Fig. 5. Total Packet Delivery and throughput r for the SH and MH cases 

 

Fig. 6. PRR, total and average r against Tw   for SH and MH schemes 

3.3 Analytic Energy Consumption Analysis 

As path loss LS can change significantly in time even for sitting postural because of 
body movements, it is important to compare M against the energy consumption. The 
relationship between the transmit power and the sensor current consumption is not 
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linear. The energy consumption can be estimated as a function of data packets 
transmitted, based on the exact circuitry being used. As a 1.8V chipset voltage is used 
and the defined bit rate is 250 Kbps [22], Ẽrx is 135.4 nJ/bit, while Ẽtx at PT = 0 dBm 
is 125.28 nJ/bit. The microcontroller energy costs are not considered. From [22], the 
current consumption in idle and sleep modes are significantly smaller (>500µA) 
compared to the maximum transmit and receive currents (17.7 and 18.8mA, 
respectively) and they are not considered neither. 

The energy consumptions estimation only represents the energy per bit dissipated 
in the transceiver. As the extra energy dissipated during overhead processing (data 
generation, data serializations, etc.) and the media access control (MAC) related (such 
as the waiting time TW) are not considered, this approach provides more general 
results as the energy is approximate using only the network topology, the transmitted 
power, the chipset implementation, the bitrates and the target reliability. The energy 
consumption at sensor 4 is estimated using formula (7) and with n=1. In MH case, the 
sensor 4 receives and retransmits the 75 bytes sent from sensor 3. 

4 Conclusions 

In this paper the potential benefits and limitations of cooperative networks as a means 
of augment the reliability in body-wearable sensor are studied. These trade-offs have 
been quantified for a sensor network prototyping a real-world platform for continuous 
ECG healthcare monitoring. For a packet delivery ratio >0.9, the MH scheme can 
provide the network with a margin gain up to 14 dB traded off with an energy demand 
up to 30.7% higher and an average sensors r 20% lower than a SH scheme. The 
network lifetime of the MH scheme ranges from the 27% to 45% of the SH lifetime in 
cases of 0 dB and 20 dB margins, respectively. This work is a first exercise step in 
assessing reliability and life time trade-off with real-world platforms for body area 
sensor networks. Follow-up studies will address wireless ECG emulators with higher 
number of sensors (e.g. up to 10 for a typical 12-leads ECG system) employing ultra-
low power chipsets in different specific health monitoring environments, such as 
critical care in hospitals, aged care or athlete monitoring.  
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Abstract. We present a device-free localization method oriented to Am-
bient Assisted Living applications. The system exploits the received sig-
nal strength (RSS) measured by fixed wireless communications devices,
whose position is known a priori, in order to localize a person in the
transmission coverage area. The proposed localization system is passive,
by not requiring the user to wear anything, and is able to trade com-
plexity for accuracy by simply changing the number of deployed devices.
The presentation is validated by an indoor experimental study.

Keywords: RSS-based localization, AAL, tracking.

1 Introduction

Localization and tracking of mobile users in indoor environments is one of the
main components (often an enabling one) in Ambient Assisted Living (AAL) [1]
applications. AAL aims at improving the quality of life of elderly or disabled peo-
ple, by assisting them in their daily life, in order to preserve their autonomy and
by making them feeling included, protected and secure in the places where they
live or work (typically their home, their office, the hospital and any other place
where they may spend a significant part of their time). These objectives can be
granted only if the appropriate services are delivered to the users in the right
place at the right time. Localization and tracking of objects can be achieved by
means of a large number of different technologies, however only few of them are
suitable for AAL applications, since they should be non-invasive on the users,
they must be suited to the deployment in the user houses at a reasonable cost,
and they should be accepted by the users themselves. Accuracy in the position
estimation is less critical than in other applications (accuracies in the order of
the centimeter or below are typically not required). As an example, the EvAAL
(Evaluating AAL system through benchmark [1,2]) competition compares in-
door localization systems for AAL applications by taking into account metrics
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like user acceptance, availability, interoperability, and installation complexity,
in addition to accuracy. For AAL applications, the required accuracy depends
on the specific application that uses the localization component. For example, if
the application needs to know if the person goes to the living room to switch on
the TV, the requested accuracy is in the order of meters. On the other hand, if
the application controls the cookware, a more precise indoor localization system
is required. In other words, a localization system that changes its accuracy in
accordance with the application needs is desirable. The localization solutions
proposed in the literature are mainly focused on achieving as good an accu-
racy as possible, without adapting to the different requirements depending on
the environment, and do not generally provide a way to estimate the attainable
accuracy in advance. All in all, the literature is lacking solutions attractive for
AAL spaces, which localize a person with an accuracy performance defined in
advance in accordance with the requirements of the applications.

Considering all the above constraints, a promising technology for these ser-
vices is based on Wireless Sensor Networks (WSN) [3], due to their advantages
in terms of costs and time for effective deployment. Within such WSNs, it is
possible to estimate the location of a user by exploiting the Received Signal
Strength (RSS) information, which is a measure of the power of a received radio
signal that can be obtained from almost any wireless device. The RSS measured
among fixed devices (whose position is known) and mobile devices (carried by
the user) is leveraged by algorithms that estimate the coordinates of the user
positions. In a smart environment, where the ambience is instrumented with
sensors and wireless communication devices, the marginal cost of implementing
an RSS-based localisation system can be very low, as it can leverage the existing
installed hardware.

Device-free localization techniques are a subset of the above ones: they do
not need a mobile device worn by the person to be localized [4,5]. These sys-
tems are based on large set of small wireless devices spread over the area of
interest in order to create a dense mesh, and exploit the RSS observed by each
device on the links connecting it to other devices. A user moving within the area
modifies the RSS pattern in a way that depends on his location; radio imaging
therefore exploits the RSS measurements observed along the inter-device links
to obtain a reconstruction of the object trajectory. The two main drawbacks of
these methods are the large number of devices that must be deployed in the en-
vironment and the incapability of discriminating among users. Association with
a sufficiently smart tracking system may help with the latter problem, while a
complete solution is only possible in association with other techniques (usually
non device-free, like RFID). The achieved accuracy is usually around a dozen
centimeters, which is more than enough for AAL applications, where 50 cm can
be considered acceptable [1,2].

In this paper we propose an indoor localization system that is able to estimate
in advance the maximum error, thus matching the AAL application needs, and
is particularly indicated for AAL environment where good user acceptance is
essential. The proposed system works even with a small number of installed
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devices, thus eliminationg the first of the mentioned drawbacks of device-free
localization techniques.

2 Our Solution in a Nutshell

The proposed localization system works by placing a number of sensors (hereafter
called anchors) around the area of interest. Each device is capable of transmitting
and receiving wireless thus creating a network of radio links that encompasses
the whole area (figure 1). A user crossing the Line-of-Sight (LOS) link between
two anchors causes signal fading through the link. Identifying power reduction
on a given radio link can be exploited to know the area where the user is going
into. As shown in figure 1, if the user enters the room and the detection algorithm
detects that the LOS link between anchors 1 and 2 is affected, the localization
system infers that the user is entering the subarea A1, and will indicate the
coordinates of the centroid of that subarea. The proposed localization system
is strongly influenced by the detection algorithm, which will be described and
evaluated in section 3.3.

Mobile position Anchor positionMobile position Anchor position

Fig. 1. The proposed AAL compliant device-free localization system

The proposed localization system is able to:

– make a priori estimation of the maximum error by evaluating the maximum
distance between the centroid and the farthest point of each subarea;

– adapt the required accuracy to the application needs at installation time. If
the application needs a higher location accuracy in a given area, the anchors
can be deployed in order to create smaller subareas—on the contrary, if the
application needs a lower accuracy, larger subareas can be planned.

According to the metric proposed in [1,2], the proposed system is particularly
suitable for AAL applications, since:
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– the installation complexity can be made low by simulating the anchor de-
ployment before deployment;

– user acceptance benefits from the users not having to carry anything on
them.

3 Experimental Evaluation

In this section we describe the environment setup of the measurement campaign
conducted at the first floor of CNR-ISTI, the detection algorithm and its per-
formance, and comment on the proposed localization algorithm.

3.1 Setup

We deployed a network of five IRIS wireless sensors nodes [6] in a 23 m2 indoor
laboratory, at about 120 cm above the floor. The nodes operate in the 2.4 GHz
frequency band using the IEEE 802.15.4 transmission protocol. We used a mod-
ified version of the management software Spin [7], which implements a token-
passing protocol to schedule node transmission. Anchors transmit a packet in
broadcast, so all other anchors receive the packet and perform the RSS mea-
surements. Packets contain the previous RSS measurements and are collected
by a base station along with the node’s unique ID, for storage and later pro-
cessing. The data collected during the experiment consisted of more than 40000
RSS measurements for a total time of 668 s. The experimental setup is shown
in Figure 2. Only the user to be localized was present in the area during the
experiment.

Mobile position Anchor positionMobile position Anchor position

Fig. 2. Environment setup: 5 anchors placed close to the lateral walls of the room, at
about 120 cm height. The straight line indicates the actual path followed during the
experiment.
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3.2 RSS Behaviour

In this section we show the RSS behavior during one of the data acquisition
phases. Each anchor j collect the experienced RSS ri,j from all other anchors
i ∈ Nj, where Nj is the set of neighbors of j. Figure 3 shows the RSS and the
variance σ2

1,4 experienced between anchors 1 and 4. When the user interferes with
the LOS link between the anchors 1 and 4, the RSS value decreases; when the
user passes over the 1-4 radio link, the RSS value returns to normal. Estimating
σ2
1,4 is a reliable way of detecting the crossing event. As illustrated in figure 3,

the temporal variance of the RSS values experiences 60 peaks, as expected since
during the experiment the user crossed the link 60 times.
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Fig. 3. RSS values and variance of the link between anchors 1 and 4

3.3 Detection Algorithm

The proposed detection algorithm is based on the observation of the RSS charac-
teristics highlighted in previous section. As shown in related papers [8], the RSS
variance is a valuable parameter to detect events in wireless systems. When the
RSS variance increases it means that something happens that changes the RSS
behavior for a while. In this particular case, the variance of the RSS increases
when a person crosses the LOS link between a couple of anchors. When this
event ends, the RSS variance goes back to its unperturbed value. Starting from
such considerations we deployed an algorithm as follows:

1. given a receiver j and a transmitter i ∈ Nj (where Nj is the set of neighbors

of j) a number W of RSS measurements is collected Ri,j = {r(w)
i,j }w=W

w=1

2. the RSS variance σ2
Ri,j

of the W measures is evaluated;

3. when σ2
Ri,j

<= γ, the link between i and j is assumed to be unaffected and
we go back to step 1 for the first measurement of the next window;

4. when σ2
Ri,j

> γ, user crossing is detected and we go back to step 1 for the
first measurement of the next window.
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Performance. The detection test can be viewed as a choice between two events
H0 and H1.

H0 : σRi,j ≤ γ
H1 : σRi,j > γ

(1)

Since the variances σ2
Ri,j

are random variables, their conditional density func-

tions are denoted as fσi,j (σ|H0) and fσi,j (σ|H1). The performance of a detector
will be given by using the probability of false alarm PFA and probability of
detection PD defined, on a 1 s window time, as:

PFA =
∫∞
x=γ

fσi,j (x|H0) dx

PD =
∫∞
x=γ fσi,j (x|H1) dx

(2)

The probability of missed detection PM , is PM = 1 − PD . Since these proba-
bilities are a function of γ, we can trade lower false alarm for missed detection.
The objective of the experimental activity is to evaluate the above trade-off and
show the achievable performance. To this purpose the receiver operating char-
acteristic (ROC) curve is computed. The ROC curve is a classical method for
displaying the performance of a detection algorithm by plotting the probability
of false alarm PFA versus probability of detection PD (hit rate). The threshold
γ is not shown explicitly, but for a particular value of γ, the detector would
achieve specific PFA(γ) and PD(γ) values. We tested a range of γ values and
plotted PD(γ) versus PFA(γ) in a single ROC curve.

The quality of the links is higly variable, as shown by the distance between
the curves relative to the worst and the best link. Also, the performance of even
the best link is not very good. It will be interesting to note that the localization
performance is good even in the presence of a rather poor and highly variable
ROC performance.
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Fig. 4. ROC curve of the proposed detection algorithm. Window length is 1 s.
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The values of γ relative to the points on the curve are roughly inversely
proportional to the false alarm rate with a value around range(ri,j)/20 for a
10% false alarm.

3.4 Localization Error

We define the performance of the localization algorithm in terms of error, that
is the distance between the estimated and the actual position.

It may happen that two or more events (LOS link obstruction) are detected si-
multaneously, either because two rays are obstructed or because of false alarms:
in this cas the localization algorithm estimate is the centroid of the positions
indicated by all the events. In this experiment we set the optimal detection algo-
rithm parameters as described in section 3.3. Figure 5 shows the CDF obtained
by using the proposed localization algorithm (solid line) compared to the one
that the algorithm would obtain for a 100% detection probability and a null
false alarm probability (dotted line). In our experiment, the localization algo-
rithm exhibited a median error of 1 m, with an error less than 2 m in 80% of
cases; the theoretical median error is about 0.4 m and in 80% of cases the error
is below 1 m. Root mean square error is 1.7 m for the real case, 0.8 m for the
theoretical case. We can decrease the theoretical error at will by increasing the
number of deployed anchors.
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Fig. 5. Cumulative distribution function of the error measured during the experiment
depicted in 3. The theoretical case assumes perfect detection.

4 Conclusion

We have experimentally observed that, with as few as 5 anchors in a room of
about 23 m2, our method achieves a median error of 1 m, with an RMS of 1.7 m,
and an attainable median error of 0.4 m, with an RMS of 0.8 m. Work is in
progress to improve the performance of the detection algorithm, to minimize the
probability of false alarm and to increase the detection probability.
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Abstract. Mobile health (mHealth) has been receiving more and more attention 
recently as an emerging paradigm that brings together the evolution of 
advanced mobile and wireless communication technologies with the vision of 
“connected health” aiming to deliver the right care in the right place at the right 
time. However, there are several cardinal problems hampering the successful 
and widespread deployment of mHealth services from the mobile networking 
perspective. On one hand, issues of continuous wireless connectivity and 
mobility management must be solved in future heterogeneous mobile Internet 
architectures with ever growing traffic demands. On the other hand, Quality of 
Service (QoS) and Quality of Experience (QoE) must be guaranteed in a 
reliable, robust and diagnostically acceptable way. In this paper we propose a 
context- and content-aware, jointly optimized, distributed dynamic mobility 
management architecture to cope with the future traffic explosion and meet the 
medical QoS/QoE requirements in varying environments. 

Keywords: eHealth, mHealth, reliable and scalable mHealth service provision, 
DMM (Distributed and Dynamic Mobility Management), cross-layer (X-layer) 
design, context-awareness, content-awareness mobile IPv6 protocol family.  

1 Introduction 

Being part of modern telemedicine – which generally offers higher diagnosis and 
treatment quality standards, reduces medical costs, and provides possibilities to 
handle problems of the aging human society [1] – mHealth rises in parallel with the 
rapid adoption of mobile communications, computing, and advanced wireless 
technologies into our daily life. New, immersive, multimedia-driven, pervasive and 
interactive mHealth services (like self-diagnosis and preventive care [2], mobile-
assisted telerehabilitation and therapy [3], medical care in emergency situations [4], 
etc.) are rising to provide timely and prompt medical attention while also saving 
monetary resources. The wide variety of promising application areas together with the 
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continuous growth in consumer use of mobile Internet to obtain health-related 
services help the novel paradigm of mHealth in reshaping healthcare. 

However, like other services running in mobile and wireless environments, the 
efficiency and usability of mHealth applications are substantially impacted by the 
continuously varying environmental characteristics, scarce network resources, sparse 
radio bands and bandwidth, fluctuating delay, jitter and other QoS parameter values. 
This clearly implies the need of context- and content-aware mechanisms making 
applications, service provision and delivery procedures adaptable to the extremely 
diverse mobile environments [5]. The impacts of fluctuations in context and resources 
are further aggravated by the current trends that prognosticate a massive traffic 
volume growth in mobile telecommunications during 2011-2020 [6]. To date, this 
traffic explosion is mostly driven by Internet applications providing interaction, 
information, and entertainment for human users. But with the widespread deployment 
of sensor technologies, another form of communications called M2M (Machine-to-
Machine) is emerging which supposedly will be the leading traffic contributor for 
mobile Internet evolution [7] and also has the potential to become a major enabler of 
successful live mHealth deployments [8]. Another prominent force in mobile traffic 
growth is the advancement of high bitrate data-hungry multimedia applications: 
television/radio broadcasting and high-definition Video on Demand will increase 
mobile video volumes with 25-fold between 2011-2016, accounting for over 70 
percent of total mobile data traffic by the middle of the decade [6]. This trend is also 
substantial in mHealth: the spreading of multimedia technologies and developments 
in mobile connectivity gives doctors and medical institutions a new set of tools for 
managing patient care, using high definition 2D/3D imaging for diagnostic purposes 
and providing new types of multimedia services, such as multi-view, stereoscopic and 
holographic video communications for tele-diagnosis and remote operations. 

The high requirements of diagnostically useful multimedia transmission techniques 
and the thriving traffic demands pose serious research challenges for mobility 
architectures of mHealth [9] [10]. In this paper we propose a novel, jointly optimized 
mobility architecture for the challenges: the concept of distributed dynamic mobility 
management (DMM) is employed to cope with the growing traffic demands, the 
appropriately chosen and integrated protocol components solve various handover, 
security and multi-access issues, while the naturally integrated cross-layer design with 
high adaptivity based on context- and content-awareness helps to handle varying 
environmental resources and meet the medical QoS/QoE requirements. 

 The remainder of the paper is organized as follows. In Section 2, we introduce the 
related work on the existing solutions for challenges of emerging mHealth 
applications. Section 3 introduces our design choices and the main protocol 
components of the system. Section 4 in turn details our proposed integrated mobility 
management architecture together with the API framework created for supporting 
sophisticated cross-layer control and flexible adaptation. In Section 5 we conclude the 
paper and describe our ongoing work and future plans. 
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2 Related Work 

To address the dynamic and fluctuating nature of mobile networks, the paradigm of 
context- and content-awareness started to emerge [11] [12]. The change in the context 
(i.e., in any information that can be used to characterize the situation of a mobile 
entity) or in the content (i.e., in any parameter classifying the media under 
transmission) would require e.g., to move specific users to alternative access networks 
[5] or to assign different security measures/interfaces for specific contents during 
mobility events [13]. However, being context- and content-aware requires an 
extremely flexible session and mobility management in a deeply integrated network 
support system. This can be achieved only with the elimination of strict boundaries 
between traditional layers of the communication model by introducing cross-layer 
design solutions that allow transport dynamic information between layers and 
provides jointly optimized operation for devices in wireless environments [14] [15].  

The application of the above introduced advanced methods for mHealth 
applications has already been started. Jong-Tae Park et al. [16] presented a context-
aware handover architecture for u-healthcare services in converged wireless body- 
and local area networks, which focuses on power efficiency. P.K. Gkonis et al. [17] 
designed a content-centric future Internet platform that supports added value health 
services (safe and accurate management of medicine prescriptions) incorporating 
mobility, context awareness, enhanced security and privacy. In the work of Yan 
Zhang et al. [18] the application of integrated WiMAX and WLAN broadband 
wireless access technologies for telemedicine services and the related protocol issues 
have been discussed together with some potential deployment scenarios. R. S. H. 
Istepanian et al. [19] focuses on medical QoS applied to a typical bandwidth 
demanding mHealth application, and proposes a novel multiobjective and adaptive 
rate-control mechanism for optimized delivery of diagnostically acceptable ultrasound 
video images over beyond 3G networks. V. Ghini, et al. introduced the m-Hippocrates 
software architecture [20] aiming to provide mHealth applications with constant and 
reliable communication using an application-level communication technology called 
Always Best Packet Switching (ABPS). This scheme ensures continuously available, 
reliable and interactive communication, but it does not consider advanced IPv6 based 
technologies for vertical handover support and relies on a solution, which is outside of 
current standardization activities. 

However there are several enhancements of mobility management for mHealth 
applications in the literature, none of them take into account the exploding traffic 
demands and scalability issues of future wireless systems. Taking care of scalability 
problems by distributing mobile network functions and sharing the increased traffic 
load among the distributed elements is really a hot research topic nowadays. Several 
architectural improvements of existing technologies (e.g., [21]) or even green  field 
solutions (like [22]) follow this approach, but all of them share the same issue: in such 
schemes it is essential to implement service continuity between the highly scattered 
internet points of attachment. To solve this, distributed and dynamic mobility 
management approaches must be envisaged [23]. 
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In the traditional MIPv6 mobility scheme [24] all signalling and data packets are 
transferred via the central anchor node called Home Agent (HA). 

As a first alternative for eliminating this centralized way of operation researches 
started to implement core-level distribution procedures: anchors are distributed but 
still remain in the core network. A good example to this is the Global HA to HA 
protocol (GHAHA) [25], which extends MIPv6 in order to remove its link layer 
dependencies on the Home Link and distribute the anchors at the scale of the Internet. 
The drawback of this design is the extreme load of the synchronization messages. The 
scheme of M. Fisher et al. handles this problem by distributing the Binding Cache 
[26], but their proposal is not implementation ready, as it does not specify 
mechanisms for data corruption, and HA failures. 

A second alternative is when mobility functions are distributed in the backhaul and 
access part of the network. The multi-level system of Hierarchical Mobile IPv6 
(HMIPv6) [27] and its extension proposed by Mei Song et al. [28] defines regions, in 
which the movement does not need binding at the Home Agent counter to the inter-
region movement. It relieves the HA from the load of signalling, but it could be 
effective only for short-term sessions, or localized movements. 

A third type of distribution scenarios is the so-called host-level (peer-to-peer) 
distributed mobility management where once the correspondent node is found, 
communicating peers can directly exchange packets. MIPv6 also uses this direction 
when it bypasses the HA thanks to its route optimization mechanisms [24] [29]. End-
to-end mobility management protocols working in higher layers of the TCP/IP stack 
such as Host Identity Protocol [30] can also be efficiently employed in such schemes. 

Another class of distributed mobility management is based on the capability to turn 
off mobility signaling when such mechanisms are not needed. The so-called dynamic 
mobility management schemes (like [31], [32]) dynamically execute mobility 
functions only for cases when Mobile Nodes (MN) are actually subjected to handover 
events and higher layers require address continuity. These architectures are session-
based contrarily to the conventional mobility architectures, which provide the same 
mobility features for all of the sessions. It is not effective for long-term sessions and 
does not provide global reachability for Mobile Nodes, but it provides effective and 
on-demand resource distribution for short-term sessions. 

In order to have a scalable, generic, secure, transparent and widely useable 
mobility architecture for mHealth services, we propose an IPv6-based, DMM- and 
implementation-ready solution, which focuses on the context- and content-aware 
operations, cross-layer optimization and integration of standard components. 

3 Design Considerations 

While almost all existing DMM proposals introduce new protocols and architecture, 
Basavaraj Patil et al. stated in their recent work [33] that “(…) most of the needed 
basic protocol functionality for distributed mobility management is already there.  
What is missing seem to be related to general system level design and lack of mobility 
aware APIs for application developers”. We share this vision with them and believe 
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that appropriate and comprehensive integration of existing Mobile IPv6 building 
blocks could efficiently solve all the emerging mobility issues of current 
architectures. However, appropriate selection and integration of protocols is needed. 

In our architecture proposal, the components were selected based on practical 
necessities and strictly focusing on implementability. All of them extend the original 
Mobile IPv6 core [24]. The most common extensions are Network Mobility (NEMO-
BS) [34] which ensures the mobility of networks, and Multiple Care-of Addresses 
Registration (MCoA) [35] that brings the possibility of parallel usage of multiple 
network interfaces. Table 1 summarizes the main protocol components and their 
purpose, and this section details the connection of them with the DMM requirements. 

The problems of low scalability and single point of failure are handled by 
Hierarchical Mobile IPv6 [27] and Global HA to HA [25]. As we described, there are 
some drawbacks of them when applied alone, but their integration will result in a 
three level (top-level, mid-level, no mobility), distributed system with high flexibility 
and wide scalability options. GHAHA operates at the top-level by the global 
distribution of Home Agents. HMIPv6 reduces signalling overhead of the central 
network by defining the mid-level. Movement inside these micro-mobility regions are 
hidden from the central network, which could relieve the HA. However, these 
components do not solve the problems of non-optimal routes and high latency. That is 
why Source Address Selection [36] (SAddrSel) and Enhanced Route Optimization 
[29] (ERO) are also integrated in our scheme: these two techniques are specifically 
addressing routing and latency issues. ERO reduces signalling requirements of 
correspondent binding and makes it much faster. It could increase the efficiency of 
route-optimized traffic, which reduces the overhead of the central network. (Note, that 
for NEMO cases, on the Mobile Network Node (MNN), this API is not defined yet. A 
new interface will be necessary which could receive commands from the MNN, not 
only from the Mobile Router.) SAddrSel brings the option for the applications to 
optimize their sessions, and direct their traffic via the actual Access Point (AP, no 
mobility), the Mobility Anchor Point (micro- or mid-level mobility) or the Home 
Agent (macro- or top-level mobility). These options select the level of mobility and 
stability of the sessions according to the context of the usage in a dynamic and 
flexible way. 

Table 1. Specifications to be employed  

Name Description Purpose 
MIPv6 Mobile IPv6 [24] Core 
NEMO Network Mobility [34] Core 
MCoA Multiple Care-of Addresses [35] Core 
HMIPv6 Hierarchical Mobile IPv6 [27] Scalability, single p. of failure, distrib. op. 
GHAHA Global HA-HA [25] Scalability, single p. of failure, distrib. op. 
SAddrSel Source Address Selection [36] Signalling, RO, dynamic op. 
RO Enhanced Route Optimization [29] Signalling, RO 
FB Flow Binding [37] RO, X-layer opt., content-awareness 
FMIPv6 Fast Handover for MIPv6 [38] X-layer opt., handover speed-up 
MIH Media Independent Handover [39] X-layer opt., handover speed-up 
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Two key features in our architecture further exploit the benefits of cross-layer 
optimization. The first one is the on-demand content-aware per-flow (per-session) 
route selection. It could be handled via the explicit and responsive selection of the 
anchor point (AP, MAP, HA) with the previously introduced SAddrSel feature. If 
there are multiple interfaces in the system, it could be extended with the selection 
from them. We should exchange the routing policies between the participants to 
ensure the correct routing of the backwards communication. It is solved with the help 
of the Flow Binding [37] protocol extension. Flow Binding extends the Binding 
Update messages to be able to synchronize the session directing rules on the MN and 
on the HA. The architecture should define the proper API commands to receive 
application interactions, and the environment should be synchronized. It does not 
have any effects on other components. 

On the other hand, we could also optimize the (speed) of the handover processes 
by taking advantages of cross-layer solutions and such adapting to different network 
characteristics. Here we rely on handover preparation, initiation and decision 
schemes, like the Media Independent Handover (MIH) specification [39]. MIH has 
been designed to enable the handover of IP sessions from one Layer 2 access 
technology to another, to achieve mobility of end user devices. Our architecture will 
use MIH services and message exchange technologies to predict handover events and 
prepare handover executions. To be able to use the complex set of functionalities of 
MIH, the mobility management architecture should provide the appropriate handover 
execution mechanisms to make the handover faster based on the MIH operation. It 
could be realized by the integration of Fast Handover (FMIPv6) [38] protocol. 
Integration of FMIPv6 and HMIPv6 for appropriate mid-layer (MAP) operation has 
not specified yet, although there are non-standardized specifications (like [40]). 
Integration of MIH with the other components is handled via the FMIPv6 protocol: it 
lets a socket open for gathering context information to initiate handovers and the 
context information will be provided by MIH. The interoperability between FMIPv6 
and MIH is not defined yet, but there are multiple results about this subject (i.e., [41]). 

Fig. 1-A depicts the supposed interoperability between the previously listed 
protocols. The ‘stick’ sign means, that the components are compatible with each 
other. The interoperability process is directly or indirectly defined by RFCs. The 
‘warning’ sign denotes questionable interoperability. 

4 The Proposed Architecture and Cross-Layer API Framework 

The key mobility management features of our architecture are integrated into a central 
module called the Mobility Management Daemon (MMD). However, some additional 
tasks, which are traditionally managed by other tools, are realized by external 
resources. The Router Advertisement Daemon handles the router advertisement tasks 
[42], including HA and MAP advertisements [24] [27] as well. The IKEv2 Daemon is 
responsible for IKEv2 key exchange [43], especially for HMIPv6 mechanisms. 

MIH is not included into the core, because of logical mismatch (MMD is 
responsible for signalling and routing, but not for handover optimization); the API 
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The above introduced architecture implements the core functionalities specified by 
[24], to which separate modules will be connected in order to integrate the wide scale 
of different protocol extensions to the base system. To better understand the modular 
architecture, we explain the details of Communication part (Fig. 1-C). While the 
communication core realizes the sending and receiving of ICMPv6 and MH6 
messages [42] [24], the creating and parsing of different kind of messages is 
implemented by the modules, which belong to different protocol extensions. 

Sending and receiving primitives for Mobility (MH) and ICMPv6 messages are 
essential for signalling functionality. The core protocol [24] defines the basic set of 
messages. Binding Update (BU), Binding Acknowledgement (BA) and Binding Error 
(BE) are indispensable for binding between the Central Network and the Mobile 
Nodes. Many options are defined for the Binding Update message. The most common 
Mobility Options are also defined in [24], but the others are specified by other 
protocol components like [34] [35] [37]. These options are to be inserted into the BU 
message by the corresponding extension modules; the core does not need to know 
about them. The architecture defines sockets for the modules to add further options or 
data to the messages before sending via handles. These should be executed at the 
corresponding point during the message preparation, and these could extend or re-
design the messages before sending. Same as the core, all of the modules could define 
their own MH messages (e.g., global HA-HA’s special signalling packets). 

To make the MMD as powerful as it could be, it should continuously interact with 
the applications and other resources. A two-level API framework (Fig. 1-C) realizes 
this. On one hand, MMD integrates a raw interface, called Low-level Management 
Socket, which provides basic commands. The watchful selection of the 
implementation could solve the current problem between NEMO and SAddrSel 
(namely the lack of policy messages between the MNN and the Mobile Router). On 
the other hand, the High-level Mobility Interface at the top of the Management Socket 
realizes more complex functionalities and provides a simple API for the context- and 
content-aware services and specific X-layer optimization procedures.  

The High-level Mobility Interface is a mid-layer between the Management Socket 
and the applications. It groups multiple command primitives into simple instructions, 
and integrates a decision engine, which provides easy to use QoS/QoE-centric control 
of handovers for context- and content-aware operations. This interface connects to the 
MIH daemon as well, and collects interface, media and other context information, 
which could help for the decisions. The decision engine also uses the policy database, 
which helps to find the best policy for the content within an actual set of 
environmental parameters. This application-driven, context- and content-aware API 
framework also brings the dynamic behaviour into our mobility management 
architecture: the top-level (HA) and mid-level (MAP) networks could be bypassed 
with on-demand binding, and the MN could perform binding only if it is necessary. 

5 Conclusions 

The proliferation mobile Internet applications and services tend to radically overload 
the current mobile and wireless architectures deployed nowadays. This traffic 
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explosion will make the communication slower, less reliable, and also will pose 
serious problems for mobility management, which is essential for modern mHealth 
applications. To fulfil the special reliability, QoS/QoE, and bandwidth requirements 
of the mHealth sector, we should distribute the mobility management, and we should 
optimize the flow routing between the peers. The recent mobility solutions have to 
apply the features defined by DMM and have to integrate various optimizations, such 
as cross-layer optimization, context- and content-awareness. Our proposed 
architecture is a promising, standard-based, implementable and integrated answer for 
all the issues of current Mobile IPv6 systems also within the unique context of 
mHealth use-cases. We are currently working on the implementation [45] of the 
proposed architecture, which will be followed by the functional validation and the 
performance evaluation of our design in real-life testbed scenarios. 
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Abstract. Social media and the Web2.0 technologies are ubiquitous and
due to the advances in mobile communication protocols, operating sys-
tems, and internet standards they are now supported even in cell phones
and tablets. We are not yet at the point where a cell phone can be used
as a medical device but such small and omnipresent instruments can be
used in a way that promotes research in the clinical and biomedical do-
main. In this paper we describe a collaborative platform for designing
composite simulations for the Virtual Physiological Human (VPH) com-
munity needs. We investigate the use of pervasive mobile technologies
so that scientists and researchers can easily design, share, and execute
simulations. The proposed platform supports real time notification and
sharing of the results, and share the results and related artifacts with
their work group and colleagues.

Keywords: Social Networks, inSilico Oncology, Scientific Workflows.

1 Introduction

The focus of this paper falls in healthcare and more specifically in the research
VPH community [1] [2] . Social web 2.0 and especially Medicine 2.0 refer to the
generation of content by users, the power of networks, personalized health care,
and the focus on collaboration across all stakeholders [3].

Starting back at the late 90’s there have been a strong initiative to effec-
tively apply Social Media tools to improve Heath care by actively engaging
apart from patients themselves, researchers, practitioners and whole hospitals
with the mission to promote health and fight disease. On one hand it is difficult
enough to engage a busy physician and even more, specialized staff of hospitals
and research centers. Fortunately, on the other hand, social media is the vehicle
to decrease diffusion time for cancer research and innovations. Both patients
[4] and researchers can benefit from such an empower network in very specific
ways. Patients, in sites like PatientsLikeMe1, may share intimate details of their

1 http://www.patientslikeme.com
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symptoms, diagnosis and treatment as well as discuss in respective groups about
their condition [5]. This becomes even more crucial in diseases like cancer where
treatment is merely personalized [6] and can be a controversial subject. In paral-
lel, the research community may advocate for and against certain therapeutical
schemes and computational “inSilico” models [7] [2] by rating and sharing their
views on published models. Of course such online exchanges might not be ideally
documented, but since they engage only experts in the field of computational
oncology it is expected to disseminate accurate and noteworthy information that
could pave the way towards new effective therapies.

In this paper we argue that the scientific community can gain a lot by the
adoption of the social media tools and practices. As a show case we focus on
the integration of a web application for the construction of scientific workflows
with the micro-blogging service Twitter. In the following sections we present
our application and the relevant scientific domain of interest. Then we describe
the Twitter platform and we use its social networking infrastructure for the
VPH modeling needs. In conclusion we present the challenges, the benefits of
the approach, and future enhancements.

2 The Social Web

In spite of its success and popularity the early version of the World Wide Web
lacked in many respects, ranging from user accessibility and user interface de-
sign, to the ability to repurpose and remix existing Web-based data in not
pre-established ways. Most of these concerns have been addressed by advanced
technologies for searching (Search engines), syndicating (RSS feeds), visualiza-
tion and presentation mechanisms (CSS, SVG), etc. An additional limitation
of this environment is that the people are not part of the equation. Users are
expected to be the actors triggering the web interactions but content deliv-
ered should be personalized, relevant to the users context and needs, and users
communication and collaboration should be promoted.

These and other requirements are the ones that the Social Web tries to tackle.
Social Web does not represent a shift or radical change in technology per se but
it represents rather a shift on the perception of the human – machine interaction
by placing the users in the centre of the system and in control of these interac-
tions. The requirements for implementing Social Web led to the emergence of
a new breed of web applications and sites, collectively identified as “Web 2.0”
by Tim O’ Reilly [8], whose major design principle is to “harness network ef-
fects to get better the more people use them”. The value of “Web 2.0” sites and
applications therefore comes to a large extent by the number of users participat-
ing and actively communicating and sharing through them so the term “Social
Web” is actually a synonym. The social nature of this Web is evident when the
collaboration of people and their active contribution is considered.

Social Websites require a Social Network Infrastructure enabling of building
social relations among individual researchers. Such a infrastructure provides ser-
vices to represent a user by a personal profile, to develop social networks with
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other actors, and to generate, collect and aggregate social activity in an activity
stream. The main function is to create and update User Description profiles, to
develop follower networks, to interact in the social environment, and to build
and access activity streams. Users store personal data in user profiles and pub-
lish the data in their social network. In their follower networks, users can follow
the activity of other users, activity in groups and communities, or on “tags”. In
the next paragraph we describe Twitter, one such social network infrastructure,
that we integrate with.

2.1 Twitter

Twitter is a form of free micro-blogging which allows users to send and receive
short public messages called “tweets”. Tweets are limited to no more than 140
characters, and can include links to blogs, web pages, images, videos and all other
material online. By following other people and sources, users are able to build
up an instant, personalized Twitter feed that meets their full range of interests,
both academic and personal.

More than 200 million are the daily Twitter users worldwide including thou-
sands of academics and researchers at all levels of experience and different dis-
ciplines. The hard limit of 140 characters for the tweets provides the benefit of
more instant updates and better “throughput” in terms of the number of mes-
sages a user is expected to read. Especially in the research community social
media seems to surpass traditional publication media: Papers are increasingly
being taken apart in blogs, on Twitter and on other social media within hours
rather than years, and in public, rather than at small conferences or in private
conversation [9] . Twitter forms social (sub)networks of people with common
intentions and interests. Such networks were found to have a high degree corre-
lation and reciprocity, indicating close mutual acquaintances among users [10].

A Glossary of Frequently Used Twitter Terms

Tweet (noun). A message posted via Twitter containing 140 characters or
fewer.

Follow. To follow someone on Twitter is to subscribe to their Tweets or updates
on the site. Following another user means that all their tweets will appear
in your feed.

Follower. A follower is another Twitter user who has followed you.
Hashtag. The # symbol is used to mark keywords or topics in a Tweet.
Direct Message. A tweet that is private between the sender and recipient.
Mention. Mentioning another user in your Tweet by including the @ sign fol-

lowed directly by their username is called a “mention”
Retweet (noun). A tweet by another user, forwarded to you by someone you

follow. Often used to spread news or share valuable findings on Twitter.
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3 A Web Based Platform for Scientific Workflow Design

A workflow management system is a computer system that manages and defines
a series of tasks within an organization to produce a final outcome. In essence, a
workow can be abstracted as a composite service, i.e. a service that is composed
by other services that are orchestrated in order to perform some higher level
functionality. In the recent years, Scientific workflow systems have emerged as the
enabling technology for e-Science. Scientists collaborate on large scale scientific
experiments and knowledge discovery applications using distributed systems of
computing resources, data sets, and devices [11],[12].

The Thespis Workflow system is a web based graphical workflow designer
focusing on the construction of VPH “hypermodels” by connecting “simpler”
(atomic) models. The objective of this tool is to provide an intuitive environment
for biomedical researchers and computational biologists where simulation models
retrieved from different model repositories [13], can be combined to form higher
level experiments implemented and managed as “workflows”. Hence, Thespis is
a useful platform for linking different models reflecting multiple biocomplexity
levels in order to simulate complex processes (e.g. “microscopic” for genes and
enzymes, to “macroscopic” scales at the tissue level) [14]. Figure 1 illustrates
a typical workflow where different simulation models and are linked together.
Through the exchange of data via the connections between their inputs and
outputs perform a complex high level task. Such workflows can be the tools for
the implementation of multi-scale biological modeling [7].

Fig. 1. A screenshot of the workflow designer
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The Thespis workflow environment consists of two main components:

– The workflow editor (or designer) is a web application, accessible through
the users’ web browser. This is the graphical front-end for the editing of
the workflows, the invocation of their execution, and the visualization of the
results.

– The workflow engine is the server side, which is responsible for the man-
agement and the execution of the workflows, the communication with the
model repositories, etc.

From the user point of view each user is required to register with the applica-
tion and provide some information about himself, like the organization he works
with, a description of his research and other interests, etc. The user authenti-
cation is supported either in a “traditional” way through some user name and
password, or by linking their account with the account they maintain in some
social networking site like Twitter, Facebook, or Google. In the latter case the
authentication is taking place in the social networking site and the workflow
application is granted authorization using the open standard oAuth [15]

In this application one can generally recognize three different types of users:

– The Model Creator (MC), who is the VPH researcher that builds new models
and make them available, by publishing them in some model repository [13].

– The Workflow Creator (WC), who is the researcher that designs a new work-
flow by selecting existing models and tools, coupling them together based on
their inputs and outputs, and possibly providing fixed parameter values for
some of them.

– The Workflow User (WU), who is the user running (“enacts”) existing work-
flows by providing some input values if needed, monitors their execution, and
retrieves their results.

It is obvious that this classification of users does not represent mutually exclusive
user groups. For example, it can be the case that a workflow user is also a
workflow creator or that a workflow creator is also a model creator. In fact,
the latter case corresponds to a future feature of the presented web application
where a workflow can be reused and made available as a new model, albeit a
“composite” one.

3.1 Social Based Facilities and Interactions

In the core of the user management module of the workflow application there are
a number of Social Web inspired mechanisms that aim to enable the collaboration
and communication among the users:

– The workflows can be annotated with “tags”, i.e. free text keywords supplied
by the users. These keywords can be used for the searching and classifying
the workflows. By default the user submitted tags are public, which means
that they are visible and can be used as filters in other users’ searches, but
if desired the user can make them private. Additionally private and public
tags can be intermixed in the annotation of a single workflow.
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– The users can have “favorite” workflows. This is useful to the workflow users
so that they can better classify the most valuable workflows for their research.
It is also useful to the workflow creator in order to get some feedback about
the use of his/her workflows and possibly increase their “reputation” points.

– The platform keeps also statistics about the use of the workflows and the
models in order to be able to answer questions like what is the most fre-
quently used model or the workflow that has been enacted the most times.

However, to further leverage the potential of the social networks and especially
Twitter we have defined a number of scenarios that reuse existing social net-
works and the online activity of the users. The objective of this work is to bring
researchers together and to provide facilities for improving and advancing their
work. To this end we have identified the following use cases where integration
with a social platform like Twitter can help:

– Workflow creators and users want to know about the usage and the rating
of their workflows and models, respectively.

– Workflow users want to notified when a new version of their favorite workflow
is available.

– Workflow creators want to be notified when a new version of a model par-
ticipating in their workflows is released.

– All users may be interested for new models become available.

For these and other scenarios the Twitter infrastructure is used to provide status
updates for the interested users. First of all the workflow application maintains a
twitter account (@thespisapp) as a “broadcast” account for news, notifications,
etc. The users are encouraged to follow this user in order to get updates for new
features of the application, general news, etc., but also for being able to receive
personalized “direct messages” from the application. Furthermore, Thespis is
using tweets for information that is potentially interesting to all its followers and
direct messages if the information is considered more personal or of limited scope.
Additionally it uses “hash tags” to annotate the messages with keywords that can
be used for filtering and defining a personalized direct messaging functionality
of Twitter. Examples of how this functionality is implemented through Twitter
follows:

– When a new model is registered @thespisapp tweets about it mentioning
the twitter user who created the model.

– When a new workflow is created @thespisapp tweets about itmentioning the
twitter user who created the workflow and additionally sends direct messages
to the creators of the models participating in this workflow.

– When a workflow is altered, the users who have annotated it as “favorite”
receive direct messages.

– When a workflow becomes “favorite”, its creator is notified with a direct
message mentioning the twitter account of the user who liked it.

In general the methodology is to keep the status updates of the broadcast account
of the application “noise-free” and prefer the use of direct messages to transmit
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information to the interested users. The reason for this is that @thespisapp can
be followed by non registered users or people that are interested in the specific
application domain but have not yet sign up. Another design principle is that
tweets or direct messages mention related users. The rationale is that we try
to connect the users and build a user research community around this workflow
application.

4 Conclusions

The proposed twitter-enabled workflow creation environment is expected to pro-
vide VPH community with a social media enabled environment that facilitates
knowledge management and transfer for the VPH community to benefit. Thespis
concept allows researchers to design and share custom workflows but also alert
users and colleagues of potential new models and workflows of interest. Ratings
and usage statistics of existing models or workflows raise community awareness
and builds virtual research communities where experts speak with each other and
have advise to share. Such tools made available in the open source community
are expected to engage more newcomers to the VPH community.

The social networking features of the workflow application presented here are
currently available in a prototype version. The application will be evaluated in
the context of the “YPERTHEN”2 and there are still some ideas for future work
focusing on providing more personalized information to the users. For example,
the application could recommend existing models based on their rating to new
workflow users [16] and notify existing modelers about newly inserted models
capable of being coupled with existing ones.

There are a number of challenges though. Twitter has recently changed the
rules of their API and the new rules restrict the number of tweets or direct
messages made per account. This will have an impact to the workflow application
when a large number of users need to be notified with direct messages. Another
possible limitation is that the content in Twitter is public by default and as
is the case with any Web/Cloud based platform the user can not always be
pretty sure that his/her data are kept private and used for the intended purpose
only. Nevertheless, for this application the data exchange are minimal and only
references (through hyperlinks or tags) to the possibly intellectually protected
information are shared. In any case, what worries more the expert community is
finding ways to ensure that accurate information and validated models are only
published online, but nevertheless countering bias and misinformation has been
a long lasting concern especially during election periods!
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Abstract. Depression affects all walks of life and is a common form of mental 
health illness. Some of the common methods to diagnose depression are usually 
through a session with certified psychiatrist or with the aid of depression rating 
scales. This paper seeks to provide both clinicians and patients with an Android 
based mobile application that may store and calculate results based on 
depression rating scales i.e. DASS and MINI. A novel approach of combining 
both questionnaire statistics is proposed in one solution. As such, a tablet 
friendly application that uses a scoring algorithm and a series of psychiatric 
questionnaires as an indicator to a person’s mental state or depression level is 
developed by means of an android platform. 

Keywords: Mental depression level, Android application, Mobile depression 
questionnaire, Depression Rating Scale, DASS, MINI.  

1 Introduction 

Technology is aimed at making our lives easier. This in turn enables us to accomplish 
many things at once for multitasking purposes. Looking at the electronic gadgets for 
example, where the sizes are getting smaller, lighter and the processor’s speed is 
faster. There are laptops, smartphones and the latest trend is tablets where 
miniaturizations take place. The electronics industry now is at its most competitive 
state, where a lot of companies are introducing their products into the market ever 
more quickly in order to get ahead in the industry. This scenario in turn makes other 
industries to adapt quickly to these latest of technology aiming to make our jobs 
easier and runs more efficiently.  

The brain is one of the most hardworking organs we have. Our work efficiency is 
very much dictated by the state our mind, therefore it is monumental that the mind 
stays healthy. One of the common mental illnesses is depression, which can affect all 
walks of life. It can affect a person's ability to work, form relationships and destroy 
their quality of life. At its most severe state, depression can lead to suicide and is 
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responsible for 850,000 deaths every year. New research published in BioMed 
Central's open access journal BMC Medicine compares social conditions with 
depression in 18 countries across the world [1]. There are many levels of depression 
and each has its own treatment; to name a few: Major Depressive, recurrent Major 
Depressive, and Major depressive with Melancholic features. 

At present, depression is formally diagnosed by clinicians during therapy sessions 
and can also be aided by the use of depression rating scales. A depression rating scale 
consists of a series of psychiatric questionnaires with unique scoring algorithm, which 
indicates the severity of the depression symptoms. There are several depression rating 
scales available. In this paper, a hybrid approach of combining two types of 
depression rating scales i.e. Depression Anxiety Stress Scales (DASS) and Mini-
international neuropsychiatric interview (MINI) is proposed. Although these rating 
scales are commonly used by clinician to indicate the severity of depression 
symptoms, however there are no tablet-friendly applications that will ease the process. 

The tablet usage is growing rapidly over the past few years. The APPLE iPad had 
started off to rave reviews, and is expected to increase its volumes and further 
surpasses its competition. However other tablet computers, in particular those based 
on Google's Android operating system, are expected to erode its share of a fast-
growing market [2]. Tablets are indeed a very versatile electronic device; it is light 
enough to be carried by hand in extensive periods, and large enough to be used as a 
display for daily use or even professional use. Hence it is practical to use the tablet as 
a platform to house the application. The application runs on Google Android, which is 
the first complete, open, and free mobile platform developed by Open Handset 
Alliance™ (OHA) [3].  

The finished application prototype has achieved these three primary goals: 

1. A working algorithm which calculate the results for DASS and MINI questionnaire 
2. A database which housed psychiatrist and patient’s profiles and questionnaires.   
3. A successfully developed application using JAVA programming language with a   
    user interface on Android platform for displaying user profiles and results history. 

2 Related Work 

Depression is regarded as a mental state or chronic mental disorder characterized by 
feelings of sadness, loneliness, despair, low self-esteem, and self-reproach; 
accompanying signs that include psychomotor retardation (or less frequently 
agitation), withdrawal from social contact, and vegetative states such as loss of 
appetite and insomnia.  There have been a number of research studies addressing 
depression that includes depression screening and detection, data analysis and 
classification approach [4, 5] as well as study on the effects of depression [6].   

Previous works that relate to depression screening system and detection however 
varies ranging from software-based to hardware-based, mostly integrating not only 
questionnaires response and text as a subject’s input to the system but also images and 
voice as well. Similar research was conducted by Akan et. al. by having a pilot study 
that screens for depressed patients using a web based application called the 
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eScreening tool. This tool provides a graphical user interface, audio output and a 
database presenting the PHQ-9 and CAGE screening tests [7]. Arianti et. al. has 
developed a depression inventory system called the Beck Depression Inventory II 
Test that works as an assessment tool for the healthcare professional to diagnose 
depression level of a patient [8]. A different type of depression acquisition was 
reported by Moore et. al. using the self-rated mood data to forecast future depression 
ratings. The data used in the study have been collected using SMS text messaging and 
comprises one time series of approximately weekly mood ratings for each patient 
analyzed using forecasting method [9]. Some other related applications were proposed 
by Bevilacqua et. al [10] and Kipli et. al. [11] that presents depression detection tools 
using image and facial expression while Cohn et. al. [12] integrated both facial and 
vocal prosody in recognizing patient with depression. Another depression detection 
system focusing on hardware was also introduced by Leon et. al.[13] called the smart 
home-based detection for depressive disorder. Despite all the research works 
mentioned, there is no tablet-friendly application which integrates both MINI and 
DASS questionnaires for depression detection purposes. 

3 Android Operating System 

Android Operating System is a software stack for mobile devices based on Linux with 
a Java programming interface. The Android SDK provides the tools, e.g. a compiler, 
debugger and a device emulator as well as its own Java Virtual machine (Dalvik 
Virtual Machine - DVM). Android OS supports 2-D and 3-D graphics using the 
OpenGL libraries and supports data storage in a SQLite database. 

A smartphone pre-installed with Google Android SDK v2.3.6 (Gingerbread) is 
used to showcase this application prototype. Android applications are generally 
forward-compatible with new versions of the Android platform and higher 
Application Programming Interface (API) levels [14]. The application should be able 
to run on all later versions of the Android platform. Android operating system uses its 
own Virtual Machine called Dalvik Virtual Machine (DVM), which interprets and 
executes portable Java-style byte code after transforming it, which is optimized to 
operate on the mobile platform [15]. Android phones ship with a rich array of built-in 
activities (services), including email, a Web browser, and a map application [16].The 
platform embraces a replace-and-reuse philosophy, which lets users customize the 
phone [17].  

3.1 Android Development Tools (ADT) for Eclipse Indigo IDE 

Eclipse is an integrated development environment (IDE) for Java and its SDK is free 
and open source software [18]. Google provides the Android Development Tools 
(ADT) to develop Android applications with Eclipse. ADT extends the capabilities of 
Eclipse by enabling quick set up of new Android projects, creating application UI, 
adding packages based on Android Framework API, debugging applications using the 
Android SDK tools, and even export signed (or unsigned) “.apk” files in order to 
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distribute the application [19]. ADT also provides an Android device emulator 
(Android Virtual Device), so that Android applications can be tested without a real 
Android phone. The application is developed using Eclipse with ADT. 

4 DASS Questionnaire 

Depression Anxiety Stress Scale (DASS) is an example of a self-report instrument. 
Depression can be diagnosed through several methods. Traditionally, a qualified 
person in the psychiatric field may evaluate patient’s mental state by having a one-to-
one interview session. This is the commonly used method, however it is time 
consuming and not easily accessible by the medical practitioner since the patient’s 
records are kept individually. 

Another method in determining depression level of a person is through the use of 
psychiatric questionnaires. Although it is not used to ultimately decide whether a 
person is depressed, it is used to give advices to the patient to seek further help if 
needed. DASS scale is a set of three self-report scales designed to measure the 
negative emotional states of depression, anxiety and stress [20]. Table 1 depicts an 
example of DASS scoring which is used for this application. 

5 M.I.N.I Questionnaire 

The Mini-International Neuropsychiatric Interview (M.I.N.I.) is used during 
diagnostic interview. It was developed for DSM-IV and ICD-10 psychiatric disorders 
[21].Unlike DASS, MINI may be considered as a diagnostic tool for depressive 
disorders. The method of scoring and implying the questionnaire is also different to 
DASS which is a self-report instrument. MINI on the other hand, requires a licensed 
clinician to review and evaluate the patients. In order to calculate the scoring in the 
application, a slightly complex algorithm is required. All questions in the 
questionnaire must be rated by clinician who requires clinical judgment by the rater in 
coding the responses of either a Yes or No [21]. 

6 Methodology 

6.1 Application Block Diagram 

Fig.1 shows the general block diagram of the application. It shall have users profile 
and response from the questionnaire as an input. Users will be able to enter their 
profile information via a user’s interface (UI). The output of the application is the 
results of the questionnaires taken and the scoring history for both depression rating 
scale i.e. DASS and MINI. The score history is managed by SQLite. 
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Fig. 1. System Block Diagram Fig. 2. Questionnaire flowchart 

6.2 User Interface 

There are two types of users i.e. patient or clinician. Both have different access level 
and user interface due to their different roles in applying the depression rating scales. 
DASS is a self-report instrument meanwhile MINI can only be administered by 
clinicians.  Therefore, a patient type user will be able to take DASS questionnaire and 
view previous historical scores. Meanwhile, a clinician type user will have access to 
patient’s historical records for e.g. DASS and MINI scoring history. Clinician type 
user will also be able to administer MINI for registered patients.  

 
1) Login Interface: Prior to using the application, users are required to login at 

the register page which contains text fields for users to enter information 
such as user name and password. Fig. 3(a) illustrates the login interface. 

2) Questionnaire Interface: This mobile application contains two types of 
depression rating scales i.e. DASS and MINI questionnaires. The style of 
presentation of the questions and its answer options for both rating scales 
are imperative due to the nature of Android devices, which are in the form 
of handheld devices. These handheld devices mostly have screens smaller 
than 10 inches diagonally. Thus, the interface should not be too 
cumbersome to navigate between questions and selecting answer options. 
Fig. 2 shows the designed flowchart for the graphical interface on the 
screen which shows one question at a time. The same interface will be 
reused for the next question and only the question element will change at 
the press of either next or previous question. This way, the screen is kept 
clean and simple. There are not too much activity going on the screen and 
therefore it is easy to navigate between questions. Score options uses radio 
type button in which only one can be selected at any time. This prevents 
multiple answers for any single question. The element for this interface is 
set to scrolling type, so that the questions may be viewed comfortably in 
horizontal view. Fig. 3(b) illustrates an example of questionnaire interface. 
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3)  Profile Interface: Fig. 3(c) illustrates a sample of profile page interface for 
patient type user. It displays profile of the patient, the patient’s DASS and 
MINI result history as well as questionnaires button. The view for patient’s 
result history is toggled between DASS and MINI due to space limitations.  

 

                           

                     (a)                                     (b)                                          (c) 

Fig. 3. 

6.3 Scoring Algorithm 

1) DASS questionnaire scoring: DASS questionnaire requires the patients to 
rate themselves a rating between 0-3. The number basically represents the score 
for each question. The scoring is done by summing up the total score and the 
corresponding depression classification based on the score as shown in Table 1. 

2) MINI questionnaire scoring:  Scoring for MINI questionnaire is more 
complex compared to the DASS scoring system. In MINI questionnaire, patient 
is given two answers to choose from: Yes or No. The MINI questionnaire has a 
total of 16 modules, but only relevant module i.e. Module A - Depression 
Rating Module is selected. In Module A, there are a total of 17 questions. The 
session may end at any point and not necessarily for all 17 questions to be 
answered if certain questions are answered “No”. For instance, at question 2, if 
the patient answered question 1 and 2 with “No”, the session shall end with the 
result being “No Major Depressive Episode”. A rule-based approach is 
employed for the scoring algorithm.  

Table 1. DASS scoring system 

 Depression(D) Anxiety(A) Stress(SS) 
Normal 0 – 9 0 – 7 0 – 14 

Mild 10 - 13 8 – 9 15-18 
Moderate 14 – 20 10 – 14 19 – 25 

Severe 21 – 27 15 – 19 26 – 33 
Extremely Severe 28+ 20+ 34+ 
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7 Results 

The scoring algorithm of the application is tested by conducting experiments to verify 
and validate its accuracy via functionality testing. Additionally, usability testing is 
conducted on eighteen users to analyze user’s experience via an evaluation survey.  

7.1 Functionality Test 

The questionnaires were administered to ten subjects.  At the end of the questionnaires, 
the total score is summed up and compared to the scale to determine the level of 
depression it represents. The subject’s responses were then fed into the application. 
The results for both types of manual and application scorings are compared against 
each other. It was found that the scores for DASS questionnaire completed manually 
using forms were identical to the scores for DASS questionnaire fed to the application 
for all ten patients. This is true for MINI questionnaire as well. Hence it can be 
concluded that the accuracy of the scoring algorithm of the application is therefore 
verified.  

7.2 Usability Test Evaluation  

A usability evaluation is administered to eighteen users. It was found that 81% of the 
users found that the application is nicely designed. More than 93% agreed that it was 
easy to navigate between pages, which is quite important since navigating between 
questions is the core feature of the application. The placement of the texts, buttons 
and boxes also plays a role in ensuring that the user experience is pleasant by making 
it easier for user selections and user inputs. The theme of colour used in the 
application is deemed suitable and appropriate by 93% of the respondent. The right 
choice of colour is important as it could affect the mood of the user and may have an 
impact on users’ experience. It seems that 87.5% of users agreed that the questions 
were appropriately presented in such a way that it is easy to read through. The choice 
of font type and size for the questions also plays a role. The questions are fairly easy 
to understand as 77% users agreed to it. Almost 94% of the users felt the scoring 
method used in the application is convenient.  More than 75% user prefers to take the 
questionnaire electronically as compared to the conventional way of using pen and 
paper. In conclusion, users agree that the application were easy to use. This was 
reflected by the fact that more than 88% of users are satisfied with the overall 
experience in using the application as illustrated by Fig. 4. Meanwhile, Fig. 5 shows a 
comparison of user’s self-rating prior to using the application and user’s depression 
level analysed by the application. The result compares well which shows that the 
application serves its purpose in detecting depression levels. 
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Fig. 4. User Satisfaction Fig. 5. Apps v/s Self Rating Comparison 

8 Conclusion 

The depression diagnostic and screening tool application has been successfully 
developed. The Android application were created using JAVA Eclipse IDE with 
Android ADT plugin. It has a user-friendly graphical interface for registering profiles, 
answering DASS or MINI questionnaires, and viewing score history. This application 
has the ability to store user profile information for both patients and psychiatrist. This 
is done through creating and managing databases using the SQLite library. The 
database is stored locally on the device where the information is secured.  

The application successfully replicates both DASS and MINI scoring schemes. The 
scoring algorithm developed based on DASS and MINI questionnaire is able to 
correctly classify the level of depressions. Additionally, MINI questionnaire scoring 
algorithm provides an extra assistance during the interview session as it automatically 
navigates through the questionnaire as it progresses. There are some questions that can 
be skipped after a certain condition is met hence cutting down processing time to 
administer the MINI depression rating scales significantly. This certainly eases the 
whole interview process. Moreover, an automated system using the Android application 
reduces the chances of human error while computing the results. Most importantly, the 
application may also serve as a mobile patient management and monitoring system as it 
helps clinicians to monitor patients’ depression level effectively over time. The mobile 
application is also robust enough to be upgraded with additional features for future 
reference. Usability testing on real-life user shows that majority of the user is satisfied 
with the overall experience while using the application.  

Future work calls for further development to upgrade the stand alone application to 
a server based application. As such, an online mobile patient monitoring and 
management system with extended features is to be developed. This   requires online 
connections to the server. Clinicians shall have access to patient’s records in the 
database anywhere and everywhere internet is available. 

In conclusion, throughout the paper it is shown that a mobile device may assist in 
diagnosing and screening depressive disorder. It is hoped that this prototyped mobile 
application shall further assist the clinicians in the field of mental health for 
depression diagnostic and screening tool that can be used on a more widely available 
platform. 
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Abstract. Type 2 diabetes is increasing worldwide. When compared with other 
chronic diseases, deaths due directly to type 2 diabetes are less. The problem 
though, is the mortality rates caused by the consequences of type 2 diabetes; 
complications that represent a major health burden which may destabilise health 
economies. Recognised complications are: cardiovascular disease, peripheral 
vascular disease, renal failure, retinal eye disease, and neuropathy leading to 
high levels of morbidity and mortality from heart attack, foot ulceration and leg 
amputation, stroke, renal failure, and blindness. Better care of type 2 diabetes 
and early recognition and treatment of its complications reduce levels of 
morbidity and mortality. There is a need to support the diabetic patient in 
achieving effective glucose control and life-style changes leading to improved 
nutrition and healthy levels of physical activity, and to early recognize and treat 
complications. To make this possible and efficient, a patient portal has been 
developed, as part of the REACTION platform, which supports interactions 
between the diabetic patient and both their professional and non-professional 
carers. Introducing the patient portal and the REACTION platform to real-life 
healthcare systems will empower patients more by increasing their ability to self-
manage, improve the quality of their life and the overall management of their 
diabetes, reduce the risk of developing complications and lessen their use of 
health services. 

Keywords: Patient empowerment, Patient portal, Diabetes management, Blood 
glucose measurement, Insulin delivery, Closed-loop control. 

1 Introduction 

Diabetes mellitus is a state of high blood glucose concentration (hyperglycaemia). It 
is caused by impaired secretion and/or effectiveness of insulin. There are a number of 
causes of diabetes mellitus and many diseases that develop because of it; it is difficult 
to determine a single and simple definition of diabetes mellitus. In essence, without 
insulin, cells cannot use glucose effectively. This metabolic fault varies in its impact 
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from an acute life-threatening illness to impaired glucose tolerance that is without 
apparent clinical effect. 

There are two forms of diabetes. The auto-immune destruction of β-cells of the 
Islets of Langerhans in the pancreas causes type 1 diabetes. This occurs in children 
and young adults. People with type 2 diabetes, usually over 50 years old with 
additional health problems, exhibit reduced insulin production and resistance or 
reduced sensitivity to insulin [1]. There are young people now presenting with type 2 
diabetes in whom there is an abnormality of the glucokinase gene and others who 
secrete less potent insulin because of a genetic error. There is a further group of 
people who become type 2 diabetics because of the impact of impaired placental 
function and maternal malnutrition on the development of their β-cells. Type 2 
diabetes is increasing markedly and has a number of causes. 

Life-style change in the last century has led to an increase of almost epidemic 
proportions in the incidence of diabetes worldwide. This is mainly related to type 2 
diabetes. Together with genetic susceptibility in certain ethnic groups, type 2 diabetes 
is brought on by environmental, social and behavioural factors such as bad life-style, 
physical inactivity, overly rich nutrition and obesity [2]. The increased incidence and 
the population growth and ageing have raised the number of people with diabetes 
worldwide [3]. In 2010 the world prevalence of diabetes among adults (aged 20–79 
years) was 6.4%, affecting 285 million adults.  An increase to 7.7% and 439 million 
adults by 2030 can be expected. Between 2010 and 2030, there will be a 69% increase 
in numbers of adults with diabetes in developing countries and a 20% increase in 
developed countries [4]. The global health expenditure on diabetes was about $376 
billion in 2010 and it is estimated to be $490 billion in 2030. Globally, 12% of the 
health expenditures and $1330 per person have been spent on diabetes in 2010 [5]. 
The human and economic burden is considerable now and is destined to grow. 
Diabetes complications make managing diabetes more difficult and have a profound 
impact on levels of morbidity and mortality. 

The effective care of type 1 diabetes is achieved by reducing the likelihood of both 
hyperglycaemic and hypoglycaemic levels of glucose by administrating basal and 
bolus insulin and adjusting the dosage by continuous blood glucose monitoring.  
Management of type 2 diabetes consists in the control of a healthy blood glucose level 
through oral anti-diabetic drugs (OADs) and, when necessary, insulin. Best care also 
involves monitoring and advising on levels of physical activity, nutrition and 
maintaining optimal body weight. This helps reduce the risk of complications - 
particularly cardiovascular diseases. In both types, people with diabetes should 
receive education by a specialized team skilled in the self-management of diabetes. 

Patient empowerment is a new approach in health care with the point of view of 
having patients as active participants in the health care process for the attainment of 
optimal outcomes [6]. The active participation implies a higher involvement in the 
decision making process. An appropriate decision making can be performed only if a 
proper communication between patient and clinicians is assured and the patient is 
provided with appropriate education material and supported with the necessary 
information resources. An appropriate use of healthcare best practice supported by 
electronic processes and communication (eHealth) may enable the patient 
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empowerment, especially in case of patients with chronic diseases [7], where a life-
long daily disease management is required. 

Patient empowerment is a necessary pre-requisite of effective disease self-
management. At the first European conference on patient empowerment, it was 
agreed that Europe cannot afford not to self-empower in case of chronic disease 
management, since cardiovascular diseases, cancer, diabetes, obesity, and chronic 
respiratory diseases cause an estimated 77% of the disease burden in Europe [8]. 
Although self-management cannot substitute the acute care provided by professionals, 
it can help people with chronic diseases stay in the workforce and remain integral and 
active members of their community. Programmes on chronic disease self-
management teach and support patients to identify warning symptoms, measure and 
evaluate vital signs, decide the most suitable treatment for them, and take 
medications. 

In the specific case of diabetes more attention has to be paid to the emotional 
charge related to diabetes. The stress of supervising constantly their activity, diet and 
medication implies an emotional involvement of patients with their disease. 
Depression is common in diabetes and worsens levels of morbidity and mortality. 
Emotional distress results in poor motivation for self-management and inadequate 
adherence to the treatment. Thus, monitoring of depression and patient motivation are 
other major tasks for general practitioners in the primary care environment [9]. 

eHealth technological platforms can support both clinicians and patients in the 
short and long term management of diabetes. A key component, specifically focused 
on supporting patient empowerment and self-management, of such solutions is the 
patient (web) portal because it can provide at any time and in any place the relevant 
information to patients, improve their interaction with the clinicians, support 
education and motivation, and provide information about life-style, behaviour and 
emotional status. Patient portals integrate the electronic health record and the patient 
health record since patients themselves contribute to the maintenance of their health 
care information. Patient portals are more and more used in chronic disease 
management, but in diabetes management they have an even more fertile ground. 

A recent review about patient portals for people with diabetes showed that such 
systems enhance interactions between patients and clinicians, increase patient overall 
satisfaction with care, provide better, more prompt and ubiquitous access to health 
information, and improve diabetes management and patient outcomes. Key points in 
the delivery of patient portals to patients are good usability, reliability and availability 
of user choices for patients, while providers should apply more extensive training and 
assistance when the portal addresses elderly and not highly computer-literate 
populations [10]. In fact, although diabetes is today quite common even to young 
adults, it is mainly prevalent among adults aged 65 and older. Thus, the interface 
design should be made trying to avoid potential design problems for this specific 
target group. 

Another recent study [11] proved that patient portals have the ability to provide 
patients with the opportunity to be increasingly involved in their own care (thus 
increasing self-management capability) and to reduce inequity in the access to care. 
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Patient portals can help in increasing the health literacy and the capability for self- 
management of diabetes if designed with high usability criteria for not highly 
computer-literate populations, otherwise the health literacy barrier will not be 
removed [12].  

2 Methods 

The REACTION project [13] aims to support management of diabetes in different 
clinical settings through a platform that will offer professional management and 
therapy services to diabetes patients [14]. This platform provides healthcare services 
to diabetes patients and caregivers such as blood glucose monitoring, monitoring of 
other relevant parameters (e.g. complication indicators, activity, and food and 
medication intake), decision support systems, therapy management, support of life-
style changes, and crisis detection and management. 

When at home, the diabetic patient is managed through the platform and the 
services provided by the primary health care centre. Main components of the system 
from the stakeholders’ point of view are: a) the home or mobile platform composed of 
medical and environmental devices and a home or mobile gateway for the secure 
connection with the back-end servers; b) the health professional (clinician) portal; c) 
the patient portal. All components have also the capability to interoperate with each 
other and at least weakly with the electronic health record of the primary care centre. 

The home or mobile platform is dedicated to the automatic collection of vital sign, 
environmental and context measurements with a focus on user friendliness, low costs, 
use of standards and use of wireless medical and other devices. The health 
professional portal supports the clinicians with the following main functionalities: a) 
system administration; b) user management; c) patient management; d) education and 
care plan (life-style and medication) management; e) remote monitoring scheme plan; 
f) daily measurement management; g) view of additional data and questionnaire 
responses; h) risk management; i) notification management. The patient portal 
supports the patients and informal carers with the following main functionalities: a) 
capture of life-style data (activity, diet, emotional status); b) capture of medication 
data (insulin, OADs); c) support of life-style and compliance questionnaires; d) view 
of care plan (life-style and medication); e) view of own measurements; f) view of 
feedbacks; g) view of notifications, alerts and reminders; h) view of material in 
support of education and motivation; i) manual input of measurements (as back-up 
solution). 

All components of the overall solution have been developed in order to be simple, 
easily usable by elderly people (hiding technology as much as possible), with low cost 
and with easy procedures for installation and removal. 

This paper will focus on the design, development and first usability tests of the 
prototype patient portal. 
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2.1 The REACTION Patient Portal 

The REACTION patient portal is a secure multiplatform web application built on 
previous experiences of the Foundation for Research and Technology - Hellas 
(FORTH). The creation of the REACTION patient portal was based on a multi-step 
procedure, where every step was carefully designed and validated. The procedure 
started from the general requirements of the platform, created by the stakeholders, 
selecting the specific requirements for the patient portal including the ones specifying 
its interactions with the other components. All these requirements were translated into 
functionalities that were analysed and described in detail. The functionalities were 
logically grouped, optimizing the typical workflows performed by patients and, thus, 
organizing the patient portal into logically distinct sections. The functionalities were 
decoded as software modules and graphically represented in the user interface by big 
buttons that contain easily identifiable icons and easily readable captions. Special 
attention was given to the design of the user interface, having in mind accessibility, 
user-friendliness and usability criteria. The colour of the text, the icons, the button 
control sizes, the graphical unit display of the glucose and the other vital signs were 
carefully selected in such a way to fulfil the usability criteria specified in the 
requirement list (e.g. using high contrast with the background of the buttons). This, in 
addition to the careful design of the layout and the organization of the functionalities, 
contributed to the creation of a modern and friendly user environment. 

The REACTION patient portal was implemented in C# using the ASP.NET v4.0 
framework. The selected database engine was the Microsoft SQL Server 2008 R2. 
The implementation of the user interface was performed using html5 and css3 
technologies. Complementary technologies to design a modern and user friendly 
interactive interface include the latest versions of the JavaScript libraries of jQuery 
and jQuery UI and an interactive JavaScript library for the chart drawing elements. 
The development environment used was mainly composed of an integrated 
development environment (Microsoft Visual Studio 2010) and an integrated 
environment for the database management (SQL Server Management Studio). The 
target environment, where the application was deployed, was a Microsoft Server 2008 
R2 standard server with IIS as web server on board. 

Since the patient portal has been designed as a web application, any type of device, 
personal computer, smart phone or tablet PC, can access it, as long as it has a web 
browser (that supports the present common web standards and technologies defined 
by the World Wide Web Consortium (W3C)) and it is connected to the Internet. The 
REACTION patient portal has been accurately tested to operate properly with the last 
versions of all the major web browsers (Internet Explorer 8+, Mozilla Firefox12+, 
Google Chrome15+, Opera 10+, Safari 5+ & Dolphin HD+) in the three major 
desktop operating systems (Windows XP+, Mac OS X 10.7+, Ubuntu Linux 10.04+) 
as well as in the three major mobile operating systems (iOS5, Android 3+, WP7+). 

Some interactive screenshots of the patient portal on tablet PC are shown in Fig. 1. 
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Fig. 1. Some interactive screenshots of the REACTION patient portal 

Several reviews of functionalities and user interface on paper and then with mock-
ups were performed with simulated end-users. The adopted design choices were 
verified by usability tests, performed in the sites of the clinical partners, scoring high 
on the "ease of interaction" and "user satisfaction". Usability tests were also 
performed with actual elderly users and users with little computer-literacy focused on 
the optimization of the user friendliness of the patient portal. Retrofits were 
continuously provided and modifications implemented and deployed in an iterative 
process, towards the attainment of a version suitable for clinical use. 

3 Results 

Prior to commencing the primary care field trials, a series of tests on the overall 
platform have been undertaken in the clinical site. The testing process has been 
undertaken in 2 stages, friends and family testing and field testing. 

Friends and family testing involved users that were not from the target population.  
They included researchers, friends and neighbours of those working within the study.   

The main objectives of the friends and family phase were to: 

• Test reliability and robustness in a non-lab environment 
• Test functionality of the equipment in a non-lab environment 
• Test usability and functionality of patient and clinician portals 
• Receive usability feedback 

A small number of users undertook this testing for 7 days following a test script 
protocol. Following the friends and family testing, a number of patients with very 
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basic computer-literacy from the target sample were approached and asked to take 
part in a series of field tests.  

The main objectives of the pre-pilot field testing phase were to: 

• Test functionality of the equipment in a patient home environment 
• Test installation procedures in a home environment 
• Receive usability feedback from end-users to the technical teams 

Patients were trained and asked to use the patient portal and the home platform 
following specific protocols for a period between 7 and 28 days. 

In both test phases actions were reviewed regularly via meetings with the technical 
partners and the technical solution was updated and improved in an iterative process. 

The main outcome of these initial field tests related to the patient portal was that all 
patients were able to gain access to the patient portal on both the tablet and their own 
PC. There was one functional error reported by a patient using the PC.  This was to do 
with the date range when entering manual readings and was fixed by the technical 
team updating the patient portal version. 

Patients using a personal computer generally stated that the patient portal was easy 
to use.  It was simple to log onto and was quick to navigate and complete the tasks.  A 
minor usability raised by the patients was solved by changing the yes/no check box 
control in the questionnaires and in all parts of the portal with a different one, which, 
in subsequent tests, was considered very satisfactory by patients. Another minor 
usability issue came from a patient accessing the patient portal with an old version of 
web browser not matching the patient portal pre-requirements. In that case, the 
solution was to update the browser version. 

In case of use of a tablet PC, it was verified that when there is a level of reduced 
mobility in hands, the use of a standard PC is preferred, thus the multi-platform 
design adopted for the patient portal is a clear advantage being able to address a 
heterogeneous set of end-users. 

Finally, all patients considered the patient portal helpful in their daily  
self-management of diabetes. 

4 Conclusion 

Diabetes management is complex. The impact of physical activity, diet variation and 
stress on glucose levels must be assessed and taken into account. This, along with 
blood glucose measurements will determine the insulin dose or the appropriate use of 
hypoglycaemic drugs. The complexity of professional care and self-management 
increases with the necessary effort to achieve the best care and treatment of co-
morbidities along with effective life-style changes. Daily management has to be 
performed appropriately by the patients themselves, and proper education, 
information and support have to be provided. It is also necessary to take into account 
the difficulties that older adults may experience due to the decline in cognition, 
vision, and motor skills, and for this reason, before the deployment, an evaluation and 
comparison of results against the Web Content Accessibility Guidelines 2.0, in order 
to determine the e-accessibility level of services offered, will be performed and 
eventual retrofits applied. 
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The proposed patient portal within the framework of the REACTION platform, 
deployed in real-life healthcare systems, is expected to greatly empower the patient, 
increase the self-management capacity, improve the quality of life and the overall 
management of diabetes, reducing the risk of developing complications in general, 
and the rate of hospital admissions. Results of initial tests and first experiences with 
real end-users are encouraging and seem to confirm these expectations. 
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Abstract. The optimization of procurement processes for medical and 
pharmaceutical products helps hospitals reducing costs and increasing their cost 
transparency, treatment quality and patient safety. However, due to the great 
amount of actors and interfaces taking part in procurement processes a 
structured methodology is required for holistic documentation and analysis. 
Therefore, this paper elaborates and describes the main optimization goals for 
procurement processes and develops methods for process analysis and the 
ability of a goal-targeted optimization using specialized ICT systems.  

Keywords: supply chain management, hospital engineering, E-Procurement, 
cost transparency, patient safety, healthcare process engineering, medical ICT, 
eHealth. 

1 Problem Statement 

There are many rough economic challenges for hospitals nowadays. Especially 
because of the implementation of G-DRGs1 in German hospitals there is currently a 
focus on the minimization of costs, so that hospitals can retain their competitiveness. 
With 12% of the total costs logistics is one of the key cost drivers in the hospital 
business. 75% of these costs are personnel costs [1]. This high percentage of 
personnel costs in hospital logistics is strongly correlated to unusual work of the 
nursing staff which takes up 28% of their regular working time [2]. But supply chain 
management is also seen as a chance to improve the hospital’s organizational  
aspects [3].  

The logistics of medical products and pharmaceuticals in hospitals represents a 
vast field of activity in which many people of various professional groups are 
involved [2]. It extends from the identification of needs in the functional areas and 

                                                           
1 G-DRG: German Diagnosis Related Groups.  
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wards, the consumption of products up to the health care processes in internal supply 
departments where the used products are delivered from external suppliers.  On the 
one hand pharmaceuticals and medical products need to be administered in 
accordance to medical or nursing prescriptions at the right time in the right quantity to 
the right patient, and on the other hand the resulting demand of these products for 
hospital wards and departments needs to be ensured. There are already many different 
isolated applications that are focusing on these logistic problems, but a solution facing 
the total procurement-process of medicine and medical products is missing [4]. When 
looking at the whole procurement-process – from the external supplier over the 
purchasing department and the ward to the patient – various potentials for 
optimization can be identified that not only decrease the costs but also raise the 
transparency, the patient safety and the global economic efficiency in the hospitals 
[5]. Most hospitals have no ICT-solutions to record patient-related consumption of 
products, thus comparisons of DRG revenues with the costs of the consumption of 
goods are not possible (cost transparency) [6]. 

Furthermore there are only very few inventory controlled storage facilities in 
hospital wards – unlike in central storages or external suppliers –as a result it is often 
unclear which materials are in store and in what quantity. This complicates the 
planning and documentation of the demand compared to automatic management by 
ICT, and also leads to the fact that orders need to be  placed manually “on paper”  and 
can only be done after “visual inspection” of the storage facilities. Because of these 
points it is not easy to plan optimized storage-balances with respect to delivery-loops. 
This results in uncontrollable stocking of products by the nursing staff and inefficient 
capital-binding. In case of a callback of problematic products the missing location 
information makes it necessary to get a manually overview of all storages at the site. 

The urgent need of ICT solutions in the field of medicine is driven by the doctor’s 
prescription of medication. In this regard, there are possibilities of ADE (adverse drug 
events) by e.g. a wrong dosing, mistakes in medication setting and mistakes in 
application of medicine. Studies are showing that up to 10% of the anamneses in 
hospitals are flawed and thereof 60% pertaining to medication [7]. The 
implementation of specialized ICT systems aims to prevent these ADEs. Additional 
special measures and technical equipment (e.g. patient bracelets with barcodes) help 
to get the right medication to the right patient in the right time [8]. 

2 Project Goals 

The project “e-med PPP – patient safety and procurement-processes” 2 is endorsed by 
the German State of North Rhine-Westphalia and the European Union and develops 
integrated strategies and solutions to optimize the logistic processes of 
pharmaceuticals and medical products in hospitals on the base of the problems 
mentioned above. The complete ecosystem of the procurement in a hospital is 
reflected by the partners in the project. There are for example two reference hospitals, 

                                                           
2 http://www.e-medppp.de 
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several partners from all steps of the value-added chain like business and industry 
partners as suppliers, and the patient as customer. One of the project’s targets is to 
find strategies to solve existing problems and as well concrete recommendations for 
the implementation of ICT solutions. The project goals can be divided in two distinct 
areas. Firstly, overall-goals concerning all activities and departments, and secondly, 
direct goals facing the above mentioned problems to optimize single processes in the 
hospital with potentially structural changes.  

One specific objective is the evaluation of technical methods for accurate tracking 
of each patient’s consumption of pharmaceuticals and medical products. In addition to 
an automated documentation it should be possible to identify every single patient as a 
single cost unit. In this connection the project aims to identify patients and products 
by auto-ident-technologies such as barcodes, data matrices or RFID chips. With these, 
it is possible to integrate these data into heterogeneous hospital ICT systems (e.g. 
hospital information systems (HIS), stock management). The respective concept that 
will be developed to fulfill these specs, should integrate Computerized Physician 
Order Entry (CPOE) Systems. Like mentioned above, for this concrete use case it is 
also necessary to develop concepts for the efficient integration in the heterogeneous 
ICT systems in hospitals (e.g. HIS, LIS, stock management).  

Another goal in this project is to work out a foundation of conditions and methods 
to implement inventory controlled ward-storages. This process has to be integrated 
with other goals like patient as cost unit, automated documentation and CPOE-
Systems. Finally, it is important to create the possibility of automated and electronic 
supply-processes of pharmaceuticals and medical products between all players. This 
includes, on the one hand, business connections between the hospital and the external 
supplier, and, on the other hand, the transactions between wards and departments and 
the central warehouse and pharmacy in the hospital. For each use case electronic 
order platforms need to be developed that enable integration with the remaining ICT 
systems, so that orders are integrated efficiently in the process of ordering and 
purchasing [9]. 

Figure 1 shows a structural overview of the logistic process chain in a hospital and 
the respective actors. The ultimate purpose of the logistic process is a secure and 
efficient realization of a correct consumption of pharmaceuticals and medical 
products for the patient (process “Consumption”). To fulfill this aim, hospital wards 
need to report demand of these products (process “Ordering”), which at the end leads 
to the delivery of the ordered products (process “Supply”). Internal purchasing 
departments have to order their needed products themselves from suppliers (processes 
“Procurement” and “Delivery”). In the case of pharmaceuticals, this would be the 
central pharmacy, in the case of medical products this would be the purchasing 
department or the central storage. 

One of the major goals of this project is to develop recommendations for our 
reference-hospitals based on scientific studies and process analyses, which lead to 
better process quality for all procurement processes. For achieving a better process-
quality it is important to clear the personnel responsibilities, the binding character of 
the processes in the departments and the development of escalation scenarios for 
exceptional cases. With respect to lower costs, there have to be solutions to unburden 
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the nursery staff from unconventional work (e.g. by delegating the work to other 
professional groups) in due consideration of process length, process frequencies and 
process costs.  

 

Fig. 1. procurement-process in hospital 

To ensure the data safety and security in all steps of the total procurement process, 
measures for the implementation and integration of data security and safety must be 
taken and considered in the complete concept [10].  

3 Method 

For achieving the four objectives of the project (high process quality, economical 
process design, information security and relief of human resources), the knowledge of 
the current situation of processes was essential. The first milestone was therefore the 
recording and modelling of the actual processes. After an initial screening of the 
scope, we interviewed all process owners. In order to detect all logistic and supply 
processes of the relevant departments of the internal supply up to typical consuming 
areas, we interviewed the process owners of "standard ward", "general reception", 
"intensive care unit", "operating room", "warehouse" and "pharmacy". To ensure 
consistency, we have created a detailed questionnaire.  

During the interviews the processes were documented with function templates, and 
image and sound recordings. The next step was the creation of process models by 
using ARIS software. We set up an ARIS server, so that all relevant project partners 
could work collaboratively. The publications of the process models within the project 
team were done by using the ARIS Business Publisher, a Web-based interface for 
accessing the model database. The relevant processes are modelled as extended event-
driven process chains (eEPC). It was important to describe the processes as detailed 
as possible with the help of attributes to get a solid foundation for the subsequent 
assessment [11].  
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In addition to the description of functions it was also important to document the 
durations and execution cycles of relevant functions. Then we measured the durations 
of all relevant functions in the hospital with the time-measuring instruments 
"Timeboys" of the company Datafox. Each department or station was observed for 
two weeks. Finally, we evaluated and implemented the results in the analysis of the 
current situation.   

The objectives of information security are also very important in this project. This 
aim requires a detailed identification, modelling and documentation of all relevant 
assets in this scope [10]. In addition to the usual elements of an eEPC (roles, data, 
application systems), we integrated additional elements, such as infrastructural 
components, devices or transportation elements into the eEPC-models. Furthermore, 
the documentation of the requirements for the security objectives, threats and 
vulnerabilities of each asset were necessary. This information has been documented in 
the object attributes [11]. 

4 Valuation 

To analyse and valuate the current situation was the next step. The focus here was on 
both, the pharmaceutical processes and also on the medical-product processes. It was 
based on different criteria: documentation procedures, software and hardware 
systems, information flows, process costs, etc. The outcome of this step was a detailed 
overview of the identified weaknesses and potentials for improvement. As expected, 
numerous vulnerabilities can be uncovered in connection with hand-written 
documentation, which is a serious hazard in matters of the patient safety and 
information security. Unreadable or incorrectly written prescriptions can 
simultaneously affect all the security objectives, threaten the patient’s health and in 
the worst-case even the patient’s life.  

 

Fig. 2. Current situation  

As part of the process-based cost accounting we identified specific cost drivers 
[11]. A comparison between the two hospitals shows that an electronic inventory of 
medical products in "KH1" (Figure 2) brings significant cost advantages. Figure 2 
also shows the evaluation system that was developed in this project. The 100 % target 
line lights the best possible status with respect to the project objectives. The distance 
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between the current situation and the 100% target line represents the achievable 
potential for improvements [11]. The project is currently in the conceptualization 
phase of target scenarios. A scientific comparison between the target and actual 
situation is not yet possible. However, the analysis of the current situation has shown 
potentials for optimization for both hospitals "KH1" and "KH2". Our next step is to 
provide an integrated approach along the entire supply chain with the help of a 
targeted use of ICT like mobile Handhelds (Figure 3) or Smartphones. 

 

    

Fig. 3. Mobile Barcode Scanner 

5 Target Scenarios and Outlook 

On the base of the above mentioned valuation we will create concepts that bridge the 
gap between current and target situation in total or partially. However, our goal is not 
to develop a monolithic solution. We want to develop different, customizable 
scenarios as a modular system with various potentials to achieve the project goals. For 
example, the use of RFID offers enormous potential for improvement especially in the 
logistics of medical products [12].  

The supply chain in reference to the pharmaceutical processes can be optimized by 
using a unit-dose system in combination with identification technologies, patient 
wristbands and RFIDs or data matrix. In the medicine supply a unit dose system is 
conceivable in conjunction with scanners and patient wristbands. This allows to 
record, which drug is given to which patient at which time. Alternatively, a CPOE 
system could already trigger a demand of pharmaceuticals as the medication is 
prescribed on the ward, assuming that a modern ward storage system is used. In all 
scenarios, the solution is connected to the existing software systems in the hospital 
through defined interfaces. The developed "modular solutions" will be tested and 
valuated regarding their potential and practicality in laboratory experiments and 
exemplary applications in the real environment. The outcome is a flexible solution, 
because at least the hospital decides about the optimal configuration for its own 
scenario. 
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Abstract. Social networking services (SNS) offer new ways of tackling chal-
lenges related to maintaining elders’ autonomy in their later life, ageing in 
place, loneliness and cost pressures of welfare system in ageing communities. 
In this paper we present a communal activity-monitoring concept that utilizes 
SNS and sensor technology. We propose that acceptability of the activity-
monitoring system can be increased with context aware data delivery and by  
using social media as a platform for the monitoring system. 

Keywords: Elderly, Social media, Monitoring, Context aware. 

1 Introduction 

Social media continues to expand popularity among all age groups. In the past two 
years, social media use among Internet users age 65 and older has grown 150% be-
tween April 2009 and May 2011 [1]. Besides professional help, the psychological and 
perceived wellbeing can be achieved through the social support given by friends and 
other related parties. Social support is found to have an indirect link to the subjective 
health experience through the psychological effects [2]. Connections and interaction 
with the community have increasing role of preventing loneliness, which forms an 
important health and safety risk for the elderly. For those older people living alone, 
social participation can become more difficult, and they may need encouragement, 
communication and participation [3]. Although high degree of acceptance of the  
Ambient Assisted Living (AAL) has been found and it would likely make seniors feel 
safer and more secure in their homes, the main concern is still how it will impact their 
daily lives. This question has been largely overlooked. Seniors have identified and 
valued the positive impact of AAL system on their daily life as providing possibility 
to age-in-place and remaining safe in their homes. On the other hand seniors were 
concerned of intrusiveness of the system and how AAL could affect their behavioral 
freedom within home space [4]. 

The safety systems should not replace the existing safety nets, but should rather act 
as complementary solutions. In particular, monitoring through technology should not 
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increase isolation, but should ideally lead to strengthening of social networks and 
increase in user independence.  

In this paper we will contribute to field of Mobile Monitoring and Social Media 
Pervasive Technologies by presenting communal caring concept (Comcare) that  
is built on online communication and simple sensors. The main idea of the Comcare is 
to form a social aware, bi-directional and equal care-giving community to take care of 
a certain person. Social awareness is defined as a system that is able to distinguish 
and understand user’s social environment, like social structures, human relationships, 
community and user’s roles in it [5]. The Comcare is designed to keep relatives  
informed through SNS on everyday routines of their loved ones in a positive way.  
The source data may come from sensors or community members. However, all the 
information of the target is presented as status updates.  

2 Challenges with Older Population and Technology  

There is little knowledge about older adults’ experiences and perceptions of social  
media as well as on seniors' attitudes towards communication overall [5, 6]. The lack of 
studies reflects clearly a brief history of social media in contemporary society. It has 
been noted that strong social integration and interactivity often play a beneficial role in 
maintaining quality of life and contributing to a better mental health of older adults [7, 
8]. Elders that have weak social network are more likely suffering cognitive decline, 
which is a result of isolation or high stress levels caused by the loss of a spouse [9]. On 
the contrary, socially active seniors are physically and mentally healthier [7].  In this 
light, the main challenge is how to improve seniors’ capability and possibilities to 
communicate with their friends and relatives, and how to prevent isolation. In recent 
years there have been many publications dealing with social media and the elderly, see 
e.g. [10, 11, 12, 13, 14]. It seems that social networking sites can be used to assist users 
in sustaining and strengthening ties with the circle of important people, but there is a 
risk that non-technical elders are left out within their own family [7].  

2.1 Acceptance and Attitudes 

Seniors' attitudes towards communication and assisted living can be shaped by how they 
perceive technology from the perspective of privacy, security and independence. It is 
suggested that relevant factors to the use of in-home technologies are perceived useful-
ness, key social relationships, data granularity, and sensitivity of activities, i.e. where, 
when and in which situations the user is monitored. Also seniors’ perceptions of privacy 
related to these technologies are highly contextual, individualized, and influenced by 
psychosocial motivations [15]. Beringer et al. [4] suggest that the future research should 
be directed and emphasized on probing how users would feel to live with such technol-
ogies on a daily basis. The study [16] presents a practice-based approach for technology 
acceptance evaluation that is in line with above-mentioned suggestions. In this  
approach, contextual and dynamic user-product relationship is a starting point, as it is 
seen strongly affecting technology adoption. In this light, acceptance is seen as part of 
user experience and is built on the willingness of users to bring monitoring technology 
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into their existing practices in daily lives and on the appropriateness of the technology to 
user practices and their social and cultural environment.  

There is evidence that physical spaces and environments, as well as techno-logy  
itself, affect to acceptance [17, 18]. For example, the room types have found to be in 
relation to acceptance of the monitoring technology [17]. Several researchers have 
presented multiple constructs on environmental classifications covering at least three 
levels [19, 20, 21, 22]. In the study [18] different levels of these environments are 
classified, and they were used in the study on acceptance of health care applications. 
The classification consisted following levels: 1) private/personal level, 2) semi-
public/group level, and 3) public/organization and community level. This classifica-
tion can be applied with the Comcare like it was presented in research of Lindley et 
al. [5]. They proposed that interaction with peripheral circle of friends can be less 
focused and less personal, and therefore lightweight communication could be a proper 
tool to maintain contact with those that it might otherwise be lost.  

Privacy concerns are major barrier to Internet usage, and the elderly are also more 
concerned about their privacy than younger generations. In the study of Maaß [23], 
67% of people in age 18-24 reported concerns about privacy where as the same figure 
among people age 55 and more was 86%. Privacy and things what are considered to 
be private ultimately depend on the context. Depending on the situation, the norms as 
well as behavior and how they are fitted with the prevailing norms change. However, 
it is always a risk that a particular set of norms spread to another context in which 
they are interpreted incorrectly [24]. Using surveillance technology at home raises 
ethical questions regarding the treatment of human dignity and self-determination and 
good life. Due to these tensions, a need for ethical choices between safety, transpa-
rency and security must be considered case by case [25].  

Xie et al. [6] conclude that major barriers to older adults’ adoption of social  
media are technological and social or cultural. It is similarly important that they feel 
to be in control of technology. Related results were also found in a more recent study 
[15], in which it was discovered that if seniors rely on others to manage the technolo-
gical devices in their homes, it may place them at disadvantage and may reduce their 
ability to stay in control of decision-making. Therefore, the collected data should be 
transparent and verifiable by the senior, who should be able to easily and flexibly 
control when and what data is collected, and with whom it is shared.  

As a summary, we conclude that the Comcare should combine contextual aware-
ness, and personal communication as well as sensory data in a sensitive, ethical and 
privacy requirements fulfilling fashion. To achieve this general objective, the following 
design requirements were considered for system development; 

• leave time to react before a response is expected 
• provide freedom to control communication and technology 
• provide multilevel interaction with different circles 
• avoid high cognitive load in user interface 
• consider seniors’ special needs in the user interface 
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3 A Context Aware Monitoring Solution for the Elderly  

The Comcare is built to monitor daily interaction and activity of an elderly person. It 
combines sensor technology and manual updates from the elderly person’s peers to 
form a lightweight, semi-automated monitoring system. Both sensor and manual up-
dates are relayed by Comcare server to corresponding recipients, according to pre-
determined rights and rules in server configuration. 

The main difference of the Comcare compared to existing SNS is context sensitive 
data delivery, which means changing data content and representation in the followers’ 
user interfaces. For example, certain peers can see exactly what is happening in the 
elderly person’s environment, but other peers might only know that an activity took 
place, oblivious to the finer details. For this purpose, peers with different permissions 
have dedicated user interfaces, as depicted in Figure 1. 

The Comcare has three different modes for monitoring activity of an elderly per-
son; normal, enhanced, and continuous monitoring. Normal monitoring checks and 
forwards updates and sensor inputs once per day, while enhanced monitoring does the 
same four times a day (6-hour intervals). Continuous monitoring forwards all events 
realtime to the followers. 

 

 

Fig. 1. Screenshots of the user interface; a) Target, b) Relatives and c) Professionals. 

3.1 Target and Circles 

Target refers to a person, who is the subject of monitoring (i.e. an elderly person). 
The target has three different circles that together are called a Comcare community. 
The circles have different access rights for activity updates coming from the target, 
relatives, professionals and sensors. The target is always aware of the sent messages 
through the transparent presentation of status updates, shown on the target’s client 
software. In addition, the target is able to switch off the system at any time. Commu-
nication with the elderly (target) includes two options; 1) status updates, and 2) pri-
vate messages.  
Relatives circle consists of family and friends. All the updates from the target are  
presented authentically and appear in their original written form. Acquaintances circle 
may comprise for example of neighbors or voluntary support staff, as well as other  
acquaintances, with whom the target has regular contact. Professional are persons who 
are in a professional relation with the target, e.g. home or health care personnel. With 
these persons, the target is supposed to share activity information for professional  
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purposes. The status updates are shown to the acquaintances and professional circle as 
the activity information without the original written text. However, all community 
members can send private messages to each other and the relatives or the acquaintances 
can make updates on behalf of the elderly on the basis of personal observations. 

4 Implementation 

In our initial Comcare concept the plan was to utilize existing online social network-
ing platforms, such as Facebook and Google+, for realizing all the desired functionali-
ties.  However, due to several restrictions in the APIs offered by existing solutions, 
we ended up in implementing our own social networking application. Another reason 
for this was retaining full control and ownership of the system and the possibly sensi-
tive data that it handles daily. Technically the Comcare system is loosely based on 
client-server model, but with communication functionality relying on a third party 
publish/subscribe mechanism instead of direct point-to-point communications. An 
overview of the technical functionality is depicted in Figure 2. 

 

Fig. 2. The Comcare system overview: elderly person controls the sensors via a central unit, 
which delivers all updates to the Comcare server. Server relays filtered messages to and  
receives messages from all the three circles. 

4.1 Server 

The Comcare server was implemented using Java Platform, Standard Edition (Java 
SE) 6 and MySQL. The Comcare Server is used for configuring the Comcare  
environment including targets, their circles, and contact data points. The targets be-
longing to a Comcare environment are defined at server side in separate XML files, 
which can be manually modified and reprocessed by the server runtime, if requested. 
Secondly, the server is responsible for logging all messages in the Comcare for analy-
sis purposes. Thus, all messages are relayed also to the server and stored in a local 
MySQL database, which is mirrored to a backup server once per day to prevent data 
loss in case of hardware failures. Finally, the server provides the clients their message 
history and other information about the Comcare environment in runtime. 
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4.2 Clients 

The Comcare client software was developed for tablet PCs and mobile phones using 
Android OS (version 3.2 or higher), and it primarily serves as the user interface for 
making and receiving updates. Upon first startup, administrators of the Comcare are 
required to define the unique user ID of the client, matching one of the user IDs de-
fined in the configuration of the Comcare environment at server side. Using this ID, 
the client is able to request information from the server and auto-configure itself and 
the user interface to match the corresponding Comcare environment and the role of 
the defined user. The client of the elderly person, i.e. of the target, has a secondary 
role as well: it serves as the connecting computational resource for sensors at the  
target's home. The sensors are attached directly to the client tablet via USB connec-
tion, and the raw sensor data is abstracted to high level, human readable sensor events 
at client side to be dispatched to the server. 

4.3 Sensors 

Sensors are realized using a do-it-yourself sensor kit called Phidgets 
(http://www.phidgets.com/). The sensors connect to the client tablet, and provide 
automated activity updates by monitoring the elderly person’s environment. The  
sensors to be used are as follows; 1) the front door, detect tenant’s movement:  
magnetic switch and motion sensor, 2) the mailbox, detect mail pick-up: pressure 
sensor, 3) the fridge door, detect door opening: magnetic switch and 4) the central 
unit, control the other sensors: hub with an on-off switch.  

4.4 Communication 

The Comcare is designed for large-scale deployments. Its environment is anticipated 
to be fragmented with problems in connectivity and serendipitous data events from 
tens of sensors in geographically varying locations. For stability reasons, we chose to 
utilize a third party lightweight publish/subscribe system, Message Queue Telemetry 
Transport (MQTT) from IBM (http://mqtt.org/). MQTT is an "Internet of Things" 
connectivity protocol, designed for such environments as ours and for high volume 
sensor data with very low overhead. Clients subscribe to events belonging to them, 
and all sensor messages and updates from clients are relayed directly peer-to-peer 
using MQTT. Simultaneously, copies of messages are dispatched to the server for 
logging. Thus, clients never have to directly connect to the server, and the environ-
ment can operate in "Comcare namespaces", instead of e.g. handling IP addresses. 

5 Discussion 

We have presented a new concept for communal activity-monitoring service that  
utilizes SNS. We believe that social media applications combined with context sensi-
tive data delivery could increase acceptance of monitoring systems and engage young 
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generations to take care of their older relatives. The Comcare is directed to indepen-
dently living elders and their close ones, providing a new way to take care of relatives 
living far away and strengthen ties in the community. The main difference of the 
Comcare compared to existing SNS services is context sensitive data delivery, mem-
bers’ ability to make updates on behalf of the elderly and transparent monitoring  
messages shown on the target’s Comcare client software.  Our starting point is to 
empower older people to decide who gets their monitoring data and who do not. Thus, 
the target has to be able to switch off the system at any time and also decide who are 
included in the Comcare community. We see that security systems should provide 
equal communication ability between the elderly and relatives. In other words, activi-
ty monitoring should combine contextual awareness and personal communication as 
well as the sensory data in a sensitive, ethical and privacy requirements fulfilling 
fashion. 

While we have chosen to construct a standalone social networking system, we ac-
knowledge the potential of integrating existing online social networking solutions. 
Even though the limitations of their current APIs prohibit relying solely on them, their 
features such as getting profile pictures and other details of contacts could be leve-
raged especially in the setup phase of a Comcare deployment. Further, users in any of 
the three circles might prefer to receive non-sensitive activity information as private 
or chat messages in Facebook, instead of using the dedicated Comcare client.  

In the next step, we will setup the system and start preparations for a longitudinal 
field study in authentic settings, where the system will be used for 3 months. Data 
from the pilot will be collected through observations and extensive follow-up surveys. 
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Abstract. For an arbitrary event, a lack of the prevailing context com-
promises understanding. In health monitoring services, this may have se-
rious repercussions. Yet many biomedical devices tend to exhibit a lack of
openness and interoperability that reduces their potential as active nodes
in broader healthcare information systems. One approach to addressing
this deficiency rests in the realization of a middleware solution that is
heterogeneous in a multiplicity of dimensions, whilst supporting dynamic
reprogramming as the needs of patients change. This paper demonstrates
how such functionality may be interwoven into a middleware solution,
both from a design and implementation perspective.

Keywords: Middleware, Ambient Assisted Living, WSN.

1 Introduction

Two key perspectives characterize pervasive healthcare. The first concerns the
application of mobile computing and sensing technologies to the provision of
remote healthcare services, frequently using a variety of wearable biomedical
sensor devices. The second concerns the objective of making healthcare truly
pervasive both in the spatial and temporal dimensions [3]. A key motivation for
pervasive healthcare is its potential as an enabler of preventative medicine. One
popular interpretation of pervasive healthcare is that of Ambient Assisted Living
(AAL). AAL envisages a home environment capable of monitoring and appropri-
ately supporting the resident. The raison d’être of AAL is to enable older adults
to live in their preferred home environment for longer than would normally be
the case with all the personal, health, societal and financial benefits that accrue
from this. AAL envisages embedded sensors dispersed throughout the home that
continuously monitor inhabitant behavior and evolve as the circumstances of the
inhabitant change, possibly due to increasing infirmary for example [7].
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A cursory analysis of the literature will indicate that significant research is
taking place in wearable Body Area Networks (BANs) as well as embedded sensor
networks for AAL. Much of this is progressing in parallel but independently,
with little cross over. It is conjectured that harnessing both research streams
could lead to better and more robust outcomes. In particular, the potential
of harnessing AAL technologies as a basis for determining prevailing contexts
would be particularly beneficial. For example, if a wearable sensor should detect
an increased heart rate, it can only report this in the usual way. There may well
be an organic reason for this, and one that requires urgent medical intervention.
However, it could just be the case that some extra physical exertion is taking
place. AAL configurations offer significant potential for determining prevailing
contexts at arbitrary moments in time. This paper illustrates how a generic
middleware architecture offers potential for fusing these disparate information
sources, leading to more informed decision making on the part of the health
professional.

The remainder of the paper is structured as follows: Section 2 provides a
breakdown of relevant related work. Section 3 discusses the design of our system
for combining sensed data streams. Section 4 showcases by way of example code
how the design is built and how similar systems could be built within a generic
framework. Section 5 identifies prudent future work and concluding remarks are
provided in Section 6.

2 Related Work

Within this Section a breakdown of some related work is enumerated, in partic-
ular a discussion of AAL and BAN/Wearable Sensing Middleware is given.

Examples of middleware developed for AAL include SAM [10], OASIS [1],
GAL [2] and openAAL [12]. openAAL is a flexible component based middle-
ware showcasing variant behavior based upon installed bundles. The openAAL
workflow moves from event detection to an invocation of a service controlling
actuation in response to an identified situation. GAL is a service-oriented mid-
dleware which integrates BAN sensors with environmental sensors and combines
the information from these sources to provide context to identified events. The
SOPRANO Ambient Middleware (SAM) shares a common goal of providing a
loop from sensory input to actuation. The OASIS project is an agent based offer-
ing attempting to facilitate the sharing of content between services in domains
relevant to elderly patient care.

Middleware architectures are also an important consideration for a BAN; we
look at two such relevant examples: Personal Wireless Body Area Network (PW-
BAN) [11] and Self-Managed Cell (SMC) [4]. The PWBAN offering is designed
to acquire sensed data and deliver to user level applications. Elements of security,
node (re)tasking, and resource detection are supported. SMC describes an archi-
tecture akin to a software agent in which each SMC is autonomous and is reactive
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to current user activity. A discovery module maintains contact between neighbor-
ing SMC’s. A policy service governs the SMC reaction to identified events.

Through this spectrum of related work the need for the continued develop-
ment of platforms supporting heterogeneous sensor devices in such a way that
new devices can be easily incorporated (as within GAL) is evident. Through
support for heterogeneous devices we can bridge the divide between a typical
AAL home scenario and a BAN within a single system to empower applications
to reason about this unified data set. There must be movement towards dynamic
configurability of sensor resources, as is supported within PWBAN notably. The
modularity of openAAL is attractive and such capability to inject services into
the system is key when system uptime is crucial as in patient monitoring systems.

3 An Integrated Middleware Approach

SIXTH [8] is a modular, extensible and scalable sensor middleware which has
been developed within the CLARITY research centre in University College
Dublin. SIXTH is built on the Open Services Gateway initiative framework
(OSGi) 1. SIXTH aims to provide uniform access to sensing resources by ab-
stracting the details of connection to the sensing apparatus. Extensibility is a
core tenet of the SIXTH philosophy and is supported by its OSGi basis thus
accommodating the dynamic addition of new functionality at runtime. The con-
nection mechanisms to sensor networks are implemented as plug and play com-
ponents termed Sensor Adaptors. A simplified description of the SIXTH system
architecture is shown in Figure 1, this shows how adaptors connect to the SIXTH
core, the architecture is described in detail in [8].

SIXTH is open, allowing for the replacement of functional components, such as
the data dissemination policy, with a more tailored solution to suit application
requirements. Support for heterogeneity of data source is key to a successful
middleware solution; this is why SIXTH has been designed to provision support
for any data provider through the introduction of a new adaptor. Adaptors
have been developed for Tyndall iWSN nodes, TinyOS nodes, Oracle SunSpots,
Shimmers, Arduinos and a multitude of web-based sources such as Twitter, Cosm
and Foursquare.

To be reactive to the shifting demands of user applications, such as the applica-
tions monitoring the home environment and wearable sensors, there is necessity
for dynamic sensor reprogramming e.g. to sample for light when no movement
has been detected. SIXTH supports dynamic reprogramming; this is handled
through the RetaskingMessage class and the passing of these messages to the
nodes is handled by their Sensor Adaptor.

For our purpose herein we utilise Shimmer sensors as wearable sensors and
Tyndall iWSN [6] nodes as those located within the home environment. These
sensors are shown in Figures 5 and 6 respectively.

1 OSGi: http://www.osgi.org/Main/HomePage

http://www.osgi.org/Main/HomePage
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Fig. 1. The SIXTH Architecture

4 Adaptors for Heterogeneous Sensing

In this Section we discuss the implementation of SIXTH adaptors making refer-
ence to the implementation issues of the Tyndall iWSN and Shimmer adaptors.
We convey our intention that heterogeneous sensor resources appear as like en-
tities to the user application after SIXTH has isolated the heterogeneity of in-
teraction within the adaptor layer. A showcase is provided of the data handling
element of the middleware wherein we show how any component can be set up
to receive data.

4.1 Creating An Adaptor

A Sensing Adaptor is created by implementing the ISensorAdaptor interface and
enacting the required methods. As a means of relieving the burden of program-
ming the AbstractSensingAdaptor has been defined with default functionality
for handling component registration and data dissemination. Each adaptor is re-
sponsible for the connection to its external source(s) e.g. via USB to a WSN base
station, when data is received from a source it must be translated to the ISensor-
Data standard and the send(ISensorData) method invoked to disseminate the
data to the registered listeners. Figure 3 shows the creation of a skeleton Adap-
tor extending AbstractSensingAdaptor. The AbstractSensingAdaptor is utilised
as a common basis for both the Tyndall iWSN and Shimmer adaptors. The con-
nection mechanism of each is different; the Shimmer adaptor is coupled with
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Fig. 2. Accelerometer values from a Tyndall iWSN sensor

a Bluetooth bundle for communication, whereas communication to the Tyndall
motes is done via a USB connected base station. In both cases message transla-
tion must be performed to achieve a unified end result. Both adaptors support
translation of RetaskingMessage instances to device messages for runtime de-
vice (re)tasking, this system is flexible allowing an adaptor to reject an invalid
request i.e. for too high a frequency, or for an unsupported modality.

4.2 Receiving Data

The simplest method of receiving data is to implement the IDataReceiver in-
terface and register the class as such on the OSGi service registry, this class
will then be notified of all data which is produced by sensing entities. Figure 4
illustrates an example of a simple IDataReceiver implementation

To receive a filtered data stream an INotifiier implementation can be utilised
typically with some set Querywhich specifies rules for the set of SensorData which
is passed on to its associated INotifiable e.g. the application. Figure 2 shows a
visualisation of accelerometer data from a Tyndall iWSN node. The code driving
this is implemented as an IDataReceiver which creates a visualisation element for
each numerical piece of sensed data for each newly identified sensor node.

4.3 The Wider AAL Context

SIXTH empowers connection to heterogeneous sources allowing their data to be
easily combined in a single system. By utilizing Tyndall motes as door contact
sensors we can reason as to where the patient is when unusual acceleration
values are detected from the wearable sensor, giving inference as to an activity
that might be taking place. Utilizing a wider toolkit of internal room sensors we
could, for instance, discern if a patient was sitting from pressure mat data.



426 D. Carr et al.

package ie.ucd.sixth.core.adaptor;

import org.osgi.framework.BundleContext;

import ie.ucd.sixth.core.RetaskingMsg;

public class ExampleAdaptor extends AbstractSensorAdaptor {

public ExampleAdaptor(BundleContext bundleContext, String type) {

super(bundleContext, type);

}

@Override

public boolean retask(RetaskingMsg message) {

return false;

}

@Override

public String getSpecification() {

return null;

}

}

Fig. 3. Example of A sketeton Sensor Adaptor

package ie.ucd.sixth.core;

import ie.ucd.sixth.core.receiver.IDataReceiver;

import ie.ucd.sixth.core.sensor.data.ISensorData;

public class DataReceiverExample implements IDataReceiver {

public DataReceiverExample(){

Activator.getContext().registerService(IDataReceiver.class, this, null);

}

@Override

public void receive(ISensorData data) {

// perform operation on data

}

}

Fig. 4. IDataReceiver implementation example
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Fig. 5. Tyndall iWSN Sensor Node Fig. 6. Shimmer as a wearable sensor

5 Future Work

In future, to provide a means for automatic event detection, while taking into
account all contextual information, an agent driven solution will be utilized. This
would be realised via a deep integration with the agent programming framework
Agent Factory [5], and, in certain cases, adopting agile agents [9]. To further
illustrate this solution, we plan to instrument a home environment and perform
a large battery of tests with many sensors. We also plan to develop SIXTH
adaptors for a range of smart clothing products, for example, the StatSports
vest 2, so as to provide more fine grained information on patient health.

6 Conclusion

We have motivated the development of SIXTH, looking at the importance of
context identification in an AAL configuration and how this can be best achieved
through the convergence of multiple heterogeneous data sources. We provided
a overview of the state of other initiatives and how these important issues are
dealt with. SIXTH was showcased as an open, extensible middleware offering
the integration of typical AAL configurations and wearable sensing devices.
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Abstract. The EU funded project inCASA has brought new insights in the field 
of socio-medical technology using the context-aware LinkSmart middleware. One 
of the main concerns that were experienced was whether separate medical devices 
could aggregate contextual information given by multiple environmental sensors 
within social care. Energy profiles were hypothesised to be able to substitute 
many of these in exchange for context information about a patient’s behaviour. A 
small study was conducted to review the energy profiles given by medical devices 
at dispose. Unluckily, the results showed that the medical devices do not expose 
relevant information in order to construct such profiles. 

Keywords: Energy ontology, Context, Remote Patient Monitoring, AAL, HL7. 

1 Introduction 

In our everyday lives and environments any computational device that is able to be 
interwoven or perceptually hidden from us is usually referred to as artefact targeted 
by pervasive computing. This term is often used in wireless networks, real-time 
multimedia transmissions over mobile communication protocols, and when working 
with ubiquitous embedded devices, sensors and actuators. Pervasive computing is 
prone to get more involved in areas of mHealth and Assisted Ambient Living (AAL) 
and improve the way healthcare is delivered [1]. Besides changing the way of 
healthcare delivery, pervasive data gathering opens up for new and more profound 
approach to how context data can be interpreted. 

Solutions that cover eHealth or mHealth alone are generally more directed to raise 
context-awareness about physiological measurement values and semantics for 
understanding patient-related information [2][3]. On the other hand, social and elderly 
care solutions such as what can be found within most European AAL projects 
[4][5][6] and socio-medical research [7][3] point at the need to contextualise more of 
the environmental and situational events in order to better understand and anticipate 
emergencies and social efforts. AAL consequently leads to some kind of Smart Home 
deployment using sensors and actuators to gather information about and control  
the environment. The field of Smart Homes is broad and commercially more adopted 
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bringing forth AAL as side-effect. Here, devices and appliances are often able to fall 
into the term of energy efficiency and remote control by exposing relevant 
information referred to energy profiles. The use of these profiles enables the 
extraction of valuable contextual information that can be utilized to identify user 
behaviour and expectancy of energy consumption and cost [8][9]. 

The fundamental principles behind pervasive computing environment design 
evolved with distributed systems, wireless networks, LAN, WAN, middleware 
technologies, and the WWW. The LinkSmart middleware [16] fulfils some key 
requirements of mobile and pervasive computing by enabling access to critical 
services and data at any point in time and location by using wireless networking and 
infrastructure network support. LinkSmart is a successful technology adopted in 
multiple EU funded projects where energy and control of the environment are 
essential areas and where context-awareness has a major impact on operating ranges. 
But it is also used in a socio-medical project addressing AAL [10][11] and this is 
where this paper has been elaborated to give more knowledge whether medical 
devices may provide the same type of information on energy profiles leading later to 
an enhancement of the contextual representation. 

2 Energy Semantics and Context-Aware Middleware 

While the inCASA project has the mission to help elderly people to handle ageing by 
using an age calibrated integrated solution that enrols ICT and social and health care 
resources, LinkSmart, due to its flexible ontology support, has gained wide popularity 
by the public and at least three EU funded projects to refer to. The SEEMPubS project 
is about smart energy efficiency for public spaces and uses LinkSmart to develop an 
intelligent Context Energy Awareness Service Framework capable of managing 
sensor data and events across different contexts and situations [12]. The Me3Gas 
project [13] uses almost the same approach to reach its goal of placing the consumers 
in control of their energy efficiency and appliances at home while the SEAM4US 
project adopts a isolated solution where models for agent-based distributed and 
coordinated context-aware and energy resource constrained multi-project scheduling 
of the different subsystems in the Barcelona subway network [14]. Regardless, the 
point is that LinkSmart per se offers a stable ground for creating and energy 
awareness framework that will be reusable in future Smart Home and M2M solutions. 

2.1 2.1   Developing with SOA and MDA Middleware 

The LinkSmart Middleware was an EU co-funded four years Integrated Project that 
developed a middleware for Networked Embedded Systems. It ended on 31st 
December 2010 and due to property rights to its original name “Hydra” the project 
decided to change it to LinkSmart Middleware and to release it as Open Source 
reference implementation [15]. By offering a design of a generic semantic model-
based architecture that supports model-driven development of applications [16], the 
middleware allows its developers to easy and quickly incorporate heterogeneous 
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physical devices by using Web Service interfaces for controlling them irrespective 
underlying communication technology and still present them as semantic entities 
irrespective network setup. 

By describing device related information the LinkSmart device ontology is able to 
present some basic high level concepts usable during development as well as in run-
time processes. A developer is able to use the device ontology to create new instances 
and detailed data for any device type whereas each of these instances then represents 
the specific device model. This approach allows the model to be used as the template 
for the run-time instances so that real devices connected to the middleware can be 
exposed as virtual devices and accessed on remote. 

2.2 Ontology Structure and Modules  

The LinkSmart Ontology structure was designed to support and maintain its current 
setup of ontologies and ensure that future extensions of used concepts could with 
favour be adopted. Using the OWL language, the LinkSmart developing team 
differentiated between parts of the device model into separate ontology files from 
where these can be imported. In LinkSmart the core of device ontology relies on the 
access to basic device information and as concept the IoTDevice is sub classed by the 
taxonomy of all device types. This means that it serves as the root ontology concept 
from which one important property is the deviceId. This represents the unique device 
URI that is the identifier of the device template assigned to specific run-time instance 
of that particular device [17]. 

The semantic device description and structure is divided into three modules 1) 
device malfunctions, 2) device capabilities, and 3) device services. These are all 
connected to the core ontology concept from which the initial device ontology 
structure has been extended (FIPA device ontology specification and AMIGO project 
vocabularies for device descriptions) and is now covered by the basic device 
taxonomy and information in the ontology Device.owl that imports all other model 
parts [16][17]. 

Basing the semantic service specification on OWL-S standard the LinkSmart 
service model is able to enable the interoperability between devices and services by 
exposing the device service capabilities (e.g. device or service states and transitions) 
as well as tell the developer/end user what the input and output parameters are. As 
such, the device service ontology component will always present the device’s services 
on a higher and a technically independent level maintaining the service concept. 
Having the service concept allows each service to be represented whereby the service 
concept will act as the root concept for all sub classes creating their service taxonomy. 
On the other hand, a service can respond to several service taxonomies and therefore 
each taxonomy represents a certain type of categorisation where the ins instance of 
specific service may be of more rdf:types representing several categories (see below 
for energy example) [17]. 
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<rdf:RDF 
    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-
ns#" 
xmlns:property="http://localhost/ontologies/StaticPrope
rtyModel.owl#" 
    xmlns:owl="http://www.w3.org/2002/07/owl#" 
    xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
    xmlns:unit="http://localhost/ontologies/Unit.owl#" 
    xmlns="http://localhost/ontologies/Energy.owl#" 
    xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
  xml:base="http://localhost/ontologies/Energy.owl"> 
</rdf:RDF> 

The categorisations are implemented as WSDL operations where each service is 
represented while the property of serviceOperation in the service concept contains the 
WSDL operation name and works as the service identifier during run-time execution. 
There is no limit on IoTDevice concept services and this makes the LinkSmart device 
ontology one of the key components in the middleware being able to store 
information and knowledge about different devices and device types. 
 

 

Fig. 1. Model of LinkSmart energy profile ontology 

All devices enabled in LinkSmart have automatically attached the model 
representing their energy profile (Figure 1). This means that every device although 
not inherently providing the functionality for it will contain the static information 
related to their device’s energy consumption or generation modes; basic energy 
classification, life-time and operation information. In sum, all ontology properties in 
LinkSmart that are related to the energy units defining the amount of energy spent, 
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generated, remaining, average, etc. are tied to the power unit instances in LinkSmart 
QoS ontology [15].  

2.3 Context in Socio-Medical Environments 

There are two resources for context in the environment where patients and elderly 
move. One is adopted by the social care and one by the healthcare division. The 
LinkSmart uses [11] the Continua Guidelines [18] and the HL7 standards [19] as 
framework for medical data exchange and semantic integration of health services. 
Most AAL, i.e. Smart Home devices and appliances follow the XML text format for 
Web-based data exchange [20].  

While context for the social care [21][22] will require specific sensors in order to 
extract enough data to estimate behavioural and social patterns, the medical side and 
device context is, as stated, rather narrowed down to only include information about 
physiological and measurement information or the context of medical records, history 
logs and rules [23][24]. Both have great value to better understand how treatment vs. 
care is accomplished but few note the fact that a synergy in between would possibly 
give even greater value in remote monitoring. As medical devices usually do not 
broadcast environmental data in the way that sensors for assisted living do we need to 
understand what features are exploitable and what parameters should be accounted for 
future medical devices. 

3 Evaluation Study of Potential Device Energy Services 

A first step in evaluating the possibilities to incorporate medical devices as contextual 
from other perspectives other than what they are originally designed for, i.e. to be 
used in socio-medical environments, is to eliminate the need to add environmental 
sensors as IR presence, activity sensor, etc. in order to facilitate recognition of user 
behaviour parameters for a certain situation. Context information about energy 
consumption could with ease be translated into activity context and hence behavioural 
data. An energy profile are therefore hypothesised to be able to substitute plenty of 
environmental sensors for exchange to context information about a patient’s 
behaviour, e.g. how often is the device used, is the device used, how many times per 
day does the patient take measurements contra what is actually received at server side. 

We have conducted a small study evaluating what energy profiles are available for 
each field. The idea was to use the experience and knowledge we have using Smart 
Home devices and appliances and to highlight what features and thereby parameters 
would be relevant to find in the medical devices. For Smart Home appliances and 
energy efficiency solutions we mainly use the Plugwise home basic kit and plugs 
named circles [25] and expose them as Web Services over a P2P network to be 
monitored and controlled by some end-user. The Plugwise covers many AAL related 
appliances and is therefore a good example for this comparing study trial. 
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Table 1. Evaluation of Smart Home/AAL IoT device energy service features in LinkSmart using 
common PlugWise devices. ‘A’ means that the service is available in LinkSmart while ‘C’ 
means that the service is compatible once mapped at application level.  

Device 
description 

AVG 
effect 

Current 
usage 

Device 
energy 
policy 

Energy 
class 

Energy 
mode 

Energy 
policy 
status 

Energy 
profile 

Max 
effect 

Min 
effect 

RMNG 
life time 

Total 
usage 

PlugWise:: 
Refrigerator 

C A  C    A A  A 

PlugWise:: 
Light 

C A      A A  A 

PlugWise:: 
Microwave 

C A  C    A A  A 

PlugWise:: 
SmartTV 

C A  C C C  A A  A 

PlugWise:: 
Coffeemaker 

C A      A A  A 

PlugWise:: 
Cooling fan 

C A      A A  A 

 
Table 1 shows the study review of some usual LinkSmart enabled devices. We then 
continued to review the medical devices (Table 2) we have purchased to see if we 
could find any embedded services within the devices themselves that could be either 
exploited and defined on application level through coding or directly consumed by the 
LinkSmart Energy Profile Ontology. 

Table 2. Evaluation of medical IoT device energy service features in LinkSmart in conjunction 
with the LinkSmart enabled medical devices at dispose. ‘A’ means that the service is available 
in LinkSmart while ‘C’ means that the service is compatible once mapped at application level. 

Device 
description 

AVG 
effect 

Current 
usage 

Device 
energy 
policy 

Energy 
class 

Energy 
mode 

Energy 
policy 
status 

Energy 
profile

Max 
effect 

Min 
effect 

RMNG 
life time 

Total 
usage 

A&D BPM 
UA-
767PBT-C. 

    C       

A&D WS 
UC-
321PBT-C. 

    C       

Nonin Pulse 
Oximeter 
9560. 

    C     C  

Pivotell Pill 
Dispenser 
GSM. 

    C     C  

Bayer USB 
Contour. 

    C       

Ambulatory 
Inc. 
Actigraph. 

    C       
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4 Results and Discussion 

Context for social care and context for healthcare does not immediately mean that the 
two concepts fall under the same area of use. Still, what we now know is that context 
as resource for added value or additional information about a patient’s well-being is 
subdivided and handled separately for healthcare and social services. Projects such as 
the inCASA and alike that adopt a socio-medical approach in the remote monitoring 
of patients are likely to have a consolidation of the two resources and hence realise 
sustainable solutions for joint social and healthcare delivery. On the other hand, the 
study showed that our medical devices in general do not possess the ability in expose 
energy profiles or services and what can be concluded is that they, in their current 
model versions, will not be able to provide added contextual value as anticipated. We 
encourage pursuing the topic as it could have great relevance in the forward planning 
of Internet of Things and socio-medical technologies. 
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Abstract. Monitoring and event handling are important aspects in the EU 
funded REACTION project and its remote patient monitoring services. The 
REACTION platform is designed to let any application to be able to react 
ubiquitously to change in a patient’s health state and environment and perform 
pre-defined activities such as alarm handling according to pre-programmed 
rules. This paper presents and discusses the platform’s alarm and alert handling 
system out of technical perspectives. 

Keywords: Alarm handling, Remote Patient Monitoring, Rules, XSLT, SOA. 

1 Introduction 

REACTION is a research and development project, partially funded by the European 
Commission, for devising and implementing a platform allowing the remote 
management of medical data related to diabetes patient’s treatment and health care. 
The strict control of blood sugar levels is necessary for assessing precisely patients’ 
insulin doses in every specific situation. A tight blood glucose level control requires 
frequents measurements and complex algorithms for assessing the insulin dose 
needed to adjust for short term variations in activity, diet and stress. One of the main 
features of REACTION is to provide a safe environment by minimizing, but still 
managing potentially life-threatening situations. Therefore, the platform offers closed-
loop feedback to patients, carers and healthcare professionals with important 
information for effective control of blood glucose levels in all situations. The ultimate 
goal is to minimize health risks and improve the lives of patients [1]. In this paper we 
present and discuss the alarm and alert handling system of the REACTION platform. 
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2 REACTION Notification System 

The REACTION’s Notification System allows healthcare professionals to pre-define 
notifications and activities to be performed according to a set of pre-defined rules 
based on individual changes in patients’ health status and/or their environment. These 
notifications, in turn, will facilitate the day-by-day work of healthcare professionals, 
as well as formal and informal carers, in addition to provide support to patients related 
to their individual health status. The system is based on a closed cycle that involves 
patients, healthcare professionals and the informal carers.  

It combines the orchestration of services with an underlying efficient networked-
based event management solution. The system is composed by the Global Settings, 
Alarm Handling, Alarm Tray Details, Personalized Settings and Reports.  

The Global Settings contains the Rule editor and the Notification editor. The aim 
of the Rule editor is to set global thresholds in order to identify patients’ adverse 
events based on the analysis of the received information. By default any new rule is 
defined to be applied to all the patients under the same pathological condition. It is 
possible to Add/Remove global rules, as well as to combine different parameters such 
as age, weight, blood glucose, etc. The Notification editor sets the communication 
channels that will be used (email, short message service or other), the level of the 
notification (advice, warning, critical), which is associated with different colours 
(green, yellow and red) depending on the severity of the event. 

 

Fig. 1. Alarm Handling Graphical User Interface (GUI) 

Fig 1 represents the Alarm Handling, where it is possible to visualize the alarms 
list to better follow the events in the system. The information displayed is the type of 
alarm, the time and status of the alarm management. It is possible to visualize the 
alarm details and to enter manual actions required in each specific case. The aim of 
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the Alarm Tray Details is to allow the study of the reasons for the alarm, to analyse 
the different parameters stored in the system (Electrocardiograph (ECG), blood 
analysis results, etc.) and to know in details the patient status. With this functionality, 
clinicians will be able to introduce additional actions manually and generate reports. 

The Personalize Settings (divided in patient selection, alerts and rule editor) 
module contains the global settings applied by default that can be adapted to the 
individualized patient’s features; it is possible to filter data by status, name or NHS ID 
(National Health Service Identification). The thresholds can be modified if needed 
and different ways of communication can be configured for a particular patient. 
Finally in Reports, the clinicians can personalize the information required and add 
extra information in order to generate .Pdf files summarizing the status of the alarm 
and the actions taken.  It is possible to add to the report snapshots of the parameters, 
annotations, tables, etc.  

3 LinkSmart Web Service Exposure and Rules 

The REACTION project uses the former FP6 EU funded project results of the Hydra 
Middleware [2] (today called LinkSmart) and its semantic model-driven architecture. 
By a secure Peer-to-Peer (P2P) tunnelling REACTION is able to exploit remote 
control of medical devices in diverse patient environments [1]. The REACTION 
platform is based on a Service-Oriented Architecture (SOA) model [3] that supports 
the collection of loosely coupled services that communicate with each other and 
where ensembles of them are orchestrated by a specific high-level workflow using the 
REACTION Service Orchestrator. The rules are executed at any new received data in 
both automatic and manual transparent way to the end-user facilitating usability. 

3.1 Declaring Rules by XSLT 

In REACTION there is a need to process incoming events, mainly observations, and 
for instance generate different types of alerts and or alarms. Event-driven 
architectures especially in combination with service-oriented approaches are a topic 
that has drawn much attention recently. The advantage of event driven system is that 
it provides a loose coupling between different subsystems which provides flexibility. 

When an event occurs then a transition (change of state) take place and any alarm 
responses can be initiated by the occurrence and detection of events corresponding to 
a pre-defined scheme. In real life, events are typically combined to yield more 
accurate assessment of the situation (e.g. is the blood sugar level higher than 7.0 
mmol/L? AND has the patient been eating within the last 20 minutes?).  

The REACTION Data Fusion Engine is able to aggregate data monitoring events 
with the semantic annotations provided by the REACTION Context Manager. This 
fulfils the project’s strive for the multi-parametric monitoring where methods for fast 
and reliable evaluation of complex conditions are implemented. 

In order for clinicians to express how different events and combinations of events 
are to be processed we need to provide mechanisms that make it easy to configure 
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rules. These rules are expressed using the Alarms and Alerts GUI, in a semi-natural 
language form. This includes setting up the rule triggering criteria as well as defining 
the actions to take. The rules that are entered are translated into an eXtensible 
Stylesheet Language Transformation (XSLT) format [4]. The use of XSLT then 
allows easy matching of the rules against the incoming Health Level 71 (HL7) 
message [5] in eXtensible Markup Language (XML) format.  

An important aspect of the rule engine is that this approach makes it possible to 
individualise monitoring schemes for patients depending on the clinician’s knowledge 
of the patient health status. 

3.2 Executing Set of Rules 

Monitoring and event handling are important aspects of the services and by 
combining the orchestration of services with an underlying efficient networked-based 
event management solution a set of pre-programmed rules are able to react 
ubiquitously to change in the patient’s health state and perform some defined 
activities such as raising an alarm. 

Since every device, application and subsystem in REACTION is available as a 
Web Service (WS), these components can easily be incorporated into the action part 
of the rules, and used when a rule is triggered. This makes the rules very powerful and 
the system extensible and customisable to meet different application needs. It is also 
possible to prioritise the rules depending on their importance in different situations. In 
certain situations it might be more critical if the blood glucose is out of range then if 
the blood pressure is, and vice versa. 

4 Feedback Generating Services 

The main objective of the SMS service is to provide advanced and targeted alerts and 
notifications to end users, with the use of an instant communication method, the Short 
Messaging System (SMS), which is available over Global System for 
Mobile Communications (GSM) networks, to mobile users. 

4.1 REACTION SMS Alert and Notification system 

The key issues for this service is the advanced user profiling and the cognitive 
techniques which should be used in order to dynamically compose and send alert and 
notification messages to the REACTION platform end users, depending on their 
personal profile and attributes (carers or patients). In general, SMSs are sent as: 

• Notifications: If all the requested readings from the sensors have been 
successfully received, stored and properly examined by the system in the central 
database, a confirmation SMS is sent to the patient. The text message in this case 
is also predefined and the purpose of its transmission is basically to reassure the 
patient that all the readings have been properly received. 

                                                           
1 Framework on related standards to exchange, integrate and share electronic health data. 
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• Alerts: This function is used for transmitting warning SMSs in order to alert 
both the carers and the patients, in case the readings received by the REACTION 
medical sensors used by a patient, show a recrudescence of their vital signs, or in 
case a serious health risk is detected by the system. These messages will be 
automatically triggered by the platform, in cases where the data received from 
the sensors is below or above individually desired levels. This kind of data 
examination is performed in the central REACTION database through the Rule 
Engine services. SMS messages may also be composed by carers, through the 
official REACTION carers’ interface. In this case the SMSs are dynamically 
generated, providing the superintendent carers with the option of writing 
targeted SMS messages to their patients, including specific medical instructions.  

Why use SMS for alerting? SMS is a globally accepted wireless service that enables 
the transmission of alphanumeric messages among GSM mobile subscribers. The 
initial version of GSM’s short message service was limited to 160 characters per 
message. Despite that limit, the service became very popular in Europe as a 
mechanism to exchange text messages between various devices, such as GSM phones, 
laptops, tablets, Personal Digital Assistants (PDA) and others. 

SMS is actually a store-and-forward service that is based on a Short Message 
Service Center2 (SMSC) which operates as the store and forward system. Messages 
can be sent or received over both GSM and General Packet Radio Service (GPRS) 
channels. GSM uses a large number of logical channels which are mapped onto the 
physical channels in the radio path. The logical channels are divided in two 
categories: 1) the Traffic Channels (TCH),  and 2) the control channels. 

The control channels consist of Broadcast Control Channel (BCCH), Common 
Control Channel (CCCH) and the Dedicated Control Channel (DCCH). The BCCH is a 
one-to-many unidirectional control channel for broadcasting information from the Base 
Station (BS) to the mobile terminals (e.g. mobile phones). The CCCH is a point-to-
multipoint bidirectional control channel primarily intended to carry signalling 
information, necessary for handshaking and access management. Finally, the DCCH is a 
point-to-point, directional control channel. SMS messages are carried from the terminal 
to the base station over the DCCH channel which consists of the Stand-alone Dedicated 
Control Channel (SDCCH) and the Slow Associated Control Channel (SACCH). The 
SDCCH is used before the mobile terminal is assigned a traffic control channel (TCH). 
It is used to provide authentication to the mobile terminal, for voice call setup and 
location updates, as well as assignments of TCHs. It is also used for system signalling 
during idle periods. A slow associated control channel (SACCH) can be linked to either 
a TCH or a SDCCH. This is continuous data channel carrying information from the 
mobile, like, for example, measurement reports of received signal strength. 

SMS messages are carried on either SDCCH or SACCH depending on the use of 
the TCH. When the TCH is not available, for example, when there is no voice call or 
data transfer in progress, SMS messages are delivered over the SDCCH. If a TCH is 
allocated before a SMS message transfer initiates, the short message uses the SACCH 
which is associated with that particular TCH. If a TCH is allocated during a short 
message delivery over a SDCCH (i.e., a voice call or data transfer starts during short 

                                                           
2 An element in the mobile telephone network that handles SMS operations. 
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message transfer), the short message transaction stops and continues on the SACCH 
associated with the TCH. If the voice call or data transfer ends, during short message 
transfer, the short message may either continue on the SACCH associated with the 
TCH or it may stop and continue delivery using a SDCCH. The sequence of  
the exchanged messages is similar to that of the voice call setup, with the difference 
that in the case of SMS message transfer when a traffic channel is not allocated, the 
SDCCH is not released after authentication, cipher and routing but it is retained, in 
order to deliver the short message [6].  

The fact that SMS messages are being transmitted over data channels means that an 
active SMS enabled mobile terminal is able to send or receive a short message at any 
time, independent of whether or not a voice or data call is in progress, while it is possible 
to deliver a short message even if, due to overloaded network, it is impossible to allocate 
a voice channel. SMS also guarantees delivery of the message by the network. If the 
recipient’s device is out of range or turned off, or in case that any other failures are 
identified, the message is stored at the SMSC, until recipient’s headset becomes 
available. 

The alert notification system was developed to offer sophisticated end-user 
services and a medium of immediate feedback to patients and clinicians. The SMS 
gateway, developed for the REACTION notification system, is a middleware 
application that accepts requests on a Transmission Control Protocol (TCP) port.  
The gateway was developed as an external module to REACTION’s middleware with 
the intention to disengage the two and run them on separate boxes, if so required. To 
this end, the module accepts XML-based requests from the rule engine, instead of 
using a language specific Application Programming Interface (API). 

The SMS routing gateway is a multi-threaded server. The XML-based protocol that 
was adopted for communication allows any number of clients to interact with the 
gateway. Each client is responsible for obtaining credits for the gateway, which define 
the amount of SMS messages the client may send. As stated above, the main 
communication medium will be text mobile messaging service delivered to personal 
mobile phones in order also to address the patient confidentiality matters. 

 
Fig. 2. Client/Server communication on SMS Gateway 

Fig 2 illustrates the interaction between the gateway server and a client as a 3-stage 
process: 1) the client opens a TCP/IP socket connection with the gateway, 2) the  
client sends through the socket, a request in XML format, and 3) the gateway sends and 
XML-based response to the client. 
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4.2 Reading Action XML and Sending Sms 

Exactly one message text can be delivered to an arbitrary number of GSM recipients 
per Hypertext Transfer Protocol (HTTP) request. Elements XML, REQUEST and 
REACTIONUSER are mandatory in every request. The [request-body] depends on 
the value of element REQUEST. In order for the SMS gateway to process a request it 
must first authenticate the client that submits it. The credentials of the client consist of 
a username and a password that are issued for every valid client of the gateway. The 
credentials are part of the REACTION request, enclosed element REACTIONUSER, 
in child-elements USERNAME and PASSWORD. The XML elements to be used are: 

• XML (mandatory; XML Document Root) 
• REQUEST (mandatory; transaction type) 
• REACTIONUSER  

o USERNAME (mandatory; username of REACTION account) 
o PASSWORD (mandatory; password of REACTION account) 

• SUBJECT (optional; desired originator text “REACTION”) 
• RECIPIENTS (mandatory; list of one or several REACTIONUSERS phone 

 number to receive the SMS message) 
• PHONE (recipient phone number) 
• MESSAGE (mandatory) 

o TEXT (mandatory; message text, 1-160 characters in length) 
• MESSAGEID (optional; message ID number to check status) 

The request that the REACTION rule engine submits to the SMS gateway has the 
syntax displayed above. 

<?xml version="1.0" standalone="no"?> 
<!DOCTYPE XML SYSTEM 

"http://gsms.REACTION.com/sms.dtd"> 
<XML> 
 <REQUEST>SENDMESSAGES</REQUEST> 
 <REACTIONUSER> 
  <USERNAME>user</USERNAME> 
  <PASSWORD>pass</PASSWORD> 
 </REACTIONUSER> 
 <SUBJECT>REACTION</SUBJECT> [request-body] 
 <RECIPIENTS> 
  <PHONE>4469XX123456</PHONE> 
  <PHONE>3069YY654321</PHONE> 
 </RECIPIENTS> 
 <MESSAGE> 
  <TEXT> Demo REACTION readings-</TEXT> 
 </MESSAGE> 
</XML>  

Fig. 3. REACTION request as XML based SMS message 
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Fig 3 describes the following: the requirements of the project has specified the 
need for two types of server requests, one for dispatching an SMS and one for 
retrieving the number of available credits for the REACTION account (latter not 
depicted in figure). The value of element REQUEST defines the type of instruction 
submitted to the gateway. The types of requests and a short description for each one 
are: a) SENDMESSAGES sending the message specified in the request body to a list 
of recipients, and b) GETCREDITS which returns the number of available credits for 
the REACTION account. 

5 Discussion 

The REACTION Alarm and Alert handling system using XSLT as rule format for 
configuring thresholds and actions to be taken for patients on remote monitoring 
programme is an efficient and constructive way to demonstrate how the rule engine is 
able to individualise monitoring schemes for patients. 

Consequently, the Alarm notification system is, on a high level, able to react 
ubiquitously to change in a patient’s health state and environment and invoke pre-
defined activities according to some pre-programmed rules. These rules may include 
more complex expressions. The REACTION SMS service is a reliable way to ensure 
that correct receiver is notified once alarm or alerts are triggered. We suggest XSLT 
as basis for declarations for rule-oriented electronic health solutions where “smart 
spaces”, interoperability and sensor data are seen as heterogeneously processed [7] or 
simply where adjacent notifying or actuating subsystems impose XML dependence. 
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Abstract. This paper analyzes the methodology and preliminary results of the 
usability evaluation of large scale technology services for the prevention and 
management of chronic conditions of elderly people. REMOTE, a three years 
European project in the Ambient Assisted Living domain, aims to define and 
establish a multidisciplinary and integrated approach to research and 
development of advanced technology services for addressing real needs of 
elderly people. The target population included citizens at risk due to geographic 
and social isolation in combination with specific chronic conditions and the 
coexistence of lifestyle risk factors, such as obesity, blood pressure, poor 
eating/drinking habits, stress and others. Technology services provided by the 
project include wearables and sensors for detecting body temperature, heart 
rate, human posture, as well as sensors and actuators to be installed in premises 
for providing context information, such as air temperature, human location and 
motion.  The article presents the usability evaluation plan that was developed 
for the purposes of the project, as well as some preliminary results from the 
usability evaluation. 

Keywords: Usability evaluation, ambient assisted living, sensors & wearables. 

1 Introduction 

The elderly population is rising throughout Europe and it has been estimated that 
between 2010 and 2030 the number of people aged from 65 to 80 will rise by nearly 
40%, posing enormous challenges to Europe's society and economy [1]. Policies 
which address the ageing of the population and the work force focus on enabling 
older workers to remain active and productive for a longer proportion of their life 
span [2]. Advanced information and communication technologies (ICT) have  
the capacity to assist in this issue [3]. For example, using telemonitoring for disease 
management of heart conditions reduces mortality rates by an estimated 20%. It has 
also been demonstrated that telemedicine influences the attitudes and behaviour of 
patients, resulting in better clinical outcomes. In addition, ICTs can assist elderly 
people, especially individuals with chronic conditions and/or at risk of exclusion, in 
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increasing their self-management capacity [4]. ICTs are particularly useful in 
establishing a feeling of security and command for aged people in the European 
countryside [5], strengthening people confidence in leading an independent life at 
home and delaying, or even fully avoiding, institutionalisation.  

The REMOTE project, recognising that isolation of the elderly- both geographical 
and social- is often a common multiplying risk factor, developed and tested ICT 
applications and services for health care and management [6].  A user-centred design 
approach was adopted from planning to execution of the project, with continuous 
involvement of users to ensure that all relevant facets of subjective quality were 
successfully delivered, ranging from ethical aspects to accessibility, usability, safety, 
security, and “customer relationship”. The REMOTE technological platform includes  

Table 1. The REMOTE platform applications 

Application Explanation 

Brain skills trainer Activities and games for memory support and memory assessment. 

Calendar 
Allows the user to keep track of daily tasks, schedule appointments, 

and provides reminders. Medication list and schedule is also viewed in 
this application.  

Environmental control Allows for remote control of the environment such as lighting and heating. 

Guardian Angel 
Connects with the BioHarness belt sensor to monitor vital signs and 

detect falls. It provides alerts based on the thresholds for each user as 
they have been set in the Healthcare advisor application.  

Nutritional Advisor 
Provides the user with personalized nutritional content such as menus, 

nutritional tips, shopping assistance and cooking assistance. 

Activity Advisor 
Provides an activity plan which the user should follow, joint with  
advice and tips. The professional has access to questionnaires to 
understand user needs and design the appropriate activity plan. 

Emergency 
Management 

Visualise and manage the automatically driven and patient driven 
health emergency calls and alerts. 

Healthcare Advisor 
The physician sets the user’s medication schedule. Establish thresholds 
for vital sign monitoring and review alerts based on these thresholds.  

Medical Contact Center 
Administrative tool to register new patients, assign services,  connect 
them to health professionals and store personal data ensuring privacy 

and confidentiality. 
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mobile, desktop and web applications for remote monitoring of vital signs, and 
activity status, emergency alerts, organization of activities calendar, environmental 
control sensors and others1. The REMOTE platform offers integration of services to 
encompass all range of users including physicians, patients and carers. Table 1 
presents the applications of REMOTE which were evaluated for usability. 

In order to ensure the user-centred approach, the REMOTE project has developed 
and executed an extensive usability evaluation plan to address usability issues 
throughout application and system lifecycles. This paper describes the design and 
implementation of the usability evaluation plan and explains the advantages and 
disadvantages of this plan for large scale usability evaluations of ICTs. Some 
preliminary analysis of the evaluation results is also presented.  

The evaluation plan was applied to all applications and systems in all pilot sites of 
the REMOTE project. The usability evaluation methodology aimed at examining 
what elderly patients, nurses, doctors as well as healthcare professionals and informal 
carers expected from the proposed technology, as well as assessing the developed 
applications against the four main usability principles, as outlined by Booth [7], 
usefulness, ease of use, learnability/memorability, and likeability or satisfaction.  

2 Usability Evaluation Plan  

This section describes in detail the evaluation plan that was formed for the usability 
testing of the applications that were developed for the REMOTE project. The 
evaluation plan was based on existing expert and user-based evaluation techniques 
and used a combination of recognized qualitative and quantitative usability analysis 
tools to report the findings.  This plan was followed by a total of 9 pilot sites in 6 
countries, Germany, Israel, Greece, Spain, Romania, Italy, and Norway, and involved 
the testing of 9 main applications implemented for mobile and desktop use.  

Evaluating large scale systems that involve a variety of applications with integrated 
services that can be accessed through a unified platform is not an easy endeavour. The 
evaluation plan needs to follow a solid methodology that can be carried out easily by all 
parties involved, as well as to produce findings that can be presented in a consistent and 
homogeneous manner. There are many recognized usability methods available to choose 
from and many usability metric tools respectively. Jakob Nielsen recommends using 
more than one method of evaluation, if possible, because one method may uncover issues 
that the other one missed  [8].  Based on this premise, an evaluation plan was designed 
for the REMOTE project which consisted of a combination of expert-based, user-based, 
and home-based evaluation tools. Also, the evaluation plan included qualitative analysis 
components such as user personal comments and expert observations, as well as 
quantitative analysis components such as metric usability questionnaires (System User 
Satisfaction (SUS) questionnaire and user success rate) [9, 10]. The qualitative and 
quantitative components of the evaluation plan are explained in more detail further down 
the paper.  The evaluation plan consisted of three phases: 1) Expert-based evaluation 

                                                           
1 http://www.remote-project.eu/ 
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phase, 2) User-based evaluation phase in a controlled environment, and 3) User-based 
evaluation phase at home. 

Phase 1 Expert Based Evaluation: The main purpose of the first phase of the 
REMOTE evaluation plan was to identify and correct any major design flaws  
and problems before they reached production and real user testing. Expert-based 
evaluation is generally used to identify usability problems based on established 
human factors principles [11]. The experts conducting this type of evaluation can be 
human-computer interaction specialists, usability, and accessibility specialists, or 
even interface designers with experience in user-centric design principles. There are a 
few inspection techniques available [8], but the two that were used in the evaluation 
of the REMOTE applications were expert walkthroughs and heuristics analysis [11, 
12]. During the expert walkthroughs, two to five evaluators performed a series of 
application specific user tasks on working or non-working prototypes, just like a real 
user would, and identified the areas that could potentially cause confusion or errors to 
the real users.  At the same time, the experts were also asked to rate the application 
against Jacob Nielsen’s Heuristics list of usability principles and guidelines [11]. At 
the end of the expert evaluation, each evaluator produced a report on the observations 
he or she made during the inspection and completed a Heuristic analysis 
questionnaire. These reports were then aggregated in a single report that included the 
results from all the inspections and was given to the development and design team of 
the evaluated application.  Upon completion of the expert evaluation, the developers 
incorporated the most important comments into the applications/systems and released 
the working version of the software in order to proceed for testing with real users.  

Phase 2 User Based Evaluation: Once the improved working versions of the 
applications were released from the developers, the actual user-based evaluation phase 
began. During this phase, real life usage scenarios and tasks were written for each 
application and actual users were invited to participate in the evaluations. The tasks had 
to be clear, precise, and relatively short to accomplish and the chosen evaluation 
participants had to fit the profile of real life users of the applications/systems as close as 
possible.  

At the beginning of each evaluation session, the participant was introduced to the 
purpose and the process of the evaluation and was given a brief explanation of how 
the application worked by the evaluator. The participant was given a User Test 
Consent Form to sign that stated his or her agreement to participate. The fact that the 
evaluation was testing the performance of the application and not the performance of 
the user was also emphasized at that point. A series of representative user tasks was 
then given to the user to complete sequentially. The participant was requested to 
openly express his or her thoughts, observations, feelings, and comments to the 
evaluator during each task. This is known as the Think Aloud method [13], which 
enables the evaluator to capture the thinking process of the user. The evaluators were 
instructed to provide assistance only when absolutely needed and keep notes on what 
was happening and what was being said during each task.   

The following three usability measurement tools were used during Phase 2 of the 
evaluation: 1) System Satisfaction Scale Questionnaire (SUS), 2) User Success Rate, 
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and 3) User Test Analysis. The first two tools were used for the quantitative analysis 
and the third tool was used for the qualitative analysis of the results. 

The System Satisfaction Scale Questionnaire (SUS) [9] is a measurement tool that 
calculates the total system satisfaction. This questionnaire is a 5 point Likert scale based 
questionnaire that had to be completed by each test participant right after the test when 
everything was still fresh in the memory. The User Success Rate is a measurement tool 
that calculates the overall effectiveness of the system [10].  The evaluator marked in a 
form if the user completed each task with success (requiring no assistance from the 
evaluator), with partial success (requiring some assistance), or with failure (giving up on 
task). The User Test Analysis form was used to gather all the important comments and 
observations made by each test participant during the test.  

It is important to note that the measurement tools are only indicative of the overall 
usability of the system. There are many factors that affect the scores such as user 
expertise, the complexity of the user tasks that were given to the participants to 
complete, the performance of the system and the network where the application was 
tested, etc. Therefore these scores are meant to be general indicators on how the 
applications performed.  

Phase 3 – Home-Based Evaluation: During the third phase of the evaluation plan, 
the home-based evaluation, selected users were given a specific REMOTE 
application/system to use at home for a few days on their own.  These users were 
given a demo of how the application/system worked beforehand. Each user was 
instructed to complete the home-based evaluation questionnaire at the end of the 
evaluation period.  

3 Usability Evaluation Actions 

Each pilot site explored the applications as part of an integrated scenario of daily 
living and decided upon the user tasks to test for each application. As a result, the 
applications were tested from different aspects focusing on the most important 
functions of the application/system. Table 2 provides an example of user tasks for the 
Guardian Angel application in three different pilot sites. User tasks were used to 
establish the user success rates. The evaluator introduced each task to the user, and 
were given to perform these tasks, the evaluator was noting the success, partial 
success or failure of the user to complete these tasks, in order to calculate the User 
Success Rate metric.  

Participants were also asked to fill out the system user satisfaction questionnaire 
(SUS) marking each question with 1 to 5, where 1=strongly disagree and 5= strongly 
agree. The SUS score reflects the overall system usability as perceived by the 
particular user. Sample questions included I would use this system frequently, The 
system is unnecessarily complex, I needed to learn a lot of things before using it. 

In addition to these tools, data about the users’ profile were maintained taking into 
consideration, gender, age, health status, education and familiarity with technology. 
The average primary user profile was a person of 55-77 years of age, with chronic  
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Table 2. User tasks for Guardian Angel 

Pilot Sites User Tasks 

GREECE 
Pilot A 

T1: Once you login to the Guardian Angel application, follow the 
instructions displayed on the screen. Now press the “Start” button that’s 
located on the belt and then the “Enter” button that is on the screen of the 
mobile phone. 

T2: Wait for the connectivity between the belt and the phone to establish 
and then read the vital signs measurements taken. 

T3: When you are done reading the various measurements, exit the 
application from the phone and take off the belt. 

GREECE 
Pilot B 

T1: You have been asked to enter the Guardian Angel application from the 
main menu. Navigate to the menu and check your breathing rate. 

T2: You have been asked to enter the Guardian Angel application from the 
main menu. Navigate to the menu and check your heart rate. 

T3: You have been asked to enter the Guardian Angel application from the 
main menu. Navigate to the menu and check your activity level. 

T4: You have been asked to enter the Guardian Angel application from the 
main menu. Navigate to the menu and check your posture. 

SPAIN  
Pilot A 

T1: Log in to REMOTE on mobile, choose health monitoring option and 
then Guardian Option 

T2: Place belt around chest, turn the system on; perform tasks for 10 
minutes (sitting, sitting and reading; walking) 

T3: Turn off the recording on the mobile and turn off Guadian Angel; 
remove belt from chest 

 T4: Using Health Advisor, check the data recorded 

 
diseases and a slight familiarity with technologies such as personal computers and 
smart phones.  

When dealing with the evaluation of large-scale systems with many sub-
components and applications, as much emphasis must be given on how to aggregate 
and report the results of the evaluations, as on selecting the appropriate usability tools 
and methods to use. One of the main challenges in applying a common 
methodological evaluation approach to multiple sites is the accuracy and consistency 
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of reporting the results. To overcome this challenge in REMOTE, special templates 
were developed to report the results in an aggregate format and were sent to each pilot 
site along with clear instructions on how to use them. These templates helped towards 
a uniform reporting of results that allowed a common analysis despite the fact that 
each pilot site tested different applications. So, at the end of the evaluations, each 
pilot site was responsible for sending the appropriate filled-out templates and reports 
with the results, to one central person who then processed them to produce the final 
results per application accordingly.  

The evaluation plan that was used for REMOTE’s purposes proved to be efficient 
and effective in drawing a comprehensive picture of the usability of the entire 
platform. Its success was not only based on the fact that it incorporated expert-based 
and user-based evaluation techniques in addition to home-based user trials, but it was 
also based on the fact that it provided the pilot sites with the necessary reporting tools 
to aggregate and send-in their results in a homogeneous format saving a great amount 
of time and effort in their further analysis.  

3.1 Analysis and Preliminary Results 

The analysis of all user responses across pilot sites per application based on the SUS 
scores and the User Success Rates scores indicates that the mobile applications 
received higher SUS scores and user success rates than the desktop ones, as it can be 
seen in Figure 1 and 2. However, it was concluded that this difference does not mean 
that one platform was more usable than the other because there are many factors that 
could have contributed to this difference. For example, the desktop applications 
offered richer functionality than their mobile counterparts and therefore the tasks used 
during the evaluation of the desktop applications were more complex in nature than 
the ones used in the evaluation of the mobile ones. It is very possible that the higher 
complexity of tasks used in the desktop applications could have caused the lower user 
success rates and SUS scores. Regardless of this differentiation, it is safe to conclude 
that both platforms performed above average in the scores, which means that the users 
perceived them to be easy to use, easy to learn, and useful.  

 

 

Fig. 1. Total SUS Scores Mobile vs Desktop Applications 
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Fig. 2. Total User Success Rates Mobile vs Desktop 

Looking at the user comments as they have been captured during the Thinking 
Aloud process, specific usability issues were identified. Overall, the users were 
satisfied with the concept of the interoperability of REMOTE’s applications. 
However, difficulties were observed with using some of the application mainly due to 
the users’ lack of experience and familiarity with the technologies involved. The 
touch screen functionality of the Smart Phones in combination with the small screen 
of these phones caused challenges in the users with chronic conditions such as 
Parkinson’s, while the use of the keyboard and the mouse in the desktop application 
was also challenging for a lot of users, who had never used PCs before. Despite these 
barriers, the users were able to use the applications and complete the majority of the 
tasks given to them during the evaluations. 

The home-based trials were carried out in 4 pilot sites and involved a total of 20 
users who were given the Zephyr bio harness and the Nokia Smartphone to use along 
with the Guardian Angel and the health monitoring applications. The results 
aggregated from these trials further reinforced the conclusion that the users found the 
REMOTE platform a useful and usable tool for elderly people that can help in  
the monitoring of their health on an everyday basis. The platform received high marks 
for its ability to communicate the users’ vital signs measurements directly to their 
assigned physicians through the mobile phone. The users appreciated the concept and 
thought that such health-monitoring tools can be very valuable for elderly people to 
have in their homes.  

4 Discussion 

Information and communication technologies have the potential to change health care 
as well as life style for people with chronic conditions [14]. These changes are 
occurring concurrently and need to be considered for appropriate design of sensor-
enhanced health information systems. Basic functionalities of technology services 
include emergency detection and alarm, disease management, health status feedback 
and advice [14] as well as social and psychological support. These functionalities are 
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combined differently based on individual conditions as well as individual needs of 
chronic patients and their informal carers.  

A unified usability methodology over pilot sites distributed across Europe is an 
essential tool for identifying application/system design and functionality issues that 
go beyond cultural or user profile differences. However, it is important to offer 
individual evaluation moderators instructions and training not only for conducting the 
evaluations, but also for reporting of the results.  A unified methodological approach 
can only express its fullest potential if data capture and data reporting is also unified. 
This aspect can be a great challenge for large implementation projects involving 
different partners from different countries.  

Despite the differentiation of data reporting across sites, the data that was reported 
offers a valuable basis for improving the design and implementation of the REMOTE 
applications. Preliminary analysis of the results has shown that elderly users are open 
to using mobile and desktop applications that may improve their daily life and support 
their activities. Participants in general welcomed the technology services offered, and 
thought it would improve their quality of life, resulting in fewer complications. These 
findings are in accordance with those of other studies about technology management 
of chronic conditions [15, 16]. The introduction of new technologies for supporting 
independent living would need to involve appropriate education and adjustment 
periods to ensure the motivational and psychological support of users. These practices 
are fundamental in enhancing use of technology services. 

5 Conclusions 

This paper has presented the methodology and preliminary results of large scale 
usability evaluation conducted in pilot sites in different European countries.  

Participants followed an extensive usability methodology involving heuristic 
analysis, user-based evaluations, and home trials. It made use of a variety of 
qualitative and quantitative tools in order to examine the overall usability of the 
system. In addition, the methodology paid extra attention in the gathering of the 
results and provided the pilot sites involved with clear instructions and templates to 
use for reporting purposes.  Preliminary results indicate that this is a suitable 
evaluation plan for large-scale systems and provide the necessary structure to gather 
data for applications/systems implemented in different settings. However, the 
interpretation of the results should be handled with care as there are several factors at 
play which cannot be measured such as cultural issues, background knowledge, etc.  

Further work is needed to investigate whether implementation of changes to 
application and systems based on user comments will improve the opinion of users 
and their user success rates and user satisfaction scores.  
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