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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a
yearly international conference series that has been organized by the Mexican
Society of Artificial Intelligence (SMIA) since 2000. MICAI is a major interna-
tional AI forum and the main event in the academic life of the country’s growing
AI community.

MICAI conferences publish high-quality papers in all areas of AI and its
applications. The proceedings of the previous MICAI events have been published
by Springer in its Lecture Notes in Artificial Intelligence (LNAI) series, vol. 1793,
2313, 2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094, and 7095. Since its
foundation in 2000, the conference has been growing in popularity and improving
in quality.

The proceedings of MICAI 2012 are published in two volumes. The first
volume, Advances in Artificial Intelligence, contains 40 papers structured into
five sections:

– Machine Learning and Pattern Recognition
– Computer Vision and Image Processing
– Robotics
– Knowledge Representation, Reasoning, and Scheduling
– Medical Applications of Artificial Intelligence

The second volume, Advances in Computational Intelligence, contains 40 pa-
pers structured into four sections:

– Natural Language Processing
– Evolutionary and Nature-Inspired Metaheuristic Algorithms
– Neural Networks and Hybrid Intelligent Systems
– Fuzzy Systems and Probabilistic Models in Decision Making

Both books will be of interest for researchers in all fields of AI, students
specializing in related topics, and for the general public interested in recent
developments in AI.

The conference received for evaluation 224 submissions by 461 authors from
28 countries: Algeria, Austria, Belgium, Brazil, Canada, China, Colombia, Cuba,
Czech Republic, France, Hungary, India, Iran, Israel, Japan, Luxembourg, Mex-
ico, The Netherlands, New Zealand, Pakistan, Paraguay, Peru, Poland, Russia,
Spain, Tunisia, UK, and USA. Of these submissions, 77 papers were selected for
publication in these two volumes after a peer-reviewing process carried out by
the international Program Committee. The acceptance rate was 34.3%.

MICAI 2012 was honored by the presence of such renowned experts as Ulises
Cortés of the Universitat Politècnica de Catalunya, Spain; Joydeep Ghosh of the
University of Texas, USA; Jixin Ma of Greenwich College, UK; Roy A. Maxion of
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Carnegie Mellon University, USA; Grigori Sidorov of the Instituto Politécnico Na-
cional, Mexico; and Ian Witten of the University of Waikato, New Zealand, who
gave excellent keynote lectures. The technical program of the conference also fea-
tured nine tutorials presented by Ulises Cortes, Alexander Gelbukh, Jean Bernard
Hayet, Sergio Ledezma, Jixin Ma, Roy A. Maxion, Horacio Rostro González, Grig-
ori Sidorov, and Ian Witten. Two workshops were held jointly with the conference:
the 5th Workshop on Intelligent Learning Environments and the 5th Workshop on
Hybrid Intelligent Systems.

In particular, in addition to regular papers, the volumes contain three invited
papers by keynote speakers and their collaborators:

– “Empirical Study of Machine Learning-Based Approach for Opinion Mining
in Tweets,” by Grigori Sidorov, Sabino Miranda-Jiménez, Francisco Viveros-
Jiménez, Alexander Gelbukh, Noé Castro-Sánchez, Francisco Velásquez,
Ismael Dı́az-Rangel, Sergio Suárez-Guerra, Alejandro Treviño, and Juan
Gordon

– “AI-Based Fall Management Services. The Role of the i-Walker in
I-DONTFALL,” by Ulises Cortés, Antonio Mart́ınez-Velasco, Cristian
Barrué, and Roberta Annicchiarico

– “Syntactic Dependency-Based N-grams as Classification Features,” by Grig-
ori Sidorov, Francisco Velasquez, Efstathios Stamatatos, Alexander Gelbukh,
and Liliana Chanona-Hernández

The authors of the following papers received the Best Paper Award on the
basis of the paper’s overall quality, significance, and originality of the reported
results:

1st place: “Toward the Creation of Semantic Models Based on Computer-Aided
Designs,”by Nestor Velasco Bermeo, Miguel González Mendoza, Alexan-
der Garćıa Castro, and Irais Heras Dueñas (Mexico, USA)

2nd place: “A New Branch and Bound Algorithm for the Cyclic Bandwidth Prob-
lem,” by Hillel Romero-Monsivais, Eduardo Rodriguez-Tello, and
Gabriel Ramı́rez (Mexico)

3rd place: “Modelling, Aggregation, and Simulation of a Dynamic Biological Sys-
tem Through Fuzzy Cognitive Maps,” by Gonzalo Nápoles, Isel Grau,
Maikel León, and Ricardo Grau (Cuba)

The authors of the following paper selected among all papers of which the
first author was a full-time student, excluding the papers listed above, received
the Best Student Paper Award:

1st place: “Fuzzy Clustering for Semi-Supervised Learning—Case Study:
Construction of an Emotion Lexicon,” by Soujanya Poria, Alexander
Gelbukh, Dipankar Das, and Sivaji Bandyopadhyay (India, Mexico).
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In addition, the attendees of the Special Session voted for the following works
to receive the Best Poster Award (these papers are included in a separate Special
Session proceedings volume):

1st place: “EMG Pattern Recognition System Based on Neural Networks,” by
Juan Carlos Gonzalez-Ibarra, Carlos Soubervielle-Montalvo, Omar
Vital-Ochoa, and Hector Gerardo Perez-Gonzalez (Mexico)

2nd place: “Conflict Resolution in Multiagent Systems: Balancing Optimality and
Learning Speed,” by Aaron Rocha-Rocha, Enrique Munoz de Cote,
Saul Pomares Hernandez, and Enrique Sucar Succar (Mexico)

3rd place: “Conception and Implementation of a Supermarket Shopping Assis-
tant System,”by Antonio Marin-Hernandez, Guillermo de Jesús Hoyos-
Rivera, Marlon Garćıa-Arroyo, and Luis Felipe Marin-Urias (Mexico)

We want to thank all the people involved in the organization of this confer-
ence. In the first place, these are the authors of the papers published in this book:
it is their research work that gives value to the book and to the work of the orga-
nizers. We thank the Track Chairs for their hard work, the Program Committee
members and additional reviewers for their great effort spent on reviewing the
submissions.

We would like to express our sincere gratitude to the Coordinación para la
Innovación y Aplicación de la Ciencia y la Tecnoloǵıa (CIACyT) of the Universi-
dad Autónoma de San Luis Potośı, CONSYS TELECOM, ACOMEE, Magnetica
FM, Faragauss System, Fundación Nikola Tesla, Panadeŕıa Penny, and Univer-
sidad Politécnica de San Luis Potośı (UPSLP) for their generous support, and
in particular to UPSLP for providing the infrastructure for the keynote talks,
tutorials, workshops, and technical presentations. We also thank the Oficina de
Congresos y Convenciones de San Luis Potośı (OCCSLP) for its valuable effort
in organizing the cultural program as well as other logistics activities.

We are deeply grateful to the conference staff and to all members of the
Local Committee headed by Omar Montaño Rivas. In particular, we thank Rafael
Llamas Contreras, the Logistics Chair, and Gabriela Zárate Rasillo, the OCCSLP
representative, for their great effort in resolving logistics issues. Very special
thanks go to Liliana Gámez Zavala and Ana Maŕıa González Ávila for their help
in advertizing MICAI and handling all publicity-related issues.

We are in indebted to José Antonio Loyola Alarcón, the Rector of the Uni-
versidad Politécnica de San Luis Potośı, for giving us the wonderful opportunity
of organizing the conference at this university and for his unconditional support
in the organization of the conference in all its stages. We would also like to
express our sincere gratitude to the Vice Rector’s Office of the UPSLP headed
by Francisco Javier Delgado Rojas; to Igor León O’Farrill, Treasurer General
of the UPSLP, and Francisco Cruz Oradaz Salazar, Head of the Facultad de
Tecnoloǵıas de Información y Telemática, for their warm hospitality.

We gratefully acknowledge support received from the following projects: WIQ-
EI (Web Information Quality Evaluation Initiative, European project 269180),
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PICCO10-120 (ICYT, Mexico City Government), and CONACYT 122030-DST
India project “Answer Validation Through Textual Entailment.” The entire
submission, reviewing, and selection process, as well as preparation of the pro-
ceedings, was supported for free by the EasyChair system (www.easychair.org).
Last but not least, we are grateful to Springer for their patience and help in the
preparation of this volume.

November 2012 Ildar Batyrshin
Miguel González Mendoza
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Alejandro Treviño, and Juan Gordon

An Empirical Evaluation of Different Initializations on the Number
of K-Means Iterations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Renato Cordeiro de Amorim

Intelligent Feature and Instance Selection to Improve Nearest Neighbor
Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Yenny Villuendas-Rey, Yailé Caballero-Mota, and
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Pau Climent-Pérez, Alexandros Andre Chaaraoui,
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A Conic Higher Order Neuron Based on Geometric Algebra and Its
Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

Juan Pablo Serrano Rubio, Arturo Hernández Aguirre, and
Rafael Herrera Guzmán

Vehicle Lateral Dynamics Fault Diagnosis Using an Autoassociative
Neural Network and a Fuzzy System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
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Abstract. Opinion mining deals with determining of the sentiment orientation—
positive, negative, or neutral—of a (short) text. Recently, it has attracted great 
interest both in academia and in industry due to its useful potential applications. 
One of the most promising applications is analysis of opinions in social networks. 
In this paper, we examine how classifiers work while doing opinion mining over 
Spanish Twitter data. We explore how different settings (n-gram size, corpus size, 
number of sentiment classes, balanced vs. unbalanced corpus, various domains) 
affect precision of the machine learning algorithms. We experimented with Naïve 
Bayes, Decision Tree, and Support Vector Machines. We describe also language 
specific preprocessing—in our case, for Spanish language—of tweets. The paper 
presents best settings of parameters for practical applications of opinion mining in 
Spanish Twitter. We also present a novel resource for analysis of emotions in 
texts: a dictionary marked with probabilities to express one of the six basic 
emotions⎯Probability Factor of Affective use (PFA)⎯Spanish Emotion Lexicon 
that contains 2,036 words. 

Keywords: Opinion mining, sentiment analysis, sentiment classification, 
Spanish Twitter corpus, Spanish Emotion Lexicon. 

1 Introduction 

Opinion mining (or sentiment analysis1) has attracted great interest in recent years, 
both in academia and industry due to its potential applications. One of the most 
                                                           
1 The terms “opinion mining” and “sentiment analysis” usually are used to denote essentially 

the same phenomenon, thus, they can be considered synonyms. It should be mentioned, 
though, that if we say “opinion”, we can refer to much broader sense, appealing to 
substantial characteristics of our object, like, for example, size of a product, its weight, etc. 
While saying “sentiment”, we mean only positive or negative feelings. If we would like to 
analyze more detailed feelings, we would say “emotion analysis/mining”. 
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promising applications is analysis of opinions in social networks. Lots of people write 
their opinions in forums, microblogging or review websites. This data is very useful 
for business companies, governments, and individuals, who want to track 
automatically attitudes and feelings in those sites. Namely, there is a lot of data 
available that contains much useful information, so it can be analyzed automatically. 
For instance, a customer who wants to buy a product usually searches the Web trying 
to find opinions of other customers or reviewers about this product. In fact, these 
kinds of reviews affect customer’s decision. 

Opinion mining in a broad sense is defined as the computational study of opinions, 
sentiments and emotions expressed in texts [1]. Opinions exist on the Web for any 
entity or object (person, product, service, etc.), and for the features or components of 
these objects, like, a cell phone battery, keyboard, touch screen display, etc. 

Detecting sentiments is considered a difficult task. Say, in the example ‘la 
aplicación responde muy rápido (the application responds very fast)’; the sentiment 
of the opinion is positive, because the word ‘rápido (fast)’ implies a good thing—it is 
good that applications run fast. However, the same word in other context, like in the 
sentence ‘la batería se descargó muy rápido (the battery discharged very fast)’, 
implies a negative sentiment—it is bad that batteries reduce their power quickly. So, 
the problem implies using of world knowledge, which is very vast and complex 
problem. 

Formally, we say that an opinion of a feature f has a sentiment attached, 
commonly positive or negative. The person who emits the opinion is known as 
opinion holder. Thus, an opinion is defined as a quintuple (oj, fjk, ooijkl,hi, tl) [2], 
where: 

• oj is the object of the opinion. 
• fjk is a feature of the object oj about which the opinion is expressed. When 

no feature is detected, we use “general opinion” as the object feature. 
• ooijkl is the sentiment polarity of the opinion about the feature fjk of the 

object oj—positive, negative, neutral. 
• hi is the opinion holder. 
• tl is the time when the opinion is expressed by hi. 

For our work we use messages posted in Spanish Twitter. In this work, the opinion 
quintuple matches a message as follows: 

• oj is the entity the tweet deals with. A tweet contains one or more entities. 
Entities are sets of synonyms defined by a user. 

• fjk, feature is ignored for the moment, i.e., general opinion is used as the 
object feature. 

• ooijkl is the message global polarity: positive, negative, neutral, or 
informative (news). 

• hi is the user who posted the message. 
• tl is the time when the message was posted. 

In the following message ‘@user: Mi iPhone se calienta mucho (@user: My iPhone 
gets overheated)’. The object (o) is iPhone; the feature (f) is related to the 
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temperature, but in this work we will not try to detect it; the assigned polarity (oo) is 
negative, because it is bad that a cellphone gets overheated; the holder (h) is @user; 
and time (t) is the Twitter publication time. We use this formalism because it suits our 
domain (Twitter, see section 2.1). In case of Twitter, we use short text in contrast to 
reviews that are longer texts [3]. 

Many systems and approaches have been implemented for detecting sentiments in 
texts [1, 4]. We can distinguish two main methodologies used in opinion mining: 
machine learning approaches and the so-called symbolic approaches—approaches 
that use manually crafted rules and lexicons [5, 6]. This paper focuses on machine 
learning approaches. 

Opinion mining task can be transformed into classification task, so machine 
learning techniques can be used for opinion mining. Machine learning approaches 
require a corpus containing a wide number of manually tagged examples, in our case, 
tweets with a sentiment assigned manually by a human annotator. In our corpus, text 
is represented as a set of features for classification. These features are traditional word 
n-grams extracted from each tweet in the corpus.  

Let us explain briefly the n-gram representation for the sentence ‘battery 
discharges very fast’. When using n-gram features, an opinion is represented as 
independent n-grams of various orders: unigram (battery, discharge, very, fast), 
bigrams (combination of two words: battery-discharge, discharge-very, very-fast), 
trigrams (combination of three words: battery-discharge-very, discharge-very-fast), 
and so on. Note that we use morphologically normalized representation. When using 
POS n-grams, a POS-tag is used instead of each text word. For example, when using 
POS unigrams in the features set battery is changed to Noun, discharge is changed to 
Verb, very is changed to Adverb, fast is changed to Adjective, etc. 

For the classification task, the most frequently used machine learning methods are: 
Naïve Bayes (NB), Maximum Entropy (MaxEnt), and Support Vector Machines 
(SVM). Machine learning approaches report relatively high results, i.e., Pang et al. [4] 
obtained 81.0% (NB), 80.4% (MaxEnt), and 82.9% (SVM). They used two classes: 
positive and negative, and worked using product reviews that are longer texts than 
tweets. In the domain of English Twitter, Go et al. [7] report similar results 81.3%, 
80.5%, and 82.2% for the same classifiers. They use three classes: positive, negative, 
and neutral. 

In this research, our aim is to find out what are the best settings of parameters for 
classifying of Spanish tweets. Our research questions are:  

(1) Proper size for the training corpus,  
(2) The best classifier for the task,  
(3) Optimal size of n-grams,  
(4) How using more classes—positive, negative, neutral, and informative 

(news)—affects precision,  
(5) If balanced corpus improves precision (vs. unbalanced),  
(6) How classifiers perform when the testing set and the training corpus belong to 

different domains, and  
(7) The cases where the best classifier fails, i.e., the reason behind the errors. 
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There is little research on opinion mining in Spanish [8, 9], so we also describe 
specific preprocessing techniques for this language. This is the first research that uses 
Spanish Twitter corpus. 

The paper is organized as follows. In section 2, we describe the used corpus, data 
preprocessing, and selected classifiers. In section 3, we present the results of the 
analysis for different settings of parameters. In section 4, the common errors are 
analyzed. In section 5, we describe novel resource for analysis of emotions on texts: a 
dictionary marked with probabilities to express one of the six basic 
emotions⎯Spanish Emotion Lexicon that contains 2,043 words. In section 6, 
conclusions are presented. 

2 Opinion Mining Method 

The general scheme of our processing is composed of several stages. First, a Spanish 
Twitter corpus is compiled (see section 2.1). After this, the data is modified in order 
to prepare the necessary information for classifiers (see section 2.2). Finally, the 
classifiers are trained with different settings as shown in section 2.3. 

2.1 Corpus of Tweets 

We chose to work with Spanish Twitter for our experiments. Twitter is a 
microblogging platform where users post their messages, opinions, comments, etc. 
Contents of the messages range from personal thoughts to public statements. A 
Twitter message is known as tweet. Tweets are very short; the maximum size of a 
tweet is 140 characters that usually correspond to a phrase. Thus, our work is limited 
to sentence level. 

We use a global polarity rating due to shortness of messages in Twitter, and we do 
not process cases where tweets have more than one sentiment orientation. In addition, 
we do not extract features of products as in case of the reviews, neither we use 
predefined sets of characteristics [4]. In case of free-form texts (our case), it is not 
easy to determine object features, as, for example, in case of movie reviews, where 
the predefined sets of characteristics of films are used. 

We compiled a corpus based on data extracted form Twitter. The corpus was built 
using a list of predefined entities about cell phone brands. We collected 32,000 
tweets, and around 8,000 tweets were annotated by hand determining one of four 
classes for each tweet: positive (P), negative (N), neutral (T), or informative (news, I). 
Each class is described as follows:  

1. Positive, if it has a positive sentiment in general, like in ‘la aplicación responde 
muy rápido (the application responds very fast)’. 

2. Negative, if it has a negative sentiment in general, like in ‘mi iPhone se calienta 
mucho (my iPhone gets overheated)’. 

3. Neutral, if it has no sentiment ‘Estoy tuiteando desde el iPhone (I am tweeting 
from my iPhone)’. 
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4. Informative (news), if it contains news or advertisements ‘Vendo mi Samsung 
Galaxy, nuevo en caja (I sell my Samsung Galaxy, new in the box)’.  

Note that it is common to use just two classes—positive and negative. However, we 
used these four categories because one of our aims is to find out how the number of 
classes affects precision of classifiers. 

2.2 Preprocessing  

Analysis of tweets is complex task because these messages are full of slang, 
misspellings [7] and words borrowed from other languages. Some examples of errors 
are shown in Table 1. In order to tackle the problems mentioned in Table 1 and to 
deal with the noise in texts, we normalize the tweets before training the classifiers 
with the following procedures: 

• Error correction, 
• Special tags, 
• POS-tagging, 
• Negation processing. 

Table 1. Common errors in Spanish tweets 

Type of error Example 

(1) Slang (x fa/please) 
olvidé un celular en un Matiz, x fa que lo devuelvan  
(I forgot a cell phone in a Matiz, please give it back)  

(2) Misspelling (muertooo/dead) 
tu celular estaba muertooo! 
(your cellphone was dead!) 

(3) Mixed languages (bonito/nice) 
ya está aquí, más nice, más rápido, el Nokia Lumia 
(It’s here, It’s very nice, It’s faster, the Nokia Lumia) 

Error Correction 

In case of orthographic errors like in (1) ‘muertooo (dead)’, we use an approach based 
on a Spanish dictionary and a statistical model for common double letters in Spanish. 
Also, we developed a set of rules made by hand for slang and common words 
borrowed from the English language. The rules were made after manual analysis of 
the data from our corpus. We do not detect orthographic mistakes (‘dies’ instead of 
‘diez (ten)’); ‘sincronizacion’ instead of ‘sincronización (synchronization)’) or split 
the words that are agglutinated (‘padrepero’ instead of ‘padre pero’ (nice but)). 

Special Tags 

For usernames, hash tags, emoticons, and URLs in a tweet, we use an approach 
similar to [7]. We use special tags (USER_TAG, WINK_TAG, HASH_TAG, and 
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URL_TAG) to replace the word by the corresponding tag, so that POS-tagger could 
tag correctly each word of the tweet. For instance, in the tweet ‘@user no me 
arrepiento, soy feliz con iPhone :) (I have no regrets, I am happy with iPhone :))’, the 
user is identified by @ and the wink by the symbols :). List of common winks was 
compiled manually. The normalized tweet would be ‘USER_TAG no me arrepiento, 
soy feliz con iPhone WINK_TAG’. 

POS-Tagging 

After text normalization, we applied a POS-tagger for Spanish using Freeling tool 
[10]. Freeling is a system for linguistic analysis of texts, like tagging, lemmatization, 
etc. After applying the POS-tagger, we obtain for each word its corresponding part of 
speech: verb, adjective, adverb, etc. Freeling follows the EAGLES recommendations 
for morphosyntactic tag set [13]. Also, we use the lemmatized words in order to 
reduce the number of word forms, which is important for morphologically rich 
Spanish language. For example, the tweet mentioned above is tagged as 
‘USER_TAG_NT000 (noun) no_RN (adverb) me_PP1CS000 (pronoun) 
arrepentir_VMIP1S0 (verb) ,_Fc (punctuation) ser_VSIP1S0 (verb) feliz_AQ0CS0 
(adjective) con_SPS00 (preposition)  iPhone_NCMS000 (noun) WINK_TAG_NT000 
(noun)’.  

Processing of Negation 

Negation affects the value of an opinion. We use a similar approach as in [11] to 
handle negations. We search and remove the adverb ‘no’ from opinion, and attach the 
prefix ‘no_’ to next word (verb or adjective) to build one unit. For example, ‘no_RN 
(adverb) tener_VMIP1S0 (verb) uno_DI0MS0 (article) iPhone_NCMS000 (noun) (no 
tengo un iPhone / I do not have an iPhone)’ is transformed into ‘no_tener_VMIP1S0 
uno_DI0MS0 iPhone_NCMS000’. Rules of transformation were made by hand 
according to the patterns detected in our corpus. 

2.3 Selected Classifiers  

Our method uses various machine learning classifiers. The machine learning 
classifiers we selected were: Naïve Bayes (NB), C4.5 (Decision Tree) and Support 
Vector Machines (SVM). NB and SVM were used in several experiments with good 
results for English language [4, 7].  

We use WEKA API that implements all above mentioned algorithms [12]. WEKA 
implements SVM as SMO, and C4.5 as J48 algorithms.  

Our input data are two sets of vectors. Each entry in the vector corresponds to a 
feature. We use the part of speech tags as filters for features. The part of speech tags 
that we consider as features are verbs, nouns, adjectives, adverbs, and interjections. 

A set of 8,000 tweets were manually marked with one of the four categories 
mentioned above. We use 7,000 tweets as training set and 1,000 tweets as test set. The 
test set has 236 positive tweets, 145 negative, 342 neutral, and 257 news or 
advertisements.  
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3 Experiments and Evaluation 

In this section, we describe the experiments that we carried out to determine the 
influence of corpus size, n-gram size, number of the classes, and balanced vs. 
unbalanced corpus on machine learning based sentiment classification. The models 
were trained using different sizes of n-grams. Let us remind that we consider the word 
and its POS tag together as features, for example, ‘trabajar_verbo (work_verb)’ is 
one feature. We compute precision of the classifier on the whole evaluation dataset 
using equation 1.   (1) 

Our further analysis is based on the following experiments:  

 Effect of the corpus size, 
 Effect of the n-gram size, 
 Effect of the number of the classes, 
 Effect of an unbalanced corpus. 

We conduct the experiments using the best setting obtained in the previous tests. All 
precision values of the following tables are given as percentage. 

3.1 Effect of the Corpus Size 

We tested different corpus sizes for training the three classifiers. In Table 2, we show 
how the corpus size affects precision. The precision was improved when using more 
training samples.  

Table 2. Precision observed when using 12 different training corpus sizes 

Classifier Part I. Corpus size (tweets) 

 1,000 1,500 2,000 2,500 3,000 3,500 4,000 

Naïve Bayes 42 46 42 42 45 44 45 

J48 43 49 46 49 50 52 54 

SVM 48 55 55 59 61 59 60 

 

Classifier Part II. Corpus size (tweets) 

 4,500 5,000 5,500 6,000 6,500 7,000 

Naïve Bayes 42 43 44 43 44 46 

J48 53 55 52 54 54 57 

SVM 59 60 59 60 61 61 
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However, it can be observed that after 3,000 tweets precision is improving very 
slowly. Also, it can be noted that precision in the interval 3,500-6,000 slightly 
fluctuates. Thus, test results suggest that 3,000 samples are enough as a training set 
for a selected topic (cell phones in our case). 

3.2 Effect of n-Gram Size 

We perform tests to study the effect of the n-gram order (size) on the precision of 
classifiers. We tried six different sizes. Results are shown in Table 3. It confirms that 
unigram is the best feature size. This conclusion confirms the conclusions obtained in 
other studies for English language and different corpus domain such as Twitter and 
films reviews [4, 9]. 

Table 3. Precision observed when using 6 different n-gram sizes 

Classifier N-gram size 

 1 2 3 4 5 6 

Naïve Bayes 46 37 35 35 35 35 

J48 57 41 35 35 35 35 

SVM 61 49 41 35 35 35 

3.3 Effect of the Number of Classes 

Table 4 describes the values of the number of classes and their composition. For 
example, in class number 2 there are two types of categories: positive and negative, 
but positive value also corresponds to positive, neutral, and news opinions. The class 
number represents the quantity of classes in the group. 

Table 4. Possible combinations for classifying classes 

Number of 

the classes 
Values in the classes Clustering of the values 

2 positive, negative 
I. positive: positive, neutral, or news 

II. negative 

3 positive, negative, neutral 

I. positive 

II. negative 

III. neutral: neutral or news 

4 positive, negative, neutral, news 

I. positive 

II. negative 

III. neutral 

IV. news 
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Table 5. Precision observed when using different number of target classes 

Classifier Number of the classes 

 2 3 4 

Naïve Bayes 78.2 58.3 46.0 

J48 83.6 60.2 57.0 

SVM 85.8 69.0 61.0 

 
Table 5 shows the effect of the number of classes on the classifier performance. 

We see that reducing the number of classes increases the classifiers precision. It is not 
surprising because we decrease the possibility of errors. 

3.4 Effect of Balanced vs. Unbalanced Corpus 

In this section, our goal was to analyze the effect of balanced vs. unbalanced corpus 
on classification. We selected 4,000 tweets from the annotated corpus in order to 
build a balanced subcorpus. Namely, 1,000 tweets were selected for each class, i.e., 
each class has equal representation. We classified according to the setup of Table 5. 
Tables 6 and 7 show the results obtained when using an unbalanced and a balanced 
corpus respectively. We can observe that the best precision was 85.8% for positive 
and negative classes with the unbalanced corpus. This result is slightly higher than the 
82.2% reported for English Twitter in [7]. It is interesting to observe that the precision 
decreased when using a balanced corpus, though not very much. Perhaps, this 
behavior was due to the average number of adjectives (1.15) and adverbs (0.58) per 
tweet in the unbalanced corpus, which is higher than in the balanced corpus 
(adjectives: 0.98 and adverbs: 0.63). Adjectives and adverbs usually have more 
sentiment connotations. This phenomenon is part of our future research. 

Another interesting point is that the Decision Tree classifier (J48) in general is 
more stable as far as the effects of balancing of the corpus are concerned. 

Table 6. Precision observed when using an unbalanced corpus 

Classifier Number of classes 

 2 3 4 

Naïve Bayes 78.2 58.3 46.0 

J48 83.6 60.2 57.0 

SVM 85.8 69.0 61.0 
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Table 7. Precision observed when using a balanced corpus  

Classifier Number of classes 

 2 3 4 

Naïve Bayes 72.0 48.0 31.3 

J48 80.9 62.6 46.6 

SVM 81.6 62.2 54.6 

3.5 Effect of Testing on Different Domains 

For evaluation of the influence of the domain, the classifiers were trained using the 
domain of cell phones and were tested both in domain of cell phones and political 
domain. The data for the political domain were taken from other corpus of tweets, i.e., 
these are two very different domains. The political domain test set contains 1,400 
tweets (positive: 255, negative: 725, neutral: 134, and news: 286). Table 8 shows that 
training with a corpus that has a domain different from the target domain affects 
precision very negatively, namely, it is two or three times worse. 

Table 8. Precision observed on different domains 

Classifier 
Same 

domain 

Different

domain 

Naïve Bayes 78.2 34.0 

J48 83.6 17.0 

SVM 85.8 28.0 

3.6 Best Settings for Practical Applications 

We conclude that the best settings for our practical application were: 

• Using unigrams (i.e., n-gram size is equal to one), 
• Having a training set containing at least 3,000 tweets, 
• Using SVM classifier, 
• Having two polarity classes (positive and negative) if possible, 
• Having training and target sets within the same domain. 

When using all the aforementioned settings together we observed a precision of 
85.8%. 
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4 Analysis of Errors 

We found some common types of errors when analyzing the misclassified samples. 
The most frequent errors were: 

 Shortened messages, 
 Misspelling,  
 Humor, irony and sarcasm, 
 Human tagging errors. 

4.1 Shortened Messages 

In the context of Twitter, it is common to see shortened messages like: ‘mi celular!!! 
La pantalla (my cellphone !!! the display)’ that correspond to elliptical phrases. 
Messages like these do not have any sentiment interpretation for other persons; they 
are understandable basically by the opinion holder himself. The human annotator 
assigns here usually a negative opinion because he supposes that the display does not 
work anymore. However, this supposition is based on beliefs of the annotator, and not 
on the real situation. The SVM classifier assigned here the neutral value, because 
there is insufficient information for other type of decision. 

4.2 Misspelling 

Orthographic errors are common in tweets such as ‘No me gushta le iPhone’ ‘Ya tng 
iPhone de nuevo (I don’t like the iPhone; I have an iPhone again)’. Misspelled words 
and shortness of the messages make difficult for a classifier to determine the right 
class. The human annotator marked the first one as negative, and the second one as 
positive, but the SVM classifier assigned neutral class in both cases. 

4.3 Humor, Irony and Sarcasm 

Treatment of humor and its subtypes like irony or sarcasm is an interesting but 
extremely difficult problem. It is very complex because while interpreting humor we 
often rely on the world knowledge and the (very broad) context, as well as on much 
more difficult to represent subtle cultural patterns. 

Also we should take into account that humor usually is not expressed directly. For 
example, let us consider the tweet ‘Mi novio es como mi iPhone. No tengo. (My 
boyfriend is like my iPhone. I don’t have one)’. It was automatically classified as 
positive, but the human annotator marked it as neutral. In fact, there is no enough 
information to guess correctly. These phenomena are difficult to determine without 
reviewing the context [1]. 

4.4 Human Tagging Errors 

Sometimes, human annotator cannot make decision because of the complexity of the 
context of a tweet. For example, ‘Hablar vale más que un iPhone...Yo tengo tu amor 
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(Talking is worthier than having an iPhone, I have your love)’. The human annotator 
marked it as negative, while the classifier marked it as neutral. If we analyze deeper 
the context, then two facts hold. While it is true that in the cell phone context, not 
having an iPhone is a negative sentiment, but in the human relationships context, 
usually it is positive to have a partner.  

5 Spanish Emotion Lexicon 

For automatic analysis of emotions expressed in tweets, specialized lexical resources 
are necessary. One of these resources is Spanish Emotion Lexicon. It is developed by 
I. Díaz-Rangel, G. Sidorov, and S. Suárez-Guerra. They submitted a journal paper 
where they explain detailed methodology of the creation of the dictionary [15]. Here 
we present only the general idea of the Lexicon and announce its availability for 
academic usage. 

Spanish Emotion Lexicon contains 2,036 words that are associated with the 
measure of Probability Factor of Affective use (PFA) with respect to at least one basic 
emotion: joy, anger, fear, sadness, surprise, and disgust. 

We selected the words from English SentiWordNet [14] and translated them 
automatically into Spanish. Then we manually checked 3,591 obtained words using 
Maria Moliner dictionary and leave only words that had at least one meaning related 
with the basic emotions.  

Then we asked 19 annotators to evaluate how probable is the association of the 
word with one of the emotions, i.e., how easily a context (with the word) related with 
the emotion can be imagined. No semantic analysis was performed. We selected the 
scale: null, low, medium, high. 

After this we used the weighted Cohen’s kappa [16] for calculation of agreement 
between annotators (pairwise) and leave only 10 annotators with the best agreement 
scores. In this manner, we try to improve the objectivity of the values and eliminate 
“bad” annotators. The values of kappa were improved about 15%.  

At the next step we represent the number of evaluations as percentages, as can be 
seen in Table 9. For example, for the word abundancia (abundance), 50% of 
annotators chose “medium” and 50% chose “high”. 

Table 9. Example of average evaluation for “joy” 

Word Null[%] Low[%] Medium[%] High[%] 

abundancia (abundance) 0 0 50 50 

aceptable (acceptable) 0 20 80 0 

acallar (to silence) 50 40 10 0 

 
Now we are ready to calculate a new measure for each word that we called 

Probability Factor of Affective use (PFA). It is based on the percentages of Table 9. 
Note that PFA is 1 if 100% of annotators relate it to the “high” value of the 
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association with the emotion, and it is 0 if 100% of annotators relate it to the “null” 
value. So, intuitively it has very clear meaning: the higher the value of the PFA is, the 
more probable the association of the word with the emotion is. We present the exact 
formula in our submitted paper [15]. For example, for the words in Table 9, 
abundancia (abundance) has PFA=0.83, aceptable (acceptable) has PFA=0.594, 
acallar (to silence) has PFA=0.198. 

Spanish Emotion Lexicon is available from www.cic.ipn.mx/~sidorov.  

6 Conclusions 

The large amount of information contained in Twitter makes it an attractive source of 
data for opinion mining and sentiment analysis. Performance of machine learning 
techniques is relatively good when classifying sentiments in tweets, both in English 
and in Spanish. We believe that the precision can be further improved using more 
sophisticated features.  

In this research, we presented an analysis of various parameter settings for selected 
classifiers: Supported Vector Machines, Naïve Bayes and Decision Trees. We used n-
grams of normalized words (additionally filtered using their POS-tags) as features and 
observed the results of various combinations of positive, negative, neutral, and 
informative sets of classes. We made our experiments in Spanish language for the 
topic related to cell phones, and also partially used data from tweets related to the 
recent Mexican presidential elections (for checking the balanced vs. unbalanced 
corpus).  

From the analysis of the results, we found that the best configuration of parameters 
was: (1) using unigrams as features, (2) using less possible number of classes: 
positive and negative, (3) using at least 3,000 tweets as training set (incrementing this 
value does not improve precision significantly), (4) balancing the corpus as regards 
the proportional representation of all classes gives slightly worse results, and (5) 
Supported Vector Machines was the classifier with the best precision.  

We also present in this paper Spanish Emotion Lexicon that is useful available 
resource for analysis of emotions in tweets and in any texts, if we do not perform 
detailed word sense analysis. The resource contains 2,036 words marked for six basic 
emotions with Probability Factor of Affective use (PFA). 

In future work, we plan to explore richer linguistic analysis, for example, parsing, 
semantic analysis and topic modeling. Also, better preprocessing is needed in order to 
avoid errors mentioned above. 
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Abstract. This paper presents an analysis of the number of iterations
K-Means takes to converge under different initializations. We have ex-
perimented with seven initialization algorithms in a total of 37 real and
synthetic datasets. We have found that hierarchical-based initializations
tend to be most effective at reducing the number of iterations, espe-
cially a divisive algorithm using the Ward criterion when applied to real
datasets.
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tering.

1 Introduction

The K-Means algorithm originates from the independent works of MacQueen
[1] and Ball and Hall [2]. It is arguably the most popular partitional clustering
algorithm. It aims to partition a dataset into K clusters by minimising the sum
of distances between all entities in a cluster Sk ∈ S and the respective centroid
ck ∈ C for k=1, ..., K.

W (S,C) =

K∑
k=1

∑
i∈Sk

d(i, ck) (1)

where i is an entity in the dataset I, and d(i, ck) the distance between i and
its cluster centroid ck. This criterion is open to different distance measures,
the squared Euclidian distance being the most frequently used. The K-Means
algorithm is formally defined below:

1. Set the value of K initial centroids c1, c2, ..., cK .
2. Set all entities to their closest centroid ck, creating clusters S1, S2, ..., SK .
3. If Step 2 produces no changes in the clustering, the clusters are final.
4. Update each centroid ck to the mean of Sk.

K-Means has been in use for over 50 years; its longevity is due to the number
of benefits it presents, such as efficiency and empirical success [3]. However,
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this algorithm is not faultless; its flaws include the lack of a universally agreed
definition for the term ’cluster’ [18], whose number the algorithm assumes to
be known beforehand. This raises a complex question: how can one quantify
something that is undefined? Plausible answers are subjectively related to the
data being clustered.

K-Means is a greedy algorithm; as such, its outcome is highly dependent on
its initial centroids, which are normally chosen at random. There have been a
number of suggested solutions for this problem [4,9,12,14,15] and related com-
parisons [8,13,17,23].

In this paper, we take a different focus, aiming to answer the question: how
do different initializations impact the number of iterations K-Means takes to
converge?

It is intuitive to us that different initializations of K-Means will change the
number of iterations the algorithm takes to converge. We are unaware of any
publication that has attempted to quantify this change and we find the assertion
that ’the required number of iterations tends to be less than the number of
entities’ [19] to be vague.

The number of K-Means iterations is intimately related to the convergence
speed of K-Means, making its minimisation desirable. The number of iterations is
much less dependent on hardware or programming ability than on the processing
time of K-Means; thus, the experiments in this paper are easier to reproduce.

To quantify the change in K-Means iterations, we have experimented with a
number of datasets, synthetic and otherwise, utilising seven different K-Means
initializations. For each experiment, we present the number of iterations K-
Means needed to converge and the amount of time the initialization alone took
to complete. We also present the accuracy of each dataset as the number of
correctly clustered entities, obtained using a confusion matrix, divided by the
total number of entities.

In our experiments, we have utilized the standard implementation of K-Means
in the statistics toolbox of Matlab. In this implementation, after the algorithm
converged and we took the number of iterations, a further approximation was
made by re-running K-Means from its current state, moving only one entity at a
time. By following this approach, if a single entity moved its cluster in the final
set of clusters, it would increase the output of Equation (1).

2 Initialization Algorithms

We have experimented with seven popular initializations for K-Means. Evidence
of their success can be found in the appointed references.

Random. We ranK-Means 100 times. In each run, we randomly selected the val-
ues of K different entities in the dataset as the initial centroids. The main idea be-
hind this initialization was that cluster areas have a high density; in consequence,
entities in such areas have a higher chance of being picked than outliers.

This initialization on its own (i.e., without taking into account the next step:
K-Means) takes a negligible amount of time to complete, hence the ’neg’ in the
tables.



An Empirical Evaluation of Different Initializations 17

K-Means++. This algorithm was introduced by Arthur and Vissilvitskii [15].
After picking the first centroid from Dataset I at random, the probability of
an entity i being chosen as the following centroid is proportional to its distance
from the nearest previously chosen centroid. Formally, the algorithm has five
steps:

1. Choose one centroid, c1, at random from Dataset I. Initialise C = {c1}.
2. Set D(x) as the shortest Euclidean distance from an entity i ∈ I to the

closest centroid.
3. Take a new centroid, cn, with probability D(x)2/

∑
i∈I D(x)2. Add cn to C

4. If the cardinality of C is smaller than K, go back to Step 2.
5. Run K-Means, initialising it with all of the centroids in C.

The algorithm is not deterministic; hence we ran it 100 times per dataset, as for
the Random initialization.

iK-Means. The intelligent K-Means algorithm (iK-Means) introduced by Mirkin
[4], finds initial centroids for K-Means based on the concept of anomalous pat-
terns (AP). The algorithm iteratively finds the centroids by picking the entity
most distant from the dataset centre and applying K-Means with two initial
centroids: the found entity and the data centre. After convergence, the cluster
initiated with the found entity is removed from the dataset and the process
restarts until all of the data is clustered. Clusters whose cardinality is below a
user-specified threshold are discarded.

1. Pick the entity most distant from the data centre, cd, as a tentative centroid
ct.

2. Apply K-Means, using cd and ct as initial centroids.
3. After convergence, remove the cluster St from the dataset; cd remains un-

changed.
4. If not all data is clustered, go to Step 1.
5. Remove any cluster whose cardinality is below a user-specified threshold.
6. Using the found centroids, apply K-Means.

In our experiments, we were not interested in finding the quantity of clusters
in the datasets, which is a complex problem on its own; hence when applying
iK-Means, we set its threshold to zero and chose the K largest clusters, where
K is the given number of clusters. Where two clusters had the same cardinality,
preference was given to the one that was found first, as this was the the most
anomalous.

We have successfully taken a similar approach before, when incorporating
constraints [21] and feature weighting in the Minkowski space to iK-Means [22].

Build. The Build algorithm [12] is normally utilised to initialise the Partition
Around Medoids (PAM). The algorithm is as follows:

1. Select cm, the entity with the smallest sum of distances from all other entities.
2. The next centroid, cm+1, is defined as the most remote from cm. An entity, i,

for which Ei is maximum over i ∈ I − cm, Ei =
∑

i∈Si
d(j, cm)− d(i, j) > 0,

j being a non-selected entity.
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To some extent, it does resemble the iK-Means algorithm; the similarities and
differences are discussed in [4].

Hartigan and Wong (H&W). In their paper [9], Hartigan and Wong suggest
an algorithm to find initial centroids for K-Means. In this, one should first order
all N entities of a dataset according to its centre of gravity. Then, for each cluster
in S = {S1, S2, ..., SK}, its centroid is the 1 + (k − 1) ∗ [N/K]th entity. Hartigan
and Wong state that, using this method, no cluster will be empty after the first
assignment of entities to centroids. We have formalized the algorithm as follows:

1. Order all N entities in the dataset in respect to the gravity centre.

2. For each cluster in S, set its centroid equal to 1 + (k − 1) ∗ [N/K]th entity.

Hierarchical Agglomerative Ward. Ward’s hierarchical method [7] allows the cre-
ation of a dendrogram describing the whole dataset. Milligan [14] suggests using
it to determine the initial centroids for K-Means. The method can be formalised
as:

1. Set every entity as the centroid of its own cluster.

2. Merge the closest clusters Sw1 and Sw2, following the Ward distance.
3. Remove the references to Sw1 and Sw2, leaving only the new cluster, Sw1∪w2.

4. If the number of clusters is bigger than the desired number, go to Step 2.

Hierarchical Divisive Ward. Unlike the agglomerative approach, divisive algo-
rithms begin with a cluster containing the whole dataset and iteratively split
any cluster into two child clusters, until it reaches a stop condition. Mirkin
[11,4] demonstrates that the Ward criteria can be utilised under this approach
by introducing a Ward-like divisive clustering algorithm. The formalisation of
the algorithm is as follows:

1. Put Sw ← S, where S is the cluster containing all of the entities in the
dataset.

2. Split Sw into Sw1 and Sw2 in such a way that it maximises the Ward distance
wd(Sw1, Sw2).

3. Set Sw ← Sw′ , where Sw′ is the cluster with the maximum sum of distances
between its entities and respective centroid.

4. If the algorithm reaches the aspired quantity of clusters, stop; otherwise go
to Step 2. There are other possible stop conditions [11,4].

In order to implement the above, we need an algorithm to perform the splitting
of step 2. One of Mirkin’s suggestions is the 2-Means splitting procedure[11,4],
as follows:

1. Given Sw, find the two entities with the maximum distance to be the initial
centroids cw1 and cw2.

2. Apply the K-Means algorithm to Sw, utilising cw1 and cw2 as the initial
centroids.

3. Output Sw1 and Sw2.
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3 Datasets and Experiments

This paper presents experiments with 37 datasets, of which seven are real and 30
are synthetic. The real datasets were obtained from the Irvine machine learning

repository [10]. All of the datasets were standardised, using yj =
ij−Īj

0.5range(Ij)
,for

a given feature, j, whose average over the whole dataset was Īj . Using the range
in the standardisation of data, rather than for instance the standard deviation, is
empirically supported [20]. The categorical features followed a strategy described
by Mirkin [4]: a categorical feature with Categories 1 to p is transformed into p
binary features, each of which is assigned 1 if a given entity falls within the cat-
egory, and zero otherwise. Each binary feature is standardised in a quantitative
manner by subtracting its grand mean.

We measured the accuracy of an initialization algorithm by computing a con-
fusion matrix. Specifically, we mapped each cluster Sk = {S1, ..., SK} produced
by K-Means under a given initialization to the pre-labelled K clusters with the
largest overlap. The final accuracy was then the number of correctly clustered
entities divided by the total number of entities.

Each table shows the initialization elapsed time, which is independent of K-
Means, and the number of iterations it took K-Means to reach convergence.

3.1 Experiments with Real-World Datasets

We used the iris dataset for our first experiments. This dataset contains 150
flower specimens over four numerical features and three clusters of equal size.
The results of the experiments for this dataset can be found in Table 1.

Table 1. The outcome of the experiments with the iris dataset; 150 entities over four
features partitioned into three clusters. The non-deterministic initializations (Random
and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.82 0.12 0.89 8.43 3.36 19 neg neg neg
K-Means++ 0.84 0.11 0.89 7.29 3.32 18 0.0007 0.00016 0.0022
iK-Means - - 0.89 - - 11 - - 0.0034
Build(PAM) - - 0.89 - - 8 - - 0.4355
H&W - - 0.89 - - 5 - - 0.0004
Agg. W. - - 0.89 - - 3 - - 0.0036
Div. W. - - 0.89 - - 2 - - 0.0256

We also experimented with the Australian credit card approval dataset. This
dataset has 690 entities and two clusters over 13 features. After standardisation,
this dataset contained 42 features. There were 383 and 307 entities in the parti-
tions regarding approval and denial of credit respectively. With this dataset we
obtained the results in Table 2.

For our third experiment, we used the heart disease dataset which has 270
entities and two clusters over 13 features. After standardisation, we obtained
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Table 2. The outcome of our experiments with the Australian credit card approval
dataset; 690 entities over 42 features and two clusters. The non-deterministic initial-
izations (Random and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.75 0.13 0.85 9.61 3.98 19 neg neg neg
K-Means++ 0.72 0.14 0.85 9.62 4.51 21 0.0019 0.00182 0.0199
iK-Means - - 0.85 - - 10 - - 0.4606
Build(PAM) - - 0.85 - - 13 - - 4.2794
H&W - - 0.73 - - 10 - - 0.0049
Agg. W. - - 0.85 - - 6 - - 0.2076
Div. W. - - 0.73 - - 2 - - 0.8182

32 features. The clusters represent the presence and absence of heart disease in
human subjects, and contained 150 and 120 entities respectively. The results for
this dataset are in Table 3.

Table 3. The outcome of the experiments with the heart disease dataset; 270 entities,
32 features and two clusters. The non-deterministic initializations (Random and K-
Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.81 0.03 0.82 7.47 2.04 14 neg neg neg
K-Means++ 0.81 0.03 0.82 7.55 1.88 14 0.00073 0.00003 0.0009
iK-Means - - 0.82 - - 4 - - 0.0134
Build (PAM) - - 0.82 - - 6 - - 0.6412
H&W - - 0.82 - - 9 - - 0.0006
Agg. W. - - 0.82 - - 6 - - 0.0160
Div. W. - - 0.82 - - 2 - - 0.0613

The hepatitis dataset contains 155 entities partitioned into two clusters of
32 and 123 entities respectively, over 19 features; after standardisation, this
increased to 80. The results can be found in Table 4.

Table 4. The outcome of the experiments with the hepatitis dataset; 155 entities over
80 features partitioned into two clusters. The non-deterministic initializations (Random
and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.71 0.02 0.72 8.04 2.44 15 neg neg neg
K-Means++ 0.72 0.01 0.72 9.05 3.04 21 0.0009 0.00003 0.0010
iK-Means - - 0.72 - - 4 - - 0.0155
Build (PAM) - - 0.72 - - 8 - - 0.2156
H&W - - 0.72 - - 6 - - 0.0007
Agg. W. - - 0.72 - - 7 - - 0.0070
Div. W. - - 0.72 - - 2 - - 0.0385

The Pima Indian diabetes dataset consists of 768 entities, eight numerical
features and two clusters. In terms of cardinality, the clusters have 500 and 268
entities. An update recently (28/02/2011) posted on the web page regarding this
dataset [10], stating that some of its values are biologically implausible; however,
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we decided to keep the dataset unchanged for easy comparison with previously
published papers. The results of this dataset can be found in Table 5.

Table 5. The outcome of the experiments with the Pima Indian diabetes dataset; 768
entities, eight features and two clusters. The non-deterministic initializations (Random
and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.67 0.004 0.67 10.04 3.31 20 neg neg neg
K-Means++ 0.67 0.005 0.67 10.21 3.83 24 0.0007 0.00005 0.0010
iK-Means - - 0.67 - - 4 - - 0.0207
Build (PAM) - - 0.67 - - 8 - - 6.2721
H&W - - 0.67 - - 13 - - 0.0006
Agg. W. - - 0.67 - - 9 - - 0.0540
Div. W. - - 0.67 - - 2 - - 0.1169

We also experimented with the wine dataset. This contains 178 entities, over
13 numerical features and three clusters. The cardinalities of the clusters are 59,
71 and 48. The results can be found in Table 6.

Table 6. The outcome of the experiments with the wine dataset; 178 entities over 13
features partitioned into three clusters. The non-deterministic initializations (Random
and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.95 0.004 0.97 6.64 2.23 15 neg neg neg
K-Means++ 0.95 0.005 0.97 6.84 2.35 14 0.0008 0.00005 0.0011
iK-Means - - 0.95 - - 2 - - 0.0059
Build (PAM) - - 0.95 - - 3 - - 0.6163
H&W - - 0.95 - - 4 - - 0.0004
Agg. W. - - 0.97 - - 3 - - 0.0045
Div. W. - - 0.95 - - 3 - - 0.0340

Finally, we experimented with the MAGIC Gamma Telescope dataset. This
is a considerably larger real-world dataset than the other six discussed here,
comprising 19,020 entities over 11 features partitioned into two clusters. The
results for this dataset are contained in Table 7.

Table 7. The outcome of the experiments with the MAGIC Gamma Telescope dataset;
19,020 entities over 11 features partitioned into two clusters. The non-deterministic
initializations (Random and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Mean Std Max Mean Std Max

Random 0.59 0.0004 0.59 24.31 6.74 41 neg neg neg
K-Means++ 0.59 0.0004 0.59 24.66 6.85 39 0.0239 0.0016 0.0360
iK-Means - - 0.59 - - 14 - - 0.9182
Build (PAM) - - 0.59 - - 19 - - 7853.8
H&W - - 0.59 - - 20 - - 0.4018
Agg. W. - - 0.59 - - 17 - - 82.10
Div. W. - - 0.59 - - 2 - - 145.81
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In this initial set of experiments, we were surprised by the good performance
of the divisive ward algorithm in regard to the number of iterations. This kept
the number of K-Means iterations from two to three and was outperformed
only once by iK-Means, by a single iteration in the wine dataset(possibly the
most well-separated of them). The agglomerative ward algorithm also presented
a good average outcome, always providing a lower number of iterations than
those obtained by random initialization. Nonetheless, it was outperformed by
iK-Means in five of the seven datasets.

Regarding the initializations’ overhead time, the worst case was presented
by the Build algorithm; it seems clear that the number of entities in a dataset
can have a drastic impact on the amount of time it takes to complete. Such
an impact was also seen in both the agglomerative and divisive Wards. In our
experiments, the fastest initialisation algorithm was the Hartigan and Wong
[9], but unfortunately in three datasets (Australian credit card approval, Pima
Indian diabetes, and heart disease), the amount of K-Means iterations given
by using this initialization was higher than that obtained on average by using
random initialization.

Although K-Means++ was the second fastest algorithm, it did not seem to
provide an enhancement to K-Means under the specific conditions of our exper-
iments.

Experiments with Synthetic Data

Using Netlab software [16], we experimented with Gaussian clusters. The clusters
were spherical, of variance 0.1, and had mixture coefficients of 1/K. Their centres
were independently generated from a Gaussian distribution N(0,1) with zero
mean and unit variance.

The first set of data comprises 10 Gaussian mixtures, each with 500 entities,
six features and 5 clusters. The results can be found in Table 8. We then experi-

Table 8. The outcome of the experiments with 10 Gaussian mixtures; 500 entities,
six features and five clusters, each. The non-deterministic initializations (Random and
K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Std Mean Std Max Std Mean Std Max Std

Random 0.80 0.07 0.84 0.05 17.39 3.19 39.7 10.13 neg neg neg neg
K-Means++ 0.80 0.07 0.84 0.05 17.03 3.11 37.5 8.76 0.002 0.00006 0.0027 0.0012
iK-Means - - 0.82 0.08 - - 11.6 3.72 - - 0.0133 0.0017
Build (PAM) - - 0.83 0.06 - - 13.8 5.92 - - 9.2859 0.0919
H&W - - 0.79 0.09 - - 19.6 6.27 - - 0.0006 0.00006
Agg. W. - - 0.83 0.07 - - 7.6 2.32 - - 0.0182 0.0004
Div. W. - - 0.83 0.06 - - 12.1 4.38 - - 0.1271 0.0097

mented with an increased number of features and generated five other Gaussian
mixtures, yet with 500 entities partitioned into five clusters, this time over 15
features. The results can be found in Table 9. In the next set of experiments,
we generated a new set of five Gaussian mixtures, this time with 1,000 entities,
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Table 9. The outcome of the experiments with five Gaussian mixtures; 500 entities,
15 features and five clusters, each. The non-deterministic initializations (Random and
K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Std Mean Std Max Std Mean Std Max Std

Random 0.89 0.04 0.95 0.03 11.51 2.86 25.8 4.32 neg neg neg neg
K-Means++ 0.89 0.04 0.95 0.03 11.56 3.18 27.2 5.36 0.002 0.00005 0.0031 0.0003
iK-Means - - 0.95 0.03 - - 5.8 2.28 - - 0.0168 0.0036
Build (PAM) - - 0.95 0.03 - - 9.0 2.55 - - 9.2523 0.0465
H&W - - 0.95 0.03 - - 10.8 4.87 - - 0.0006 0.00001
Agg. W. - - 0.95 0.03 - - 5.2 1.79 - - 0.0208 0.0006
Div. W. - - 0.95 0.03 - - 5.2 2.18 - - 0.169 0.0184

Table 10. The outcome of the experiments with five Gaussian mixtures; 1,000 entities,
25 features and 12 clusters, each. The non-deterministic initializations (Random and
K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Std Mean Std Max Std Mean Std Max Std

Random 0.88 0.01 0.99 0.003 13.91 0.95 28.4 3.13 neg neg neg neg
K-Means++ 0.88 0.02 0.99 0.003 13.80 0.81 29.2 5.49 0.019 0.002 0.1057 0.0714
iK-Means - - 0.93 0.06 - - 7.8 2.68 - - 0.048 0.006
Build (PAM) - - 0.97 0.05 - - 7.2 4.49 - - 100.09 0.1567
H&W - - 0.78 0.01 - - 21.2 5.21 - - 0.0011 0.00004
Agg. W. - - 0.99 0.003 - - 2.4 0.55 - - 0.1057 0.0010
Div. W. - - 0.99 0.003 - - 3.8 0.84 - - 0.9280 0.0263

25 features and 12 clusters. Table 10 presents the results. We also generated
five Gaussian mixtures, each with 1,000 entities, 50 features, and 12 clusters.
Table 11 presents the results. In our final set of experiments, we decided to

Table 11. The outcome of the experiments with five Gaussian mixtures; 1,000 entities
over 50 features partitioned into 12 clusters, each. The non-deterministic initializations
(Random and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Std Mean Std Max Std Mean Std Max Std

Random 0.83 0.01 1 0 10.65 0.39 20.4 1.52 neg neg neg neg
K-Means++ 0.84 0.01 1 0 10.61 0.23 19.2 1.79 0.032 0.002 0.1083 0.0382
iK-Means - - 0.98 0.05 - - 4.2 2.95 - - 0.0452 0.0056
Build (PAM) - - 1 0 - - 3.2 0.45 - - 100.92 0.8027
H&W - - 0.73 0.09 - - 11.6 1.14 - - 0.0016 0.0001
Agg. W. - - 1 0 - - 2 0 - - 0.1363 0.0032
Div. W. - - 1 0 - - 2.2 0.45 - - 2.0670 0.0008

considerably increase the number of entities and generated five Gaussian mix-
tures, each comprising of 5,000 entities over 25 features, partitioned into 12
clusters. Table 12 presents the results. Regarding the number of iterations, there
appear to be a small change in the pattern; the agglomerative Ward seemed to
reduce the number of K-Means iterations the most, closely followed by the divi-
sive Ward. The Build and iK-Means algorithm also showed considerably better
results than random initialization.

Regarding time, the Build algorithm was the worst performer. The experi-
ments with the datasets containing 1,000 entities took on average over 10 times
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Table 12. The outcome of the experiments with five Gaussian mixtures; each with
5,000 entities over 25 features partitioned into 12 clusters, each. The non-deterministic
initializations (i.e. Random and K-Means++) were run 100 times.

Initializations Accuracy K-Means iterations Initialisation duration
Mean Std Max Std Mean Std Max Std Mean Std Max Std

Random 0.88 0.02 0.99 0.01 23.38 1.38 57.6 8.02 neg neg neg neg
K-Means++ 0.88 0.02 0.99 0.01 22.31 1.26 51.4 7.09 0.146 0.027 0.3503 0.0831
iK-Means - - 0.97 0.05 - - 13.2 11.61 - - 0.4822 0.0897
Build (PAM) - - 0.99 0.01 - - 6.2 1.79 - - 5001 426.69
H&W - - 0.85 0.05 - - 32 13.47 - - 0.7846 0.0024
Agg. Ward. - - 0.99 0.01 - - 4 1.87 - - 5.465 0.2128
Div. Ward. - - 0.99 0.01 - - 5.4 2.07 - - 38.48 3.7288

longer than the experiments with the datasets containing 500 entities. Although
faster than Build, K-Means++ also had a similar increase in time between the
experiments of 1,000 entities against the experiments with 500 entities. The
smallest increase in time between these two groups of experiments was of about
two times, with the Hartigan and Wong method, followed by iK-Means with
an increase of just over three times; of course, the difference in the number of
features between the two groups of experiments should not be disregarded.

Again, the Hartigan and Wong algorithm was the fastest, but unfortunately,
it did not reduce the number of K-means iterations. In this regard, it always
performed better than the worst scenario using random initialization, but not
as well as its average in three of the five groups of experiments.

4 Conclusion and Future Research

The inability to find an initialization algorithm that works well in every scenario,
in terms of accuracy, has already been established [13], and it seems this also
holds true in terms of optimizing the number of K-Means iterations. Nonetheless,
we observed a few patterns that may prove helpful.

Our experiments have demonstrated that initializations based on hierarchical
clustering tend to find initial centroids that minimise the amount of iterations
K-Means takes to converge. We can observe this in our experiments with the
Agglomerative Ward and Divisive Ward criterion, but due to poor scalability
these may not be the best options when dealing with large datasets. It seems
that iK-Means and the Hartigan and Wong algorithm are the most scalable of
the algorithms we experimented with, but the latter seems unable to minimise
the number of K-Means iterations. The Build algorithm was able to produce
a substantial reduction in some experiments, but it proved to be the slowest
initialization algorithm in the experiments.

Regarding the assertion that the number of iterations K-Means takes to con-
verge tends to be less than the number of entities [19], this seems true in all of
the experiments. The number of entities was between 150 and 19,020 entities,
17 to 782 times bigger than the average number of K-Means iterations under
a Random initialization. Other initializations, such as the Agglomerative and
Divisive Ward, provided a more consistent number of iterations per dataset.
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In the experiments with synthetic data, we observed that increasing only the
number of features does not necessarily lead to a higher number of iterations.
It produced the opposite effect in K-Means under all of the initializations we
experimented with. It appears that with a large quantity of features, the clusters
in these datasets are better formed and easier to cluster.

In this paper we presented a comparison regarding the number of iterations
K-Means takes to converge under different initializations. In future research we
intend to use real-world datasets with a larger number of clusters as well as
address the amount of time the algorithm takes to converge.
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Abstract. Feature and instance selection before classification is a very 
important task, which can lead to big improvements in both classifier accuracy 
and classifier speed. However, few papers consider the simultaneous or 
combined instance and feature selection for Nearest Neighbor classifiers in a 
deterministic way. This paper proposes a novel deterministic feature and 
instance selection algorithm, which uses the recently introduced Minimum 
Neighborhood Rough Sets as basis for the selection process. The algorithm 
relies on a metadata computation to guide instance selection. The proposed 
algorithm deals with mixed and incomplete data and arbitrarily dissimilarity 
functions. Numerical experiments over repository databases were carried out to 
compare the proposal with respect to previous methods and to the classifier 
using the original sample. These experiments show the proposal has a good 
performance according to classifier accuracy and instance and feature 
reduction.   

Keywords: instance selection, object selection, rough sets, nearest neighbor. 

1 Introduction 

Increasing the efficiency of Case Based Reasoning techniques constitutes a significant 
research area in Artificial Intelligence. One of the key topics in this research is case 
base preprocessing. It may include instance selection or generation, feature selection, 
and simultaneous or combined feature and instance selection. In the latter, the 
algorithms select both features and instances, obtaining a highly reduced and accurate 
case base. Previous work done by Kuncheva and Jain [1] show that simultaneous 
selection of features and instances leads to better results than sequential selection. The 
quality of the case base is important to every supervised classifier, and Nearest 
Neighbor (NN) is one of the most affected by it; because it stores the case base and 
compares every new case with those stored, having a time and memory costs 
increasing with the dimensions of the case base. There are several methods to 
improve NN classifiers through simultaneous or combined feature and instance 
selection, having some drawbacks such as a stochastic nature, high computational 



28 Y. Villuendas-Rey, Y. Caballero-Mota, and M.M. García-Lorenzo 

cost, insufficient noise filtering, and inability to deal with imbalanced case bases. This 
paper introduces a novel deterministic method to improve NN classifier by selecting 
features and instances, which makes this process better than other combined methods. 
The main contributions of the proposal are:  

1. It has strong theoretic basis, because it uses extended Rough Set Theory [2] and 
structuralizations of the Logical Combinatorial Approach to Pattern Recognition 
[3]. 

2. It is deterministic, and deals with mixed as well as imbalanced data. 
3. It uses metadata to determine the condensing or editing strategy to follow in 

instance selection procedure. 
4. It obtains high data reduction, maintaining the original classifier error.  

The organization of the contribution is as follows: the next section covers some general 
concepts about extended Rough Set Theory and structuralizations of the Logical 
Combinatorial Approach to Pattern Recognition. Section 3 explains the proposed 
approach to feature and instance selection, and Section 4 contains several numerical 
experiments to determine the performance of the proposal with respect to other feature 
and object selection methods. Section 5 gives the conclusions and future works.  

2 Maximum Similarity Graphs and Rough Sets 

2.1 Maximum Similarity Graphs 

The Logical Combinatorial approach to Pattern Recognition has several data 
structuralization procedures [3], which have their basis on Maximum Similarity 
Graph computation. A Maximum Similarity Graph (MSG) is a directed graph such 
that it connects each instance with all of its most similar instances. More properly, let 
be ( , ) a MSG for a set of instances X, with arcs θ. In this graph, two instances , ∈  form an arc ( , ) ∈ θ  if and only if max ∈ ( , ) ( , ), 
where ( , ) is a similarity function. If there are several instances with 
maximum similarity with respect to an instance x (ties), the MSG establishes an arc 
between x and each of its more similar instances. Each connected component of a 
MSG is a Compact Set (CS). Compact sets guaranteed that the most similar example 
of each instance belong to the same compact of the instance. It is usual to construct a 
MSG using , 1 ∆( , ), where ∆ ,  is a dissimilarity function.  

Maximum Similarity Graphs are the basis for several prototype selection methods, 
such as [4-6], and offers several advantages to data analysis. They do not assume any 
properties of data and do not need any parameter for their construction, except the 
similarity function to compare two instances. They also handle mixed as well as 
incomplete data.  

2.2 Minimum Rough Sets as Extended Rough Sets 

Rough Set Theory (RST) was proposed by Pawlak in 1982 [7]. It assumes that each 
object x of an universe U has related a certain amount of information, and the 
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attributes or features that describe the object express it. In RST, the basic structure of 
information is the Information System. An Information System is a pair S= (U, F), 
where U is a non-empty finite set of objects called the Universe and  , , … ,   is a non-empty finite set of features. The classification data form a 
Decision System, which is any Information System such that , where 

 is the decision feature. The decision feature d induces a partition of the 
universe U. Let be the sets ∈ : ( ) , , … ,  is a collection of 
equivalence classes, named decision classes, where the objects belong to the same 
class if and only if they have the same value at the decision attribute d. Each subset B 
of F, B⊆F, has associated a binary indiscernible relation denoted by R, which is the 
set of object pairs which are indiscernible according to the relation [2]. An 
equivalence relation is an indiscernible relation defined by forming subsets of objects 
of U having the same values of a subset of features B of F, B⊆F.  

When dealing with continuous attributes, an equivalence relation as defined 
previously is not appropriate, since some close values may be similar, but discernible. 
An extension of the classical RST is to modify the concept of indiscernible objects, 
such that similar objects according to a similarity relation R are together in the same 
class. The similarity relations generate similarity classes, for each object x∈U. The 
recently introduced Minimum Neighborhood Rough Sets [8] defines the similarity 
relation using Maximum Similarity Graph concepts. Two objects are similar 
(neighbors) if they form an arc in a Maximum Similarity Graph, that is, the 
Neighborhood of an object is ( ) , ∈ . Let be Y ∈ Y a decision 
class, its positive region is as following: (Y ) ∈ , ∈ ( ), (d) (d) i (1)

Therefore, objects with pure neighborhood will form the positive region of the 
decision classes. The limit region of the decision contains objects with neighbors of 
different classes (equation 2).  This generalization allows handling mixed data, and 
using specific similarity functions, without any threshold definition. (Y ) ∈ , ∈ ( ), (d) (d) (2)

As shown, extended Rough Set Theory has several advantages to data analysis, such 
as it does not need any external information; no assumptions about data are necessary, 
and it is suitable for analyzing both quantitative and qualitative features.  

3 Intelligent Feature and Instance Selection  

As stated before, combined feature and instance selection (FIS) algorithms obtain 
better results than sequential selection [1]. This may be due to these algorithms use 
the information of the entire case base (CB) in order to obtain a reduced one, while in 
sequential selection the second method only has access to the results of the first one. 

According to the nature of the selection process, FIS algorithms are stochastic  
or deterministic. Among stochastic algorithms, there has been and extensive use  
of Genetic Algorithms [9], Swarm Intelligence techniques [10], Cooperative Co-
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The procedure will obtain as many sub-matrixes as feature sets in the support set 
system. The authors consider that using an instance selection method that obtain a 
good representation of the entire training set will lead to better results than using 
error-based editing or condensing methods with low object retention rates. Section 4 
discusses in detail the influence of the instance selection method in IFIS performance.     

3.3 Sorting  and Fusing Sub-matrixes 

The IFIS algorithm obtains several sub-matrixes in the previous step. Then, it 
associates to each sub-matrix a fitness value that determines the quality of the sub-
matrix. The fitness value may correspond to classifier accuracy, or to a Rough Set 
Theory measure such as Classification quality [2]. The sorting procedure sorts the 
sub-matrixes descendant or ascendant, depending of the fitness function. Therefore, 
the procedure guarantees best sub-matrixes being first in the resulting list. In this 
paper, IFIS uses classifier error of the training set as fitness function. Usually, the best 
sub-matrix obtained by the sorting procedure is worse than the original training set. 
Therefore, the fusion procedure (figure 4) merges it with other sub-matrixes to 
improve classifier accuracy.  

The procedure uses a greedy approach; each iteration finds the available sub-
matrix that decreases the most the classifier error. The process continues until no sub-
matrixes are available or the classifier error is lower than original. The fusing 
procedure does not resembles the original training set, because sub-matrixes are 
obtained using only the instances in the preprocessed training set (section 3.1)  and 
the feature set of the support set system (section 3.2).  

 

 

Fig. 4. Procedure to fuse sub-matrixes 

Due to its greedy approach, it is reasonable that the fusion strategy of IFIS will 
obtain better results in object retention that the one of TCCS. Section 4 addresses this 
topic in detail.     
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4 Experimental Results 

4.1 Experimental Setup 

This section addresses some numerical experiments to test the performance of the 
IFIS algorithm. The selected twenty six databases are from the Machine Learning 
Repository of University of California at Irvine [19].  Table 1 gives the description of 
them. Marked with * databases having missing values. 

Table 1. Description of the databases used in numerical experiments 

Databases 
Attributes 

(Categorical 
-Numerical) 

Obj. IR Databases 
Attributes 

(Categorical 
-Numerical) 

Obj. IR 

anneal* 29-9 798 86.51 heart-h* 7-6 294 1.77 
autos* 10-16 205 23.13 hepatitis* 13-6 155 3.87 

breast-c* 9-0 289 2.37 iris 0-4 150 1.09 
breast-w 0-9 699 1.90 labor 6-8 57 1.86 
car 6-0 1728 18.69 lymph 15-3 148 47.55 
colic* 15-7 368 1.73 new-thyroid   5.01 
credit-a* 9-6 690 1.25 tae 2-3 151 1.09 
credit-g 13-7 1000 2.35 tic-tac-toe   1.89 

diabetes 0-8 768 1.87 vehicle  0-18 946 1.10 
ecoli 2-5 336 93.05 vote* 16-0 435 1.59 
glass 0-8 214 8.48 vowel 3-9 990 1.12 
hayes-roth   2.14 wine* 0-13 178 1.47 
heart-c* 7-6 303 1.20 zoo 16-1 101 10.46 

 

The fist experiment studies the influence of using positive and limit region in IFIS 
preprocessing. Then, subsection 4.2 explores different instance selection methods in 
IFIS performance. Next subsection compares the fusion strategies of TCC and IFIS 
and subsection 4.4 studies the performance of IFIS using different dissimilarity 
functions. The first three experiments use as object dissimilarity the HEOM (equation 
4), and the later also uses the HVDM (equation 5), both proposed by Wilson and 
Martínez [20].  and  are the maximum and minimum values of attribute a, 
respectively. C is the amount of classes, ,  is the amount of objects having value x 
at attribute a, , ,  is the amount of objects of class c having value x at attribute a, 
and q is a constant, usually 1 or 2. 

( , ) ∑ ( , ) , 1( , ),( , )           ( , ) 0  1  , ( , ) | | ( )⁄  

(4)
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( , ) ( , ) , , ,, , ,,  (5)

4.2 Influence of the Positive and Limit Regions in IFIS  

Among deterministic feature and instance selection algorithms, TCCS [15] has very 
good performance. This section compares the usefulness of the positive and limit 
region on IFIS algorithm, using TCCS and original classifier as base algorithms. To 
test only the influence of the preprocessing stage, in this experiment IFIS use the 
same sorting and fusion strategy of TCCS. Also use the same support set system and 
instance selection method (typical testors and CSE [4], respectively).   

Cross validation is a standard procedure to compare the performance of supervised 
classification algorithms; therefore, all experiments use 10-fold cross validation and 
average results. To statistically determine if the differences in performance were 
significant, Demsar [21] recommends using Wilcoxon test, also employed in all 
experiments with a 95% of confidence. Table 2 gives the results of the WilcoxonÊs 
test comparing IFIS using the preprocessing step (IFIS-P) with respect to Original 
classifier (Orig.) and TCCS. In this experiment, IFIS uses the same parameters and 
procedures than TCCS. Each column show the probability of the WilcoxonÊs test, and 
the times the proposal wins, losses or ties with respect other. In bold the times the test 
found significant differences. Feature retention of both algorithms has no significant 
differences, because they use the same support set system.  

Table 2. Results of the Wilcoxon test comparing IFIS preprocessing 

Pair 
Error Instance Retention 

wins-losses-ties prob. wins-losses-ties prob. 
Orig. vs TCCS 22-4-0 0.000 0-26-0 0.000 
Orig. vs IFIS-P 15-11-0 0.082 0-26-0 0.000 
TCCS vs IFIS-P 12-14-0 0.675 1-25-0 0.000 

 

The results show that the preprocessing procedure of IFIS maintains original 
classifier accuracy, having no significant differences with respect to the original 
classifier. On the contrary, TCCS loses 22 times with respect to the original classifier 
error. However, IFIS-P has no differences in error with respect TCCS. According to 
object retention, both TCCS and IFIS-P obtain a reduced set of instances, but IFIS-P 
achieves much reduction than TCCS, being better on 25 databases.  

4.3 Influence of the Instance Selection Method in IFIS 

As stated before, the instance selection algorithm may influence the results of IFIS. 
This experiment compares the performance of IFIS using CSE [4] (IFIS-CSE) and 
CSESupport [5] (IFIS-CS) as instance selection algorithms. Both CSE and 
CSESupport rely on Maximum Similarity Graph computation. CSE tries to preserve 



36 Y. Villuendas-Rey, Y. Caballero-Mota, and M.M. García-Lorenzo 

the structure of data, using the sub-class consistency property [4], while CSESupport 
looks for a minimum consistent set. Table 3 gives the results according to classifier 
error and instance retention, using Wilcoxon test. Although the results show no 
difference in classifier error using CSE and CSESupport on IFIS (probability value 
greater than 0.05), the results of both methods with respect to classifier accuracy 
differ. 

Table 3. Results of the Wicoxon test comparing different instance selection methods in IFIS 

Pair 
Error Instance Retention 

wins-loses-ties prob. wins-loses-ties prob. 
Orig. vs IFIS-CSE 16-10-0 0.082 0-26-0 0.000 
Orig. vs IFIS-CS 17-9-0 0.015 0-26-0 0.000 
IFIS-CSE vs IFIS-CS 14-10-2 0.189 0-23-3 0.000 

 

IFIS-CSE has lower error than IFIS-CS, having a higher probability value 
compared with respect to the original classifier. On the other hand, IFIS-CS keeps 
much less objects than IFIS-CSE (due to the significant difference of both algorithms, 
that favors IFIS-CS). The experiment shows that IFIS is dependant of the instance 
selection method. The authors recommend using structure-preserving algorithms such 
as CSE to preserve original accuracy, and using high-condensing methods such as 
CSESupport to obtain as much instance reduction as possible.  

4.4 Influence of the Fusion Strategy in IFIS  

IFIS introduces a novel fusion strategy using a greedy approach. This subsection 
compares the utility of the novel strategy (IFIS-N) by comparing it with the fusion 
strategy of TCCS (IFIS-TC). Both algorithms use the same preprocessing step, as 
well as support set systems, sorting and instance selection algorithm. Table 4 gives 
the results according to classifier accuracy and instance retention, by means of 
Wilcoxon test.  

Table 4. Results of the Wicoxon test comparing IFIS fusion 

Pair 
Error Instance Retention 

wins-loses-ties prob. wins-loses-ties prob. 
Orig. vs IFIS-N 16-10-0 0.055 0-26-0 0.000 
Orig. vs IFIS-TC 16-10-0 0.082 0-26-0 0.000 
IFIS-TC vs IFIS-N 7-3-16 0.139 0-13-13 0.001 

 

The above results show the novel fusion strategy maintains classifier accuracy, 
tying with original classifier and IFIS-TC. In addition, it leads to a much-reduced 
training set, being significantly better than the fusion strategy of TCCS.  
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4.5 Influence of the Dissimilarity Function in IFIS  

Finally, this section compares the performance of IFIS using HEOM and HVDM 
dissimilarities. Table 5 shows the results. Our proposal does not closely depend of the 
dissimilarity function used. It obtains the best results according to object reduction, 
being significantly better than TCCS with HEOM and HVDM dissimilarities. 
According to classifier error, IFIS obtains very good results. It ties with the original 
classifier and with TCCS.  

Table 5. Results of the Wicoxon test comparing IFIS with different disimilarities 

Pair 
Error Instance Retention 

wins-loses-ties prob. wins-loses-ties prob. 
Orig. vs IFIS-HEOM 15-11-0 0.082 0-26-0 0.000 
TCCS vs IFIS-HEOM 12-14-0 0.675 1-25-0 0.000 
Orig. vs IFIS-HVDM 17-9-0 0.218 0-26-0 0.000 
TCCS vs IFIS-HVDM 11-15-0 0.603 0-26-0 0.000 

 
It is important to mention that IFIS maintains classifier accuracy using a very 

reduced training set.  The above results show that using positive or limit regions of a 
Minimum Neighborhood Rough Set, leads to better results than directly use training 
instances. Also, the sorting and fusion strategies introduced by IFIS, obtain better 
results in instance retention and classifier accuracy than previuos methods.  

5 Conclusions 

Nearest Prototype Classification offers several advantages to Nearest Neighbor 
classifiers. However, it suffers dealing with mixed data is still a challenge for 
prototype selection algorithms. The proposed IFIS algorithm for combined feature 
and instance selection uses extended Rough Set Theory and structuralizations of the 
Logical Combinatorial Approach to Pattern Recognition to instance preprocessing, 
deciding the best editing or condensing strategy through a metadata computation. IFIS 
is deterministic, and deals with mixed as well as imbalanced data. The experimental 
results show the sorting and fusion strategies introduced by IFIS, obtain better results 
in instance retention and classifier accuracy than previuos methods, with high data 
reduction and maintaining the original classifier error.  
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Abstract. In this article, the problem of function approximation is studied using 
the paradigm of the nearest prototypes. A method is proposed to construct 
prototypes using similarity relations; the relations are constructed using the 
measurement quality of similarity and the metaheuristic UMDA. For every 
class of similarity, a prototype is constructed. The experimental results show 
that the proposed method achieves a significant reduction of the quantity of 
instances to consider, while significant differences do not exist with regard to 
the performance reached with all the instances. 

Keywords: nearest prototype, similarity relations, function approximation. 

1 Introduction 

Most of the automatic learning methods construct a model during the learning 
process, but there are some approaches where the algorithm does not need a model, 
these algorithms are known as methods of lazy learning; the paradigms based on 
instances are inside this type of machine learning technique. In supervised learning, 
every instance describes itself as a pair X= (x, y), where x is a vector of predictor 
(condition) features and y is a decision (goal) feature. Learning algorithms based on 
instances present problems of scalability when the size of the training set grows, 
because its time of classification is proportional to the size of the classifier; that is, the 
quantity of training instances affects the computational cost of the method [1]; 
according to [2], the rule Nearest Neighbor is an example of this for its high 
computational cost when the quantity of instances grows.  

This problem has been faced by means of the modification of the set of instances 
[2] and [3]. According to [4], these methods can qualify in Edition or Reduction. The 
first one is a step in the learning process entrusted to increase the precision of the 
learning method, when a substantial quantity of noise exists in the information of 
training sets. The step Reduction is directed to determine a small set of original 
instances or prototypes without a significant degradation in the precision of the 
classification. 

There is an alternative known as Nearest Prototype (NP) [5]. The idea is to 
determine the value of the decision feature of a new object analyzing his similarity 
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with regard to a set of prototypes, selected or generated from an initial set of 
instances. The prototypes represent the typical characteristics of a set of instances 
instead of necessary or sufficient conditions; the prototypes can be abstractions of the 
same instances previously observed, or they can be the directly observed examples 
[6]. To learn prototypes is to represent the information of the training sets as a set of 
points in the space of the application domain, called prototypes, the decision value of 
a new point is calculated using the decision value of one or more prototypes. 

The intention of the NP approach is to decrease the costs of storage and processing 
of the learning techniques based on instances. According to [7], when there is an 
enormous quantity of information, a possible solution is to reduce the quantity of 
vectors “examples”, while the efficacy in the solution of problems based on the 
reduced data is supported so well or almost so well as when the original set of 
information is used. Therefore, a good set of prototypes have two desirable properties: 
minimum cardinality and maximum precision in the solving problem process 
(minimal error in the case of the functions approach) [5]. Strategies are needed to 
reduce the quantity of examples of the input data to a representative small quantity, 
and its performance must be evaluated in terms of the classification (or function 
approximation) precision and the reduction coefficient [7]. 

A small set of prototypes has the advantage of a low computational cost and small 
requests of memory, while it achieves a similar efficacy, and even better than all the 
instances. There are two strategies to construct the set of prototypes in order to reduce 
the quantity of instances: Selection and Replacement [8]. In the first case, a limited 
quantity of points of the original set of data X is preserved. In the second alternative, 
the set of original data is replaced for a number of prototypes that not necessarily 
coincides with some original instances. The algorithms to find prototypes can also 
qualify as determining or non-determining, depending on if they can or cannot control 
the quantity of prototypes generated by the algorithms [7]. 

Different strategies have been followed to solve the problem of finding a set of 
prototypes, based on clustering techniques (the data set  X is processed by any 
algorithm of clustering, which generates centers of clusters, and takes the centroids as 
the set of prototypes) [9], [10]; learning vector quantization (LVQ) [11]; evolutionary 
approach [12], [13], [14], [15]; etc. 

In [7] appears a study of several families of schemes for the prototypes reduction 
(prototype reduction schemes, PRS), based on the strategy of replacement; they 
suggest that it does not seem to be clear that any scheme is clearly superior to others, 
on the contrary, it seems that every method has its advantages. The experimental 
results in [7] show that any specific method produces the best results for all the 
applications in terms of reduction coefficient and classification precision; the best 
method for a data set is not the best for another. Nevertheless, the authors suggest that 
the family of methods which create prototypes is generally superior to the family of 
methods based on the selection of prototypes. 

An important component in the NP learning is a similarity function which 
calculates the similarity between the inputs and the prototypes. The Euclidean 
distance is usually selected. If the new case x and the prototypes are represented by 
vectors of real values, the similarity almost always is based on some function of 
distance between x and the prototypes. Nevertheless, in case of mixed information 
this approach is not applicable. To overcome this problem there have been proposed 
several algorithms that replace the Euclidean standard metrics with a function that 
allows executing the comparisons. So, the selection of a correct function to calculate 
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the similarity between the inputs and the prototypes is an important topic in the 
approaches based on prototypes [16].  

The approach of the nearest prototypes has been used traditionally in problems of 
classification, in which the decision value is a discrete value that represents a class. 
Using the set of prototypes is possible to construct a classifier of the following form:  
Let x be a non-labeled object which is meant to be classified. The rule of 
classification, standard NP (1-np), assigns to x the class of the “most similar" 
prototype in the set of labeled prototypes [10]. 

The case of the regression problems is studied in [17]. The application of the NP 
paradigm to the problems of function approximation has its peculiarities; since, how 
the concept of class does not exist, the construction of the prototypes is different. 

The function approximation is the problem of finding the existing relations in a 
finite data set, where the decision feature has a real value. The problem is defined in 
the following way: Let be a set of M vectors of information input - output in the form 
(xi, f(xi)).  Let be xi ∈ℜ

n a real numbers´ vector and f(xi)=di ∈ℜ1, where (i=1, …, M). 
The problem is to find the unknown function f(x): ℜn → ℜ1 that satisfies the 
interpolation where f(xi)=di, i=1,…,M. The quality of the approximation of f is 
usually calculated by a measurement of the error produced by the function, according 
to the expression (1): 
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The target is to find the function f which minimizes the expression (1); this means that, 
to improve the precision of the estimation is the principal target in the problem of the 
function approximation. The function approximation can turn of a more general form, 
thinking that xi can be a vector of mixed values (real values or symbolic values can be 
the domain of the dimensions), also called mixed data, instead of a vector of real values. 

In this work, the problem of the function approximation is studied using the NP 
approach. The idea is building prototypes using a subset of similar instances. A 
method is proposed for the construction of prototypes using relations of similarity. 
For every class of similarity a prototype is constructed. The key problem is how to 
determine the similarity between instances; in this case, the paper proposes a 
similarity relation based on a weighted sum, where the weights of the features are 
calculated by an optimization process based on the heuristic method UMDA 
(Algorithm of Unvaried Marginal Distribution) and the measure quality of similarity 
as a fitness function. The proposed method can be qualified as of replacement, 
reduction, and non-determining. 

2 A Method for the Function Approximation Based on 
Prototypes 

Let be the X = {Xi: i=1, … m1} a data set, every instance Xi is a pair (xi, yi), where xi 
is usually an input vector (which dimensions correspond to predictor features) and 
yi∈ℜ ( target feature), and the vector xi ∈ℜ

n; but, the method proposed here allows to 
work with mixed data. The target is to construct a set of m2 prototypes (m2 is 
significantly lower than m1). The Algorithm NP-FA (Nearest Prototype - Function 
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Approximation), figure 1, uses this set of prototypes P to infer the output value for a 
new problem xnew. 
 

Input: A set of prototypes P; the problem xnew. 
Output: The output value ynew for the problem xnew. 
F1: To calculate the similarity between the problem xnew and every prototype Pi. 
F2: To find the set of prototypes most similar to the problem xnew, denoted for  
NP(xnew). 
F3: To calculate the output value, denoted for ynew, using expression (2). 

Fig. 1. Algorithm NP-FA  (Nearest Prototype - Function Approximation) 

                                          

(2)

 
Expression (3), denominated as global similarity, is used to calculate the similarity 
between the problem xnew and each prototype Pj: 

                         

(3)

 

The weights wi, are usually normalized such that Σwi=1 are used to strengthen or to 
debilitate the relevancy of every dimension. The function simi (xi, yi) measures the 
grade of similarity between the features of the vectors x and y in accordance with the 
dimension i (named local similarity). The use of weighted similarity functions and 
numerous metric and non-metric functions have been studied by different authors as 
[16] and [4]. The employment of local similarity measurements for every feature 
allows working with mixed data. 

The principal component for any algorithm based on NP is the procedure to 
construct the prototypes using the set of instances. In this work the algorithm         
NP-BASIR is proposed for the construction of prototypes. The similarity relation R1 is 
used between two instances X1 and X2 defined by (4): 

X1 R1 X2 iff and only iff F(x1,x2)¥e1  and  sim(y1,y2) ¥e2 . (4)

Where X1, X2 ∈X, e1 y e2 are thresholds, and sim is the local similarity measurement 
between the values of the decision feature  of the instances X1 and X2. 

The algorithm NP-BASIR, see figure 2, builds a set of prototypes P using the 
instances in X. For instances Xi in X, the similarity class of Xi using (4) is built; that 
is, the subset of instances in X that are similar to Xi according to the relation defined 
by (4). A prototype is generated using the instances in this similarity class. An 
aggregation operator Γ is used to build the prototype. 

A data structure called Used[] is used to control which instances have been 
considered by the algorithm, in which Used[i] has a value of 1 if the instance i has 
been employed by the algorithm NP-BASIR, or 0 in other case. 
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Input: A set of instances X. 
Output: A set of prototypes P. 
NP1: Initialize the data structure Used. 
       Used[j] ← 0, for j=1… m1 
       P ← φ 
       i ← 0 
NP2: Starts the processing of the instance Ii 
       i ← index of the first non-used instance in X (that is, Used[i]=0) 
       If i=0 so, Finish the process of prototypes´ construction,  
       else Used [i] ← 1. 
NP3:  Construct the similarity class of the instance Ii according to R1. 
          Construct [Xi]R1, [X]R denotes the similarity class of the instance X  
          according to the similarity relation R1.  
NP4: Generation of a new prototype Pj. 
          Pj(i) ← Γ(Vi), where Vi is the set of values of the feature i in the instances in  
                                  [Xi]R1. 
NP5: Add a new prototype 
           P ← P ∪ Pj 
NP6: Go to NP2. 
 

Fig. 2. Algorithm NP-BASIR (Nearest Prototype Based on Similarity Relations) 

In the step NP4, Γ denotes an aggregation operator. The intention is to construct a 
prototype or centroid for a set of similar objects. Here, a similar approach to those 
employed in other methods like [18] and [19] has been used to construct the centroid. 

The performance of the algorithms NP-FA and NP-BASIR has been studied using 
the method of construction of similarity relations proposed in [20], [21] and [22]. In 
this case, the target is to find the relation R1 which maximizes the measure quality of 
similarity defined by (5): 

 

(5)

Where ϕ(Xi) is calculated for every Xi ∈X instance and it indicates the amount of 
objects in the intersection of the sets N1(Xi) and N2(Xi) which respectively denote the 
objects that are similar to Xi according to the predictor features (xi) and those that are 
similar to Xi according to the decision feature (yi); to construct N1 the similarity 
function F defined by (3) is used and also a threshold e1, whereas to construct N2 a 
local similarity measure and a threshold e2 are used. Using the weighted sum defined 
by (3), and considering the functions of comparison for every feature, the problem is 
reduced to finding the set of weights W = {w1, w2..., wn}, to construct F. To find the 
set of weights W associated with the predictor features, a method based on heuristic 
search is used, as is described in the section 3. 
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3 Experimental Results 

The performance of the algorithms NP-FP and NP-BASIR has been studied using 
several datasets of UCI Repository1; these sets are described in the Table 1. 

Table 1. Data set of UCI Repository used in the experimental study 

Data sets Number of instances Number of features
baskball 96 5
bodyfat 252 15
detroit 13 14
diabetes_numeric 43 3
elusage 55 3
fishcatch 158 8
pollution 60 16
pwlinear 200 11
pyrim 74 28
schlvote 37 6
sleep 51 8
veteran 137 8
vineyard 52 4
ipi 92 20
cpu_act 1000 22
elevators 1000 19
fried 1000 11
cpu_act 2000 22
mv 2000 11

 
In the experiments, the local similarity measurement defined by (6) is used in the 

expression (3), which can be used for both, continuous and discrete domains, where 
Di denotes the domain of the feature i: 

 

(6)

In the step NP4 of the NP-BASIR algorithm, the following operator of aggregation is 
used, Γ: If the values in vi are real numbers the average is calculated; if they are 
discrete, the most common value is determined. 
 
 

                                                           
1 http://www.ics.uci.edu/mlearn/MLRepository.html 
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The performance of the method for the function approximation proposed in this 
work formed by the algorithm NP-FP and the algorithm NP-BASIR, which was 
named NpBasirRegression, is compared with the method of k-Nearest Neighbors (k-
NN). Different values are used for k (1 and 3), both for k-NN and for the proposed 
method. For the thresholds e1 and e2, which determine the similar instances with 
regard to the predictor and decision features respectively, there are used values as 
0.85 and 0.95. Also the expression (6) is used as local similarity measurement for the 
decision feature.  

The reduction coefficient Re is used (·), [7], defined by the expression (7) to 
evaluate the reduction of the amount of instances obtained by NP-BASIR: 

 . 

(7)

Taking into account the main parameters of the method are the thresholds e1 and e2 
and k, six alternatives were studied defined according to the parameters e1, e2 and k, to 
accomplish the comparative study between the method NpBasirRegression and the 
method k-NN: 
 

e1=e2=0.85, k=1 for NpBasirRegression and K-NN 
e1=e2=0.95, k=1 for NpBasirRegression and K-NN  
e1=e2=0.85, k=1 for NpBasirRegression, and k=3 for K-NN 
e1=e2=0.95, k=1 for NpBasirRegression, and k=3 for K-NN 
e1=e2=0.85, k=3 for NpBasirRegression and K-NN  
e1=e2=0.95, k=3 for NpBasirRegression and K-NN  

 
In this experimental study the cross-validation and different statistical tests to evaluate 
the performance of the proposed method were used. The method cross-validation [23] 
divides the sets of information in k subsets of equal size. Every subset is used to 
evaluate the given aproximator, while it trains with k-1 sets remaining. Then, the 
errors of the approximation are obtained of the average of k-1 results. The value used 
is k=10. To measure the error committed on approximating, the average of the 
absolute error (PMD) was used, that is, the average of the differences between the 
expected value and the real value produced by the method [24]. 

SPSS was used in the statistical processing of all the experimental results as the 
statistical tool. For the statistical analysis of results, non-parametrical tests were 
included, such as Friedman and Wilcoxon’s tests, which allow studying the existence 
or not of significant differences between the samples. 

The method UMDA (Algorithm of Unvaried Marginal Distribution) is used to find 
the weights used in the similarity function defined by (3) (which is included in the 
similarity relation used in NP-FA and NP-BASIR, as well as in the recovery of the 
similar cases of the method k-NN). UMDA method belongs to the class of algorithms 
with Estimation of Distributions (EDA) [25] and [26], in them neither crossing nor 
mutation is used, the new population is generated from the distribution of the estimated 
probability of the chosen set. The measure quality of similarity defined by (5) is used as 
function of heuristic evaluation (fitness function). In this experimentation the following 
values were used as the parameters: number of individuals 40, quantity of generations 
100 and per cent of selection for truncation 0.5. 

100*Re(.)
X

PX −
=
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In tables 2 and 3, the averages of the absolute error (PMD) are shown. The 
application of the Friedman’s test showed that significant differences do not exist 
since the significance is greater than 0.05. 

 

Table 2. Results of average of the absolute error with NpBasirRegression 

       Data sets Results for each alternative

1 2 3 4 5 6 

baskball 0.09 0.09 0.08 0.08 0.08 0.70 

detroit 28.29 30.89 25.60 29.73 37.82 33.80 
diabetes_numeric 0.60 0.68 0.53 0.60 0.61 0.52 
elusage 10.01 11.57 9.37 11.57 7.92 10.56 
pollution 43.40 42.88 42.68 41.35 41.59 38.07 

pwlinear 2.31 2.33 2.07 2.48 1.83 2.16 
pyrim 0.08 0.06 0.07 0.06 0.07 0.06 

schlvote 76.13 76.13 90.69 76.13 91.48 95.51 
sleep 2.65 2.18 2.51 1.95 2.65 2.64 
veteran 100.4 101.56 94.19 105.95 99.91 94.49 
vineyard 2.39 2.23 2.11 2.20 2.17 1.94 
ipi 8.38 5.29 7.61 5.16 8.08 5.64 
cpu_act 3.94 - 4.11 - 6.55 - 
fried 3.27 - 2.45 - 2.63 - 
mv 7.71 - 5.12 - 4.70 - 

Table 3. Results of average of the absolute error with k-NN 

Data sets Results for each alternative

1 2 3 4 5 6 
baskball 0.10 0.09 0.08 0.08 0.09 0.70 
detroit 28.35 30.89 32.15 37.60 34.80 33.80 
diabetes_numeric 0.64 0.69 0.54 0.52 0.67 0.52 
elusage 10.38 16.04 8.11 17.11 8.19 18.02 
pollution 49.62 44.22 42.54 38.77 43.69 38.12 
pwlinear 2.36 2.33 1.66 2.23 1.90 2.16 
pyrim 0.08 0.06 0.06 0.06 0.06 0.06 
schlvote 53.52 72.98 53.10 63.27 53.43 70.86 
sleep 2.65 2.18 2.48 2.72 2.63 2.81 
veteran 102.58 101.56 101.57 104.40 100.33 94.49 

vineyard 2.41 2.23 2.18 1.92 2.07 1.95 
ipi 5.25 5.25 4.88 5.80 4.38 5.51 
cpu_act 2.64 - 2.33 - 2.26 - 
fried 3.41 - 2.22 - 2.55 - 
mv 5.12 - 1.46 - 1.84 - 
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Table 4 shows the effects of the reduction, this includes the reduction coefficient 
according to maximum and minimal quantity of prototypes; for instances, the 
database mv has 2000 instances, this quantity is reduced in the first alternative to a 
maximum of 14 (reduction of 99. 3%) and a minimum of 12 (99.4). In the case of the 
biggest size databases (1000 instances or more) only the alternatives (1), (3) and (5)) 
with e1=0.85 and e2=0.85 are shown, because they produce the greatest reduction. 

Table 4. Results of the reduction of the set of instances when approximating with 
NpBasirRegression 

Data set 
(number of 
instances) 

Coefficient of reduction
Maximum/Minimum 

1 2 3 4 5 6 
baskball (96) 70.8/ 

76.0 
9.38/
10.4 

75.0/
80.2 

9.38/
11.5 

77.1/
83.3 

9.38/ 
11.5 

detroit (13) 30.8/ 
46.2 

7.69/
15.4 

30.8/
46.2 

7.69/
15.4 

30.8/
46.2 

7.69/ 
15.4 

diabetes_numeric 
(43) 

58.1/ 
67.4 

20.9/
27.9 

67.4/
74.4 

9.30/
11.6 

69.8/
72.1 

9.30/ 
14.0 

elusage (55) 80.0/ 
85.5 

12.7/
14.5 

67.3/
70.9 

10.9/
12.7 

65.5/
70.9 

10.9/ 
14.5 

pollution (60) 80.0/ 
86.7 

18.3/
21.7 

85.0/
88.3 

10.0/
10.0 

81.7/
85.0 

15.0/ 
20.0 

pwlinear (200) 27.5/ 
29.0 

10.0/
10.0 

39.5/
43.5 

10.0/
10.0 

34.5/
39.5 

10.0/ 
10.5 

pyrim (74) 85.1/ 
91.9 

54.1/
62.2 

85.1/
91.9 

51.6/
54.1 

83.8/
87.8 

54.1/ 
58.1 

schlvote (37) 8.11/ 
10.8 

8.11/
10.8 

32.4/
43.2 

8.11/
10.8 

13.5/
21.6 

8.11/ 
10.8 

sleep (51) 58.8/ 
62.7 

19.6/
25.5 

58.8/
64.7 

17.6/
23.5 

56.9/
58.8 

15.7/ 
21.6 

veteran (137) 21.9/ 
26.3 

9.49/
10.2 

14.6/
19.7 

9.49/
10.2 

16.1/
21.2 

9.49/ 
10.2 

vineyard (52) 71.2/ 
75.0 

9.62/
11.5 

73.1/
78.8 

26.9/
36.5 

69.2/
76.9 

9.62/ 

ipi (92) 80.4/ 
83.7 

47.8/
52.2 

81.5/
84.8 

47.8/
51.1 

80.4/
82.6 

51.1/ 
53.3 

cpu_act (1000) 98.6/ 
99.0 

- 98.5/
98.8 

- 98.5/
98.9 

- 

fried (1000) 89.2/ 
90.3 

- 93.5/
94.5 

- 71.2/
72.7 

- 

mv (2000) 99.3/ 
99.4 

- 98.5/
98.7 

- 99.1/
99.2 

- 

It is possible to appreciate that the proposed method achieves a substantial 
reduction of the quantity of instances (in the majority of the cases a reduction about to 
80 per cent of the number of instances), preserving the precision. Figure 3 shows a the 
reduction achieved by NpBasirRegression. This result is very important due to the 
computational complexity of the lazy methods (such as k-NN and nearest prototype) 
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4 Conclusions 

The method for the construction of prototypes based on similarity relations allows 
obtaining sets of prototypes with a significant decrease of the quantity of instances. 
The experimental results showed that there are not significant differences between the 
accomplished efficacies in the function approximation using the prototypes, with 
regard to the one that is reached using all the instances when there is applied the rule 
of the most similar neighbors. Also, that there are not significant differences between 
the efficacy of the approximation of functions obtained using the set of prototypes and 
the rule of the most similar neighbors and other aproximators like Multilayer 
Perceptron, Linear Regression and Regression Tree. 
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Abstract. One of crucial issue in the design of combinational classifier systems 
is to keep diversity in the results of classifiers to reach the appropriate final 
result. It's obvious that the more diverse the results of the classifiers, the more 
suitable final result. In this paper a new approach for generating diversity 
during creation of an ensemble together with a new combining classifier system 
is proposed. The main idea in this novel system is heuristic retraining of some 
base classifiers. At first, a basic classifier is run, after that, regards to the 
drawbacks of this classifier, other base classifiers are retrained heuristically. 
Each of these classifiers looks at the data with its own attitude. The main 
attempts in the retrained classifiers are to leverage the error-prone data. The 
retrained classifiers usually have different votes about the sample points which 
are close to boundaries and may be likely erroneous. Like all ensemble learning 
approaches, our ensemble meta-learner approach can be developed based on 
any base classifiers. The main contributions are to keep some advantages of 
these classifiers and resolve some of their drawbacks, and consequently to 
enhance the performance of classification. This study investigates how by 
focusing on some crucial data points the performance of any base classifier can 
be reinforced. The paper also proves that adding the number of all "difficult" 
data points just as boosting method does, does not always make a better training 
set. Experiments show significant improvements in terms of accuracies of 
consensus classification. The performance of the proposed algorithm 
outperforms some of the best methods in the literature. Finally, the authors 
according to experimental results claim that forcing crucial data points to the 
training set as well as eliminating them from the training set can lead to the 
more accurate results, conditionally.  

Keywords: Classifier Fusion, Heuristic Retraining, Meta-Learner. 

1 Introduction 

The increasing importance of recognition systems arising in a wide range of advanced 
applications has led to the extensive study of classification [2], [4], [14] and [17]. So, 
a huge amount of research has been done around of it. While most of these researches 
have provided good performance for specific problem, they have not enough 
robustness for other problems. Due to the difficulty that these researches are faced to, 
recent researches are directed to the combinational methods that have more potential, 
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robustness, resistance, accuracy and generality. Although the accuracy of the 
classifier ensemble is not always better than the most accurate classifier in ensemble 
pool, its accuracy is never less than average accuracy of them [9]. Combination of 
multiple classifiers (CMC) can be considered as a general solution for pattern 
recognition problems. Inputs of CMC are result of separate classifiers and output of 
CMC is their final combined decisions. Roli and Kittler [19] discuss that the rationale 
behind the Great tendency to multiple classifier systems (MCS) is due to some serious 
drawbacks of classical approach in designing of a pattern recognition system which 
focuses on the search for the best individual classifier. Identifying the best individual 
classifier for the classification task without deep prior knowledge is very difficult 
even impossible [3]. In addition, Roli and Giacinto [9] express that it is not possible to 
exploit the complementary discriminatory information that other classifiers may 
encapsulate with only a single classifier. It is worth-noting that the motivations in 
favor of MCS strongly resemble those of a "hybrid" intelligent system. The obvious 
reason for this is that MCS can be regarded as a special-purpose hybrid intelligent 
system. 

In General, it is an ever-true sentence that "combining the diverse classifiers any of 
which performs better than a random classifier, results in a better classification". 
Diversity is always considered as a very important issue in classifier ensemble 
methodology. It is also considered as the most effective factor in succeeding an 
ensemble. The diversity in an ensemble refers to the amount of differences in the 
outputs of its components (classifiers) in deciding for a given sample. Assume an 
example dataset with two classes. Indeed the diversity concept for an ensemble of two 
classifiers refers to the probability that they may produce two dissimilar results for an 
arbitrary input sample. The diversity concept for an ensemble of three classifiers 
refers to the probability that one of them produces dissimilar result from the two 
others for an arbitrary input sample. It is worthy to mention that the diversity can 
converge to 0.5 and 0.66 in the ensembles of two and three classifiers respectively. 
Although reaching the more diverse ensemble of classifiers is generally handful, it is 
harmful in boundary limit. It means that increasing diversity in an ensemble to reach 
0.5 results in an unsuccessful ensemble. It is a very important dilemma in classifier 
ensemble field: the ensemble of accurate/diverse classifiers can be the best. Although 
it's mentioned before the more diverse classifiers, the better ensemble, it is provided 
that the classifiers are better than a random classifier. 

The authors believe that Combinational methods usually enhance the quality of the 
result of classification, because classifiers with different features and methodologies 
can eliminate drawbacks of each other. Kuncheva used Condorcet theorem to show 
that combination of classifiers could be able to operate better than single classifier. It 
was illustrated that if more diverse classifiers are employed in the ensemble, then 
error of them can considerably be reduced. Different categorizations of combinational 
classifier systems are presented in [10], [19]. Valentini and Masouli divide methods 
of combining classifiers into two categories: generative methods, non-generative 
methods. In generative methods, a set of base classifiers are created by a set of base 
algorithms or by manipulating dataset [9]. This is done in order to reinforce diversity 
of base classifiers. Generally, all methods which aggregate the primary results of the 
fixed independent classifiers are non-generative. 
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Neural network ensembles as an example of combinational methods in classifiers 
are also becoming a hot spot in machine learning and data mining recently [18]. Many 
researchers have shown that simply combining the output of many neural networks 
can generate more accurate predictions than that of any of those individual neural 
networks. Theoretical and empirical works show that a good ensemble is one in that 
the individual base classifiers have both accuracy and diversity, i.e. the individual 
base classifiers make their errors on different parts of the input space [6], [8]. 

2 Background 

In generative approaches, diversity is usually made using two groups of methods. The 
first group obtains diverse individuals by training classifiers on different training set, 
such as bagging [1], boosting [9], [21], cross validation [8] and using artificial 
training examples [13]. 

Bagging [1] is the first and easiest resampling method. This meta-learner uses 
bootstrap sampling to produce a number of sub-samplings by randomly drawing, with 
replacement, N data points out of the train set (that has N data points). The individual 
classifiers are often aggregated by simple majority vote mechanism.  

AdaBoost [25] successively produces a sequence of classifiers, where the training 
data points that are incorrectly classified by prior primary classifiers are chosen more 
frequently than data points which were properly classified. AdaBoost tries to create 
new classifiers that are capable of better forecasting of the data points which are 
misclassified by the existing ensemble. So it attempts to minimize the average 
miscalculation. Arc-X4 [26] belongs to the category of Boosting ensemble 
approaches. 

The second group employs different structures, initial weighing, parameters and 
base classifiers to obtain various ensemble individuals. For example, Rosen [20] 
adapted the training algorithm of the network by introducing a penalty term to 
encourage individual networks to be decorrelated. Liu and Yao [12] used negative 
correlation learning to generate negatively correlated individual neural network.  

There is another approach that is named selective approach where the diverse 
components are selected from a number of trained accurate base classifiers. For 
example, Opitz and Shavlik [16] have proposed a generic algorithm to search for a 
highly diverse set of accurate base classifiers. Lazarevic and Obradoric [11] have 
described a pruning algorithm to eliminate redundant classifiers. Navone et al. [15] 
have discussed another selective algorithm based on bias/variance decomposition. 
GASEN by Zhou et al. [22] and PSO based approach by Fu et al. [5] also has been 
introduced for selection of the ensemble components.  

DECORATE is a meta-learner for building diverse ensembles of classifiers by 
using specially constructed artificial training examples. Comprehensive experiments 
have demonstrated that this technique is consistently more accurate than the base 
classifier, Bagging and Random Forests. Decorate also obtains higher accuracy than 
Boosting on small training sets, and achieves comparable performance on larger 
training sets [23]-[24]. In the rest of this paper, a new method to obtain diverse 
classifiers is demonstrated which uses manipulation of dataset structures. 
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Inspired from boosting method, in this paper a new sort of generative approaches 
is presented which creates new training sets from the original one. The base classifiers 
are trained focusing on the crucial and error prone data of the training set. This new 
approach which is called "Combination of Classifiers using Heuristic Retraining, 
CCHR" is described in section 2 in detail. In fact, the question of "how to create a 
number of diverse classifiers?" is answered in section 2. Section 3 addresses the 
empirical studies in which we show the great accuracy and robustness of CCHR 
method for different datasets. Finally, section 4 discusses the concluding remarks. 

3 Proposed Method 

The main idea of the proposed method is heuristically retraining of any base classifier 
on different subsets of training data. In CCHR meta-learner, the base classifiers are 
trained on some possible permutations of 3 datasets named: TS, NS, and EPS. They 
are abbreviation for Train Set, Neighbour Set and Error-Prone Set, respectively. The 
set involving TS and NS results in a classification by complex boundaries with more 
concentration on crucial points and neighbour of errors. The set involving TS, EPS 
and NS results in a classification by complex boundaries with more concentration on 
error prone (EPS) and crucial (NS) data points. The set involving TS and NS except 
the data points in EPS results in a classification by simple boundaries with more 
concentration on crucial points. The classifier trained on a set involving both TS and 
EPS leads to a classification by complex boundaries with more concentration on error 
prone data points. Finally the set involving TS except data points in EPS results in a 
classification by very simple boundaries. 

Designing an ensemble of classifiers trained in these different defined sets, leads to 
an ensemble with a high degree of diversity. In the next step, the results of all these 
base classifiers are combined using simple average method. 

At first, a base classifier is trained on TS. Then, using the trained base classifier, 
the data points that may be misclassified are recognized. This work is done for 
different perspectives of training-test datasets. It means that it is tried to detect all 
error-prone data on TS. It can be implemented using either leave-one-out technique or 
cross-validation technique.  

In cross-validation which is also called the rotation method, an integer K 
(preferably a factor of N) is chosen and the dataset is randomly divided into K subsets 
of size N/K. Then, a classifier is trained on dataset-{ith subset of the dataset} and 
evaluated using ith subset. This procedure is repeated K times, choosing a different 
part for testing each time. When N=K, the method is called the leave-one-out or U-
method.  

In this paper, the dataset is decomposed into three partitions: training, evaluation 
and test subsets. The leave-one-out technique is applied to train set for obtaining the 
Error-Prone Set, EPS. As it is mentioned, using leave-one-out technique a base 
classifier on TS-{one of its data} is trained and evaluate whether the base classifier 
misclassifies that eliminated data point or not. If it is misclassified we insert it into 
EPS. It's obvious that, we repeat this work as many as the number of data points in 
training set. If training dataset is huge, the cross-validation technique can be used 
instead of leave-one-out technique, too. 
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In this work, the cross-validation technique is applied to {train set + validation set} 
for deriving the neighbor set, NS. Since the cross-validation is an iterative technique, 
for each iteration K-1 subset is considered as the training set and the remaining subset 
as validation set. The error on each validation set is added to an error set denoted by 
EPS. In the next step, for each member of the error set, the nearest neighbor data point 
which belongs to the same label of that member is found. We insert the nearest 
neighbor data point to each data point in error set into a neighbor set. This neighbor 
set is named NS. 

The EPS and NS are obtained from previous section. In this section some base 
classifiers are trained based on them. The more diverse and accurate base classifiers, 
the better results in final. So, some combinations as shown in Table 1 are used to 
create diversity in our ensemble. The used permutations and the reasons of their usage 
are shown in Table 1. Training of base classifiers, using the combinations in Table 1, 
results in the classifiers that each of them focuses on a special aspect of data. This can 
result in very good diversity in the ensemble.  

Table 1. Different data combinations and reasons of their usages 

Num TS Resultant Classifier 
1 TS Creation of base classifiers 
2 TS+NS Classification by complex boundaries with more 

concentration on crucial points and neighbor of errors 
(NS) 

3 TS+EPS+NS Classification by complex boundaries with more 
concentration on error prone(EPS) and crucial 

points(NS) 
4 TS-EPS+NS Classification by simple boundaries with more 

concentration on crucial points 
5 TS+EPS Classification by complex boundaries with more 

concentration on error prone points (EPS) 
6 TS-EPS Classification by very simple boundaries 

 
In this paper, 6 homogeneous base classifiers are trained with use of different data 

according to Table 1. Their outcomes are used in CCHR ensemble. CCHR algorithm 
is depicted in Fig 1.  

 
NS: Neighbor Set, NS={}; 
EPS: Error Prone Set, EPS={}; 
Program CCHR 
 1. NS=FindNS();  //calculating NS 
 2. EPS=FindEPS(); // calculating EPS 
 3. Train 6 base_classifiers according to Table 1. 
 4. Combine the results using simple average. 
End. 

Fig. 1. The proposed CCHR algorithm 
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After creating diverse classifiers for our classifier ensemble, the next step is 
finding a method to fuse their results and make final decision. Final decision is made 
in combiner part. Based on their output, there are many different combiner methods. 
Some traditional models of classifier fusion based on soft/fuzzy outputs are as 
follows: 

1. Majority vote: assume that we have k classifiers. Classifier ensemble vote 
to class j if a little more than half of base classifiers vote to class j. 

2. Simple average: the average results of separate classifiers are calculated 
and then the class with the most average value is selected as final 
decision. 

3. Weighted average: it is similar to simple average except that a weight for 
each classifier is used to calculate the average. 

In this paper, the simple average method is used to combine their results. 

4 Experimental Results 

The usual metric for evaluating an output of a classifier is accuracy; so the accuracy is 
taken as the evaluation metric throughout all the paper for reporting performance of 
classifiers. In all experimental results reported for CCHR meta-learner, Multi-Layer 
Perceptron (MLP) is taken as base classifier. 

Table 2. Brief information about the used datasets 

# 
Dataset Name 

# of 
Class 

# of 
Features

# of 
Samples

Data 
distribution per 

classes 
1 Iris 3 4 150 50-50-50 
2 Halfrings 2 2 400 300-100 
3 Wine 3 13 178 59-71-48 

 

Fig. 2. Half Ring dataset 
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The proposed method is examined over 2 different standard datasets together with 
an artificial dataset. These real datasets are described in UCI repository [7]. Brief 
information about the used datasets is available in Table 2. The details of HalfRing 
dataset is available in [14]. The artificial HalfRing dataset is depicted in Fig. 2. The 
HalfRing dataset is considered as one of the most challenging dataset for the 
classification algorithms. 

Table 3. Average results on Iris dataset 

Train 
set 

Classifier number as Table 1 CCHR 
1 2 3 4 5 6 

70% 95.01 95.20 95.20 94.97 95.37 95.07 96.22 
50% 95.95 95.75 95.87 95.89 96.24 95.78 96.64 
30% 93.57 93.26 93.17 93.64 93.99 93.48 95.22 

 
This method is evaluated on two real standard datasets: Wine and Iris respectively 

in Table 3 and Table 4. All the presented results are reported over 10 independent 
runs. Result of each of classifiers is reported on 30%, 50%, 70% and 30%, 50% of Iris 
and Wine as training set, respectively. Table 3 and Table 4 show the base classifier 
that is trained on {TS+EPS} is relatively more robust than other base classifiers. This 
method is concentrated on error-prone data.  

Table 4. Average results on Wine dataset 

Train 
set 

Classifier number as Table 1 CCHR 
1 2 3 4 5 6 

50% 91.58 91.64 92.66 91.98 93.77 91.29 96.74 
30% 88.72 88.91 89.31 88.23 88.83 88.60 93.76 

 
Table 5 shows the result of classification using CCHR meta-learner and two base 

classifiers comparatively. It is worthy to be mentioned that MLP is taken as the base 
classifier in CCHR meta-learner for reaching the results presented throughout all 
paper. 

Table 5. CCHR vs. other methods 

Iris Wine Classifier 
Type 30% 50% 70% 30% 50% 

93.37 95.95 95.01 88.72 91.58 MLP 
95.11 94.73 95.05 68.73 71.36 KNN 
95.22 96.64 96.22 93.76 96.74 CCHR 

 
As it is obvious from Table 5, recognition ratio is improved considerably by using 

CCHR meta-learner. Because of low number of features and records in Iris, the 
improvement is more significant on Wine dataset. 
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Table 6 shows the accuracy results of meta-learner CCHR and other traditional 
meta-learner methods comparatively. These results are reported averaging on the ten 
independent runs of the algorithms. In this comparison, the parameter K in K-Nearest 
Neighbor algorithm, KNN, is set to one. Also, the average accuracy of KNN method 
is reported over the 100 independent runs by randomly selecting a part of data as the 
training set, each time. To validate the meta-learner CCHR with harder benchmarks, 
an ensemble of the base MLPs is also implemented. These MLPs have the same 
structural parameters of the MLPs of meta-learner CCHR, i.e. two hidden layer with 
10 and 5 neurons respectively in each of them. Like meta-learner CCHR, the voting 
method is chosen for combining their results. 

Table 6. CCHR vs. other ensemble methods 

 
Wine Iris HalfRing 

Train 
30% 

Train 
50% 

Train 
70% 

Train 
30% 

Train 
50% 

Train 
70% 

Train 
30% 

Train 
50% 

Train 
70% 

KNN 69.31 69.26 69.22 94.86 95.20 95.32 100.00 100.00 100.00 

DT 84.80 90.26 92.34 92.03 93.47 95.23 94.49 97.42 99.41 

MLP 88.72 91.58 93.09 93.37 95.95 95.01 94.27 95.26 95.05 

Naïve 
Bayesian 

96.98 96.42 97.31 95.01 95.51 95.57 94.11 94.85 94.53 

Simple 
Ensemble 

92.70 94.05 95.41 94.77 96.00 95.03 94.17 95.26 94.72 

Random 
Forest 

88.32 93.37 95.56 91.52 94.67 96.22 94.46 97.78 98.59 

Decorate 96.31 95.43 95.47 93.88 95.82 96.41 95.57 95.71 97.27 

AdaBoost 87.14 91.55 93.97 94.38 96.06 95.57 94.54 96.72 95.17 

Arc-X41 96.4 96.13 96.42 94.86 96.07 95.33 97.08 98.02 98.32 

Arc-X42 95.52 95.73 96.22 95.33 96.20 96.07 97.21 98.31 99.11 

CCHR 93.76 96.74 96.56 95.22 96.64 96.22 99.19 100.00 100.00 

 
The CCHR algorithm is compared with three state of the art meta-learners: 

decorate method, random forest method and boosting method. Here, the ensemble 
size of the random forest is 21. The ensemble size for Arc-X41 is 5 classifiers. While 
the ensemble size for Arc-X42 is 11 classifiers. The Simple Ensemble method is an 
ensemble of MLPs. The ensemble size in Decorate is 5. The classifiers used in 
Decorate are 5 MLPs. AdaBoost uses 11 MLPs with the same configuration of those 
used for CCHR meta-learner. 

5 Conclusion and Future Work 

In this paper, a new method for improving performance of multiple classifier systems 
named Combination of Classifiers using Heuristic Retraining, CCHR, is proposed. 
CCHR is based on heuristic retraining of base classifiers on different subsets of 
training data. Also, it is observed that different datasets result in different classifiers. 
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It is illustrated that the classifiers with complex boundaries and also those 
concentrating on error-prone data points have more generalization than others. It is 
shown that emphasizing on crucial data points causes improvement in results. With 
regard to the obtained results, we can conclude that the base classifier that is trained 
on {TS+EPS} is relatively more robust than other base classifiers. We can consider 
this base classifier as the best way for heuristically retraining of a base classifier. Also 
we have described that usage of different subsets of training set causes to a quite 
diverse ensemble.  

Another interesting conclusion of the paper is the fact that emphasizing on the 
boundary data points, as boosting algorithm is not always very good. Although, 
boosting of the boundary data points in many cases is good, there are some problems 
where elimination of such data points is better. The Monk's problem is one of such 
cases which deleting error-prone data leads to a better result. Also, in data mining 
tasks which deal with huge data, the small size of ensemble is very interesting which 
is satisfied in CCHR as well. While CCHR only uses MLP as base classifier, it can 
use any other base classifier without losing its generality. So we can consider it as a 
meta-learner. For future work other base classifier can be used in CCHR meta-learner. 
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Abstract. Most of the clustering algorithms reported in the literature
build disjoint clusters; however, there are several applications where over-
lapping clustering is useful and important. Although several overlapping
clustering algorithms have been proposed, most of them have a high com-
putational complexity or they have some limitations which reduce their
usefulness in real problems. In this paper, we introduce a new overlapping
clustering algorithm, which solves the limitations of previous algorithms,
while it has an acceptable computational complexity. The experimenta-
tion, conducted over several standard collections, demonstrates the good
performance of the proposed algorithm.

Keywords: Data Mining, Overlapping Clustering, Graph-based Algo-
rithms.

1 Introduction

Clustering is a Data Mining technique that organizes a set of objects into a
set of classes called clusters, such that objects belonging to the same cluster
are enough similar to infer they are of the same type, and objects belonging to
different clusters are enough different to infer they are of different types [1].

Most of the clustering algorithms reported in the literature build disjoint
clusters; i.e., they do not allow objects to belong to more than one cluster.
Although this approach has been successful for unsupervised learning, there are
some applications, like information retrieval [2], social network analysis [16, 19],
Bioinformatics [14] and news stream analysis [4], among others, where objects
could belong to more than one cluster. For this kind of applications, overlapping
clustering is useful and important.

Several overlapping clustering algorithms have been proposed in the literature
[2–21]; however, most of them have a high computational complexity or they have
some limitations which reduce their usefulness in real problems. This is the main
reason why we address the problem of overlapping clustering in this work.
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In this paper, we introduce a new clustering algorithm for building overlap-
ping clusterings. The proposed algorithm, called OCDC (Overlapping Clustering
based on Density and Compactness), introduces a new graph-covering strategy
and a new filtering strategy, which together allow obtaining a small set of over-
lapping clusters. Moreover, our algorithm reduces the limitations of previous
algorithms and it has an acceptable computational complexity. An experimental
evaluation, over several standard collections, showed that OCDC builds more
accurate clusters, according to the FBcubed evaluation measure [22], than those
built by previous overlapping clustering algorithms.

The remainder of this paper is as follows: in Section 2, the related work is
analyzed. In Section 3, we introduce the OCDC algorithm. An experimental
evaluation, for showing the performance of our proposed algorithm over several
data collections, is presented in Section 4. Finally, the conclusions and future
work are presented in Section 5.

2 Related Work

In the literature, there have been proposed several clustering algorithms that ad-
dress the problem of overlapping clustering [2–21]. The DHS algorithm, reported
in [23], was not included as related work because it addresses the problem of over-
lapping hierarchical clustering, which is out of the scope of this paper.

Star [2], ISC [4], Estar [5, 6], Gstar [11], ACONS [12], ICSD [17] and SimClus
[21] are graph-based clustering algorithms, which build overlapping clusterings;
the SimClus algorithm uses the same strategy and criterion for building the
clustering as the one used in Estar algorithm, proposed by Gil-Garćıa et al. in
[6]. The computational complexity of Star and ICSD is O(n2 · log2 n) and O(n2),
respectively. On the other hand, the computational complexity of Estar, Gstar,
and ACONS is O(n3).

These algorithms have two main limitations. First of all, as we will show
in our experiments, they build a large number of clusters. It is known that
the correct number of clusters is unknown in real problems. However, when we
use a clustering algorithm for discovering hidden relations among objects of a
collection, the number of clusters obtained should be small wrt. the number
of objects in the collection. Note that, if the number of clusters grows, then
analyzing those clusters could be as difficult as analyzing the whole collection.

Another limitation, as we will show in our experiments, is that they build
clusterings with high overlapping. As it was mentioned in the previous section,
overlapping clustering is very useful for several applications; however, when the
overlapping is high, it could be difficult to obtain something useful about the
structure of the data. Moreover, there are applications like, for instance, docu-
ment segmentation by topic, where a high overlapping could be a signal of a bad
segmentation [24]. Another example can be found in social networks analysis
[13, 15].
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Another algorithm able to build overlapping clusters is STC [3]. As it was
mentioned in [7], the main limitation of STC is related to its computational
complexity, which could get to be exponential. Besides, STC was specifically
designed to work with text strings which limits its applicability.

Other algorithms addressing the problem of overlapping clustering are SHC
[7], LA-IS2 [9], RaRe-IS [10], the algorithm proposed by Zhang et al. in [14],
RRW [18], LA-CIS [19] and SSDE-Cluster [20]. The computational complexity
of SHC, RaRe-IS, LA-IS2, LA-CIS and RRW is O(n2). On the other hand,
the computational complexity of SSDE-Cluster and the algorithm proposed by
Zhang et al. is O(n · k · d) and O(n2 · k · h), respectively.

From the user point of view, these algorithms have several limitations. First of
all, SHC, RaRe-IS, RRW, SSDE-Cluster and the algorithm proposed by Zhang
et al. need to tune values of several parameters, whose values depend on the
collection to be clustered. In general, users do not have any a priori knowledge
about the collection they want to cluster; therefore, to tune up several parameters
could be a difficult task. Second, SHC, RaRe-IS and LA-CIS build clusterings
with high overlapping. Finally, LA-IS2 and LA-CIS make irrevocable assignment
of objects to clusters; this is, once an object has been assigned to a cluster, it
cannot be removed and added to another cluster even if doing it would improve
the clustering quality.

Other overlapping clustering algorithms reported in the literature are the
algorithm proposed by Palla et al. [8], CONGA [13], CONGO [15] and H-FOG
[16]. The computational complexity of CONGA, CONGO and H-FOG is O(n6),
O(n4) and O(n6), respectively. The computational complexity of the algorithm
proposed by Palla et al. is exponential. The main limitation of these algorithms is
their computational complexity, which makes them inapplicable in real problems
involving large collections. Besides, CONGA, CONGO and H-FOG need to know
in advance the number of clusters to build; this number is commonly unknown
in real problems.

As it can be seen from the related work, in the literature there are many
algorithms addressing the problem of overlapping clustering. However, as we
pointed out in this section, they have some limitations. These limitations are
mainly related to:

a) the production of a large number of clusters.

b) the production of clusterings with high overlapping.

c) the necessity of tuning several parameters whose values depend on the col-
lection to be clustered.

Besides, there are several algorithms having a high computational complexity;
these limitations make these algorithms worthless for many real problems.

The algorithm proposed in this work solves the aforementioned limitations,
while it has an acceptable computational complexity. Moreover, as we will show
in our experiments, our algorithm builds more accurate clusterings than those
built by previous algorithms.
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3 Building Overlapping Clusterings

In this section, a new overlapping clustering algorithm is introduced. Our algo-
rithm, called OCDC (Overlapping Clustering based on Density and Compact-
ness), represents a collection of objects as a weighted thresholded similarity graph

G̃β and it builds an overlapping clustering in two phases called initialization and
improvement. In the initialization phase, a set of initial clusters is built through
a vertex covering of G̃β . In the improvement phase, the initial clusters are pro-
cessed for reducing both the number of clusters and their overlapping.

The presentation of the OCDC algorithm is divided into three parts. First
of all, in subsection 3.1, we give some basic concepts needed for introducing
our algorithm. After, in subsection 3.2, we explain the initialization phase and
finally, in subsection 3.3, we explain the improvement phase.

3.1 Basic Concepts

Let O = {o1, o2, . . . , on} be a collection of objects, β ∈ [0, 1] a given parameter
and S(oi, oj) a symmetric similarity function.

A weighted thresholded similarity graph is an undirected and weighted graph
G̃β = 〈V, Ẽβ , S〉, such that V = O and there is an edge (v, u) ∈ Ẽβ iff v �= u and

S(v, u) ≥ β; each edge (v, u) ∈ Ẽβ is labeled with the value of S(v, u).

Let G̃β = 〈V, Ẽβ , S〉 be a weighted thresholded similarity graph. A weighted

star-shaped sub-graph (ws-graph) in G̃β , denoted by G� = 〈V �, E�, S〉, is a sub-

graph of G̃β , having a vertex c ∈ V �, such that there is an edge between c and
all the vertices in V � \ {c}. The vertex c is called the center of G� and the other
vertices of V � are called satellites. All vertices having no adjacent vertices (i.e.,
isolated vertices) are considered degenerated ws-graphs.

Let G̃β = 〈V, Ẽβ , S〉 be a weighted thresholded similarity graph and

W = {G�
1, G

�
2, . . . , G

�
k} be a set of ws-graphs in G̃β , such that each G�

i =

〈V �
i , E

�
i , S〉, i = 1 . . . k. The set W is a cover of G̃β iff it meets that V =

⋃k
i=1 V

�
i .

In addition, we will say that a ws-graph G�
i covers a vertex v iff v ∈ V �

i .
Let G�

v = 〈V �
v , E

�
v , S〉 be a non degenerated ws-graph, having v as its center.

The intra-cluster similarity of G�
v, denoted as Intra sim(G�

v), is the average
similarity between all pair of vertices belonging to V � [25], and it is computed
as:

Intra sim(G�
v) =

∑
z,u∈V �

v ,z �=u S(z, u)

|V �
v |·(|V �

v |−1)
2

,where |V �
v | �= 1 (1)

Computing Intra sim(G�
v) using (1) is O(n2). Thus, using this equation for

computing the intra-cluster similarity of the ws-graph determined by each vertex
in G̃β becomes O(n3). Since we want to reduce the computational complexity
of OCDC, we will approximate the intra-cluster similarity of a non degenerated
ws-graph G�

v by the average similarity between its center and its satellites, as
follows:
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Aprox Intra sim(G�
v) =

∑
u∈V �

v ,u�=v S(v, u)

|V �
v | − 1

,where |V �
v | �= 1 (2)

Equation (2) is O(n); thus, while we are building G̃β , the Aprox Intra sim of

each ws-graph in G̃β can be computed, without extra computational cost.

3.2 Initialization Phase

The main idea of this phase is to generate an initial set of clusters by covering
G̃β using ws-graphs; in this context, each ws-graph constitutes an initial cluster.

As it can be seen from subsection 3.1, a ws-graph is determined by its center;
thus, the problem of building a set W = {G�

c1 , G
�
c2 , . . . , G

�
ck
} of ws-graphs, such

that W is a cover of G̃β , can be transformed into the problem of finding a set
X = {c1, c2, . . . , ck} of vertices, such that ci ∈ X is the center of G�

ci ∈ W ,

∀i = 1 . . . k. Each vertex of G̃β forms a ws-graph; therefore, all vertices of G̃β

should be analyzed for building X . In order to prune the search space and for
establishing a criterion for selecting those vertices that should be added to X ,
we introduce the concepts of density and compactness of a vertex v.

An idea for reducing the number of ws-graphs needed for covering G̃β , would
be to iteratively add the vertex having the highest degree to X . Thus, we expect
to maximize the number of vertices that are iteratively added to the cover of G̃β ;

nevertheless, the number of vertices that a vertex v could add to the cover of G̃β

depends on the previously selected vertices. Let v1, v2, . . . , vk be those vertices
which were selected in the first k iterations. Let u be a non previously selected
vertex, having the highest degree in the iteration k + 1. If d previously selected
vertices (d ≤ k) are adjacent to u, then u would add to the cover of G̃β only
|u.Adj| − d vertices. However, if there is a vertex z in the same iteration, such
that:

1. |z.Adj| < |u.Adj|.
2. u is adjacent to d1 previously selected vertices (d1 ≤ k).
3. |u.Adj| − d < |z.Adj| − d1.

then selecting the vertex z in the iteration k + 1 would be a better choice than
selecting u.

From the previous paragraph, we can conclude that if v ∈ V is added to X ,
the number of adjacent vertices of v, having a degree non greater than the degree
of v, is a good estimation about how much vertices could include v in the cover
of G̃β . However, this number is bounded by the total number of adjacent vertices
of v; i.e., there could be a bias for vertices having a lot of adjacent vertices. Let
v, u be two vertices, such that v and u could add 6 and 4 vertices to the cover
of G̃β , respectively. Based on the previous paragraph, the best choice is adding
v to X . But, if we know that |v.Adj| = 10 and |u.Adj| = 5, then u could be

a better choice, because it could include in the cover of G̃β a greater percent
of its adjacent vertices than v (4/5 versus 6/10). Motivated by these ideas, we
introduce the concept of density of a vertex.
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The density of a vertex v ∈ V , denoted as v.density, is computed as follows:

v.density =
v.pre dens

|v.Adj| (3)

where v.pre dens denotes the number of adjacent vertices of v, having a degree
non greater than the degree of v. Equation (3) takes values in [0,1]. The higher
the value of v.density, the greater the number of adjacent vertices that v could
include in the cover of G̃β and therefore, the better v is for covering G̃β .

There are some aspects we would like to highlight from the previous definition.
First, a high value of v.density also means that the ws-graph determined by v
has low overlapping with the previously selected ws-graphs. Second, since this
property is based on the degree of vertices, using it as the only clustering criterion
could lead to select ws-graphs with a high number of satellites but with low
average similarity among them. For solving this issue, we define the concept of
compactness of a vertex, which takes into account the Aprox Intra sim of a
ws-graph, computed using equation (2).

The compactness of a vertex v ∈ V , denoted as v.compactness, is computed
as follows:

v.compactness =
v.pre compt

|v.Adj| (4)

where v.pre compt denotes the number of vertices u ∈ v.Adj, such that
Aprox Intra sim(G�

v) ≥ Aprox Intra sim(G�
u), being G�

v and G�
u the ws-

graphs determined by v and u, respectively. Like (3), equation (4) takes values in
[0,1]. The higher the value of v.compactness, the greater the number of adjacent

vertices that v could include in the cover of G̃β and therefore, the better v is for
covering the graph.

Finally, both aforementioned criteria are combined through the average be-
tween v.density and v.compactness. A high average value corresponds with a
high value of v.density and/or v.compactness; thus, the higher this average,

the better v is for covering G̃β . Therefore, in order to build the covering of G̃β ,
we must analyze the vertices in descending order, according to the average of
v.density and v.compactness. Moreover, we do not have to analyze those vertices
having v.density = 0 and v.compactness = 0.

The strategy proposed for building a covering of G̃β is comprised of three
steps. First, all vertices having an average of density and compactness greater
than zero are added to a list of candidates L; isolated vertices are included di-
rectly in X . After, the list L is sorted in descending order, according to the
average of density and compactness of the vertices. Finally, L is iteratively pro-
cessed and each vertex v ∈ L is added to X if it satisfies at least one of the
following conditions:

a) v is not covered yet.
b) v is already covered but it has at least one adjacent vertex which is not

covered yet. This condition avoids the selection of ws-graphs having all their
satellites covered by previously selected ws-graphs.

After this process, each selected ws-graph constitutes an initial cluster.
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3.3 Improvement Phase

The main idea of this phase is to postprocess the initial clusters in order to
reduce the number of clusters and their overlapping. For doing this, the set X
is analyzed in order to remove those less useful ws-graphs. In this context, the
usefulness of a ws-graph G� will be determined based on its number of satellites
and the number of satellites it shares with other ws-graphs.

The strategy proposed for building X is greedy; thus, it could happen that,
once the set X has been built, some vertices in X could be removed and G̃β

would remain as covered. For example, if there is a vertex v ∈ X such that:

(i) the ws-graphG�
v determined by v shares all their satellites with other selected

ws-graphs.
(ii) v itself belongs to at least another selected ws-graph.

then we can remove v from X and G̃β would remain as covered. Nevertheless,
if there is a vertex u ∈ X such that u meets condition (ii) but it does not meet
condition (i), then u cannot be removed from X . Notice that, even though most
of the satellites of G�

u were covered by other ws-graphs, removing u from X will
leave the non-shared satellites of G�

u as uncovered. For solving this issue, we will
define the usefulness of a ws-graph based on how many satellites it shares.

Let v ∈ X be a vertex determining the ws-graph G�
v in the covering of G̃β . Let

v.Shared be the set of satellites thatG�
v shares with other selected ws-graphs and

let v.Non shared be the set of satellites belonging only to G�
v. In this work, we

will understand that G�
v is not useful for covering G̃β iff the following conditions

are meet:

(1) there is at least another selected ws-graph covering v.
(2) |v.Shared| > |v.Non shared|.
For removing a non-useful ws-graph, we must add all its non-shared satellites to
other initial clusters. Since a non-useful ws-graph G�

v meets condition (1), the
non-shared satellites of G�

v will be added to the ws-graph having the greatest
number of satellites, among all ws-graphs covering vertex v; thus, we allow the
creation of clusters with many objects. In this context, adding non-shared satel-
lites of G�

v to another ws-graph G�
u means adding those satellites to a list named

u.Linked; thus, the cluster determined by G�
u now will include also the vertices

in u.Linked.
The strategy proposed for removing the non-useful ws-graphs and building

the final clustering consists of two steps. First, the vertices in X are marked as
not-analyzed and they are sorted in descending order, according to their degree.
In the second step, each vertex v ∈ X is visited for removing from v.Adj all the
vertices forming non-useful ws-graphs. For this purpose, each vertex u ∈ v.Adj
is analyzed as follows: If u belongs to X and it is marked as not-analyzed we
check if G�

u is a non-useful ws-graph; the vertices belonging to X and marked
as analyzed are those which were determined as useful in a previous iteration
and therefore, they do not need to be verified again. For checking if G�

u is a
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non-useful ws-graph we only need to check if G�
u meets the above mentioned

condition (2). Notice that, since u belongs to the ws-graph formed by v, G�
u

already meets condition (1). After, if G�
u is non-useful, then u is removed from

X and its non-shared satellites are added to v.Linked; otherwise, u is marked as
analyzed. Once all the vertices of v.Adj have been analyzed, the set determined
by vertex v, together with the vertices in v.Adj and v.Linked, constitutes a
cluster in the final clustering. We would like to mention that, the way in which
a cluster is built allows us to understand its center v as the prototype of the
cluster. Noticed that, each vertex included in this cluster is related with v; that
is, it is adjacent to v or it is adjacent to one adjacent vertex of v.

The OCDC algorithm has a computational complexity of O(n2); the proof
was omitted due to space restrictions.

4 Experimental Results

In this section, the results of some experiments that show the performance of
OCDC algorithm are presented. In these experiments, we contrasted our results
against those obtained by the algorithms Star [2], ISC [4], SHC [7], Estar [5],
Gstar [11], ACONS [12] and ICSD [17].

The collections used in the experiments were built from five benchmark
text collections, commonly used in document clustering: AFP1, CISI2, CACM2,
Reuters-215783 and TDT24. From these benchmarks, six document collections
were built; the characteristics of these collections are shown in Table 1.

Table 1. Overview of collections

Name #Documents #Terms #Classes Overlapping

AFP 695 11 785 25 1.023

Reu-Te 3587 15 113 100 1.295

Reu-Tr 7780 21 901 115 1.241

TDT 16 006 68 019 193 1.188

cacm 433 3038 52 1.499

cisi 1162 6976 76 2.680

In our experiments, documents were represented using the Vector Space
Model. The index terms of the documents represent the lemmas of the words
occurring at least once in the whole collection; stop words were removed. The
index terms of each document were statistically weighted using term frequency
normalized by the maximum term frequency. The cosine measure was used to
calculate the similarity between two documents.

1 http://trec.nist.gov
2 ftp://ftp.cs.cornell.edu/pub/smart
3 http://kdd.ics.uci.edu
4 http://www.nist.gov/speech/tests/tdt.html
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There are three types of evaluation measures: external, relative and internal
measures [1]. From these three kind of measures, the most widely used are the
external measures. Several external evaluation measures have been proposed
in the literature, for instance: Purity and Inverse Purity, F1-measure, Jaccard
coefficient, Entropy, Class Entropy and V-measure, among others (see [22, 26]).
However, none of the external measures reported so far have been developed, at
least explicitly, for evaluating overlapping clustering; that is, these measures fail
at reflecting the fact that, in a perfect overlapping clustering, objects sharing n
classes should share n clusters.

In [22], Amigo et al. proposed a new external evaluation measure, called
FBcubed, for evaluating overlapping clusterings. This measure meets four con-
straints which evaluate several desirable characteristics in an overlapping cluster-
ing solution. These constraints are intuitive and they express important charac-
teristics that should be evaluated by an external evaluation measure. Moreover,
in [22] the authors showed that none of the most used external evaluation mea-
sures satisfies all the four constraints. Based on the aforementioned analysis and
in order to conduct a fair comparison among the algorithms, we will use the
FBcubed measure for evaluating the quality of the clusterings built by each al-
gorithm. A more detailed explanation about the FBcubed measure can be found
in [22].

The first experiment was focused on comparing the algorithms, according
to the quality of the clusterings they build for each collection; for evaluating
a clustering solution, we used the aforementioned FBcubed measure [22]. In
Table 2, we show the best performances attained by each algorithm over each
collection, according to the FBcubed measure.

Table 2. Best performances of each algorithm over each collection. The highest values
per collections appear bold-faced.

Collection Star ISC Estar Gstar ACONS ICSD SHC OCDC

AFP 0.69 0.20 0.63 0.63 0.62 0.61 0.27 0.77

Reu-Te 0.45 0.05 0.39 0.40 0.40 0.39 0.20 0.51

Reu-Tr 0.42 0.03 0.36 0.36 0.36 0.36 0.19 0.43

TDT 0.43 0.06 0.37 0.35 0.34 0.35 0.15 0.48

cacm 0.31 0.18 0.32 0.31 0.32 0.32 0.15 0.33

cisi 0.30 0.05 0.29 0.29 0.29 0.29 0.21 0.32

As it can be seen from Table 2, OCDC outperforms, according to the FBcubed
measure, all the other tested algorithms.

The second experiment was focused on comparing the algorithms according
to the number of clusters they build for each collection. Table 3 shows the results
of this experiment.

As it can be noticed from Table 3, OCDC builds, in almost all collections,
less clusters than the other algorithms. We would like to highlight that these
results of OCDC are obtained without affecting the quality of the clusterings
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Table 3. Number of clusters built by each algorithm for each collection. The smallest
values per collection appear bold-faced.

Collection Star ISC Estar Gstar ACONS ICSD SHC OCDC

AFP 123 334 98 90 129 104 85 52

Reu-Te 507 1785 600 711 798 621 273 102

Reu-Tr 471 3936 904 849 857 853 561 166

TDT 2019 8250 1854 1653 1663 1657 1203 769

cacm 124 228 122 129 129 152 29 102

cisi 134 654 195 159 213 209 100 52

(see Table 2); in this way, OCDC builds clusterings that could be easier to
analyze than those built by the other algorithms used in the comparison.

The third experiment was focused on comparing the algorithms according to
the overlapping they produce for each collection; the overlapping of a clustering
is computed as the average number of clusters in which an object is included [23].
In Table 4, we show the overlapping of the clusterings built by each algorithm
for each collection.

Table 4. Overlapping of the clustering built by each algorithm for each collection. The
lowest values per collection appear bold-faced.

Collection Star ISC Estar Gstar ACONS ICSD SHC OCDC

AFP 1.71 1.65 2.52 2.31 2.48 2.53 2.43 1.18

Reu-Te 3.41 1.79 7.40 6.73 6.66 7.64 13.13 1.40

Reu-Tr 5.54 1.84 12.14 13.08 12.65 13.32 29.33 1.56

TDT 4.81 1.88 59.41 69.43 66.38 70.97 80.74 1.50

cacm 2.31 1.82 3.46 3.20 3.19 2.72 1.99 1.26

cisi 4.12 2.12 7.85 7.49 7.77 7.54 6.98 1.58

From Table 4, it can be seen that OCDC builds clusterings with less over-
lapping than the clusterings built by the other algorithms. This way, OCDC
allows overlapping among the clusters but it controls the overlapping, in order
to avoid building clusters with high overlapping, that could be interpreted as
the same cluster. This characteristic could be useful for applications where low
overlapping is desirable, for instance, document segmentation by topic [24] or
web document organization [3, 7].

5 Conclusions

In this paper, we introduced OCDC, a new overlapping clustering algorithm.
OCDC introduces a new graph-covering strategy and a new filtering strategy,
which together allow obtaining a small set of overlapping clusters with low over-
lapping. Moreover, OCDC reduces the limitations of previous algorithms and it
has an acceptable computational complexity.
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The OCDC algorithm was compared against other overlapping clustering al-
gorithms of the state-of-the-art in terms of: i) clustering quality, ii) number of
clusters, and iii) overlapping of the clusters. The experimental evaluation showed
that OCDC builds more accurate clusterings, according to the FBcubed measure,
than the algorithms used in the comparison. Moreover, OCDC builds clusterings
having less clusters and less overlapping than those clusterings built by most of
the tested algorithms. From the above commented, we can conclude that OCDC
is a better option for overlapping clustering than previously reported algorithms.

As future work, we are going to explore the use of the OCDC algorithm in
agglomerative hierarchical overlapping clustering.
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6. Gil-Garćıa, R.J., Bad́ıa-Contelles, J.M., Pons-Porrata, A.: Parallel Algorithm for
Extended Star Clustering. In: Sanfeliu, A., Mart́ınez Trinidad, J.F., Carrasco
Ochoa, J.A. (eds.) CIARP 2004. LNCS, vol. 3287, pp. 402–409. Springer, Hei-
delberg (2004)

7. Hammouda, K.M., Kamel, M.S.: Efficient Phrase-Based Document Indexing for
Web Document Clustering. IEEE Transactions on Knowledge and Data Engineer-
ing 16(10), 1279–1296 (2004)
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26. Meilă, M.: Comparing Clusterings by the Variation of Information. In: Schölkopf,
B., Warmuth, M.K. (eds.) COLT/Kernel 2003. LNCS (LNAI), vol. 2777, pp. 173–
187. Springer, Heidelberg (2003)



I. Batyrshin and M. González Mendoza (Eds.): MICAI 2012, Part I, LNAI 7629, pp. 73–86, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Fuzzy Clustering for Semi-supervised Learning –  
Case Study: Construction of an Emotion Lexicon 

Soujanya Poria1, Alexander Gelbukh2, Dipankar Das3, and Sivaji Bandyopadhyay1 

1 Computer Science and Engineering Department,  
Jadavpur University, Kolkata, India 

2 Center for Computing Research, National Polytechnic Institute,  
Mexico City, Mexico 

3 Computer Science and Engineering Department, National Institute of Technology (NIT), 
Meghalaya, India  

{soujanya.poria,dipankar.dipnil2005}@gmail.com,  
www.gelbukh.com, sbandyopadhyay@cse.jdvu.ac.in 

Abstract. We consider the task of semi-supervised classification: extending 
category labels from a small dataset of labeled examples to a much larger set. 
We show that, at least on our case study task, unsupervised fuzzy clustering of 
the unlabeled examples helps in obtaining the hard clusters. Namely, we used 
the membership values obtained with fuzzy clustering as additional features for 
hard clustering. We also used these membership values to reduce the confusion 
set for the hard clustering. As a case study, we use applied the proposed method 
to the task of constructing a large emotion lexicon by extending the emotion la-
bels from the WordNet Affect lexicon using various features of words. Some of 
the features were extracted from the emotional statements of the freely available 
ISEAR dataset; other features were WordNet distance and the similarity meas-
ured via the polarity scores in the SenticNet resource. The proposed method 
classified words by emotion labels with high accuracy. 

1 Introduction 

We consider the classification task, which consists in assigning to each object one 
label from a predefined inventory of labels. Typical supervised classification task 
consists in learning the classification rules from a test set of labeled examples, in or-
der to later apply the learned rules to previously unseen examples and thus assign 
them a specific label. 

In contrast, unsupervised classification task, called also clustering, consists in find-
ing internal structure in a set of data items in order to group them together. Such 
grouping can be interpreted as assigning the items category labels, where belonging of 
two items to the same group is interpreted as assigning them the same label. Note that 
unlike in the supervised learning, the unlabeled data items, or at least a large amount 
of such items, are available to the classifier at the training stage and are used for train-
ing, i.e., fining regularities in the dataset. On the other hand, no specific predefined 
inventory of labels is used in unsupervised classification: the groups themselves are 
considered equivalent to the labels. 
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Semi-supervised learning lies in the middle between these two extremes. The task 
consists in using both a small number of labeled examples and a large number of un-
labeled examples in order to learn to assign labels from a predefined inventory to 
unlabeled examples. The advantage of this task over unsupervised classification is in 
assigning specific labels, while advantage over supervised classification is in using 
much smaller training labeled dataset, with the lack of information from labeled ex-
amples being compensated by the information extracted from a large set of unlabeled 
examples. 

In this paper we propose a method for semi-supervised learning, which consists in 
fuzzy clustering the large set of unlabeled examples, and then using the information 
on the found fuzzy clusters as additional features for supervised learning from labeled 
examples. 

In order to evaluate our proposed method, we applied it to the task of building a 
large emotion lexicon by extending emotion labels from a small seed labeled lexicon 
to a larger set of words. Building emotion lexicons is currently a very important task.  
While emotions are not linguistic entities, the most convenient access that we have to 
them is through the language (Strapparava and Valitutti, 2004). Huge bodies of natu-
ral language texts in Internet contain not only informative contents but also such in-
formation as emotions, opinions, and attitudes. Analysis of emotions in natural lan-
guage texts and other media is receiving considerable and rapidly growing interest 
from the research community under the umbrella of subjectivity analysis and affective 
computing. 

The majority of subjectivity analysis methods related to emotions are based on text 
keywords spotting using lexical resources. Various techniques have been proposed for 
constructing dictionaries of sentiment-related words. For emotion detection, the Af-
fective Lexicon (Strapparava and Valitutti, 2004), a small well-organized dictionary 
with affective annotation, is currently one of the most widely used resources.  

The aspects that govern the lexical-level semantic orientation depend on natural 
language context (Pang et al., 2002), language properties (Wiebe and Mihalcea, 
2006), domain pragmatic knowledge (Aue and Gamon, 2005), time dimension (Read, 
2005), colors and culture (Strapparava and Ozbal, 2010), as well as many other as-
pects. Combining all these aspects of emotion orientation is related with human psy-
chology and is a multifaceted problem (Liu, 2010). Although a word may evoke dif-
ferent emotions in different contexts, an emotion lexicon is a useful component for 
any sophisticated emotion detection algorithm (Mohammad and Turney, 2010) and is 
one of the primary resources to start with. 

The rest of the paper is organized as follows. In Section 2, we discuss related work. 
An overview of the algorithm is given in Section 3. Section 4 presents the fuzzy clus-
tering step of the algorithm, and Section 5 the final hard clustering step. Section 6 
outlines an application of the proposed algorithm to a problem of constructing of an 
emotion lexicon via semi-supervised learning and presents the experimental results. 
Finally, Section 7 concludes the paper. 



 Fuzzy Clustering for Semi-supervised Learning – Case Study 75 

2 Related Work  

A number of research works aimed to create subjectivity and sentiment lexica (Hatzi-
vassiloglou and McKeown, 1997; Wiebe, 2000; Riloff et al., 2003; Baroni and Veg-
naduzzo, 2004; Kamps et al., 2004; Hu and Liu, 2004; Andreevskaia and Bergler, 
2007; Voll and Taboada, 2007; Banea et al., 2008; Baccianella et al., 2010). Several 
researchers have contributed to the study of semantic orientation of words (Kobayashi 
et al., 2001; Turney et al., 2003; Takamura et al., 2005). 

However, most of these resources give coarse-grained classification (e.g., positive, 
negative or neutral sentiment). Other than WordNet Affect and General Inquirer,1 we 
are not aware of widely used lexical resources for fine-grained emotion analysis. In 
particular, the SenticNet resource (Cambria et al., 2010; Cambria and Hussain, 2012) 
currently provides only polarity information but not specific emotion labels. 

A number of other related research attempts for detecting emotions are found in the 
literature. Elliott (1992) considered direct emotion denoting words. Read (2005) used 
term co-occurrences with emotion seeds. Sidorov and Castro-Sánchez (2006) used a 
linguistic-based approach. Neviarouskaya et al. (2009) hand-crafted rules for detect-
ing emotions. The machine learning approach by Alm et al. (2005) used a large num-
ber of emotion-related features, including emotion words. Recently, the application of 
“Mechanical Turk” for generating emotion lexicon (Mohammad and Turney, 2010) 
was shown to be a promising research direction. 

Some results (Yu et al., 2003; Awad et al., 2004; Boley and Cao, 2004) show that 
clustering technique can help to decrease the complexity of Support Vector Machine 
(SVM) training. However, building the hierarchical structure in these algorithms is 
computationally expensive. Cervantes et al. (2006) presented an SVM classification 
algorithm based on fuzzy clustering for large data sets. We follow a similar approach 
and show its effectiveness on the task of classifying emotion words. 

3 Overview of the Algorithm  

The main idea of the method consists in using unsupervised fuzzy clustering to pro-
vide additional features and reduce the confusion set for the supervised hard cluster-
ing algorithm. 

Specifically, the input data of the algorithm consist in a large number of items, or 
data points (words in our test case) characterized by a number of features (that form 
feature vectors). A small amount of data items are labeled with the desired categories; 
the task consists in extending the labels to other data items. 

Typically, supervised machine learning algorithms learn from the labeled examples 
only. For example, in Fig. 1(a) shown are data points characterized by one feature 
(more features would be difficult to show in the figure); four examples are labeled 
with the category “–” and four with the category “+”. Apparently, the data point 
marked with a question mark should be labeled as “+”, because it lays to the right of 
the line separating the two sets. 

                                                           
1 http://www.wjh.harvard.edu/inquirer 
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However, analysis of the whole set of data items shown in Fig. 1(b), both labeled 
and unlabeled, suggests that there are two clusters, and the point in question rather 
belongs to the one with most items labeled as “–”. Indeed, fuzzy clustering assigns 
membership values in two clusters, characterized by the two centroids shown in 
Fig. 1(c), with the share of membership being larger in the left one than in the right 
one. 
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Fig. 1. The idea of the method 

In our method, we add these membership values as additional features of the fea-
ture vectors, as shown in Fig. 1(d). If the fuzzy clustering reflects properties of the 
data relevant for the task, then in this higher-dimensional space the data items are 
better separated than in the original space, with the new coordinates providing strong-
er clues to the classifier and the gap being wider than in the original problem. 

In addition, in case of multi-category classification, we restrict the confusion set 
for the classifier to the categories that correspond to the best and second-best mem-
bership value for each data point, as explained in Section 5. This requires an addition-
al step of identifying the centroids with the categories; in Fig. 1 we would identify the 
left centroid with the category “–” and the right one with “+”. 

With this, our algorithm consists of the following steps: 
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1. Fuzzy clustering of the whole set of data points, both labeled and unlabeled ones, 
into the number of clusters equal to the number of categories; 

2. Identifying each cluster with a category label; 
3. Restricting the confusion set to the best and second best category according to its 

membership values in the corresponding clusters; 
4. For each pair of categories, training a binary classifier using only the labeled 

examples for which these two categories were predicted at the step 3 and for 
which the training label is one of the two (for training, we discard those items 
whose known label is neither of the two labels to which the confusion set for this 
item is restricted); 

5. Finally, assigning the category to each unlabeled data point by applying the clas-
sifier trained for the pair of categories predicted for this data point at the step 3. 

In the next sections we explain these steps in detail. 

4 Fuzzy Clustering  

The first step in our two-step process was unsupervised fuzzy clustering. Specifically, 
we used the fuzzy c-means clustering algorithm (Bezdek, 1981). Below we give the 
necessary background on this algorithm in the general case, and then introduce our 
modification to the general procedure. 

4.1 General Procedure 

Informally speaking, fuzzy clustering consists in optimal grouping of given data 
points together (that is, clustering) but in such a way that each data point can be 
shared by one or more clusters by belonging partially to one cluster and partially to 
another. In addition, each group is characterized by its location in the same space as 
the data points, that is, via a fictional data point representing the “center” of the clus-
ter. 

Formally, fuzzy clustering consists in finding in the feature space a set of points 
called centroids vi, i = 1, ..., c (where c is the desired number of clusters), and a set of 
membership values μik, k = 1, ..., N (where N is the number of available data points), 
that minimize a given objective function J({μik}, {vi}). The centroids characterize the 
constructed clusters, while the membership values μik (often called membership func-
tions, being considered as functions μi (xk) = μik) are interpreted as a degree with 
which a data point xk belongs to the cluster characterized by the centroid vi. 

Depending on the task, such a degree can in turn be roughly interpreted as a proba-
bility of that the data point belongs to some “true” but unobservable hard cluster. In 
particular, the total membership of one data point in all clusters must be a unity: 
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for each k = 1, ..., N. 
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Often (though not in our particular case, see Section 4.2) the function J is taken as  
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where the exponential constant p influences the degree of fuzziness of the obtained 
membership functions, and the notation 
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denotes the square of the Euclidean length in the space of n features; um are the coor-
dinates of a data point u in this space and n is the number of features given for the 
task—the dimensionality of the problem. 

The standard procedure for fuzzy clustering consists in the following. The objec-
tive function (2) together with the constraints (1) is considered as a constraint optimi-
zation problem, which can be solved with the method of Lagrangian multipliers. This 
method consists in reducing a constraint optimization problem to an unconstrained 
optimization problem in a higher dimensional space: the problem of finding an opti-
mum of the Lagrangian of the original system (1), (2). The Lagrangian is constructed 
as follows: 
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where λk are newly introduced auxiliary variables, v, μ, and λ are shortcuts for the 
sets of vi, μik, and λk, and the functions 
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are the penalties for violation the constraints (1).  
Optimal solutions of the original system (1), (2) can be shown to be stationary 

points of its Lagrangian (4). The converse is not generally true, but in real-life appli-
cations it can be assumed to hold. The problem of the presence of maxima or local 
(but not global) minima of (4) is also conventionally ignored in real-life applications 
unless the experimental results suggest their presence. 

With these assumptions, solving the original system (1), (2) is reduced to finding a 
stationary point of (4). This, in turn, is reduced to finding a point (v, μ, λ) at which 

 0=
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for all i = 1, ..., c; m = 1, ..., n; k = 1, ..., N, where vim is the m-th coordinate of vi in the 
feature space. Note that the last equality is equivalent to the constraints (1), so only 
the other two values are to be derived separately. 
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Computing-wise, the stationary point is usually found with a the following iterative 
procedure: 

− An initial point (v, μ, λ) is chosen arbitrarily. 
− At each iteration of the algorithm, each of the equations (6) is solved with respect 

to the corresponding variable (vim, μik, or λk) assuming the other values to be 
fixed, and the point is moved to the solution.  

− The iterative process stops when the change of the objective function J between 
iterations becomes smaller than a predefined small constant ε.  

The final position of the point (v, μ, λ) is taken as an approximate solution.  
For faster convergence, when choosing the initial point, the constraints (1) are en-

forced by normalizing the initially random values for μ: 
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Thus, the algorithm is completely defined by the equations (6), which are to be solved 
with respect to v and μ (the auxiliary variables λ are of no interest).  

4.2 Modified Objective Function 

To obtain more compact clusters, we used the following modified objective function 
J; cf (2): 
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where the balancing constant ρ controls the effect of the additional member, and the 
sets Nk are obtained in a process of intermediate hard clustering. This process of hard 
clustering consisted in relating each point with the nearest centroid point: c(xk) = 
arg mini ||xk – vi||; then the hard clusters were obtained as Ci = {xk | c(xk) = vi} and Nk = 
Ci such that xk ∈ Ci.  

While the analytical solution for the standard objective function (2) is well-known, 
we had to derive the solution for our modified function (8). 

Namely, for our modified objective function, the Lagrangian (4) is given by 
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Then the first part of (6) has the form 
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for all i = 1, ..., c, or, in coordinate notation: 
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from which we have (back from coordinate notation to vector notation): 
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Similarly, the second part of (6) has the form 
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Substituting this value in (1), we have 
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It is the values (9) and (12) that we used for the iterative re-calculations at the second 
step of the algorithm mentioned at the end of Section 4.1 above (the values for λk are 
not really needed, though one can use (11) to calculate them). 

5 Classification 

Recall that our task was semi-supervised learning: we had a great amount of data 
items without known category for each item, and a small amount of data items for 
which the desired category has been manually assigned in the training set; our task 
consisted in extending this labeling to the whole data set. 

The baseline classification method—supervised classification—consisted in using 
the feature vectors (the same vectors as those assumed in the previous section) of only 
those data points for which the category was known from the labeled training data set. 
With those points, a classifier was trained; then this classifier was applied to each data 
point for which the category was unknown, in order to relate it with some category. 
With this, each data point to be labeled was processed separately. 

In contrast, our semi-supervised method used the internal structure learnt in an un-
supervised manner from the raw data set, to help the supervised classifier in making 
its decisions. 

For this, we first conducted fuzzy clustering of the whole available dataset (both 
labeled and unlabeled data points). Then we extended the N-dimensional feature vec-
tors by c additional features: the membership values obtained in the fuzzy clustering 
step. The resulting N + c features were used for hard classification in the usual way. 
The importance of the additional c features was in that they were likely strong predic-
tors of the final class. 

To take a further adventure of this fact, we restricted possible outputs of the clas-
sifier to only two variants—those that were predicted by the c features obtained from 
the fuzzy clustering: namely, to those two variants that corresponded to the highest 
and the second highest membership functions. 
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For example, given c = 6 clusters as the target, if a data point had the following 
membership functions in the clusters that corresponded to the following categories  
 

cluster i 1 2 3 4 5 6 
membership μi  0.1 0.2 0.1 0.5 0.0 0.1 
category APPLE ORANGE PEAR BANANA COCONUT LEMON 

then we forced the hard classifier to choose (using also other features not shown here) 
only between the categories ORANGE and BANANA for this data point, because these 
categories corresponded to the clusters to which the given data point was predicted to 
belong with the best and the second best degree. 

However, for this we needed a mapping between fuzzy clusters (centroids) and cat-
egories. To find such a mapping, we used a simple majority voting. First, for each 
data point we selected only one cluster: the one in which it has the greatest member-
ship (in case if several clusters tie, an arbitrary one was chosen). Next, for each clus-
ter, the category was chosen to which the majority of the points associated with it at 
the previous step belonged; again, ties were resolved by a random choice. While this 
procedure can potentially result in not one-to-one correspondence between clusters 
and categories, this did not happen in our experiments. 

Since the hard classifier thus needed to choose only between two possible labels, a 
binary classifier such as SVM was a natural choice. We trained a separate classifier 

for each pair of categories to choose from, that is, we trained 







2

c
 separate binary 

classifiers: a classifier for two categories C1, C2 was trained on all training data points 
known to belong to C1 or known to belong to C2. 

Finally, to classify each unlabeled data point, we determined the two categories 
that constituted the confusion set for it (those with the highest membership functions) 
and used the corresponding binary classifier. 

6 Case Study: Semi-supervised Learning of an Emotion 
Lexicon 

We applied our method to the task of semi-supervised learning of an emotion lexicon. 
A detailed account of the features used for classification and the obtained results can 
be found in (Poria et al., 2012a, b, 2013). 

An emotion lexicon is a dictionary that specifies for each word the main emotion 
typically communicated by the text where the word is used, for example: 

Word Emotion category  Word Emotion category 
offend ANGER  congratulate JOY 
detestable DISGUST  cheerless SADNESS 
cruelty FEAR  puzzle SURPRISE 

(examples borrowed from WordNet Affect (Strapparava and Valitutti, 2004)). We 
assumed that words similar in some way, such as in their usage or with similar  
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information associated with them in existing dictionaries, should be related with the 
same emotion. 

With this, we applied the classification technique described in the previous sections 
to the task of extending the emotion labels from a small existing emotion lexicon to a 
much larger set of words for which we could collect sufficient information to form the 
feature vectors. 

As a source of labeled examples, we used the mentioned WordNet Affect lexicon. 
It classifies words and some simple phrases (such as scare away or the green-eyed 
monster) into six categories: ANGER, DISGUST, FEAR, JOY, SADNESS, and SURPRISE. 

For classification, we used two groups of features for words: 

− A number of similarity measures. One set of measures were nine similarity 
measures based on WordNet (Miller, 1995) calculated with the Word-
Net::Similarity package were used. Another set were similarity measures based 
on co-occurrence (more specifically, the distance between occurrences) of the 
concepts in an emotion-related corpus, specifically, in the International Survey of 
Emotion Antecedents and Reactions (ISEAR) dataset (Scherer, 2005); see details 
in (Poria et al., 2012a, b). To incorporate a similarity measure as a feature for the 
feature vectors, we considered each word or concept in our vocabulary as an in-
dependent dimension, and the corresponding coordinates for a given word were 
its similarity values with each word in the vocabulary. 

− The data from the ISEAR dataset. This dataset consists of short texts (called 
statements) describing an emotional situation, each statement being annotated 
with 40 parameters, including the emotion that the statement describes (though 
the inventory of the basic emotions used in the ISEAR dataset slightly differs 
from that using in WordNet Affect). We considered each value of each parameter 
given in ISEAR as an independent dimension, and the corresponding coordinate 
value of a concept found in SenticNet was the number of times that this concept 
was found in the ISEAR statements annotated with this value of the parameter. 

The rich set of features facilitated the unsupervised clustering of concepts in such a way 
that the concepts related to similar emotions we associated with the same fuzzy clusters. 

We applied our method to the following sub-corpus and feature set combinations: 

− C: all words (after stemming) found in the ISEAR dataset. There were 449,060 
distinct stemmed words in this dataset. No similarity measure was used. 

− CCo: the same corpus, but features based on the co-occurrence similarity measure 
were used for this experiment. 

− CWA: only words that co-occurred with those from WordNet Affect in an ISEAR 
statement. There were only 63,280 distinct stemmed words in this sub-corpus. 

− C', C'Co, C'WA: the same sets, but WordNet-based and co-occurrence-based similar-
ity measures were used in these experiments. 

For evaluation, we used the membership value obtained at the step of fuzzy clustering 
for the class that corresponded to the label chosen at the step of final hard clustering 
as a confidence measure. In each corpus, we selected top 100 words with the best 
confidence measure, and calculated the accuracy of the final hard classification on 
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this set. We compared the accuracy achieved by our method with the accuracy 
achieved for the same words by the baseline method: SVM without the fuzzy cluster-
ing step. The results are shown in Table 1. 

Table 1. Accuracy (%) of the baseline (SVM only) and the proposed classifiers for top 100 
confidence words on different subcorpora 

Sub-corpus 
SVM 
only 

Fuzzy
+ SVM

 
Sub-corpus

SVM
only 

Fuzzy 
+ SVM 

CCo 84.10 87.44  C'Co 86.77 87.44 
C 83.22 88.01  C' 85.19 90.78 
CWA 88.23 92.56  C'WA 91.67 95.02 

One can observe from the table that with each combination of a sub-corpus and the 
feature sets employed in the experiment, our method (denoted as Fuzzy + SVM in the 
table) significantly outperforms the baseline (SVM only) method. 

7 Conclusions 

Semi-supervised learning consists in using the inner structure of the set of unlabeled 
examples to aid supervised learning for classification basing on a small number of 
labeled examples. 

We have proposed a two-step process for semi-supervised learning. At the first 
step, unsupervised fuzzy clustering of all available data is performed. The resulting 
membership functions are then used for two purposes: to reduce the confusion set for 
each data item and as additional features in the feature vectors. At the second step, a 
set of binary classifiers for the reduced confusion sets are trained in the extended 
feature space and are applied to assign the labels to the unlabeled data points. 

We tested our method on an important task: construction of emotional lexicon. In 
this task, data items were words (we experimented with almost half million words) 
and a rich set of features were extracted from an emotion-related corpus. In addition, 
a number of similarity measures were used as features, namely, for each word and 
each similarity measure that we used, the similarity values between the given word 
and all words in the vocabulary were used as individual features. This gave a very 
large feature set suitable for unsupervised clustering. 

Our experiments have shown that our suggested method outperforms the baseline 
classification technique, which was SVM without prior fuzzy clustering. In the future, we 
plan to conduct similar experiments on other classification tasks, in order to estimate the 
limitations and applicability of our method to a wider class of classification problems. 
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Abstract. Pose classification is one of the important steps in some pose inva-
riant face recognition methods. In this paper, we propose to use:  (i) Partial least 
square (PLS) and (ii) Linear regression for facial pose classification. The per-
formance of these two approaches is compared with two edge based approaches 
and pose-eigenspace approach in terms of classification accuracy. Experimental 
results on two publicly available face databases (PIE and FERET) show that the 
regression based approach outperforms other approaches for both the databases.  

Keywords: Pose classification, Partial least square, Regression, Eigenspace.  

1 Introduction 

Human head pose estimation/classification plays a vital role in pose invariant face 
recognition, human-computer interaction, human behaviour analysis, driver assistance 
systems and gaze estimation etc. Pose variation is one of the most challenging prob-
lems in face recognition [1, 2]. In recent methods [3-6] for face recognition across 
pose, first the pose of the probe face is estimated or assumed to be known and then 
transform it to an already learned reference pose. When multiple views of a facial 
image are available, pose classification can be used to reduce the search space by first 
estimating the pose and followed by matching the probe image with gallery images in 
the similar pose [6].  

Various pose classification methods have been suggested in the literature [7]. Pose 
classification can be carried out in 3D image space or 2D image space. 3D based ap-
proaches are computationally expensive and need larger storage.  

On the other hand, 2D image based methods for facial pose classification use two 
dimensional images for human pose classification.  

In this paper, we propose to use (i) Partial least square (PLS) and (ii) Linear regres-
sion for facial pose classification, which can assist face recognition across pose. The 
performance of these two approaches is compared with pose-specific eigenspaces [8] 
and edge based pose classification [6, 9] in terms of classification accuracy on two 
well known publicly available face databases PIE and FERET. The rest of the paper is 
organized as follows. Section 2 includes the related work. Section 3 describes pro-
posed approaches. Experimental setup and results are contained in section 4. Finally 
some concluding remarks are given in section 5. 
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2 Related Work 

A comprehensive survey of head pose estimation methods is conducted recently by 
Chutorian et al. [7] and broadly classified these pose estimation methods into eight 
categories: (i) Appearance Template Methods (ii) Detector Array Methods (iii) Non-
linear Regression Methods (iv) Manifold Embedding Methods (v) Flexible Models 
(vi) Geometric Methods (vii) Tracking Methods and (viii) Hybrid Methods. Each 
method has its own advantages and disadvantages. Appearance Template Methods 
[10, 11] compare probe image of a face to a set of gallery images (each labelled with 
a discrete pose) in order to find the most similar view. Appearance templates can 
handle both low and high resolution imagery and can adjust to changing conditions 
easily. These methods suffer from the drawback of estimating discrete poses only. 
Detector Array Methods [12, 13] train a series of head detectors each accustomed to a 
specific pose and a discrete pose is assigned to the detector with the greatest support. 
The main advantage of these approaches is that the steps for head localization are not 
needed. However, detectors’ training for each discrete pose is computationally expen-
sive. Nonlinear Regression Methods [14, 15] employ nonlinear regression tools (i.e. 
Support vector regression (SVR) and neural network) to obtain a functional mapping 
between the image or feature data and head pose. For regression tools, the high di-
mensionality of an image is a challenge which requires more computation and prone 
to error from poor head localization. These methods provide most accurate pose esti-
mates and take less computation time when the dimensionality of images is reduced. 
Manifold Embedding Methods [8, 16-23] find low-dimensional manifolds that 
represent the continuous variation in head pose. Probe images can be embedded into 
these manifolds and then used for embedded template matching or regression.  Mani-
fold embedding techniques can be linear or non-linear.  The linear techniques have 
the advantage of being simple and fast. The challenge here is to choose a dimensio-
nality reduction algorithm that effectively recovers facial pose while ignoring other 
variations in the image. The manifold embedding methods for head pose estimation 
include Principal component analysis (PCA) [16], pose-specific eigenspaces [8], Lo-
cal linear embedding [21], linear discriminant analysis (LDA) [18] Kernel LDA 
(KLDA) [19], Isometric feature mapping [20] and Laplacian eigenmaps [22] etc. In 
all these techniques, head pose of the test image is estimated by embedding into an 
existing manifold. With the exception of LDA and KLDA, all other manifold embed-
ding approaches operate in an unsupervised fashion. Consequently, they have the 
affinity to build manifolds for identity as well as pose [23]. The limitation of PCA is 
that it is linear transform and cannot adequately represent nonlinear image variations 
caused by pose variation. Also it is unsupervised technique, therefore, it is not guaran-
teed that the dominant components will relate to pose variation rather than to appear-
ance variation. To alleviate these problems, Srinivasan et al. [8] have suggested 
another approach called pose-eigenspaces. In this approach, appearance information is 
decoupled from the pose by dividing the training data according to poses. Then PCA 
is applied to generate a separate projection matrix for each pose. These pose-specific 
eigenspaces, or pose-eigenspaces, each representing the primary modes of appearance 
variation and provide a decomposition that does not depend on the pose variation. 
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Head pose is estimated by normalizing the test image and projecting it into each of the 
pose-eigenspaces, thus finding the pose with the highest projection energy [8]. In 
another approach proposed by Li et al. [17], the projected samples can be used as the 
input to a set of classifiers, such as multi-class support vector machines. The major 
drawback of using pose-eigenspaces is that only discrete poses can be estimated. 
Flexible Models [24-26] fit a non-rigid model to the facial structure of each person in 
the image space. Head pose is estimated from feature-level comparisons or from the 
instantiation of the model parameters. These methods provide good invariance to head 
localization error. The main drawback of these methods is that the training data with 
annotated facial features is required but comparisons can be done at feature level ra-
ther than the global image. Geometric Methods [27, 28] make use of the location of 
features such as the eyes, mouth, and nose tip to determine pose from their relative 
arrangement. Geometric methods have the advantage of being fast and simple, but 
need of precise locations of the facial features makes these methods vulnerable to bad 
illumination and low resolution. Tracking Methods [29, 30] obtain the pose changes 
from the observed variations between video frames. Hybrid Methods [31] combine 
one or more of these above mentioned approaches to conquer the drawbacks intrinsic 
in any single approach. 

Recently, Choi et al. [6] have suggested another pose estimation method. In this 
approach, the images of different subjects are arranged according to poses in such a 
way that nearest poses are placed together and each pose represents one class. Histo-
gram equalization is used to pre-process all the images. Then edges are obtained from 
images using Sobel operator and PCA+LDA is used to perform pose classification. 
This particular approach is also capable of handling illumination variation in the im-
ages. In [9], a comparative study of various combinations of edge operators and linear 
subspace methods for facial pose classification has been provided. The performance 
of these methods is evaluated under varying illumination. It is pointed out that the 
performance of eigenfeature regularization (Eigreg) [32] with Prewitt and Sobel edge 
operators is best among evaluated methods. We also investigate the performance of 
this approach on the images without illumination variation. Now we briefly describe 
the proposed approaches. 

3 Proposed Approaches 

3.1 Partial Least Square 

As the dimension of sample face images is always high, there is need to reduce the 
dimension of feature vector. One of the most widely used methods for dimensionality 
reduction is PCA. It is used to obtain a few non-redundant feature components in the 
direction of maximum variances to represent the high dimensional feature vector. 
Also, the transformation may results into increase in intra-class scatter along with 
inter-class scatter. In contrast to PCA, partial least squares (PLS) determine compo-
nents such that the covariance between the class label and a linear combination of the 
original feature vector is maximized.  PLS, based on the principle of statistical learn-
ing, is widely used in chemo metrics and bioinformatics etc. [33].  
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In the proposed approach, we have used PLS [34] method for reducing the dimen-
sionality before estimating the facial pose. PLS is a supervised learning and can be 
used to reduce p-dimensional image to K-dimensional space such that K<<p.  Sup-
pose X is N×p matrix which represents N images with p original face features. The 
features are normalized to have zero mean and unit variance. For C+1 pose classes 
(pose: 0, 1,...,C), we define C-dimensional random vector y = (y1, y2,..., yC)’  such that 
yi = 1 and yj = 0 for all j ≠ i when the face image is from class i−1; i=1, 2,..., C, and yi 
=1 for all i=1, 2,...,C, when the image belongs to the class C. The observation of class 
vector is obtained {y1, y2,..., yN} from the training sample of images to construct the 
N×C class matrix Y = [y1, y2,..., yN]’.  

The objective of PLS is to find weight vectors b and c such that 

  (1) 

subject to the orthogonality constraint  bkSbj = 0 for all 1≤ j < k, Where and b 
and c are unit vectors. The above procedure is called multivariate PLS. The kth PLS 
component is given by Xbk. Suppose B=[b1, b2, …,bK] and  xp and xg be the probe 
image and gallery image respectively.  

 
Bxu

Bxt
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p
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The similarity s between xp and xg can be simply measured by the correlation between 
t and u which is given by 

 .t

ut,
s=

u  (3) 

where t and u are the score vectors of probe and gallery image respectively and t,u  

denotes the inner product of t and u. In pose classification, a probe face is simply 
classified to the pose class with highest value of s.  

3.2 Linear Regression 

Togneri et al. [35] have proposed LR for face recognition for handling expression 
variation and contiguous occlusion.  They proposed a model to represent a probe im-
age as a linear combination of class-specific images based on assumption that patterns 
from a single-object class lie on a linear subspace. The least-squares method is used to 
solve inverse problem and the verdict is made in favour of the class with the mini-
mum reconstruction error. We propose to use LR for facial pose classification. In this 
approach for facial pose classification, training face images are arranged in such a 

way that nearest poses is placed together. Let pii ,...,2,1, =ℜ∈ × nd
iX   represent the 
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set of training images in pose i. If test image is represented as d
tx ℜ∈ , then output 

class (pose) of tx is evaluated as follows: 

in
iβ ℜ∈ is evaluated against each class mode which is given by 

 t
1

ii xX)X(Xβ T
i

T
i

−=  (4) 

yi   is computed for each iβ , 

 pi ,...,2,1== ,βXy iii  (5) 

The distance between original and predicted variables is given by 

 pi ,...,2,1=−= itti yx)(xd  (6) 

Finally, the class with minimum distance )(xd ti  is selected.  

4 Experimental Setup and Results 

The performance of the proposed approaches was evaluated in terms of average clas-
sification accuracy and compared with the following approaches: (i) pose-specific 
eigenspace (ii) Eigenfeature regularization using Sobel edge operator (iii) PCA+LDA 
using Sobel edge operator on two well known publicly available face databases PIE 
[36] and FERET [37].  In all the experiments, images were coarsely aligned according 
to the position of eyes and mouth corners in the pre-processing step. Then, images 
were cropped and finally resized to 50×50. The histogram equalization was performed 
on the images used in experiments. 

In our experiments, images of seven poses from the PIE database were used. It cov-
ers the pose yawing over ±45 degree and the pitching variations in depth [36]. The pos-
es used in our experiments are:  P07 and P09 (pitching about ±20 degree), P05 and P29 
(yawing about ±22.5 degree), pose set P37 and P11 (yawing about ±45 degree), and P27 
(near frontal), respectively. Each pose class includes 68 subjects. Example faces of PIE 
database are shown in Table 1. The FERET database subset contains images of 196 
subjects in seven poses (ba, bc, bd, be, bf, bg and bh) as shown in Table 2.  

Table 1. Sample faces of a subject under different poses in PIE database 
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Table 2. Sample faces of a subject under different poses in FERET database 

 
 
For all the five approaches, we carried out 2-fold and 3-fold cross-validations to 

investigate the effect of number of training images on average classification accuracy. 
Each experiment is run 10 times to obtain average classification accuracy. The com-
parative results of different methods on PIE database using 2-fold and 3-fold cross-
validations are shown in Table 3, Figure 1 and figure 2. 

Table 3. Results on PIE database using 2-fold and 3-fold cross-validations 

 
 

 
Fig. 1. Comparative results on PIE database using 2-fold cross validation 
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Fig. 2. Comparative results on PIE database using 3-fold cross validation 

We observed the following from Table 3, Figure 1 and Figure 2: 

• For nearly frontal poses (P07, P27 and P09), the regression based method outper-
formed other approaches.  

• For right profile poses (P37 and P05), all the approaches performed well but the 
performance of regression based approach was best.   

• For left profile poses (P29 and P11), the performance of all the methods was com-
parable except Eigreg using Sobel edge operator for pose P29.  

• For pose P05, P07, P27 and P29, the performance of Eigreg using Sobel edge op-
erator was worst. 

• The performance of the proposed approaches either improved marginally or re-
mained same as we moved from 2-fold to 3-fold cross validation. 

• Regression based approach comparatively outperformed all other approaches in 
terms of average classification accuracy over all poses. 

Table 4. Results on FERET database using 2-fold and 3-fold cross-validations 
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The comparative results of all the methods using 2-fold and 3-fold cross-
validations on FERET database are shown in Table 4. It was observed from Table 4: 

• For all the poses regression approach performed best and Eigreg using Sobel edge 
operator performed worst in both cross-validations. 

• For poses bh and bc the performance of PLS based, Pose-eigenspace and regres-
sion based approaches was comparable.  

• In terms of average classification accuracy over all poses, regression based ap-
proach comparatively outperformed all other approaches.  

• Average classification accuracy over all poses increased in 3-fold cross validation 
in comparison to 2-fold cross validation for all the methods except edge based ap-
proaches.  

5 Conclusion  

In this paper we proposed to use PLS and regression for facial pose classification. We 
compared the performance of these two approaches with two edge based approaches 
and pose-eigenspace based approach in terms of average classification accuracy. Ex-
perimental results suggest that the regression based approach outperforms other ap-
proaches for both the databases. Also the regression based approach performs better 
than other approaches even when pose variation is very small. In future work, we 
would like to combine regression based approach with some pose invariant face rec-
ognition method to fully automate face recognition system. 
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Abstract. In this paper we explore models based on decision trees and
neural networks models for predicting levels of ozone. We worked with a
data set of the Atmospheric Monitoring System of Mexico City (SIMAT),
which includes measurements hour by hour, between 2010 to 2011. The
data come from of three meteorological stations: Pedregal, Tlalnepantla
and Xalostoc in Mexico city. The data set includes 8 parameters: four
chemical variables and four meteorological variables. Based on our re-
sults, it’s possible to predict ozone levels with these parameters, with an
accuracy of 94.4%.

Keywords: Decision Trees, C4.5, Neural networks, Ozone.

1 Introduction

Big cities such as Los Angeles, Tokyo, Moscow, and Mexico City have serious
problems of air pollution. These cities monitoring the air quality in the tropo-
sphere, with the aim to detect ozone concentration emitted by inhabitant [1],
and record its progress. Globally this pollutant is one of the most important,
which is a triatomic molecule of oxygen [2].

The study of gas concentration is crucial, because if some positive variations of
levels of ozone are detected, should suggest that controls on emissions are having
a positive effect in the environment, and the absence of such trends suggest the
need to change that controls.

This work aims to build models for predict the air quality based on the ozone
as primary pollutant. We consider a set of chemical and atmospheric attributes
that authors and experts of air pollution have shown to be predictors for air
quality. The prediction is done using models of multilayer neural networks and
decision trees, using the Weka toolkit as data mining software [3].

The main objective of this work is to find a good model based on neural
networks and decision trees, with the aim to predict air quality. We worked
with the following attributes in our experiments: Ozone (O3), Carbon mono-
xide (CO), Nitrogen Dioxide (NO2), Sulfur dioxide (SO2), Temperature (TMP),
Relative humidity (RH), Speed wind (WSP), and Wind direction (WDR). The
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data considered in this work comes from of the Atmospheric Monitoring System
of Mexico City (SIMAT, for its acronym in Spanish).

We proposed a methodology where a descriptive statistics for determining
the general behavior of the data is initially performed. Also, we consider a pre-
processing phase, including: a data cleaning, a data integration, and a data
reduction. Then, a training phase is performed, taking as input the attributes
selected in the previous phase. As result of this process, some classification mo-
dels for predict the air quality were obtained. These models were tested with a
cross validation.

This paper is organized as follows: section 2 shows several studies that have
been conducted to predict levels of air quality using statistical tools, and other
schemes such as neural networks. Section 3 describe the case of study, as well
as the locations of weather stations considered in this study. Section 4 describes
how the integration of data is done and the data clean is performed. Finally,
section 5 presents the results obtained in our experiments.

2 Related Work

Several works have been conducted to predict the air quality with respect to
the ozone. For example, Seinfeld et al.[4] shows how it is possible to measure
tendencies of ozone levels based on estimators, such as: maximum daily, and
average of the maximum daily in a period of 3 days.

In Mexico, there are attempts of many different scientific fields and institu-
tions, which are trying to evaluate the ozone pollution [5], [6], [7]. In general,
these works try to predict areas with high risk for inhabitants of the metropolitan
area in Mexico City (ZMVM), using extreme values of pollutants.

Another works use data from only one monitoring site in Mexico City, where
high levels of ozone are recorded and analyzed Garfiaset al.[8]. In such investiga-
tions, authors proposed three different models for predict concentration of ozone
based on 19 semi-annual observations.

On the other hand, there are different statistical techniques for predicting
levels of ozone. For example, Aguirre et al.[9] shows the importance of neural
networks in this task, where a multilayer perceptron model was used to predict
maximum levels of ozone in the Pais Vasco, Spain.

Barai et al.[10] proposed neural networks to predict air quality, which works
with a limited number of data, and this model is capable to work with noise. They
proposed different models of neural networks for predicting air quality, with a
very acceptable accuracy, using only two data sets: US Environmental Protection
Agency (US. EPA) and Tata Energy Research Institute (TERI). These works are
good examples of what it is possible to do with neural networks for predicting
air pollutants.

In this paper, we explore important approaches with the aim to learn patterns
that predict levels of ozone, such as multilayer perceptron neural networks, and
classification trees models, including C4.5, and Random forest.

In the next section are explained details of the dataset used in this work.
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3 Case of Study

In Mexico city several meteorological stations were created, which reports levels
of pollutants hour by hour. In this study we focus in the dataset that come
from of the SIMAT network, including data between the period of January
2010 to December 2011. This study includes data from three meteorological
stations: Pedregal, Tlalnepantla and Xalostoc, which are strategically located in
the metropolitan area of Mexico city. The size of the dataset is 420,480 records,
including 8 attributes, recollected in 2 years of study. In this work we consider
a set of attributes described by Seinfeld [4], which are predictors of ozone levels.
These attributes are shown in Table 1. As we can see, the first column represents
pollutants (Ozone O3, Carbon monoxide CO, Nitrogen Dioxide NO2, Sulfur
dioxide SO2) and atmospheric variables (Temperature TMP, Relative humidity
RH, Speed wind WSP and Wind direction WDR). The highest values admitted
by each pollutant according to the Official Mexican Norm (NOM-1993)[11] are
present in the second column. The third column shows the measurement units
for each variable [2]. Finally, last column represents the number of missing values
by attribute.

Table 1. Set of abbreviations used in this paper

Pollutant/ Value of the Unit of Measure Missing
Atmospheric variable Standard on accordance Values

with (NOM-1993)

Ozone (O3) 0.11 ppm Parts per million (ppm) 0
Carbon monoxide (CO) 11 ppm Parts per million (ppm) 1088
Nitrogen Dioxide (NO2) 0.21 ppm Parts per million (ppm) 1011
Sulfur Dioxide (SO2) 0.13 ppm Parts per million (ppm) 792
Temperature (TMP) Celsius Grades (C) 758

Relative Humidity (RH) Percent (%) 369
Wind speed (WSP) Meters over second (m/s) 925

Wind Direction (WDR) North Grados 7925

Based on the data described above, we propose a methodology for buil–ding
models with ANNs and decision trees. The next section describe the data pre-
processing phase implemented in this work.

4 Data Preprocessing

In this section we present a data overview based on descriptive statistics, in
order to give a general data perspective. This analysis let us to propose a data
integration phase, and how missing values can be estimated.
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4.1 Descriptive Statistics

Descriptive statistic is an important mathematical tool because allow us to un-
derstand the data behavior. With the aim to known trends of air pollutants, we
compute statistical tendencies of each pollutant, which are shown in Table 2. In
this table, “Min”, “Max” and “Mean” are the minimum, maximum and mean
of each pollutant per each meteorological station.

Table 2. Data summary per each meteorological station

Pedregal (DSN=189) Tlalnepantla (DSN=121) Xalostoc (DSN=86)

Attribute. Min. Mean Max. Min. Mean Max. Min. Mean Max.

O3 0.000 0.033 0.182 0.000 0.026 0.183 0.000 0.024 0.150
CO 0.000 0.515 2.900 0.000 0.920 5.100 0.000 1.102 11.30
NO2 0.001 0.025 0.115 0.004 0.033 0.161 0.000 0.034 0.138
SO2 0.000 0.005 0.097 0.000 0.009 0.283 0.000 0.007 0.143
TMP 1.00 16.08 31.50 1.60 17.92 36.00 1.200 17.50 33.80
RH 0.000 45.83 95.00 1.00 45.46 100.00 1.00 46.80 100.00

WDR 0.000 - 360 0 - 360 0 - 360
WSP 0.000 1.80 7.60 0.00 2.00 8.20 0.00 2.0 10.90

In this table, we can see that Pedregal is the most contaminated meteorological
station in this study. We can see that 189 times the NOM-1993 with respect of
ozone levels was overcoming (DSN). In Tlalnepantla, the meteorological station
recorded 121 times where the NOM-1993 was exceeding. In Xalostoc, located at
the north of the Mexico City, the meteorological station recorded the lowest rate
of contamination in the observation period, with only 86 events. Moreover, in
this analysis is evident that most observations show that levels of air pollutants
are acceptable. Note that these observations not include atmospheric variables
such as the wind direction, because measures of central tendency such as mean
and median are not good estimators.

One of the main objectives in this work is to predict with a good confidence
level the air quality for the zone area surrounding each meteorological station
considered in this work. In the following sections we present how it is possible to
apply technics of data mining with the goal to discover such tendencies, including
phases such as data cleaning and data integration.

4.2 Preprocessing Phase: Data Cleaning, Missing Values and Data
Integration

The input database have missing values, non-relevant information (chemical vari-
ables), data from other stations not considered in this study, data in different
unit measures, and noise. Therefore, all these problems were overcoming with
different tools implemented in the R software [12]. Moreover, each database ins-
tance was categorized as good, regular, bad, very bad, and highly bad, according
with the NOM-1993, and according with the ozone levels. In Table 3 are shown
the ranges used in this work.
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Table 3. Ozone level ranges used to categorize each instance

O3 Class Qualifier air quality

0.000-0.055 Green Good
0.056-0.110 Yellow Regular
0.111-0.165 Orange Bad
0.166-0.220 Red Very Bad
> 0.220 Purple Highly bad

Although it is known that the selected classifiers can work with noise and
missing values, we implement a phase where these problems are solved. Since
data is continuous with respect of time, we implement a simple technique based
on a linear interpolation, with the aim to detect outlier values and predict missing
values. In both cases, if a value vn is atypical or unknown, then it is computed
based on the neighbors vn−1 and vn+1.

4.3 Attribute Selection

Before to proceed with the training process, it is necessary to know the attributes
that are more relevant for that process. In this phase, we propose to use an
attribute evaluation technique based on the chi-square metric, where is computed
the importance of each attribute considering the chi-square value with respect
to the class attribute. The attribute with a value closer to 1 is the attribute
that provides more information for the prediction class. In Table 4 are shown
the values obtained in this process. With these results, we have a good idea of
the importance of each attribute.

Table 4. Results using a χ2 test for each meteorological station

Attribute PEDREGAL TLALNEPANTLA XALOSTOC

HOUR 3.8+-0.4 3.2+-0.7 3.3+-0.4
CO 3.1+-0.5 2.9+-0.9 2.0+-0.0
NO2 5.9+-0.3 3.7+-1.3 6.1+-0.8
SO2 2.1+-0.3 4.8+-1.6 6.5+-2.2
TMP 1.0+-0.0 1.0+-0.0 1.0+-0.0
RH 5.1+-0.3 5.6+-0.4 5.0.+-0.6

WDR 7.6+-0.4 7.9+-0.3 7.3+-0.4
WSP 7.4+-0.4 6.9+-0.3 4.8+-0.7

On the other hand, in our analysis we can see that the dataset has a imbalance
of classes. The imbalance produces poor results for predicting tasks. Then, we
implement a phase where this problem was overcoming.
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4.4 Removing the Class Imbalance

At this stage in our process, the original dataset has been preprocessed, remo-
ving noise, inconsistencies, etc. The next step consist of to perform a stratified
sampling, where the strata are the seasons: spring, summer, fall and winter. This
process try to preserve the distribution of the data with respect to the time. This
process was implemented using a script in “awk”, where the program select an
instance in the dataset with respect to a probability p (this value is defined by
the user). Also, the balancing of the classes is preserved with respect to the total
sample size: if an instance to be selected belongs to a class where have been
achieved the maximum number of instances, then the instance is not selected.
With this simple rule, we preserve the balancing of the classes.

For our experiments, three different samples per each meteorological station
were generated, with the aim to perform cross validation. In the next section we
show the results obtained in our experiments.

5 Experimental Results

In our experiments, we generate three balanced samples of the original data
set from each meteorological station, each of one with 42000 records. In our
experiments, we worked with two types of machine learning algorithms, such
as neural networks (multilayer perceptron), and decision trees (C4.5 and the
Random forest). We used the Weka tool kit in our experiments.

The training of the neural network was performed with different configura-
tions, all of them with 10 fold cross validation. Some parameters considered in
these experiments include a learning rate = 0.3, momentum = 0.2. Different
topologies were tested, with 1, 2, and 3 hidden layers (HL), with 3, 4, 5, 8, and
9 neurons (#Neu) per layer. Also, we consider a topology with a hidden layer,
and a = No.Att+No.Class

2 neurons, where No.Att is the number of attributes,
and No.Class represents the number of classes. Further, we experimented with
different epochs: 500, 1000, and 2000. Our results are shown in Table 5, where
each entry is the percentage accuracy.

On the other hand, we explored with two algorithms based on decision trees,
such as: C4.5 and Random Forest. We also used the implementation available
in Weka. Just as in neural networks, we perform a search of parameters for
each algorithm. In the case of C4.5, we used the following parameters: factor =
0.05, MinNumObj = 2 and Unpruned = FALSE. Furthermore, in the case
of the Random Forest algorithm, the parameters used in our experiments were:
MaxDepth = 10, Debug = False, NumTrees = 50, Seed = 1. Results with
these algorithms are shown in Table 6.

As we can see in Tables 5 and 6, the best results are obtained with the
classification trees. According with the Table 5, the best result for the Pedregal
station is with a multilayer perceptron neural network, with one hidden layer
and 8 neurons, where the accuracy is 87.8%. For the case of Tlalnepantla station,
the best result was obtained with a similar configuration: one hidden layer and 9
neurons, with an accuracy of 86.7%. Finally, with a identical topology, we obtain
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Table 5. Results obtained with a Multilayer Perceptron Neural Network

1 HL. 2 HL. 3 HL.

#Neu. Epochs. Ped. Tla. Xal. Ped. Tla. Xal. Ped. Tla. Xal.

3 500 84.9 81.7 89.6 83.3 82.0 87.6 83.5 81.3 88.2
1000 85.1 81.9 89.4 84.5 81.6 87.7 83.6 80.4 88.3
2000 85.3 81.1 89.3 83.4 81.2 87.7 84.5 80.0 88.1

4 500 87.3 85.0 91.9 83.9 84.3 90.1 84.8 83.7 90.5
1000 86.7 85.2 91.8 83.6 84.1 90.3 84.1 83.3 90.9
2000 87.1 85.1 92.0 84.3 84.4 91.8 84.7 83.5 90.7

5 500 87.3 85.2 92.1 84.9 85.6 90.7 83.8 84.6 90.9
1000 86.6 85.1 92.0 84.9 84.6 91.2 84.5 84.4 90.9
2000 86.4 85.0 91.9 84.8 84.8 91.0 84.7 85.1 90.7

8 500 88.7 85.6 93.2 86.5 85.1 92.2 85.3 84.2 91.4
1000 87.7 85.1 93.2 87.3 85.7 91.8 85.0 85.0 90.7
2000 85.0 85.5 93.2 86.0 85.4 91.8 85.4 83.9 91.4

9 500 87.6 86.7 93.6 86.5 85.3 91.9 84.2 85.2 91.7
1000 88.6 86.4 93.5 86.7 84.3 92.1 84.5 84.7 92.1
2000 88.0 86.1 93.3 85.9 85.4 92.2 84.9 86.0 91.9

Avg. 500 86.4 85.0 92.6 86.2 85.1 91.5 82.9 84.5 91.1

Table 6. Results with the C4.5 and the Random Forest algorithms

Algorithm Ped. Tla. Xal

C4.5 91.6 88.2 93.3
Random Forest 92.3 89.6 94.4

an accuracy of 85.3% for the case of Xalostoc station. It is evident that those
results are consistent for all cases.

On the other hand, the best results obtained with decision trees were with
the Random Forest algorithm, as is shown in Table 6. The accuracy achieved
in these experiments is 92.3% for Pedregal station, 89.6% for Tlalnepantla, and
94.4% for Xalostoc. However, based on our experiments, the global accuracy of
C4.5 was very similar to the Random Forest algorithm.

Remember that those results were obtained from data separated by seasons.
These models can be used as a reference for predicting the behavior of air pollu-
tion with respect to seasons, but if we can predict in other timescales, then are
necessary more experiments.

In this way, we proposed organize data per hour in order to have more pre-
cision at the moment to predict the pollution per day. Hence, we generate new
balanced data samples from the preprocessed dataset. In those new experiments,
we used again the decision trees algorithms, and the multilayer perceptron neu-
ral network, but with a topology with one hidden layer only. This decision is
based on the previous results, because with more hidden layers did not improve
the final accuracy.
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Table 7. Results computed with the C4.5, the Random Forest and the Multilayer
Perceptron algorithms, the data are obtained hour by hour

C4.5. Random Forest MLP. 8 Neu. MLP. 9 Neu.

HOUR PED TLA XAL PED TLA XAL PED TLA XAL PED TLA XAL

1 99.73 99.86 99.73 99.59 99.86 99.59 99.73 99.86 99.73 99.73 99.86 99.73
2 99.86 100 99.86 99.86 100 99.86 99.86 100 99.86 99.86 100 99.86
3 99.86 100 99.86 99.86 100 99.86 99.86 100 99.86 99.86 100 99.86
4 100 100 100 100 100 100 100 100 100 100 100 100
5 100 100 100 100 100 100 100 100 100 100 100 100
6 100 100 100 100 100 100 100 100 100 100 100 100
7 100 100 100 100 100 100 100 100 100 100 100 100
8 100 100 100 100 100 100 100 100 100 100 100 100
9 100 100 100 100 100 100 100 100 100 100 100 100
10 98.35 99.45 98.08 97.81 99.45 97.81 97.81 99.45 97.67 97.94 99.45 97.53
11 89.44 90.12 87.52 88.75 90.26 88.75 90.12 91.08 89.85 89.44 90.95 89.30
12 75.31 80.52 75.58 76.95 80.11 76.95 76.95 82.58 75.31 76.13 82.17 75.99
13 66.80 70.51 65.98 70.92 70.10 70.92 69.68 72.02 72.57 70.10 71.47 72.98
14 71.06 69.96 68.86 69.96 69.14 69.96 71.88 71.47 68.18 74.49 70.10 70.10
15 70.78 73.39 67.76 73.39 71.60 73.39 69.68 73.25 69.14 70.23 72.70 69.41
16 67.22 73.25 70.64 72.57 71.74 72.57 70.42 73.48 70.10 71.74 72.66 71.10
17 73.66 78.19 74.35 76.54 73.25 76.54 73.39 75.03 75.99 72.98 73.94 76.82
18 74.35 81.62 85.60 86.69 80.38 86.69 81.62 81.48 84.64 80.25 82.44 85.46
19 89.44 94.79 94.79 95.47 94.51 95.47 88.20 93.96 94.24 88.48 94.10 93.83
20 93.83 99.04 97.39 97.39 99.04 97.39 94.10 99.04 96.43 94.10 99.04 96.57
21 98.22 99.45 98.77 98.63 99.35 98.63 98.08 99.45 98.77 98.08 99.45 98.77
22 98.90 100 99.59 99.59 100 99.59 98.90 100 99.59 98.90 100 99.59
23 99.73 100 99.73 99.73 100 99.73 99.73 100 99.73 99.73 100 99.73
24 99.73 100 99.73 99.73 100 99.73 99.73 100 99.73 99.73 100 99.73

In Table 7 are shown the results. We observed in these new experiments that
in the early hours and the last hours of each day, the accuracy achieved by the
algorithms are very high (close to 100%). However, for noon the accuracy sensi-
ble down, around 66%. These results are comprehensible: on one side, in hours
between 12 am and 7 am, the human activity is low, then many factories, contam-
ination produced by vehicles, and other factors are low. Because of this, in this
lapse of time the air pollution is low, and then the accuracy obtained by the clas-
sifiers is high. After that, many human activities increase considerably, and then
many contaminants are released into the atmosphere. Generally, it is required a
period of 2 or 3 hours for pollutants build up in the atmosphere. Result of the
above, between 12 pm and 5 pm, the air pollution is highly variable, depending
of many factors, including natural factors (atmospheric conditions), and related
with human activities. Because of this, the accuracy down sensible.

Finally, the last results suggest that the behavior of air pollution is moving in
three stages. Because of this, we proposed new experiments where data is clustered
in blocks of 8 hours: 12 a.m. to 8:59 a.m., 9 a.m. to 5:59 p.m., and 6 p.m. to 11:59
p.m. The results obtained in our experiments are shown in Table 8.
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Table 8. Results obtained with data clustered in periods of 8 hours

C4.5. Random Forest. MLP. 9 Neu.

Period PED TLA XAL PED TLA XAL PED TLA XAL

1-8 HRS 99.93 99.98 99.93 99.93 99.98 99.93 99.93 99.98 99.93
9-17HRS 80.09 81.35 80.68 81.84 82.51 82.90 81.17 82.20 81.38
18-24HRS 93.62 96.58 96.65 94.46 96.46 96.77 94.31 96.50 96.61

If we compare the results obtained in Table 7 and Table 8, we can see that the
accuracy obtained for noon is increased. This mean that the new distribution
of data is favorable for the classifiers, and then they can predict with more
precision the air pollution. In these experiments we can see that the accuracy
obtained between 9 a.m. and 17:59 p.m. is above to 80%, and the accuracy for
the others periods is very high. The best results are obtained with the Random
Forest algorithm, but are very close between them.

Another interesting result that can be seen from the results is the fact that
the accuracy reported by the two different models (neural networks and decision
trees) is very similar. As conclusion of this, it is possible to use any of the two
models.

6 Conclusions and Future Work

In this research we explored models based on neural networks and decision trees
capable to predict levels of ozone as an air pollutant.

We explored three different ways of building classification models for each
meteorological station: the first one based on seasons observations, the second
one with a observation hour by hour, and the third one with an observation in
periods of 8 hours per day. In general and based on our results, we observed
that the multilayer perceptron neural network and algorithms such as C4.5 and
Random Forest are capable to predict the ozone with a similar accuracy.

However, it is possible to conclude that the third model, where data was
organized in clusters of 8 hours, let us to build predicts with a very good accuracy.
In this case, both neural networks or decision trees can be used to predict the
ozone levels.

We know that there are many variables that were not considered in this study,
and that may influence for the ozone levels in Mexico city, such as volcanic
ash emitted by the Popocatepetl (an active volcano located 60 km southeast
of Mexico city), solar radiation, particles floating into the air with less than
10 micrograms, pluvial precipitations, between others. As future work, we can
include this variables, with the aim to increase the global accuracy. Moreover, it
is possible to explore others approaches for predicting the ozone levels, such as
support vector machines and bayesian networks.
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Abstract. General web search engines, such as Google, Yahoo and Bing
have been very successful information retrieval tools. However, many
users with domain-specific interests are still disappointed with the re-
sponses obtained from these generic tools. This situation has motivated
the creation of domain-specific search engines because they are able to of-
fer increased accuracy with a minor maintenance and infrastructure cost.
This paper introduces a method to discover domain-specific web content
delimited by a country-context. This method allows a search engine to
improve its accuracy for users that are interested in a domain-specific
web content from a particular country. Our method is based on super-
vised classifiers and define country bounds for the search. To delimit the
country context, our web content extraction process takes information
from different sources, such as the Unified Resource locators (URLs),
official government web pages, the Network Information Center (NIC)
and the IP numbers reserved to the country of interest. Details of the
system architecture are presented. A proof of concept was carried out
using the Information and Communication Technologies (ICT) domain
in the Mexican context. The testing prototype has obtained encouraging
results.

Keywords: Web document classification, web seed obtainment, web
search engine.

1 Introduction

The available amount of information in the web shows a constantly growth. For
example, in the case of static web pages, studies of 1998 found 200 million in [7]
and more than 320 millions in [14]. The next year, a study reported the existence
of 800 millions [15]. For 2005 the reported web pages reached 11.5 billion [8].
Nowadays, it is estimated that there are between 30 and 40 billion of web pages
and the growth continues1 .

1 http://www.worldwidewebsize.com/
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This web content growth becomes a difficult challenge when a generic search
engine is trying to fulfill domain-specific user expectations. This situation was the
main motivation to develop a method for building domain-specific search engines
delimited by a country-context. To validate our method, a domain-specific search
engine was developed based on the Information and Communication Technology
(ICT) testing domain, which was delimited by the Mexican Web context. We
defined the Mexican context as all of the web pages (and their embedded Web
items) whose URLs contain the MX as the Top Level Domain (TLD) or are
hosted in a Web server that uses an IP reserved to the Mexican Internet.

Due to the Web immensity, a low scale web sample was needed for testing
purposes. A representative group of Mexican web sites (more than 100,000 web
sites) was selected. According to [19], country selection as a web search space
represents a good balance among completeness and diversity.

This paper is composed of the following sections; Section 2 presents system
architecture, which is based on an open source web search engine architecture.
In section 3 tools and libraries used for the implementation of the solution are
presented. Section 4 shows the preliminary results. Conclusions and future works
are included in section 5.

2 Description of the Solution

Our system architecture is very similar to many search engine architectures. The
main components are depicted in figure 1.

Fig. 1. System architecture

Our proposed method contains different steps that can be implemented as
components in a typical search engine system architecture (figure 1) and are
described as follows:
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1 Seed obtainment. Seeds are the initial URLs set with which the crawl pro-
cess is going to begin the content downloading, after that, the next URLs
are extracted from the downloaded elements. This step is only in charge of
collecting the seeds within the Mexican Web context.

2 Crawling module. It is responsible for the web page acquisition (in this case
the Mexican web) to increasingly feed a repository. Initially, it will retrieve
the seed URL and subsequently take the URL contained in the downloaded
information until depth four. It means, the seed URL represents a Web docu-
ment that is at level one, links embedded in this domain represent documents
at level two and so on.

3 Document classification. This module is intended to do a document catego-
rization of the Mexican Web repository. This process is required due to the
interest in separating documents by domain (ICT).

4 Index construction. The purpose of this module is the creation of the index
which is mainly based on inverted list structures. This specialized index is
enriched with information taken from the previous document classification.
The main aim is to response domain-specific queries.

5 Query module. Finally, we have the module responsible of the query recep-
tion. It will take online queries from users and will format the response with
basic elements of information like title and excerpts of web documents.

3 Implementation

Based on the system architecture depicted in figure 1, this section offers more
details about the implementation of every step considered in our methodology
and included in the search engine modules.

3.1 Seed Obtainment

We propose a way to obtain as much as possible web content belonging to the
Mexican context. In this module the following processes are implemented:

1 Country-specific IPs Collection. This is a revision of the IP database reserved
to Mexico. There are some ways to know at which place an IP address belong
to, e.g. using Geo Ip Location software like [1] and asking for those IPs in the
Mexican Database. A second option is visiting some site that provides all the
IPs block from a country, such as those mentioned in [2] and [3]. We found
25,862,912 IP addresses assigned to México. Whit this process, we gathered
the IPs from Mexico that could potentially point to web servers containing
Mexican web content.

2 Web servers detection. At this step, we look for active web servers that are
hosted using an IP from the Mexican IP database. A HEAD HTTP request
is sent to every IP assigned to the Mexican domain (polling process). Only
those IPs responding with an HTTP 200 code (successful operation) are
selected for the next step.
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3 Name Discovery. In order to detect the domain names hosted in those IPs
with a successful response (code 200 OK) in the above process, the next step
is to get the reverse IP. A DNS service translates the name of a web site into
an IP address, IP reverse is the opposite, try to obtain all hosted domains
for one IP address. This was implemented using a Java API called DNSJava
[4] which provides methods for obtaining the requested information.

4 Crawler initialization. The last step is to inject into the crawler all the URLs
found in the above step.

3.2 Crawling

The software agent for information acquisition is the crawler. Its primordial
task is to iteratively download web documents using the HTTP protocol, and
store them in disk for a posterior analysis. Our crawler implementation is based
on Nutch[13], which is an open source web crawler developed by the Apache
Software Foundation and could be used at local or global scale.

The main goal of Nutch is to develop an open alternative to commercial web
searchers (Google, Yahoo or Bing). Nutch allows developers to understand the
way each module is constructed. Its architecture is based on the Hadoop Platform
2, which adds the distributed environment support.

For a complete web crawling, Nutch users recommend to create a bash script,
in this way, we can save the state of the crawler if an error occurred. The con-
structed script is based on the next algorithm:

Algorithm 1. Whole Web crawling script

Require: A text file with one URL per line. (seeds)
1: while seed �= null do
2: inject 10 pages to the frontier.
3: depth=1
4: while depth<=4 do
5: Generate segment
6: Fetch segment
7: Update frontier
8: Create out-links
9: depth++
10: end while
11: end while

Where:

– Seeds are a list of URLs that are read from a document until the end (one
url by line)

– A depth level is consumed at each loop.

2 http://hadoop.apache.org/
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– “Generate segment” is a process that makes a structure from the frontier 3 in
which a set of pages is prepared for being downloaded and parsed (obtaining
plain text and links).

– “fetch segment” is a process that downloads pages from the created segment.

– “Update frontier”. Is a process that updates the frontier with the new URLs
embedded in the downloaded web documents.

– “Create out-links”. Out-links are links from one site to another. This process
is useful for the indexing process

– depth++ increases actual crawling level

Some pitfalls along the crawling process, are: Overcrowded domains. This prob-
lem arises from sites that automatically generate a lot of web documents. This
problem can be avoided by using a procedure that takes into account a maxi-
mum number of web documents that would be feasible to extract from the same
internet domain. Baeza and Castillo [6] present a characterization of national
Web domains, they show a statistic saying that sites are composed of 52 to 549
web pages and each domain has an average between 1.1 and 2.5 sites, domains
exceeding 10 sites probably contain spam content. For this prototype, it was de-
fined a threshold of 5000 web documents, we thought this is enough for getting
many relevant documents from one site. Once this threshold is reached, that
internet domain is blocked.

3.3 Document Categorization

Document categorization (sometimes called text classification) is a task that
arises from a specific document retrieval necessity that involves a huge amount
of information. Classification is a very useful process in domain-specific search
tasks. For that reason, documents were classified according to a class. Each
document can be in zero, one or more categories or classes. The process to insert
documents in classes is known as document categorization.

Formally, document categorization can be defined as follows:
Given a document collection D and a set C = {c1, c2, ..., cL} of L classes with

their respective labels, a document categorizer is a binary function F : DxC →
{0, 1}, e.g. a function assigns a value of 0 or 1 to each pair [dj , cp], such that
dj ∈ D and cp ∈ C. If the assigned value is 1, it can be said that document dj
is a member from the class cp.

When a classification like this is implemented, it is necessary to consider some
metrics to evaluate the performance of the classifier. In this implementation the
following three metrics were used: Precision, recall and F1 measure.

In our prototype, two relevant classification algorithms were evaluated: Näıve
Bayes Multinomial and Support Vector Machines. According to the literature
(as in [16,12,11]), these algorithms present high accuracy in documents catego-
rization.

3 A frontier is a data structure that contains the list of URLs to be visited.



112 J.L. Mart́ınez-Rodŕıguez, V.-J. Sosa-Sosa, and I. López-Arévalo

Näıve Bayes Multinomial (NBM). It is a probabilistic approach [9] that is
fast, precise and simple. Näıve Bayes allows to decide, among a set of possible
categories, the correct one for a given document. One advantage of using a
Bayesian classifier is its language independence, due to the use of probabilistic
methods. We can use the Equation 1.

P (Ci|D) =
(P (D|Ci) ∗ P (Ci))

P (D)
(1)

Where:
P(Ci | D): it is the probability of class Ci given a document D.
P(D| Ci) is the probability of words in D to appear in the Ci category.
P(Ci) is the probability of category Ci. P(D) is the probability of a document.

We can notice that P(D) is a constance divider, so we can omit it.
D is divided into the set of words belonging to it {W0,...,Wm−1}. For each

word in Ci is needed the probability product to calculate P(D| Ci), as in Equation
2.

P (D|Ci) =

|V |∏
t=1

P (Wt|Ci) (2)

|V| is the vocabulary size.
Additionally, the Näıve Bayes Multinomial consider the frequency of appari-

tion for every term in documents xt instead a binary occurrence:

|V |∏
t=1

P (Wt|Ci)
xt (3)

P(Wt| Ci) is calculated based on the number of apparitions for each term Wt in
a class Ci. To avoid probability with zero value, a Laplace estimation is used.

P (Wt|Ci) =
1 + n(Wt, Ci)

|V |+ n(Ci)
(4)

Where n(Wt, Ci) is the occurrence number of Wt in Ci, |V| is the vocabulary
size and n(Ci) is the total word count in Ci.

Then we need an argument that maximizes de function, as in Equation 5:

C ∗ (D) = argmaxCi

|V |∏
t=1

P (Wt|Ci)
xt (5)

Support Vector Machines (SVM). SVM was introduced in [20] and com-
prises a set of supervised learning methods for data analysis and pattern recog-
nition. A SVM model is a representation of instances as dots in space; such
categories are separated by a gap as huge as possible. Then, new examples are
mapped into the same space and the category is predicted based on the nearest
gap.
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Classification Task
The classification was conducted using WEKA [10], which is a free data mining
tool which implements algorithms for classification, regression, clustering and
visualization. It also contains tools for preprocessing information. In this work,
Spanish language is used, altough changing the training files another language
could be considered.

Data Preprocessing
Before classification training, a few steps are needed for information preparation,
because the attributes are mainly textual and the required is numeric. Below are
the carried out steps for data cleansing and preparation

– Text cleansing. Each document in the data set is processed to remove the
digits and punctuation marks (0-9#$), because they do not provide repre-
sentative information to categories.

– Information Load. Training information is supposed to be in text files in
one directory with sub-directories; each one with information for the repre-
sented category. For the loading task, we chose a filter called “TextDirec-
toryLoader”, which create an ARFF4 file from the information contained
in the supplied directory. The file is created with two attributes: text (file
content) and class (document’s class).

– Numeric Values Transformation. Numeric information is needed because the
nature of the algorithms do not allow to work with textual information. For
that reason, it was used a filter called “StringToWordVector”. With this
filter, Weka allows us to apply some other operations like:

• TF-IDF (Term Frequency-Inverse Document Frequency) for weight cal-
culation of words inside documents.

• Stemmer. Which allow words reduction to their root form. It is useful
because a word could have so many variations, e.g. (“stemmer”, “stem-
ming”, “stemmed” as based on “stem”).

• Stopword elimination. Stopwords are words with low importance due to
their high apparition frequency. In this list we added some other terms
that frequently appear in web pages (sometimes by errors) like: “flash”,
“javascript”, “twitter” among others.

• Tokenizer. This process allow the division of a sentence in propositional
syntagmas.

After the transformation, the number of attributes increase, keeping the
number of distinct words in the training set. It is important to say that new
documents need to be processed with the same quantity of attributes from
the training set, for that reason, WEKA constructs a dictionary in which
the filter is supported.

– Feature Selection. It is based on an information gain filter, we select different
quantity of attributes.

4 Attribute Relation File Format. Type of file format required by WEKA.
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– Training. The classifier is trained with the filtered information. WEKA has
the implementation of the Bayesian algorithm but in the SVM case, it is
used a wrapper for the LibSVM [5] class.

3.4 Index Construction

For the index construction, we used the SOLR [18] tool, whose core is constituted
by Lucene [17]. Lucene is an open source library that offers indexing functions
and search information management. SOLR provides routines for an easy data
import and definition for the Lucene use. SOLR also provides filtering tools like
synonyms replacement, tokenization, stopwords elimination among others.

Nutch indexes the web content by using a special document structure that
follows a previously customized document scheme. e.g. if the schema had three
fields: title, content and url, nutch prepares a document with those elements,
extracting their information from the downloaded segments. We have modified
the Nutch indexer to include a document classification task before the indexing
process. It means, before the information is passed to SOLR, a multivalue field
was added to the schema (thought to store the class and the roles) and a modified
class called SolrWriter to train the classifier and add a new field with returned
information from classification.

3.5 Query Module

It was developed a Java Server page (JSP) application which interacts with
the SOLR server. It consists of an HTML form that receives the user query
and through the SOLRJ API sends a query to SOLR. If there exists an XML
response, this message was adapted into an HTML output page.

4 Preliminary Results

In this section are presented the obtained results of experiments about document
classification and seed extraction.

Three evaluation measures were used for the classification results: Precision,
recall and F1. In figure 2 is depicted the relevance of the information retrieved
from a document collection.

Where:

Recall is the relevant document proportion that has been retrieved

Recall(R) = relevant documents (B)∩ retrieved documents(C)
relevant documents(B)

Precision is the relevant retrieved documents fraction

Precision(P ) = relevant documents (B)∩ retrieved documents(C)
retrieved documents(C)

The first evaluation was based on document classification using two algo-
rithms: NBM and SVM. Experiments were conducted using a corpus of 500
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Fig. 2. Documents collection: A: all, B: relevant, C: retrieved, D: relevant retrieved

documents in spanish. Documents were extracted using the Nutch crawling with
manually selected seeds and documents for training were selected by an expert
to determine if they belong to the ICT domain.

During training phase, validation was achieved using a 10-fold cross validation
technique [21], where a document set was divided randomly into n folds, each
fold is retained once and the categorizer is trained with the other folds (n-1);
then error is evaluated. In this way, the learning process is executed n times with
a different training set. Finally, results are averaged.

We prepared results using different quantity of attributes 17379 (all attribute),
10000, 5000, 3000 and 1000, selected by the information gain criterion according
to [22].

Table 1. Support Vector Machines results

SVM

Mea/N 1 2 3 4 5 AVG

Prec 0.860 0.894 0.867 0.860 0.866 0.869
Rec 0.859 0.892 0.846 0.835 0.846 0.855
F1 0.859 0.892 0.845 0.834 0.845 0.848
CCI 85.865 89.240 84.599 83.544 84.599 85.569
ICI 14.14 10.759 15.400 16.455 15.400 14.430

In table 1, Mea indicates a type of metric to evaluate the algortihms, i.e. Prec:
Precision, Rec: Recall, CCI (Correctly Classified Instances), ICI (Incorrectly
Classified Instances). N is the test number, test 1 used all of the attributes
obtained from documents, i.e. 17,379, test 2 used 10000, test 3 used 5000, test 4
evaluated with 3000 and 5 used 1000 attributes.

In table 1, SVM presents better results when no attribute reduction is applied,
because SVM can deal with few irrelevant features and high dimensional input
spaces.

In table 2, the last three tests using NBM show better results than those
shown by SVM. This is due to the impact of the feature selection algorithm,
because NBM considers word frequencies and when including less usual words
from the training set the result tends to be lower.
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Table 2. Näıve Bayes Multinomial results

NBM

Mea/N 1 2 3 4 5 AVG

Prec 0.844 0.894 0.881 0.894 0.91 0.884
Rec 0.831 0.884 0.852 0.878 0.909 0.870
F1 0.829 0.883 0.848 0.876 0.909 0.869
CCI 83.122 88.396 85.232 87.763 90.928 87.08
ICI 16.877 11.603 14.767 12.236 9.071 12.92

To show the capacity of the proposed methodology, we indexed 274,200 web
pages obtained with the Nutch crawler within the Mexican Web context. The
estimated time to index with the classification step was 42.3 minutes.

Methodology performance is measured by the three metrics mentioned before
using five query results against two search engine versions: one implementing our
proposed methodology and another using the current version of the SOLR search
engine. The accomplished queries are : “software sales”, “web programming”, “ICT
news”, “Information Technology consultancy” and “Information technologies en-
terprise”. Enumering the queries in this order, results are presented in three dis-
tinct quantities using a sample of 30 elements, first with 10, second 20 and third
30 results retrieved for each query with their respectives meassures.

Table 3 depicts the achieved results

Table 3. Generic vs Specific-domain search engine. Prec:Precision, Rec:Recall,
F1:Meassure F1.

General-SE Domain-Oriented

query # results Prec Rec F1 Prec Rec F1

1 10 .600 .750 .667 .600 .462 .522
1 20 .350 .875 .500 .500 .769 .606
1 30 .267 1.00 .421 .433 1.00 .605
2 10 .700 .636 .667 .600 .375 .462
2 20 .450 .818 .581 .550 .688 .611
2 30 .367 1.00 .537 .533 1.00 .696
3 10 .400 .364 .381 .600 .375 .462
3 20 .450 .818 .581 .550 .688 .611
3 30 .367 1.00 .537 .533 1.00 .696
4 10 .500 .556 .526 .600 .545 .571
4 20 .450 1.00 .621 .450 .818 .581
4 30 .300 1.00 .462 .367 1.00 .537
5 10 .900 .450 .600 .900 .360 .514
5 20 .400 .400 .400 .950 .760 .844
5 30 .667 1.00 .800 .833 1.00 .909

Results show that using a domain-oriented search engine delimited by the
Web of a country achieves better results regard a general search engine when
punctual information is required.
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5 Conclusion and Future Works

This paper has shown a method for discovery of domain-specific web content in
a country context that improves the accuracy of web search engines. We consider
all stages of a general web search engine and create an adaptation of the Nutch
crawler for the domain-specific content and the country context bounding.

Implementation of special mechanisms involving IP data bases usage by coun-
try, DNS reverse search and URL filter process have shown a great utility to
delimitate Web sites within Mexican Context.

A process to index contents was achieved based on a NBM classification from
spanish web contents extracted through the Nutch crawling, this showed the
flexibility to modify Nutch and adjust it to our necessity. Concluding the web
search architecture, a module for query management using JSP and the SOLRJ
API was developed. Although the methodology presented good results at query
time, classification could be improved selecting false positive/negative documents
and including them into the corpus.

As a future work we pretend to increase the document corpus to be able of
considering a second document classification where roles are considered. A role is
the activity performed by a document in relation to the domain, e.g. education,
software development, news, etc.
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Abstract. Auditing the content of audio as transmitted by radio-stations
is of great interest for governments, publicists, and for managers of radio-
stations among others. Our approach consists of making use of a robust
audio-fingerprint for characterization of the monitored audio and a prox-
imity index for fast search of the most similar piece of audio among the
collection of audio known to the system (ads mainly). Since the audio
signal as broadcasted via Internet suffers little degradation, an inverted
index proved to be a great solution while pivot based indexes such as the
Burkhard-Keller tree and the Fixed Query array turned out to be of no
use for our purpose due to the curse of dimensionality. The implemented
system performed really well having a 100% recall and it it fast enough to
allow real time monitoring of several radio-stations simultaneously with
a single desktop computer.

1 Introduction

Monitoring audio is the process of sweeping the audio-signal by segments to
verify if those segments match any segment of audio known by the system in
order to fetch its related meta-data. Monitoring Radio Broadcasts serves several
purposes such as auditing audio marketing campaigns (advertisements), ranking
popular songs, preventing banned content from being broadcasted. In Mexico
monitoring the content of the audio broadcasted by radio stations is also impor-
tant to verify that the coverage of political campaigns is fairly distributed among
the political parties. There are several approaches to this task, such as reading
attached meta-data or simply asking radio stations for broadcast reports, this
solutions are cheap, but they can not be considered real audio analysis and are
therefore not reliable [1]. Other approaches such as using human observers are
widely used, while this approach does imply an audio analysis and it is really
easy to set up, it will not scale well and will result into a very expensive and
error-prone solution. A smarter and more attractive approach is the use of audio
watermarks [2], with this approach, a reliable channel is built in order to send
meta-data embedded in the audio signal to the receivers. A good watermark
should not create any human-audible distortions to the audio as described in [3],
such approach performs a real content analysis, but requires the audio-signal
to be modified before it is broadcasted in order to add the watermark. Finally,
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with the use of audio-fingerprints a real audio analysis is able to be performed
without any alteration of the audio-signal prior to transmission.

2 Our Approach

The audio-fingerprint extraction module performs digital processing of the signal
in order to determine robust perceptual features from the audio, this means that
such features would be found in the audio signal even after equalization, lossy
compression or any other degradation commonly suffered by audio-signals that
are broadcasted by radio stations. We use a Multi-Band Spectral Entropy based
signature (MBSES) which was first proposed in [4] since it was found to be
highly robust to signal degradations. In fact, MBSES has already been used
for offline automatic monitoring of Radio Stations in [5] with a perfect recall,
MBSES also provides us with the flexibility we need, we will further explain how
this audio-fingerprint is extracted in an upcoming section. As for the database
querying module, we organized the collection of known audio-fingerprints in a
way that we are able to find the matching audio-fingerprint avoiding computation
of the distances to each and every single audio-fingerprint in the collection, this
approach allows for efficient database querying even with a large database of
audio-fingerprints.

3 Multi-Band Spectral Entropy Signature

The Multi-Band Spectral Entropy Signature (MBSES) is used to characterize
songs, advertisements, speech, or any audio-signal for identification purposes.
The process of extracting the MBSES of an audio-signal may be detailed as
follows:

1. The signal is processed by frames, we use a frame size of 240 milliseconds
in order to provide enough time support for entropy determination. How-
ever, we need to ensure sufficient time resolution so that the evolution of
the spectral entropy is adequately observed for robust characterization of
the audio-signal, for this particular purpose, the frames are overlapped. We
tested several overlapping percentages between frames. In the experimental
section we will show our results regarding the optimization of this parameter.

2. To each frame the Hann window is applied, and then its Discrete Fourier
Transform (DFT) is determined.

3. Shannon’s entropy is determined from each one of the critical bands ac-
cording to the Bark scale. We use only the bands that the frequency of the
broadcasted audio covers. We monitored audio sampled at 22050 Hz which
implies the highest frequency is 11025 Hz, then we use 22 of the 25 crit-
ical bands defined in [6]. To compute Shannon’s entropy we make use of
Equation 1

H = log(2πe) +
1

2
log(σxxσyy − σ2

xy) (1)
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where σxx = σ2
x is the variance of the real part of the DFT, σyy = σ2

y is the
variance of the imaginary part of the DFT, and σxy = σyx is the covariance
between the real and the imaginary parts of the DFT.

4. For each band we obtain the sign of the derivative of the entropy as in
equation 2. The bit corresponding to band b and frame n of the MBSES
is determined using the entropy values of frames n and n − 1 of band b.
Therefore, three bytes for each frame are needed to store the MBSES of an
audio-signal. Binarization also adds robustness to the signature [4].

F (n, b) =

{
1 if [hb(n)− hb(n− 1)] > 0
0 Otherwise

(2)

By extracting the MBSES of an audio-signal, we end up with a binary matrix,
where columns represent frames and rows stand for critical bands.

We use the Hamming distance to compare our audio-fingerprints, this is
another advantage of binarization.

4 Retrieval

Retrieval is the process of querying the database of audio-fingerprints of known
audio (i.e. ads) looking for a match. The brute force approach or sequential
searching compares the fingerprint of a segment of audio as it is received with
every audio-fingerprint in the database. Such approach would result in a slow
querying system for large databases. To solve this problem, we tried three prox-
imity indexes; The BK-Tree [7]; The Fixed Query Array (FQA) proposed in [8];
and an inverted index or look up table similar to that used in [9]. The result
of the first two proximity indexes was very disappointing due to the curse of
dimensionality. Both the BK-Tree and the FQA are pivot based indexes. The
members of the database grouped together in the same ring with respect to a
specific pivot meaning no element could be discarded using the pivot in turn,
the same happens with the other pivots and so we ended up having a “sequential
scam” (which means using an index that is really sweeping throughout all of the
elements). Fortunately, the inverted index worked like a charm with extremely
low number of Hamming distances computed for query and allowing a perfect
recall.

Approaches in [7] and [8] are pivot-based indexes which exploit the triangle
inequality, further reading about pivot-based indexes and metric spaces can be
found in [10] and [11]. We must have a database where all the elements (i.e. audio-
fingerprints) are the same size, with that in mind, we clipped the ads to fixed
sizes. We use three different sizes that we specify in the Experiments section. The
construction of the BK-Tree is as follows, a range of distances between elements
must be defined, this range will define the number of sons each node will have.
To build the BK-Tree an arbitrary element of the database is chosen as the root,
the next element to insert is compared to the root to determine the range the
distance between them belongs to, the element is then made a descendant on the
corresponding range. If there were already a descendant on that position, then
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we would compare it to such element as we did with the root. We repeat this
process until there are no more elements to insert into the index. The nodes of
the tree are the pivots. Retrieval with this approach is as follows; having defined
a range in which we want to search, we compare our query to all the pivots which
fall within this range, as if we were trying to insert our query, if the query is not
found, the range should be extended. For Fixed Query Arrays, the construction
is as follows; we pick up a number of pivots from the elements of the database,
then compute the distance between every audio-fingerprint of the database and
every pivot. The distances are stored with the audio-fingerprint they belong to.
We order the elements with respect to the first pivot, if there are ties, they are
broken using the rest of the pivots. Construction of this index then, can be as fast
as the sorting algorithm used. Querying with FQAs is as follows: First compute
the distance of the query to all the pivots, then discard the elements of the
database that does not fall within the predefined range the distance corresponds
to. Repeat this process for each pivot. Finally perform sequential search for the
audio-fingerprints that were not discarded by any pivot.

In our experiments, we found out that the normalized hamming distances be-
tween the audio-fingerprints in the database and those selected as pivots were too
similar, ranging between 0.47 and 0.53, independently of which audio-fingerprints
were chosen as pivots. This is a problem since the search degenerates to a sequen-
tial search. This is due to the curse of dimensionality (CoD) or more recently
called “concentration effect” in [12]. In order to avoid this, we decided to trim the
query range, this was at the cost of recall rate as we describe in the Experiments
section.

To use an inverted index similar to the “look up table” (LUT) proposed in
[9], each row of the audio-fingerprint is used as a integer number which in turn
will serves as indexes to the LUT (Please remember that the MBSES of an ad
is indeed a binary matrix). We use 22 critical bands, then the rows are made
of 22 bits , therefore we need a table of size 222 = 4, 193, 304. The construction
of this table is as follows: For each row of the audio-fingerprint interpreted as
an integer number, add an entry to the table. Each entry should at least have
the position inside the audio-fingerprint in which it occurs, and a pointer to the
audio file from which it was extracted (i.e a song or an ad). Each entry in the
table is really a linked list. If there were a nonempty list for a specific entry on
the table, the new frame must be added at the end of this list just as it would be
done with a hash table. We must do this for each row of every audio-fingerprint
of the database. In Figure 1(A) we depict the look up table that results after
indexing the example files shown in Figure 1(B).

We now describe the query process: Since each row of an audio-fingerprint is
used as an index to the LUT, we check the (possible empty) linked list pointed
by the row. Then we go to the offset of the audio-fingerprint as indicated in the
linked list and get a piece of the audio-fingerprint that is the same size of the
query and compute the Hamming distance between this piece and the query.
If the distance is below a threshold, then we report an occurrence, if not, we
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Fig. 1. (A) Look up table; (B) Related indexed files (i.e audio-fingerprints)

proceed to the next position read in the list. This is repeated until there are no
more nodes on the list.

4.1 Modification to the Inverted Index

In order to save memory we modified the structure of the LUT, We grouped
all occurrences on the linked lists that belong to the same audio-fingerprint (i.e.
advertisement) into a single node of the list. Then we have a single node for each
different row found in the audio-fingerprint, with an array of positions in each
node instead of a node for each row of the audio-fingerprint. In Figure 2(A) we
depict the Proposed modified inverted index and the related indexed files (i.e.
audio-fingerprints) in Figure 2(B). Please compare Figure the inverted index
shown in Figure 2(A) with the one shown in Figure 1(A) to see in this theoretic
example how the linked lists reduce lengths and therefore save memory.

The modification of the LUT affects the way in which it is built, instead of
simply adding each audio-fingerprint’s row occurrence at the end of the linked
list of its corresponding bucket in the LUT, a sequential search would have to be
performed along the linked list. Such solution turned out to be an impractical one
since it greatly increased the time needed to build the index as we will report
later in the Experiments section. We came out with a simple solution to this
problem. Again remember that an audio-fingerprint (the kind we are using, that
is MBSES) is a binary matrix, the rows of this matrix might occur several times,
this fact motivated the modification of the index aimed to save memory space.
By sorting the rows of the audio-fingerprint we get a binary matrix where all
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occurrences of identical rows are grouped together, this way the sequential search
we mentioned at the beginning of this paragraph is no longer needed. Sorting
can be done efficiently using algorithms such as the merge sort. Of course, the
original positions of the rows are kept since they have to be stored in the index.
The improvement in building time was surprisingly good and is also reported in
the Experiments section.

An additional slight improvement was obtained in querying time of the modi-
fied index with respect to the original one. This is due to the fact that the linked
lists which have to be entirely swept are now shorter, the number of candidates
are of course the same but sweeping arrays is faster than sweeping linked lists.
In Figure 3 the required time for offline monitoring 23 hours is shown, the slight
improvement of the modified LUT is easy to see.

4.2 Improving Querying Time by Relaxation of the Rules

At querying, Haitsma et al [9], verify each row of the query in the LUT, they
do that hopping that at least one of the rows would occur exactly or with at
most two bits changed (although they do check for three bits changed among
the “weak bits”). Such approach might be affordable for Music Information
Retrieval but not for Monitoring Radio Broadcasts where thousands of queries
per minute are needed, especially if the system has to monitor several Radio
stations simultaneously.

We then decided to make a variation to the original query scheme, instead of
checking all the rows of the query on the table, we just check the first one. Such
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Fig. 3. Duration of the process of offline monitoring 23 Hours of Audio

variation works thanks to the robustness of the MBSES and the fact that we
are monitoring radio stations via Internet where the D/A A/D deformation is
avoided and the degradation is due only to lossy compression, equalization and
time shift, this last degradation (time shift) by the way, depends greatly on the
overlapping of the frames, the higher the overlapping, the lower the deformation
due to time-shift.

5 Experiments

5.1 Offline Monitoring Results

We were concerned about the effect that overlapping had both in recall and in
querying time, we see this parameter as a critical one. We tried several overlap-
ping percentages between consecutive frames, specifically 95%, 90%, 85%, 80%,
75%, and 70%, these overlaps imply processing about 83, 42, 28, 21, 17, and
14 frames per second respectively. Our tests involve monitoring 23 hours of au-
dio from a popular radio station where the occurrences of 83 ads were to be
detected. In order to assess the system reliability we first used the “human ob-
server” approach to monitor those 23 hours of audio and find the advertisement
occurrences exhaustively, this manual work allowed us to verify that there is in-
deed degradation by equalization and amplitude (volume) changes, so Internet
broadcasts are not degradation-free as one would expect. However, the chosen
audio-fingerprint managed this degradations very well.

We first show the results of using just a small part of every ad for the mon-
itoring. Our experiments include excerpts of 3, 5 and 7 seconds long. In our
experiments we also vary the overlapping between frames so that we can arrive
to some conclusions regarding both the optimal overlapping and excerpt size.
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In the case of the BK-Tree based index, we use two rings, one of them to
group audio-fingerprints whose normalized Hamming distance to the pivot falls
in the range between 0.0 and 0.5 and the other one to group audio-fingerprints
whose normalized Hamming distance to the pivot falls in the range between 0.5
and 1.0. Of course, this will result in an un-balanced binary tree. Remember we
stated before that the normalized Hamming distances between audio-fingerprints
according to our experiments fall in the range between 0.47 and 0.53, what
we were trying to do here was for every pivot to discriminate half the audio-
fingerprints of the collection.

For querying, we use search by range, but with a narrow range, that way we
will just explore a small part of the tree at the cost of sometimes not finding
the matching ad. This decision was motivated by the fact that increasing the
range would imply an exhaustive search due to the curse of dimensionality as we
discussed before, otherwise there would be no point in using a BK-Tree based
proximity index.

The FQA based index did provide flexibility to choose a range, but we also
had to limit the range to 2.5% (i.e. Normalized Hamming Distance of 0.025),
since a bigger range would again imply searching through all the elements of the
database, this range was the one that gave us the higher recall.

In Table 1, we show the time taken to review 23 Hours of the audio, also the
recall rate, and the number of false positives using sequential search (brute force),
a BK-Tree based index, and a FQA based index. In this experiment where short
excerpts of 3 seconds taken from the middle part of each ad were used to locate
occurrences of the ads we had some unexpected false positives. It is important
to mention that false positives do not occur when we use whole ads (and not
just a piece of it). We include only the highest and the lowest overlap for the
sake of space, but as overlap is reduced, the recall rate decreases.

The BK-Tree based index is the worse of all in terms of recall rate. In this
experiments we corroborated that it is not good idea to use excerpts of only 3
seconds taken from the middle of the ads to perform the review of the audio,
this is because we get some false positives. Using 5 seconds, we obtained similar
recall results, but we still get some false positives (although fewer). Finally, using
7 seconds is apparently the best decision of this approach using excerpts as we
show in Table 2.

As we show in Table 2, by using excerpts of 7 seconds taken from the middle of
each ad we managed to reduce to zero the number of false positives, nevertheless
it does not enhance our recall rate. Furthermore, extracting the excerpts imply
some additional work, which would be worth if we had good results, we however
do not believe we have reached our goals since our aim is a much faster system
and with a higher recall. This motivated the use of other alternatives and further
testing.

The inverted index using a LUT as described in the Retrieval section was
tested using whole ads (not just short excerpts). In Figure 4 we show the recall
rate obtained as well as the time needed to complete the offline monitoring of
23 Hours of audio, as we stated before, these results depend on the overlapping
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Table 1. Monitoring offline 23 Hours of audio using excerpts of ads of 3 seconds

Overlap Recall rate False positives Searching Time (mins)

Sequential search

95% 100% 16 88.00
70% 100% 12 5.5

B-K Tree

95% 93% 10 19.98
70% 41% 10 0.30

Fixed Query Array

95% 100% 12 45.25
70% 97% 2 1.32

Table 2. Monitoring offline 23 Hours of audio using excerpts of ads of 7 seconds

Overlap Recall rate False positives Time taken (mins)

Sequential search

95% 100% 0 166.18
70% 100% 0 7.81

B-K Tree

95% 90% 0 25.15
70% 50% 0 0.55

Fixed Query Array

95% 100% 0 76.65
70% 97% 0 3.28

between consecutive frames at fingerprint extraction from the audio. We included
in Figure 4 searching using each and every row of the audio-fingerprint (Line B),
searching using only the first row of the audio-fingerprint (Line C). We also
include sequential search (Line A) as a reference.

As we observe, in Figure 4(a) at using the inverted index, checking every
single row of the audio-fingerprint of the query on the LUT is the worst thing
we can do, it is even worse than the sequential search approach. For overlaps
of 95% it took over 1400 minutes to complete the offline monitoring, a similar
result was obtained for an overlap of 90%. For an overlap of 85% the use of the
inverted index outperforms the sequential search and continues to improve as
the overlap percentage reduces. An amazing result is that of using just the first
row of the audio-fingerprint of the query since it gets the lowest time by far for
every overlap tested, in fact for 95% of overlap (the maximum overlap tested) it
takes less than 17 minutes to search through all the 23 hours of audio.

As for the recall rate, as shown in Figure 4(b), with sequential search, we get
a perfect recall for every overlap, meaning that in order for the index to be a
better solution, it must beat the time taken by the sequential approach with
the lowest overlap while still getting a 100% recall. In fact, we get perfect recall
and a lower time with the inverted index with the approach of using every row
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Fig. 4. Line A is the sequential search, Line B is the search with the inverted index
using every row of the audio-fingerprint of the query, and Line C is the search with the
inverted index using only the first row of the audio-fingerprint of the query

for an overlap of 75%, we get a lower time with an overlap of 70%, but we just
manage to get about 98% of recall. Our proposed approach of using only the
first row of the audio-fingerprint of the query reports by a far better time and
still a perfect recall using overlaps of 90%, 85%, 80%. As for overlap of 75% and
70% it took only a few seconds, but at the cost of reducing the recall to 97%
and 95% respectively.

5.2 On Line Monitoring Results

To perform Online Monitoring tests we setup a Shoutcast server and broadcasted
5 hours of the audio used in our offline tests. We picked the 5 hours with the

Table 3. Monitoring On line 23 Hours of audio using excerpts of ads of 7 seconds

Overlap Queries performed Recall Average time per query (ms)

Sequential search

85% 485393 100% 1.86
80% 363816 100% 1.17

Using all rows of the audio-fingerprint

85% 485393 100% 1.003
80% 363816 100% 0.555

Using only first row of the audio-fingerprint

85% 485393 100% 0.0286
80% 363816 100% 0.0200
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highest number of advertisements. These tests were performed using the opti-
mized parameters obtained in the offline experiments (excerpt size and overlap-
ping), the results of such experiments are shown on Table 3, observe that using
only the first row of the audio-fingerprint greatly reduces the required time to
search the query while still achieving 100% of recall rate, this reduction is very
important since it allows monitoring of several radio-stations with a single desk-
top computer.

6 Conclusions and Future Work

We found that MBSES performs really well in terms of robustness, since it is
a binary matrix it enables the use of LUT to implement a fast inverted index.
Since the level of degradation of audio-signals transmitted by Internet Radio
Stations is relatively low, then the inverted index can be used in a way that
the time required to perform a search is greatly reduced, that is using only the
first row of the audio-fingerprint of the query. This is very important for on line
monitoring since it allows for monitoring multiple radio stations with a single
computer. However, offline search is more efficient, since several hours of audio
can be monitored within few minutes (whenever broadcasts have already been
fingerprinted). Besides, broadcast monitoring reports are normally required once
a week or daily but rarely in real time.

As for future work, there are several proximity indexes that should be com-
pared in order to; a) make queries even faster; b) Allow the system to work with
more degradation on the monitored audio, some of them include; “permutants”
based indexes, proposed in [13]; “Succinct Nearest Neighbors” based indexes
proposed in [14]; and locality sensitive hashing proposed in [15]. We would also
like to compare how the MBSES stands up against the popular fingerprint pur-
posed in [16] which is the core of a very popular music tag service, in terms
of performance (which includes speed, recall rate, robustness, scalability, and
compactness).
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(2008)
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Abstract. In this paper we present a video surveillance system for eval-
uating and detecting dangerous situations in level crossing environments.
The system is composed of the following main parts: a robust algorithm
able to detect and separate moving objects in the perceived environment,
a Gaussian propagation model based dense optical flow for objects track-
ing, a Hidden Markov Model to recognize trajectories of detected objects,
and an uncertainty model using theory of evidence to calculate the level
of danger allowing to detect dangerous situations in level crossings. This
method is tested on real image sequences, and the results are discussed.
This work is developed within the framework of PANsafer project, sup-
ported by the ANR VTT program.

Keywords: object tracking, energy vector, optical flow propagation,
Kalman filter, dangerous situations, Hidden Markov Model, Theory of
evidence.

1 Introduction

The PANsafer (Towards a safer level crossing) project is concerned with increas-
ing safety at level crossings. Video analysis technology is an efficient safety and
control method, which is currently available at low costs. This solution can inte-
grate other technologies such as using radio transmission systems to immediately
transmit information about the state of a level crossing (presence of an obstacle,
etc.) to users (vehicles, trains, etc.).

This paper aims to develop a mono camera based perception system for ana-
lyzing the environment of a level crossing. The proposed approach is composed
of five stages. The first one consists of robustly detecting and separating moving
objects. In the second stage, moving objects’ pixels are tracked using a Gaussian
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model based optical flow. In the third stage, each moving object is segmented
into different regions with homogeneous optical flow. The fourth stage is con-
cerned with predicting a trajectory for each segmented region using a real-time
Hidden Markov model. Finally, all trajectories are evaluated using Dempster-
Shafer theory based strategy to estimate the degree of dangerousness related to
the moving objects traveling in the level crossing environment.

The popular approach used to detect moving objects in an image is back-
ground subtraction [1], where the current frame is subtracted from the reference
background image. Different approaches are proposed in order to improve the
effectiveness of background removal algorithms in complex environments such as
Independent Components Analysis [2], Histogram of Oriented Gradients [3], and
wavelet [4]. Other algorithms are used to distinguish between detected moving
objects such as equivalence table based algorithm [5], min-cut/max-flow algo-
rithm and data association techniques [6]. These approaches are so effective,
but it requires solving a lot of complicated problems to completely detect and
separate the objects. In this paper, a new method which combines background
subtraction with an energy vector comparison strategy is proposed for objects
detection and separation. To obtain separated objects, this method consists in
clustering moving pixels by comparing a specific energy vector associated to each
target and each moving pixel.

The process of tracking starts when there are enough detected pixels belonging
to moving objects. Francois [7] proposes a Blob tracking algorithm based on
object segmentation in successive frames. Li [8] uses an adaptive Kalman filter
combined with mean shift technique, and the centre of each target candidate
is tracked in a normalized color distribution. Blake [9] talks about boundary
objects track using snakes and temporal fusion by Kalman filter. Yang [10] tries
to calculate state-space distribution of the tracked objects using a particle filter.
These different approaches are commonly used in the literature but all of them
cannot track correctly all object pixels independently. In this paper, we propose
a new method that improves significantly the tracking performance of each pixel
within a detected object. This is achieved by a Harris points based optical flow
propagation technique, followed by a Kalman filtering based correction.

Gaussian Mixture Model (GMM) [11], Hidden Markov Model (HMM) [12],
and some of its extensions, such as the hierarchical Hidden Markov model
(HHMM) [13] and the couple Hidden Markov model (CHMM)[14] are usually
used for representing and recognizing objects’ trajectories. However, these meth-
ods need a huge number of statistical measures to be effective. Hence, it is dif-
ficult to apply these methods in real time. In this paper we propose a real time
Hidden Markov Model to predict trajectories of moving objects in a level cross-
ing environment. For each moving object, the predicted trajectories only depend
on the optical flow of segmented regions in the current image. As mentioned
before, each object may be characterized by different trajectories, where each
trajectory is associated to a region extracted by segmenting optical flow of the
moving pixels. The trajectories prediction procedure takes into account the in-
frastructure geometry of the level crossing environment. To estimate the degree



Using Hidden Markov Model and Dempster-Shafer Theory 133

of dangerousness related to each object, each trajectory is analyzed considering
different sources of danger (position, velocity, acceleration, etc.). All information
provided by the sources are fused using Dempster-Shafer theory [15][16]. Once
the trajectories analysis is achieved, the degree of dangerousness related to the
object is simply the maximum of the degrees of dangerousness estimated for all
the trajectories corresponding to the different regions of the object.

2 Objects Detection and Separation

Detecting moving objects is an important task in many applications such as
video surveillance system. Among various objects’ detection algorithms, back-
ground subtraction methods are the most simple and popular approaches. How-
ever, various problems such as illumination changes of environment, occlusion,
and objects separation could not be easily resolved by a simple background sub-
traction algorithm. To deal with these problems, we have implemented a new
algorithm for objects detection and separation. This algorithm has two main
steps.

The first step consists of detecting moving object pixels. In this step, the
current image is subtracted from the background image reference to obtain all
detected pixels in the current image (Fig. 1(b)). The current image is also sub-
tracted from the previous image to obtain moving pixels situated in the contour
of the object in the current image (Fig. 1(c)).

(a) Current image (b) Detected pixels result (c) Moving pixels situated in
the contour of the objects

Fig. 1. Detection of moving pixels

The second step starts by determining the targets in the current image. To
achieve this task, the connectivity between the moving pixels situated in the
contour of the objects is considered. A bounding box is then associated for each
group of connected pixels (Fig. 2). The connected pixels situated in the contour
of the object are completed by the other moving pixels situated inside the cor-
responding bounding box. Hence, all these pixels are represented by the same
bounding box. Each moving pixel inside a current bounding box may represent a
new or an old target. It depends of the intersection between the current bounding
box and all the existing targets extracted from the previous image and repre-
sented by bounding boxes. All current bounding boxes that do not intersect the
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existing targets are considered as new targets. If a current bounding box inter-
sects one or more existing targets, the separation method is based on an iterative
procedure. At each iteration, we consider a pixel in the current bounding box,
and the goal is to decide to assign it to one of the existing targets.

Fig. 2. bounding boxes extraction

To achieve the pixels clustering, two energy vectors are defined. The first one
is concerned with each target. At the beginning of the processing of each frame,
this energy vector is initialized to zero. It is then updated during each frame
processing. Let Ei

target be the energy vector associated to the target number i.
The second energy vector is defined for each pixel to be clustered. This energy
vector, which is calculated with respect to each existing target, gathers appropri-
ate characteristics of the objects, and then is used to compare different criterions
that allow distinguishing a target from the other. Given a pixel located at the
position (x, y) and a target number i, the energy vector Ei

pixel of the pixel is
expressed as follows:

Ei
pixel =

[
Ei

G, E
i
I , E

i
F , E

i
D

]T
(1)

where Ei
G , Ei

I , Ei
Ei

F
,Ei

D are respectively the gradient, intensity, optical flow

and distance energies [17].
To assign the pixel (x, y) to a target, the energy vectors Ei

pixel and Ei
target

are compared component by component, for each target. The pixel (x, y) is then
assigned to the target that provides the maximum number of closest components.
When a conflict situation occurs, i.e. when this criterion is respected by more
than one target, the pixel is assigned to the target for which the distance energy
components are the closest. Let p be the number of the target to which the pixel
is assigned. After the clustering of the pixel, the energy vector of the target
number p is updated as follows:

Ep
target =

(
N ∗Ep

target + Ei
pixel

N + 1

)
(2)

where N is the number of pixels in the target number p, before adding the pixel
(x, y).

Fig. 3(a) and Fig. 3(b) show respectively an original frame and the results
of the objects separation method. Some clustering errors appear inside the first
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target (which one, must be indicated in the figure). These errors can be eas-
ily processed and corrected using mean shift filtering followed by mean shift
reclassification [19] (see Fig. 3(c) and Fig. 3(d)).

(a) Original frame with two moving ob-
jects (pedestrian) to be separated

(b) Objects separation

(c) Objects separation after mean shift
based filtering

(d) Objects separation after mean shift
based reclassification

Fig. 3. Objects separation

3 Object Tracking

Once the targets are extracted from the current frame, the objective is to track
them. To achieve that, an objects’ tracking method based on optical flow is
proposed. The objective is to track the maximum number of pixels with precise
optical flow in order to get precise objects tracking.

The proposed method, starts by computing the optical flow of corner points,
extracted by Harris operator [20], using Lucas-Kanade algorithm [21]. We con-
sider that these particular points have a stable optical flow. The optical flow of
Harris points is then propagated to compute the optical flow of the remaining pix-
els. In order to propagate the optical flow from textured areas into un-textured
ones, we consider that the optical flow of all pixels of an extracted target follows
a Gaussian distribution. The mean and standard deviation of the distribution
are taken as the mean and standard deviation of the Harris points’ optical flow
[17][18]. In order to make the tracking process more robust against noise and to
rectify the optical flow for each pixel, an iterative Kalman filter (KF) is designed
[17][18]. The proposed KF provides the corrected state Xk from two inputs Xk−1

and Yk :
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Xk−1 = [pk−1
x , pk−1

y , f tk−1
x , f tk−1

y ]T Yk = [pkx, p
k
y , F tk−1

x , F tk−1
y ]T (3)

where pk−1
x and pk−1

y are the pixel coordinates at time k − 1. pkx and pky are

the pixel coordinates measured at time k. ftk−1
x and ftk−1

y are respectively

the horizontal and vertical optical flow at time k − 1. Ftk−1
x and Ftk−1

y are
respectively the horizontal and vertical optical flow measured at time k − 1.

The first state Xk−1, which corresponds to the state to be corrected, is esti-
mated from the optical flow propagation process at the frame k−1. The state Yk

corresponds to a measured state (from a virtual observation), and is computed
from the optical flow propagation process at the frame k − 1.

The tracking process is tested and evaluated in [17][18]. Fig. 4 shows an exam-
ple of multi-objects tracking by combining the objects detection and separation
method, and the tracking process.

Fig. 4. Tracking process

4 Recognition of Dangerous Situations

In this section, we propose a method to recognize potential dangerous situations
around a level crossing. The recognition process starts when a moving object is
detected within the monitored area of the level crossing. Given a target detected
by the tracking process, the proposed recognition method performs using three
main steps. The first one consists in segmenting the target to extract different
regions characterized by homogeneous optical flow. In the second step, an ideal
trajectory is predicted from a current one for each extracted region using a
Hidden Markov Model. Finally, in the third step, by considering the current
ideal trajectory, the danger of the predicted ideal trajectory is estimated using
Dempster-Shafer theory. Fig. 5 illustrates the synopsis of the method with its
three main steps.

Optical Flow Based Object Segmentation. Given a target, the objective
is to segment it into different regions basing on optical flow of its pixels. To
achieve that, we use a simple recursive algorithm which compares neighboring
pixels to extract regions in which the pixels have a homogeneous optical flow.
Only regions with a significant size all conserved. Fig. 6 presents optical flow
based segmentation results for a moving object tracked in an images’ sequence.
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Fig. 5. Synopsis of the danger evaluation

The target is partitioned into multiple rectangular boxes representing the dif-
ferent regions with homogeneous optical flow. For ideal trajectories prediction
(next step), each extracted region is considered by the center of its correspond-
ing rectangular box. Hence, in the following, a trajectory is associated for each
extracted region via its corresponding center.

Fig. 6. Optical flow based object segmentation

Prediction of Ideal Trajectories. Given a region of a target extracted by
the optical flow based segmentation process. By considering the center of the
region, we define two trajectories. The first one, called current ideal trajectory,
corresponds to the trajectory that the center of the region must follow to avoid
potential dangerous situations. At the beginning, the current ideal trajectory
is initialized as a direct line from the region center to the barrier of the level
crossing, as shown in Fig. 7. From this current ideal trajectory and optical flow
of the region center, we predict a new ideal trajectory that allows to the object
to return to the current ideal trajectory. This new trajectory is called predicted
ideal trajectory.

To predict the new ideal trajectory, we propose a statistical approach based on
a Hidden Markov Model (HMM). The HMM has a set of parameters that need
to be estimated to represent the level crossing environment modeling (Fig. 7).
These parameters are:

- velocity and acceleration of the center of the considered region,
- direction of the current ideal trajectory of the considered region,
- distance D between the considered region and the barrier of the level crossing,
- velocity, orientation and acceleration intervals along the current ideal tra-

jectory,
- current state of the level crossing barrier (closed or open).
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Fig. 7. Level crossing environment modeling parameters

The objective of the HMM is to find the optimal solution (trajectory) that allows
to the object to keep or come back to the current ideal trajectory. Fig. 8 shows the
general architecture of the proposed HMM, which is designed to perform ideal
trajectory prediction from the current position of the considered region center.
The random variable qt is the hidden state at time t. It represents the current
position of the considered region center. The random variable ut is the obser-
vation at time t. It represents simultaneously the position, velocity, orientation
and acceleration of the considered region center. Basing on the Markov property,
the probability distribution of the hidden state variable qt only depends of the
distribution of the hidden state variable qt−1. Similarly, the probability distribu-
tion of the observation variable ut only depends of the distribution of the hidden
state variable qt at time t. The prediction of the ideal trajectory is provided by
Forward-Backward, Viterbi and Baum-Welch algorithms [22][23][24][25].

Fig. 9 shows how ideal trajectory prediction is performed from the considered
region center. Given the velocity vector at time t, calculated from optical flow,
the state qt+1 in the HMM is reached from the state qt with a probability of 1.

Fig. 8. HMM for ideal trajectory prediction
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Given the velocity, orientation and acceleration intervals, we firstly predict the
velocity vector

−−→
Vt+1 at time t+1. Next, we define a circle where the end point of−−→

Vt+1 is the center and the maximum absolute acceleration within the acceleration
interval is the radius. Each possible solution in the circle is represented by an
observation composed with a position, velocity, orientation and acceleration. We
recall at the same time that a position is represented by a state. Hence, the
number of states and observations are determined from the number of possible
solutions in the circle. Consequently, the number of states and the number of
observations are the same, and equal to N . Then, each state has N observations.

Fig. 9. Trajectory prediction model

Danger Evaluation. In this section, we describe the proposed method for
evaluating the danger related to the predicted ideal trajectory of a region center.
For that, the predicted ideal trajectory is analyzed considering various sources
of dangerousness. The analysis is based on Dempster-Shafer theory, which allows
to combine dangers induced by different sources and to obtain a degree of belief
of danger that takes into account all possible hypotheses.

Firstly, we define a set of hypothesis H known as ”universal set”. It represents
all the possible states of the model:

H = {D,S} (4)

where D and S represents respectively the hypothesis of dangerousness and
safety. Then, the power set 2H that represents all subsets of H is defined as
follow:

2H = {∅, D, S, φ} (5)

where ∅ is the empty set that represents the ”impossible proposition” and φ is
the set that represents the ”certain proposition”. We also assign a belief mass
function m, called as ”Basic Belief Assignment BBA”, to each element of the
power set 2H . This function depends on the knowledge concerning each source
of dangerousness.

The next step is to determine the mass assignment for each source of dan-
gerousness. If A is a given member of the power set 2H , let mi(A) be the mass
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assignment related to the source of dangerousness number i. Given a region cen-
ter, we consider five sources of dangerousness: position, velocity module, velocity
orientation, acceleration, and distance between the region center and the current
ideal trajectory.

Finally, all the mass assignments are combined using Demptster-Shafer
paradigm in order to compute the degree of dangerousness of the considered
region center.

This process is applied for each region extracted from a target. The maximum
between all the computed degrees of dangerousness is chosen as the degree of
dangerousness of the target.

Fig. 10. Analysis of the predicted ideal trajectory

Fig. 10 presents an illustration of how to analyze the predicted ideal tra-
jectory of a region center in order to evaluate the corresponding danger. As
shown above, this trajectory is predicted using the HMM process. At each in-
stant (t, t + 1, . . . , t + tf ) of the predicted ideal trajectory, we determine the
four following parameters: velocity (vt, . . . , vt+tf ), acceleration (at, . . . , at+ tf ),
orientation (ot, . . . , ot+tf ) and position (pt, . . . , pt+tf ). These parameters are pre-
dicted for the considered region center. We also define another parameter which
is the distance (Dt, . . . , Dt+tf ) from the region center to the current ideal trajec-
tory. These five parameters are used to define five sources of dangerousness. The
first source concerns the velocity. To evaluate the danger related to this source of
dangerousness, we consider the difference between the predicted velocity of the
region center at time t and a predefined normal velocity (Vn). Then, we compute
the mass assignment mv that represents the degree of dangerousness related to
velocity.

The second source of dangerousness concerns the acceleration. The mass as-
signment ma, representing the degree of dangerousness related to the accelera-
tion, is calculated from the difference between the predicted accelerations of the
region center at times t and t+ tf .
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The third source of danger is provided by the orientation velocity of the con-
sidered region center. The angle of the predicted velocity at time t is compared
with the angle of the current ideal trajectory, and then the mass assignment mo,
representing the degree of dangerousness related to the velocity orientation, is
determined.

The fourth source of danger is related to the position of the considered region
center. The degree of dangerousness related to this source is determined by
computing the mass assignment mp from the distance between the predicted
position pt+tf at time t+ tf and the barrier of the level crossing.

Finally, the fifth source of dangerousness is provided by the distance Dt+tf

between the predicted position pt+tf of the considered region center at time
t + tf , and the current ideal trajectory. The mass assignment md, representing
the degree of dangerousness related to this source, is computed from the distance
Dt+tf .

Once the degrees of dangerousness are computed for the five sources,
Demptster-Shafer combination is used to determine the degree of danger related
to the considered region center:

Danger = Dempster − Shafer (mv,ma,mo,mp,md) (6)

5 Experimental Results

In this section, we show some experimental results by applying the proposed
dangerous situations recognition method on a scenario acquired in real conditions
(Fig. 11). In this scenario, a first vehicle crosses the level crossing while the
barriers are open. Then it stops just after the dangerous zone. Sometime later, a
second vehicle tries to cross the level crossing before finding itself blocked behind
the first vehicle. Finally, a third vehicle engages itself in the level crossing and
blocks in its turn behind the file composed with the two first vehicles.

Fig. 11 illustrates also the obtaining results in terms of objects detection and
tracking, and in terms of danger evaluation. One can see that all the moving
objects are well detected and tracked during the video sequence. Concerning
danger evaluation, the degree of dangerousness related to each detected vehicles
increases when they move toward the level crossing, and reaches its maximum
(46%) during the crossing of the zone of danger (between the barriers). When
a vehicle stops in the zone of danger, the degree of dangerousness takes a value
of 100%. When the vehicles move again, the degree of dangerousness decreases
gradually as the vehicles leave away the level crossing. Note that, at the end of
the video sequence, a pedestrian is detected and tracked, and its related danger
is evaluated.

In terms of recognition of potential dangerous situations, when the of first
vehicle is detected as stationary near to the level crossing, the recognized situa-
tion is the presence of a risk for creating a stopped vehicles line along the level
crossing. When the second vehicle is detected blocked behind the first one in the
zone of danger, an obstacle in the zone of danger is detected as well as a stopped
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Fig. 11. Danger evaluation and recognition of potential dangerous situations. DV i
represents the danger related to the vehicle number i and DP represents the danger
related to the pedestrian.
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Fig. 12. Evolution of the degree of dangerousness related to each detected and tracked
object

vehicles line. Finally, when the third vehicle is detected blocked behind the two
first ones, we detect two obstacles in the zone of danger, and the situation of a
stopped vehicles line is maintained.

Fig. 12 presents the evolution of the degree of dangerousness related to each
detected and tracked object during the video sequence. One can see from this
figure the three recognized potential dangerous situations.

6 Conclusion

A method to evaluate and recognize potential dangerous situations in level cross-
ing environments is proposed. This method starts by detecting and tracking ob-
jects seen in the monitored zone by a video camera. The detection and tracking
process is performed using probabilistic propagation based optical flow. The sec-
ond stage of the method consists of predicting for each tracked object the ideal
trajectory allowing to avoid potential dangerous situations. The ideal trajectory
prediction is based on a Hidden Markov Model. The third stage is concerned with
the analysis of the predicted trajectory in order to evaluate the danger related
to each tracked object. This stage is performed by considering different sources
of dangerousness and applying a Demptster-Shafer based combination. All the
stages of the proposed method are tested and evaluated using real data. Then,
the whole method is tested considering a typical scenario gathering two different
potential dangerous situations (obstacle detection and detection of stopped ve-
hicles lines). The method is applied and tested on other scenarios. The obtained
results have shown the effectiveness of the proposed approach.

Future works should concern the validation of the proposed method through
statistical results in terms of true/false detection. We plane also to extend the
proposed approach by considering stereovision based video analysis in order to
make the method more robust against shadow problems and objects detection
by exploiting 3D information.
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Abstract. In this paper we propose using invariant local features and a
global appearance validation for assisting a robust object tracker initial-
ized by a single example. Although local features have been used before
for several object detection and tracking applications, these approaches
often model an object as a collection of key-points and descriptors, which
involves constructing a set of correspondences between object and im-
age key-points via descriptor matching or key-point classification. How-
ever, these algorithms cannot properly adapt to long video sequences
due to their limited capacity for incremental update. We differentiate
from these approaches in that we obtain key-point-to-object correspon-
dences instead of key-point-to-key-point correspondences converting the
problem into an easier binary classification problem, which allows us to
use a state-of-the-art algorithm to incrementally update our classifier.
Our approach is embedded into the Tracking-Learning-Detection (TLD)
framework by performing a set of changes in the detection stage. We show
how measuring the density of positive local features given by a binary
classifier trained on-line is a good signal of the object’s presence, and
in combination with a global appearance validation it yields a strong
object detector for assisting a tracking algorithm. In order to validate
our approach we compare the tracking results against the original TLD
approach on a set of 10 videos.

Keywords: Random Ferns, Adaptive Tracking, Semi-supervised Learn-
ing.

1 Introduction

Recent algorithms have focused their attention into solving adaptive tracking and
detection by modeling it as a semi-supervised learning problem. These algorithms
start with a single example of the object and learn on-line a classifier using a set
of spatio-temporal constraints, this technique has led to state-of-the-art results.
The Track-Learn-Detect (TLD) system [8] developed by Zdenek Kalal is one
of such methods. We focus on this approach due to its ability to label visual
content with very little user interaction. We build upon this approach in our
research towards generic semi-supervised object tracking and detection. Even
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though TLD work great for planar rigid objects, we would like to improve its
generalization to be able to eventually track any kind of object. This is our first
step towards achieving that goal.

In order to be able to track any object, the planarity assumption has to be
broken. That is our main motivation to replacing the global classifier with a
more flexible local classifier. The use of invariant local features involves finding
correspondences and there are two main approaches to do this: matching and
classification. Matching based approaches store descriptors for each model key-
point in a database. These descriptors are designed to be invariant to various
transformations and noise, they can be matched to new key-points in an im-
age given a distance metric. Classification based approaches treat matching as
multi-class classification, in which the task is to classify each image key-point as
a particular key-point from a model. These classifiers are trained off-line from
several examples of the object, created synthetically using random transforma-
tions. Although these approaches work very well in some cases, these algorithms
suffer from either a cumbersome training stage or have a limited capacity for
incremental update.

We differentiate from these approaches in that we obtain key-point-to-object
correspondences instead of key-point-to-key-point correspondences, converting
the problem into an easier binary classification problem, which allows us to
use the TLD framework [8] to incrementally update our classifier. As in TLD
the training starts with a single labeled example of the object, then the object
is simultaneously tracked and detected in all following frames. Invariant local
features [14] are extracted from each frame and classified using a fern classifier
[11]. The classifier is then used to label key-points in the next frame as either
belonging to the object or the background, giving a sparse confidence map. All
features that belong to the object are then pooled across locations using a multi-
scale grid structure. For each bounding box in the grid a density is calculated
and the densest bounding box per scale is considered a candidate detection.
The candidate patches are passed through a global validation given by a nearest
neighbor classifier and integrated with the tracker results. Finally the classifiers
performance is bootstrapped by using PN-Learning [8]. The preliminary results
of our work shows that we are able to outperform TLD on tracking tasks.

The rest of the paper is organized as follows. First we review the related
work in the next section. In Section 3 we introduce our contributions. Section 4
contains the implementation details. In Section 5 we compare our system against
the state-of-the-art approach from [8]. Finally we present our conclusions and
future work in Section 6.

2 Related Work

In [1] tracking is considered as a binary classification problem, where an ensemble
of weak classifiers is trained on-line to distinguish between the object and the
background. The ensemble of weak classifiers is combined into a strong classifier
using AdaBoost [6]. This classifier is then used to label pixels in each frame
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as either belonging to the object or the background, giving a confidence map.
The new position of the object is found using mean shift over the density map,
initialized to the last know position.

The Viola-Jones cascade detector [15] introduced three key contributions: In-
tegral Images, which allowed the features used by their detector to be computed
very quickly. A learning algorithm, based on AdaBoost, to select a small number
of critical visual features from a larger set and produce efficient classifiers. And
the “cascade”methodology, for combining increasingly more complex classifiers,
which allows background regions of the image to be quickly discarded while
spending more computation on promising object-like regions. The TLD system
[8] retake Viola-Jones cascade methodology [15] to design a global object detec-
tor. A new paradigm for learning from structured unlabeled data (i.e. a video)
called P-N Learning is introduced, where the structure in the data is exploited
by so called positive and negative structural constraints, which enforce certain
labeling of the unlabeled set. P-N learning is applied to the problem of on-line
learning of object detector during tracking. They show that an accurate object
detector can be learned from a single example and an unlabeled video sequence.

In [5] a tracking method based on the TLD system [8] is presented that exploits
the context of the object of interest by characterizing it in two terms: Distractors
and Supporters. Distractors are regions which have similar appearance as the
target and consistently co-occur. They keep tracking of these distractors to avoid
drifting. Supporters are local key-points around the target with consistent co-
occurrence and motion correlation, characterized by SURF features [2]. Their
main purpose is to make a stronger validation that the object is being tracked
correctly.

In [7], a framework for adaptive visual object tracking based on structured out-
put prediction called STRUCK is presented. Traditional tracking-by-detection
approaches use the detected location given by the tracker to generate a set of
samples which are used to train a classifier. STRUCK avoids the need for in-
termediate classification steps and operates directly on the tracking output by
explicitly allowing the output space to express the needs of the tracker. They use
a kernelized structured output Support Vector Machine (SVM), which is learned
on-line to provide adaptive tracking. To allow for real-time application, it uses
a budgeting mechanism which prevents the unbounded growth in the number of
support vectors which would otherwise occur during tracking.

3 Local TLD

The TLD framework [8] is a very robust and well designed approach, along
with the PN-Learning technique for bootstrapping a binary classifier. To speed
up the detection process, the TLD system uses a sliding-window global cascade
detector, where a variance filter gives a weak signal of the object’s presence, then
a fern classifier provides a stronger response and a template matching technique,
implemented by a nearest neighbor classifier, determines the final response, that
is, it validates the detections from the previous stages.
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(a) (b) (c)

Fig. 1. Detector Overview: (a) Local features are extracted from the image and classi-
fied by a fern classifier as either belonging to the object (red circles) or the background
(blue crosses). (b) All features that belong to the object are then pooled across locations
using a multi-scale grid structure and a confidence is calculated for each bounding box
in the grid. The most confident bounding box for each scale is considered a detection
candidate. (c) Each candidate is passed through the global validation stage given by
the nearest neighbor classifier, if the most confident detection is above a confidence
threshold it is considered as the final detection.

The cascade configuration, as stated by Viola and Jones [15], can be viewed as
an object specific focus-of-attention mechanism which provides statistical guar-
antees that discarded regions are unlikely to contain the object of interest. How-
ever given the nature of the global detection, sometimes this focus-of-attention
is lost due to small local changes in the object, this is principally reflected by the
fact that sometimes even though a layer of the detector gives a correct detec-
tion, the following and more selective layer of the detector, rejects the detection.
We believe this can be avoided by relaxing the selectiveness of the detector and
studying the precision and recall on each individual layer of the detector.

The principal contribution of our approach is to replace the global classifier in
the firsts steps of the cascade detector by a more flexible local feature classifier.
We show how the efficiency of the detector can be significantly improved even
by just relaxing the planarity assumption on this stage. In order to achieve this
we introduce several changes to the framework which are described below.

3.1 Local Features

For local feature detection and description we selected the ORB features [14],
since they are fast to compute and already include some kind of invariance to
illumination, scale and rotation changes. These features are a modified version
of the FAST [13] corner detector and the BRIEF [4] descriptor, named ORB
for Oriented FAST and Rotated BRIEF. They achieve invariance to rotation
by using a simple measure of corner orientation, the intensity centroid [12], in
the corner detection step and then rotating the descriptor accordingly. Their
descriptors are binary strings. Each bit in the string represents an intensity
comparison between two pixels in a given patch. They are robust to illumination
changes and they can work in a multi-scale setting by using image pyramids.
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The classical approach to object detection using local features is feature
matching. For fast matching the authors of [14] propose to use Local Sensi-
tive Hashing [10]. However this approach would involve growing the database
of know features in order to perform adaptive tracking, this does not scale well
in long videos. In [11] the matching is defined as a key-point recognition prob-
lem. However the training of the algorithm is a very computationally expensive
procedure which has to be performed off-line. We are not using either of these
approaches, instead we refrain from matching specific key-points and formulate
the features classification problem as a binary feature classification, classifying
each feature as either belonging to the background or to the object as in [1].

3.2 Local Features Classification

The BRIEF descriptor [4] was originated as an alternative version of the key-
point Fern Classifier [11], removing the training phase, fixing the random features
and re-formulating the problem as matching instead of recognition.

Same as the features used by the ferns [11] and BRIEF descriptor [4], each
of the bits that makes up the ORB descriptor comes from a pixel comparison
operation. On initialization we select random features from the descriptors and
build fern structures as in [8]. These fern structures are hashing functions where
each fern with S features outputs a number between 0 and 2S − 1 which points
to a leaf node. On the training phase each leaf-node accumulates the number
of positive p and negative n examples that are mapped there by the fern func-
tion. During testing each fern points to the leaf-node with posterior probabil-
ity P (y = 1|xi), this posterior is computed by maximum likelihood estimator,
P (y = 1|xi) = p/(p+n), or is set zero if the leaf is empty. The ferns posteriors are
averaged and compared against a threshold which yields a positive or negative
response that indicates if the local features belongs to the object or not.

3.3 Feature Density Estimation

Local feature classification, as explained above, infers only per key-point infor-
mation about the presence of the object, this alone is a very weak indicator.
This information now should be pooled across multiple key-points to generate
reliable proposals for the position of the object. This procedure is similar to the
mean-shift technique used in [1], however, our technique allows for an exhaustive
search of maximum density regions due to fast features density calculation for
each bounding box on the sliding window grid.

Here we exploit the sliding window approach embedded in the TLD framework
[8]. After the local features are classified, the positive features posteriors are
mapped into a confidence map and accumulated using an integral image [15].
The positive feature density of window i is estimated by

d(wi) =
∑
jεwi

(pj) (1)
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where pj is the accumulated confidence of the positive features that were mapped
to pixel j. This density can be compared against a learned threshold to filter
out the patches locations with poor texture and low density of positive features,
however there would be no way to determine how many bounding boxes would
pass this filter. Instead we analyze a fixed number of detections by considering
as a candidate detection the densest bounding box on each scale s of the grid:

ws∗ = argmaxiεsd(wi)

3.4 Global Validation

All candidate detections are compared against all trained examples with a Near-
est Neighbor classifier. If the query patch is highly correlated with one of the
examples then it belongs to the same class. A confidence score is calculated
based on its relative similarity to the nearest positive and negative patches in
the following way

C(p) =
1−maxi(ncc(p, pni))

2−maxj(ncc(p, ppj))−maxi(ncc(p, pni))
(2)

where p is the query patch and pni is the ith negative example and ppj is the
jth positive example in the nearest neighbor database.

The similarity measure used is the normalized cross-correlation ncc(., .) or
cosine-similarity, and is calculated by:

ncc(−→u ,−→v ) =
−→u · −→v

||−→u || · ||−→v || (3)

where −→u and −→v are zero-mean templates. The ncc(·, ·) represents the cosine of
the angle between the templates and attains a value of one when the vectors
are parallel and zero when orthogonal. The most confident patch is compared
against a threshold, if the confidence score is higher than this threshold then the
nearest neighbor classifier gives a positive response.

Budgeting. When the videos are long and there is much variation on the ob-
ject’s appearance, many examples need to be learned in order to account for
the variation. This does not affect the fern classifier, however it does affect the
Nearest Neighbor classifier because while the database grows it takes longer to
classify a new example. We overcome this issue by setting a fixed budget, that
is, we only store a limited number of examples in the database, if this limit has
been reached then all new examples will substitute its nearest neighbor on the
database. By the implementation of this mechanism, some accuracy can be lost
in the final detector since examples that are added to the database in the begin-
ning of the video are then replaced when the database reach its capacity limit,
however we are focused on improving efficiency for the tracking setting where
this mechanism should not affect us.
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4 Implementation

Basically, Local TLD uses the same general framework as the PN-Tracker [8]: The
system is initialized in the first frame by manually setting a bounding box around
the object of interest. An initial detector is trained from that single frame and
the initial position of the tracker is set. For each following frame, the detector
and the tracker find the location of the object. The detected patches close to
the trajectory given by the tracker are given a positive label and detections far
away from this trajectory are used as negative examples. If the trajectory is
validated, these examples are used to progressively keep training the classifier
with different views of the object. However, if there is a strong detection far away
from the track, the tracker is reinitialized and the collected examples discarded.
The main idea is to recognize tracking failure and only update the classifier when
the tracking is correct.

4.1 Initialization

The system is initialized in the first frame by setting a bounding box around
the object of interest. Then the local features are extracted from the image.
This bounding box is used to create the grid structure with several bounding
boxes distributed across the image in multiple scales needed for the fast density
calculation. The feature density of the selected patch is calculated and is used
to set a threshold for the density filter.

Both classifiers in the cascade detector are trained in the first frame and then
are progressively updated in every frame with a validated tracking trajectory.

The fern classifier is initialized by selecting the random bit positions that are
going to be extracted from the binary strings descriptors to create the fern struc-
tures. Once selected, these structures remain constant throughout the learning.

All the local features inside the given bounding box are given a positive label
and all features outside the bounding box are given a negative label. These
feature descriptors are used to initialize the training of the fern classifier. The
selected patch is normalized to 15x15 zero-mean template and added to the
Nearest Neighbor database as a positive example. High density patches far from
the object are also normalized and added as negative examples for the Nearest
Neighbor classifier. In order to improve the generalization of the classifiers, the
positive examples are augmented by randomly warping the selected area 20 times
with small transformations.

4.2 Tracking

The tracking is performed using the Median Flow tracker which consist of a
pyramidal Lucas-Kanade tracker [3] with several modifications proposed in [9]. A
slight modification was made on the points to track, the original implementation
initializes a uniform 10x10 key-points grid within the last know bounding box
and track those points. We instead randomly select 100 key-points given by
feature extraction stage inside the last given bounding box since they are more
likely to be stable for tracking purposes.
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4.3 Detection

Fern Classifier. The first step in the detection stage is a local feature extraction
at multiple scales using an image pyramid. These features are the input to the
fern classifier which makes a series of measurements on the descriptor vector
and maps each feature to a confidence score. If the confidence is above 50%, the
feature is considered to belong to the object. The measurements made by the
fern classifier are saved to update the classifier in case that the trajectory of the
tracker is validated.

Feature Density Filter. Once the features have been classified, the positive
ones are projected to a confidence map which is then represented as an integral
image. Based on a sliding window strategy, the integral image is scanned across
positions and scales, at each sub-window a density estimation is calculated as in
Eq. 1. We select as candidate detections the densest bounding box at each scale
of the grid.

Global Validation. The candidate detections made by the fern classifier are
compared against all trained examples from the Nearest Neighbor classifier. And
a confidence score is calculated by Eq. 2 and the most confident patch is kept.
If this patch confidence is higher than 60% then the nearest neighbor classifier
gives a positive response.

4.4 Integration

On the integration stage, the patches locations given by the detector are com-
pared with the trajectory given by the tracker. If the object wasn’t tracked but
there is high-confidence detection, the tracker is reinitialized. If the object was
tracked but the detector made a detection with higher confidence and a max-
imum overlap of 50% with the bounding box given by the tracker, the tracker
location is reinitialized. If the detected locations and the tracker bounding box
are overlapped over 70% then they’re averaged together and the trajectory is
validated.

4.5 Learning

The learning component of the framework is given by the PN-Learning[8] tech-
nique. If the trajectory given by the tracker is validated, it triggers the ap-
plication of the P-N constraints. Meaning that all features detected inside the
predicted bounding box are assigned a positive label, and all features detected
in the surroundings (outside the bounding box) of the validated trajectory are
given a negative label. The features labeled as positive by the P-N constraints
which are below the fern confidence threshold and the negative features which
are above the threshold are used to update the fern classifier.
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The same procedure is used to augment the Nearest Neighbor database. If
the predicted patch is below the nearest neighbor threshold it is added to the
positive examples. All patches locations that were validated by the detector are
compared with the predicted location, if their overlap is lower than 20% they
are added to the bad examples database.

5 Experiments

The performance of the detector and the PN-Tracker is evaluated using the
following metrics : precision P is the number of correct detections divided by
number of all detections, recall R is the number of correct detections divided by
the number of object occurrences that should have been detected and f-measure
F combines these two measures as F = 2PR/(P +R). A detection is considered
to be correct if its overlap with the ground truth bounding box is larger than
50%. We perform all of our experiments in the publicly available TLD dataset1,
which was used by [8].

5.1 Parameters

To build the fern classifier we need to set two parameters: number of features per
fern, and number of independent fern structures. These parameters determine
the accuracy and speed of the feature classification stage, we try to find the
parameters which maximize precision and recall, and minimize processing time.

Since features are randomly selected at initialization there are some differences
from one run to another which can affect the classifier’s performance, the results
show the average over 5 runs. In a first experiment we try to determine the
optimal number of features per fern to obtain the best precision and recall. Fig.
2a shows the results of such experiments. As we can see from the graphs, the
best precision and recall are obtained using around 14 features per Fern. We fix
this parameter for all following experiments.

In a second experiment we test the number of ferns needed for the algorithm
to have good performance in terms of speed and accuracy. While the number
of ferns grows, so does the stability but speed drops linearly. From Fig. 2b we
can see that 7 is the minimum number of ferns we can have without impacting
accuracy.

To calibrate the confidence threshold in our detector we develop a Precision
and Recall analysis in several videos (sequences 1-6 in the dataset). We consider a
correct detection if the ground truth corresponds to the most confident detection
given by the cascade classifier. Fig. 2c shows a P-R curve of our detector, the
labels on the curve indicate the threshold value used in the last layer of the
detector to validate the detection.

1 Available at http://info.ee.surrey.ac.uk/Personal/Z.Kalal/TLD/TLD_dataset.
ZIP
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(a) (b)

(c)

Fig. 2. (a) Effect of number of features. Number of ferns is fixed at 10. (b) Effect of
number of ferns. Number of features is fixed at 14. (c) Threshold P-R Curve.

5.2 Validation

In order to validate the integration of our approach into the TLD framework we
compare our implementation with the results from the original implementation
by Kalal et. al[8]. To allow different initializations when comparing a trajectory
to ground truth, the trajectory is normalized (shift, aspect and scale correction)
so that the first bounding box matches the ground truth; all remaining bounding
boxes are normalized with the same parameters. The results of our experiments
are show in Table 1. We can observe that in average our approach outperform the
TLD in the tracking tasks using fewer appearance validations. The program was
tested at an average frame rate of 28 fps on a Core i7 laptop running Ubuntu.

It is important to note a few details when working with local features: In the
David video for example, local features are not detected by the ORB feature
detector inside the initial bounding box, that is caused by the absence of texture
in the region, however the adaptive tracker in the TLD system is able to track
the face to the point where features become apparent and the classifier starts
learning. A weakness of our approach when setting a fixed number of features
to be returned by the features detector is that, in the presence of very cluttered
backgrounds, features on the actual object are not strong enough to be retained.
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Table 1. Tracking performance analysis

TLD Our approach

Sequence Frames P R F P R F

1. David 761 1 1 1 0.92 0.91 0.91
2. Jumping 313 0.99 0.99 0.99 0.66 0.55 0.60
3. Pedestrian 1 140 1 1 1 0.18 0.17 0.17
4. Pedestrian 2 338 0.89 0.92 0.91 0.96 0.93 0.95
5. Pedestrian 3 184 0.99 1.00 0.99 0.83 0.94 0.88
6. Car 945 0.92 0.97 0.94 0.95 0.97 0.96
7. Motocross 2665 0.67 0.58 0.62 0.70 0.64 0.67
8. Volkswagen 8576 0.54 0.40 0.45 0.71 0.88 0.78
9. Car Chase 9928 0.50 0.40 0.45 0.71 0.34 0.46
10. Panda 3000 0.32 0.34 0.33 0.35 0.21 0.26

Average 26850 0.55 0.55 0.55 0.68 0.58 0.60

This effect is present in the Jumping video, where the face has poor texture
related to the background due to motion blur, however our classifier is able to
adjust well.

6 Conclusions

We have introduced a new way for object detection by classifying local features as
either belonging to the object or the background. We have shown how by simply
measuring the local density of positive local features is a good enough signal
of the object’s presence, and in combination with a global validation it yields a
strong and adaptable object detector to reinitialize a tracker from failure. We also
show how a local feature binary classifier can be successfully trained on-line using
PN-Learning and how we can improve the efficiency of the detection stage even
by restricting the costly validation process to the most confident patches at each
scale. Although in this paper we were not able to completely replace the global
detector, we set the base to future work on this area. The use of local features
allows the framework to be extended by replacing the nearest neighbor global
appearance validation with a geometric validation procedure which would also
provide an useful homography estimation. Research on this area is considered as
future work.
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Abstract. The original coded image signal can be affected when it is transmit-
ted over error-prone networks. Error concealment techniques for compressed 
image or video attempt to exploit correctly received information to recover  
corrupted regions that are lost. If these regions have edges, most of these con-
ventional approaches cause noticeable visual degradations, because they not 
consider the edge characteristics of images. The spatial error concealment me-
thods cannot work well; especially over high burst error condition since a great 
of neighboring information have been corrupted or lost (called ‘critical error 
situations’). This paper proposes two adaptive and effective methods to select 
the required support area, based on edge analysis using local geometric infor-
mation, suited base functions and optimal expansion coefficients, in order to 
conceal the damaged macroblocks in critical error situations. Experimental re-
sults show that the proposed two approaches outperform existing methods by 
up to 7.9 dB on average. 

Keywords: Spatial error concealment, adaptive directional interpolation, adap-
tive frequency selective extrapolation, critical support area, H.264/AVC, image, 
video. 

1 Introduction 

The transmission over error-prone networks of still images or videos coded by block 
based techniques like JPEG and MPEG respectively, may lead to block loss degrad-
ing, particularly the visual quality of images. Working under this environment, such 
as wireless communication where retransmission may be not feasible, application of 
error concealment (EC) techniques is consequently required to reduce degradation 
caused by the missing information. These techniques attempt to exploit correctly re-
ceived information to recover corrupted regions that are lost [1-3]. The main idea of 
EC is to utilize neighboring correctly received data of the current frame or the refer-
ence frame to recover the corrupted regions. If these regions have edges, most of 
these conventional approaches cause noticeable visual degradations, because they not 
consider the edge characteristics of images. Most of spatial error concealment algo-
rithms consider the eight neighboring macroblocks are correctly received in the same 
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image for restoring missing macroblock. These methods cannot work well; especially 
over high burst error condition since a great of neighboring information have been 
corrupted or lost (called ‘critical error situations’). This paper proposes two adaptive 
and effective methods to select the required support area, based on edge analysis us-
ing local geometric information, suited base functions and optimal expansion coeffi-
cients, in order to conceal the damaged macroblocks in critical error situations. The 
idea is then that these methods can alleviate the disadvantages of the conventional 
methods effectively and provide better performance considering the critical situation 
of having at least one neighbor macroblock correctly received or already concealed of 
the considered lost or corrupted macroblock. 

The remainder of this paper is organized as follows. Section 2 discusses the pro-
posed new method based on Directional Interpolation approach; in section 3 discusses 
the other proposed new method based on Frequency Selective Extrapolation ap-
proach. Implementation, results and discussion are presented in section 4. Finally, in 
section 5, we draw conclusions and give suggestions for future work. 

2 Proposed Method Based on Directional Interpolation 

This well-known and highly influential ancient spatial error concealment technique 
was proposed in [4] as a non-normative algorithm in the MPEG-4 H.264/AVC stan-
dard [1,3,5,6]. It uses weighted averaging interpolation (WAI) of four pixel values 
located at vertically and horizontally neighboring boundaries of a damaged macrob-
lock (MB) consisting usually of 16x16 pixels. This method causes noticeable visual 
degradation in the region including the edges (cf. section 4, figs. 3a-5a). 

The Directional Interpolation (DI) which is applied for intra-frames [7,8], this is a 
spatial error concealment technique proposed by W. Kwok and H. Sun [8] which uses 
local geometric information extracted from the surroundings to detect edge compo-
nents. Sobel gradient filter is employed to detect the edge in a simple and fast way. It 
has perfect performance in edge detection and noise restraining. This algorithm pre-
supposes, as does WAI’s method, that all eight neighboring MBs in the support area 

 (see fig.2) are usually available to apply error concealment process over the dam-
age MB (missing area ). If any of the neighboring MBs is not correctly received, the 
DI’s method doesn’t perform well. To alleviate the disadvantages of the DI’s method 
effectively and provide better performance considering critical situations as having at 
least one neighbor of the considered lost or corrupted MB, we focus on the challenge 
of providing the necessary conditions to correctly estimate the edge direction and to 
suitably reconstruct the damaged MB with minimal information. 

2.1 Computing Edge Direction 

The edge direction of the lost MB is estimated considering only the neighboring cor-
rectly received MBs or concealed in the support area  as it shown in figure 2. The 
magnitude and angular direction are computing. The direction of the surviving gra-
dient is quantized in steps corresponding to a 22.5°. The voting mechanism only takes 
into account those pixels at (i,j) which belong to the correctly received MBs or  
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already concealed. After all the pixels in the surrounding neighborhood have "voted", 
the counter containing the largest value determines which direction to use in the inter-
polation. 

2.2 MB Reconstruction Using Adaptive Interpolation 

In order to compute the dominant edge of the support area , a series of one dimen-
sional linear interpolations are carried out along the direction to obtain the pixel of the 
lost MB. If a projective line, representing dominant angular direction, passes through 
the pixels around the border of the horizontal MBs (B5,B7) and/or vertical MBs 
(B4,B6) which have not been correctly received, then the closest correctly received 
MB or concealed to the considered lost MB ( ), is selected instead. For instance, a 
dominant angular direction of 0° is shown in figure 1. For the pixel p(x,y) belonging 
to the lost MB, the dominant angular direction edgDir of  passes the boundary pix-
els of MBs B5 and B7, then MB B5 will be selected to replace B7 (fig. 1a). Similarly, 
under the same principle, in fig. 1b, MB B7 will replace B5. If MBs B5 and B7 are 
incorrectly received, then the algorithm will find the closest neighboring MB for each 
one from B1,B2,B0 and B3 (fig.1c). This method promotes efficiency in the condition 
that horizontal, vertical and diagonals neighbors are not available. 
 

 a)    b)    c) 

Fig. 1. Adaptive interpolation of the lost MB 

The following represents, in generic form, the interpolation process to obtain the 
pixel values of the lost MB taking into account only those MBs which have been cor-
rectly received or concealed: 

For angular direction 0°: 
 ( , ) ( , ) ( , ) ( , ) ( , )( , ) ( , ) , ( , ) ∈  5 0 , 7 0 (1)

where ( , ) is the estimated pixel and ( , ) is the distance between the esti-
mated pixel and the missing one ( , ).  

When any of the horizontal neighboring MBs to the lost MB ( ) is incorrectly re-
ceived, the following equations are evaluated: 

 ( , ) ( , ) , ( , ) ∈5 0 , 7 0  (2)
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( , ) ( , ) , ( , ) ∈5 0 , 7 0  (3)

When both of the horizontal neighboring MBs to the lost MB ( ) are incorrectly re-
ceived, the following equation is evaluated: ( , ) min( , )∈ ( , ) ( , ) , ( , ) ∈1, 2, 0, 3 , 0  (4)

For angular direction 90°: 
 ( , ) ( , ) ( , ) ( , ) ( , )( , ) ( , ) , ( , ) ∈  4 0 , 6 0 (5)

When any or both of the vertical neighboring MBs to the lost MB ( ) are incorrectly 
received, a procedure similar to angular direction 0° is performed. 

For angular directions different to 0° and 90°, the two estimated pixel values ( , ) , ( , ) , , ∈  , 0,1, . . .7  which are needed to obtain the interpolated pixel 
value ( , ), is computed by the following equations: 

Option 1: estimated pixel position ( , )  
 

1 ( )tan (22.5 ) , 11 1 (6)

 The availability of the B4, B1 and B0 MBs is analyzed to obtain the estimated 
pixel value following the equations (they are 8 cases): 

( , ) ( , )  , 4 0 , 1 0 , 0 0 (7) 

( , ) ( , ) , 4 0 , 1 0 , 0 011 1  (8) 

( , ) ( , ) , 4 0 , 1 0 , 0 01 11  (9) 

( , ) ( , ) , 4 0 , 1 0 , 0 01  1 11 11  (10) 
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( , ) ( , ) , 4 0 , 1 0 , 0 01 1 2  1 1 11 2 11 1  (11)

( , ) ( , ) , 4 0 , 1 0 , 0 01 1 2  1 1 2 1 2 1 11  (12)

( , ) ( , ) , 4 0 , 1 0 , 0 0 1 1 ( 2⁄ )  1 1 ( 2⁄ ) 1 ( 2⁄ ) 1 11 1 ( 2⁄ )  (13)

If the B4, B1 and B0 neighboring MBs are incorrectly received or concealed, then the 
neighboring MBs B6, B2 and B3 will be considered to obtain the estimated pixel 
value. To do this, the equations 7 to 13 are evaluated replacing the following va-
riables: B4 by B6, B1 by B2, B0 by B3; D4 by D6, D1 by D2, D0 by D3 and  ( , )  
by ( , ) . 

 

Option 2: estimated pixel position ( , ) 
2 ( 1 )tan (22.5 ) , 22 1 (14)

 The availability of the B6, B2 and B3 MBs is analyzed to obtain the estimated 
pixel value. A procedure similar to option 1 is performed, following the equations 7 to 
13 and replacing the corresponding variables. 

 

Option 3: estimated pixel position ( , ) 
3 ( ) tan (22.5 ) , 33 1 (15)

 The availability of the B5, B1 and B2 MBs is analyzed to obtain the estimated 
pixel value. The considerations of the option 1 are also realized.  

 

Option 4: estimated pixel position ( , )  
4 ( 1 ) tan (22.5 ) , 44 1 (16)

 The availability of the B7, B0 and B3 MBs is analyzed to obtain the estimated 
pixel value. The considerations of the option 2 are also realized. 
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After obtention of the two estimated pixel values, the interpolated pixel value of 
the lost MB is computed by the following equation: ( , ) ( , ) ( , ) ( , ) ( , )( , ) ( , ) , ( , ) ∈  (17)

where ( , ) , ( , ) are the estimated pixels and ( , ) , ( , ) are the dis-
tances between the estimated pixels and the missing one ( , ). 

3 Proposed Method Based in Frequency Selective Extrapolation 

For the images EC application, Kaup et al [9-11] proposed a frequency selective 
extrapolation (FSE) approach based on successive approximation technique [12,13]. 
So, the image content (see fig. 2a) of the known macroblocks (support area ) is suc-
cessively approximated through a parametric model ( , ) and the missing macrob-
lock (missing area ) is obtained by extrapolation according to an error criterion 
based on the energy weighted function, described as follows: ( , ) ( , ) ( , )( , )∈ , ∈  

(18)

where ( , ) is the weighting function, ( , ) are the values of the samples in the 
area , ( , ) is the parametric model and  is the MB in the support area . The 
parametric model in each iteration is: 

 ( )( , ) ,( ) , ( , )( , )∈ , , ∈  
(19)

 

 denoting the set of basis functions , ( , ) weighted by the expansion coeffi-

cients ,  ( )  used in the iteration , ,  indicates the row and column index. The 
number of available basis functions equals the number of samples in the entire area . 
 

   

a)                                              b)                                             c) 

Fig. 2. a) Representation of missing and support area. Weighting function: b) Isolated lost 
block, c) Consecutive lost block. 

The FSE’s method which is applied for intra-frames [9-11], takes all eight sur-
rounding MBs (support area ), to restore the lost one (missing area ). If any of the 
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neighboring MBs is not correctly received, the FSE’s method doesn’t perform well 
(cf. section 4, figs. 3d-5d). To alleviate the disadvantages of the FSE’s method effec-
tively and provide better performance considering critical situations as having at least 
one correctly received or concealed neighbor MB, we focus on the challenge of pro-
viding the necessary conditions to correctly estimate the signal in the available sup-
port area  through a suited base functions and an optimal expansion coefficients to 
suitably reconstruct the damaged MB with minimal information. 

3.1 Computing Basis Functions and Expansion Coefficients 

For emphasizing closer regions to missing area , Kaup et al [9-11] use a weighting 
function ( , ) (see eq.18) based on an isotropic model ( , ). 

 ( , )( , ) , 0 1, , ∈ , ∈0, , ∈  
(21)

Figure 2b depicts the resulting weighting function for a single lost MB. This lost MB 
is located in the center of this weighting function having zero intensities and all sur-
rounding MB’s area has a certain weight defined by .  

Kaup et al [9-11], also treat the consecutive macroblock loss. The resulting weight-
ing function ( , ) on the available support area , for the case of consecutive 
macroblock loss, is shown in figure 2c. In this figure, the macroblock MB7 is not 
available and macroblock MB5 has been concealed (extrapolated). Then, in order to 
include the MB5 in the concealment procedure, Kaup et al [9-11] limit their influence 
by assigning a weight of 0.1 trying to prevent the spread of approximation errors. It is 
known that the influence of the weighting function decreases radial symmetrically 
with distance from the center of the lost area at ( 2⁄ , 2⁄ ), then, we compute the 
contribution of each sub-area (surrounding MBs) in the support area  in terms of 
energy: 0 1 2 3 0.14096 10  ⁄ , and for horizontal 
and vertical macroblocks: 4 5 6 7 1.6858 10  ⁄ . 
Based on this results, we propose to use the information of the concealed neighbors 
MB's throughout the support area , under the same conditions as the correctly re-
ceived MB's. So, we apply the weighting function in the area of the concealed MB 
without limiting its influence. Our FSE algorithm optimization allows the conceal-
ment of the lost MB for any error pattern structure present in the Intra frame. The 
implemented optimization algorithm is described as follows: 

1. Establishment of the Weighting Function 

In the proposed method, the resulting weighting function is variable because it de-
pends on the available support area  for each lost MB that needs to be concealed. 
This condition can be represented as follows:  

( , ) ( , ) , 0 1, , ∈∈ 00, , ∈  
(22)

 is the MB correctly received or concealed in the variable support area .  
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2. Initialization of the Parametric Model 

The parametric model is initialized as Kaup et al [9-11],  ( )( , ) 0. 

3. Initialization of the Approximation Weighted Residual Error 

The initialization 0  of the approximation weighted residual error is done by the 
following: 

 ( ) ( , ) ( , ) ( )( , ), , ∈ , ∈ 0  (23)

where ( )( , ) ( , ) ( )( , )  (24)

4. Iterative Procedure of Frequency Successive Approximation 
 
4.1. Best Fitting Basis Function Determination 

Based on the equation 18 as well as the conditions presented in equations 22 and 23, 
and using the 2D Discrete Fourier Transform (DFT) base functions, the maximal de-
crease of the weighted error criterion to select the best fitting basis function in the 
frequency domain can be expressed as follows: 

 ∆ ( ) ( ) ,0,0 , ∈ 0  (25)

4.2. Expansion Coefficients Determination 

After doing some mathematical simplifications from equation 18, the expansion coef-
ficient update ∆  for each iteration  can expressed in the frequency domain as:  

 ∆ ( ) ,0,0 , ∈ 0  (26)

The expansion coefficient ,( ) is then update by 

,( ) ,( ) ∆  (27)

4.3. Updating the Parametric Model 

The parametric model ( )( , ): ( )( , ) is updated for each iteration  based on 
the proposed conditions mentioned before, allowing obtain suitable base functions 
and optimal expansion coefficients to correctly estimate the available support area . 
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4.4. New Approximation Error Determination 

To obtain the weighted residual error signal in the next iteration 1, the following 
equation is computed: 

 ( ) , ( ) , 1 ∆ , , ∈ 0  (28)

5. The Final Parametric Model 
After all iterations are done, the final parametric model is obtained by an inverse 
DFT. This parametric model is then, the closest approximation to the signal data in 
the available support area : 

 , , ,  (29)
 

Finally, the proper concealed lost MB is obtained from the parametric model which is 
optimized for the available support area .  

4 Results 

In order to evaluate the performance of the spatial concealment methods, experiments 
were conducted using corrupted representative Intra Images with significant losses 
(20% to 42%) due to node congestion or excessive delay in mobile communications. 
These experiments also include different errors distributions. It is important to high-
light that, in real communications, consecutive blocks corrupted usually happen and 
that the select images are a major challenge for the EC algorithms. We compared the 
performances of the following spatial error concealment methods: WAI method 
[4,14], directional interpolation method [8,15], FSE method with all MBs correctly 
received [9-11], FSE method for consecutive macroblock loss (FSE weighted 0.1) [9-
11] and ours proposed methods. In order to evaluate the quality of reconstruction of 
an image Intra we use the peak to signal-to-noise ratio of its YUV color space lumin-
ance component (Y-PSNR). According to the results shown in the Table 1, in general, 
the proposed methods outperforms existing methods by up to 7.9 dB on average. 

Table 1. Performance of the spatial error concealment methods 

Image 
Intra 

Error 
distribution 

% 
losses 

WAI 
(dB) 

DI 
(dB) 

Our me-
thod DI  

(dB) 

FSE  
(all MBs)

(dB) 

FSE 
weighted 0.1 

(dB) 

Our me-
thod FSE 

(dB) 
Lena Bursty 42.48 22.82 10.99 26.87 10.93 26.37 26.59 

Checkerboard 41.02 23.13 25.86 28.44 23.42 --- 28.34 
Uniform 21.97 25.83 31.29 31.29 30.71 --- 30.71 

Baboon Bursty 42.48 21.15 10.39 21.96 10.43 22.21 22.35 
Checkerboard 41.02 21.35 22.06 22.70 21.24 --- 23.13 
Uniform 21.97 24.02 25.58 25.58 26.04 --- 26.04 

Foreman Bursty 38.38 22.65 9.01 26.66 9.52 26.84 27.25 
Checkerboard 35.88 23.06 28.01 31.47 23.52 --- 30.09 
Uniform 20.20 26.00 32.90 32.90 32.67 --- 32.67 
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Abstract. The phase correlation method is a well-known image align-
ment technique with broad applications in medical image processing,
image stitching, and computer vision. This method relies on estimating
the maximum of the phase-only correlation (POC) function, which is de-
fined as the inverse Fourier transform of the normalized cross-spectrum
between two images. The coordinates of the maximum correspond to
the translation between the two images. One of the main drawbacks of
this method, in its basic form, is that the location of the maximum can
only be obtained with integer accuracy. In this paper, we propose a new
technique to estimate the location with subpixel accuracy, by minimizing
the magnitude of gradient of the POC function around a point near the
maximum.We also present some experimental results where the proposed
method shows an increased accuracy of at least one order of magnitude
with respect to the base method. Finally, we illustrate the application of
the proposed algorithm to the rigid registration of digital images.

1 Introduction

The phase correlation method [1] is a frequency domain technique used to esti-
mate the delay or shift between two copies of the same signal. This technique
is based on the shift properties of the Fourier transform. Specifically, consider
two discrete periodic signals f(x) and g(x), and let F (ω) and G(ω) be their
respective Fourier transforms. The normalized cross-spectrum R(ω) of f and g
is given by

R(ω) =
F (ω)G∗(ω)
|F (ω)G∗(ω)| , (1)

where G∗ is the complex conjugate of G. Note that |R(ω)| = 1 for all ω. Also,
the phase-only correlation (POC) function r(x) is defined as the inverse Fourier
transform of R(ω).

Now suppose g is simply a delayed copy of f ; that is, g(x) = f(x+ d), where
d is an unknown integer. The shift property of the Fourier transform states
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that G(ω) = F (ω) exp{jωd}, where j =
√−1. In this case, it is easy to see that

R(ω) = exp{−jωd} and r(x) = δ(x−d), where δ is the discrete impulse function
(i.e., δ(0) = 1 and δ(x) = 0 for x �= 0). Therefore, one can recover d by simply
locating the maximum of r(x).

This method can be easily extended to 2D and 3D images, and has been suc-
cessfully applied in several image processing and computer vision problems, such
as image registration [2], [3], [4], [5], biometrics [6], [7], [8], stereo disparity esti-
mation [9] [10], motion and optical flow estimation [11], [10], and video encoding
[12], [10].

One of the most important drawbacks of the phase correlation method, at least
in its basic form, is that the recovered displacements have integer accuracy; i.e.,
the coordinates of the maximum of the discrete POC function will be a rounded
version of the components of the true displacement vector. Various alternatives
have been devised to estimate the displacements with non-integer (subpixel) ac-
curacy. Among the most popular are those which rely on local function fitting:
one can first obtain the displacement d0 with integer accuracy using the basic
phase correlation method and fit a simple analytical function f(d) (e.g., a poly-
nomial) to the POC values in a neighborhood of d0; then one maximizes f(d) to
estimate the true maximum. The most common fitting functions are quadratic
polynomials and Gaussian functions [13], cubic splines [6], and Dirichlet or sinc
functions [14], [15], [11]. Most of these methods perform reasonably well under
controlled conditions but their performance is seriously degraded by noise, bor-
der effects, and the presence of multiple motions. This limits the application
of these methods to many computer vision problems, such as stereo depth or
optical flow estimation.

In this paper, we introduce a new method for the estimation of POC maxima
with subpixel accuracy, which is based on finding approximate zeros of the gradi-
ent of the POC function. The proposed method, which is presented in Section 2,
is capable of high-accuracy estimations while maintaining adequate robustness
to noise and multiple motions. In Section 3, we use synthetic data to demonstrate
the advantages of our method for the estimation of rigid image transformations.
Finally, our conclusions are presented in Section 4.

2 Methodology

Instead of relying on local function fitting, the proposed method attempts to
estimate the POC maxima by finding approximate zeros of the POC gradient
near the integer-valued displacements. Throughout rest of the article, we will
use square brackets to denote N -periodic discrete-time signals (e.g., f [x], where
x = 0, . . . , Nx − 1), and parentheses for continuous-time signals (e.g., f(x) with
x ∈ R). Also note that in most cases we will be dealing with periodic signals and
will obviate the need of mod-N indexing (e.g., f [x+N ] = f [x]).
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2.1 Gradient Estimation of the POC Function

Consider again the 1D case of the POC function r[x], which is defined as the
inverse discrete Fourier transform of the normalized cross-correlation R[k]; in
other words,

r[x] =

N−1∑
k=0

R[k] exp {2πjkx/N} , (2)

where N is the period of the signals.
The right-hand side of the above equation provides, in fact, a band-limited,

continuous representation of the phase correlation function. By differentiating
this expression with respect to x, one can obtain an analytical, continuous ex-
pression of the derivative of the POC function r′(x), which is given by

r′(x) = j
2π

N

N−1∑
k=0

kR[k] exp {2πjkx/N} . (3)

Note that, for real-valued input signals f(x) and g(x), the POC function is also
real, so its derivatives must be real as well. This means one can also compute
r′(x) as

r′(x) = −2π

N

N−1∑
k=0

k Im {R[k] exp {2πjkx/N}} , (4)

which in some cases may be computationally more efficient.
The problem of finding the extrema of the POC function with sub-pixel accu-

racy is equivalent to finding the zeros of r′(x). In 1D, the approach is straightfor-
ward: use the integer-valued displacement obtained from the discrete POC func-
tion as a starting point for a root-finding algorithm such as bisection or Newton-
Raphson (the second derivative of the POC, required for Newton-Raphson, is
also easy to obtain, although somewhat unstable). However, generalizing this
idea to 2D (or higher dimensions) carries some difficulties. Since the POC func-
tion is now bivariate (e.g., r(x, y)), its derivative takes the form of a vector-valued
bivariate gradient function, given by

∇r(x, y) =
[
∂r

∂x
(x, y),

∂r

∂y
(x, y)

]
, (5)

with

∂r

∂x
(x, y) = − 2π

Nx

Ny−1∑
l=0

Nx−1∑
k=0

k Im

{
R[k, l] exp

{
2πj

(
kx

Nx
+

ly

Ny

)}}
, (6)

and

∂r

∂x
(x, y) = − 2π

Ny

Ny−1∑
l=0

Nx−1∑
k=0

l Im

{
R[k, l] exp

{
2πj

(
kx

Nx
+

ly

Ny

)}}
, (7)

where Nx and Ny are, respectively, the width and height of the input images.
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Instead of finding the zeros of ∇r(x, y), one can approximate them by mini-
mizing the real-valued magnitude of the gradient. In other words, the estimated
displacement (dx, dy) is given by

(dx, dy) = arg min
(x,y)∈N (x0,y0)

h(x, y), (8)

where h(x, y) = |∇r(x, y)|2, (x0, y0) is a suitable initial solution (e.g., the integer-
valued displacement estimation), and N (x0, y0) is a neighborhood centered at
this point.

2.2 Minimization of Gradient Magnitude

Equation 3 shows that the spectrum of the derivative of the POC function is
obtained as the normalized cross-spectrum R[k] multiplied by the frequency k.
This means that r′(x) will, in general, have an increased high-frequency content
with respect to r(x). If one were to compute the second derivative r′′(x), it would
show even more high-frequency content, making it very sensitive to noise and
border effects. For this reason, we have chosen to avoid methods based on the
derivatives of h(x, y) (i.e., the second-order derivatives of the POC function) such
as gradient or Newton descent methods. Instead, we have chosen two methods
which rely only on the evaluation of the function to be optimized.

Grid Search. The initial solution (x0, y0) is refined by evaluating h(x, y) at the
nodes of a (2n+1)× (2n+1) grid centered at (x0, y0), with a spacing of w units
between adjacent nodes. The node (x̂, ŷ) with the lowest h is chosen as the best
solution. Further refinement is obtained by reducing w and iterating the method
with (x̂, ŷ) as the new center point. We have obtained good results after 2 or 3
iterations with n between 5 and 10. The initial spacing is w = 1/(2n) so that
the initial search area covers exactly 1 pixel; after each iteration, w is divided by
n, restricting the search to an area equivalent to one cell of the previous grid.

Nelder-Mead Optimization. The Nelder-Mead method [16] is a well-known
minimization heuristic which relies only on the evaluation of the function to be
minimized. In order to minimize a function f of n variables, the method requires
n + 1 points, x1, . . . , xn+1 ∈ R

n forming a simplex (i.e., no two points can be
colinear). The method works iteratively by selecting the worst point in the set;
that is, a point xh such that f(xi) ≤ f(xh) for i = 1, . . . , n, and replacing it by
a new, better point x0, which lies along the line defined by xh and the centroid
of the remaining n points. Depending on how good the new point is with respect
to the given points, it can be reflected, expanded, or contracted along the line
(see [16]). When applying this method to minimize the POC gradient h(x, y) one
requires 3 starting points; the first one is the integer solution (x0, y0), and the
remaining two were chosen as (x0±0.5, y0) and (x0, y0±0.5) where the sign was
selected depending on which neighbor was best. The results were very similar
to the grid search method; however, many less points were evaluated with the
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Nelder-Mead approach, making it computationally more efficient. The reflection,
expansion, and contraction coefficients we used were α = 1, γ = 2, and β = 0.5,
respectively, and the method usually converged in less than 100 iterations.

2.3 Bandlimited Phase Correlation

Most of the methods which attempt to estimate the maxima of the POC function
[14], [17], [15] with subpixel accuracy are seriously affected by noise, aliasing,
and border effects, which are mostly present in the higher components of the
frequency spectrum of the signals. Therefore, it is strongly suggested to limit the
bandwidth of the POC function prior to the estimation of the POC maxima. In
many cases, a simple ideal lowpass filter is sufficient and very easy to implement,
since it only requires zeroing those coefficients in R[k] corresponding to higher
frequencies, before taking its inverse Fourier transform. In the proposed method,
we can apply this filter directly in the estimation of the partial derivatives (Eqs.
6 and 7) by summing only those terms with k < κNx and l < κNy, where κ
represents the cutoff frequency of the filter and must be between 0 and 0.5. In
our tests, good results were obtained with κ ≈ 0.3.

2.4 Application to Rigid Image Registration

To demonstrate the applicability of the proposed method, we have implemented
a rigid image registration algorithm based on the one proposed by Reddy et
al. [3], with the exception that the POC maxima are estimated with sub-pixel
accuracy. By definition, a rigid transformation is composed only of rotations
and translations; however, the proposed algorithm can also deal with isotropic
scalings (equal scaling along all axes), and could be easily extended to 3D images
(e.g., MRI volumes). This algorithm can be summarized in the following steps
(see [3] for details):

1. Let I1 and I2 be the input images of equal size, where I2 is assumed to be a
rigidly transformed version of I1.

2. Compute the discrete Fourier transform Îk of each input image Ik.
3. Compute the log-magnitude of the spectra Mk of each image as

Mk[k, l] = W [k, l] log
∣∣∣Îk[k, l]∣∣∣ , (9)

where W [k, l] is the frequency response of a high-pass filter. Here we use the
one suggested by Reddy, which is given by W [k, l] = (1−X [k, l])(2−X [k, l])
with X [k, l] = cos(πk/Nx) cos(πl/Ny) for −Nx/2 ≤ k < Nx/2 and −Ny/2 ≤
l < Ny/2. It can be shown that Mk is invariant to translation.

4. TransformMk from cartesian coordinates [x, y] to log-polar coordinates [ρ, θ],

where ρ = K
√
x2 + y2, θ = atan2(y, x), and K is an adequate scaling factor

which controls the resolution of the radius (ρ) axis. We have obtained good
results with K = (Nx+Ny)/8, where Nx×Ny is the size of the input images.
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5. Compute the normalized cross-correlation RM [k, l] and the POC function
rM [ρ, θ] between M1[ρ, θ] and M2[ρ, θ].

6. Estimate the maximum of rM with subpixel accuracy using the proposed
method. The coordinates of this maximum correspond to the scaling and
rotation parameters (s and φ, respectively) between I1 and I2.

7. Let Ĩ1[x, y] = I1 (Ts,φ{x, y}), where Ts,φ is a transformation defined as

Ts,φ{x, y} =
[
s cosφ −s sinφ
s sinφ s cosφ

] [
x
y

]
. (10)

In other words, Ĩ1 is a rectified version of I1, rotated and scaled according
to the parameters found in the previous step.

8. Compute the normalized cross-correlation R[k, l] and the POC function
r[x, y] between Ĩ1 and I2.

9. Estimate the maximum of r with subpixel accuracy. The coordinates of the
maximum correspond to the translation between the input images.

3 Results and Discussion

In this section we present some results obtained with the application of our ap-
proach to different image registration situations. To evaluate the accuracy of the
registrations, we take a reference image and perform an artificial transformation
with known parameters. The reference and transformed images are then regis-
tered, and the estimated parameters are compared against the true ones using
the True Mean Relative Error (TRME) [18], defined as

TRME =
1

4

[
s− ŝ

s
+

φ− φ̂

φ
+

dx − d̂x
dx

+
dy − d̂y

dy

]
, (11)

where (s, φ, dx, dy) are the true parameters and (ŝ, φ̂, d̂x, d̂y) the estimated ones.
Note that this error measure is more sensitive to accuracy when the transforma-
tion parameters are relatively small.

3.1 Optimization Approaches

In the first set of experiments we compared the performance of the original
phase correlation approach with integer accuracy, and the subpixel grid search
optimization approach and the Nelder-Mead simplex method.

A set composed of 100 affine transformations was generated assigning random
values for the scale s, 2D rotation φ, and for the translation vector (dx, dy). These
values were sampled uniformly in the following way: s in the interval (2−0.5, 20.5),
φ in the interval (−30◦, 30◦), dx and dy both in the interval (−32, 32) (pixels).
A 260 × 260 T1 MRI image (Fig. 1(a)) was used for registration. Reference
images were created applying the 100 affine transformations described above to
the original image and then computing the estimated transformation through
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Fig. 1. (a) T1 MRI reference image used for registration tests; a test case is generated
by applying a random transformation to this image. (b) TRME error for each test case
and each registration method.

the approach presented in this paper. Fig. 1(b) shows the relative errors for all
the transformations estimated through the (a) POC with integer accuracy, (b)
subpixel grid search, and (c) Nelder-Mead subpixel optimization as they were
described in Section 2. Errors between the grid search and the Nelder-Mead
optimization are very similar and, both of them are smaller than the original
POC approach with integer accuracy.

We consider a successful estimation if the corresponding relative error was
at most 0.1, and we compute the average and the median of all the successful
estimations for the three approaches, and the computation time for each one (see
Table 1). Success mean errors and success median errors are almost the same
for the grid search and Nelder-Mead approaches and they are much smaller
than the corresponding values with integer accuracy. The success rate error was
also improved from 90% at the integer accuracy approach to 100% in the other
two approaches. Neverheless, the main difference between the Grid Search and
Nelder-Mead is the overhead computation time: Nelder-Mead required in average
10.6ms (in addition to the basic POC search method) to get a solution similar
to the one recovered by Grid Search in 184.4ms in this experiment. For this
reason, we have conducted the rest of our experiments using only the Nelder-
Mead optimization.

3.2 Robustness against Transformation Complexity

Nine sets composed of 100 affine transformations were generated assigning ran-
dom values for the transformation parameters. These values were sampled uni-
formly in the following way: s in the interval (1−0.1a, 1+0.1a), φ in the interval
(−10a, 10a) (degrees), dx and dy both in the interval (−10a, 10a) (pixels), where
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Table 1. Results obtained after 100 synthetic registration cases using the three meth-
ods under discussion

Search method Success rate
Success
mean error

Success
median error

Average time
(ms)

Integer accuracy 90% 2.74947% 1.93281% 125.5

Grid Search 100% 0.700544% 0.287313% 309.9

Nelder-Mead 100% 0.700457% 0.292196% 136.1

a = 1, · · · , 9 (each value of a corresponds to one of the nine sets). The a-th set
is called the tranformation complexity of level a. Transformations with higher
complexity are more difficult to be successfully estimated because of possibly
small scale factors, or because parts of the transformed image may be cropped
when they lie outside of the image frame, producing artificial borders and loss
of data.

Fig. 2(a) shows the graph of success rate with respect to the complexity of the
affine transformations. It is observed that subpixel approach based on Nelder-
Mead optimization always improve the success rate with integer accuracy, and
this rate suddenly decreases after level 6. Fig. 2(b) shows that success improve-
ment is better for low complexity transformations. Due to the fact that we use a
relative measurement of the error, it seems logical that the relative error seems
large for low complexity transformations although the absolute error is still pro-
portional to the transformation parameters.

In Fig. 2(c), the median and average errors are shown for both approaches:
integer accuracy and Nelder-Mead. In both approaches, average error is under
the threshold of 0.1 relative error and it increases for complexity level 6 and
larger, and Nelder-Mead always improve the error with respect to the integer
accuracy POC. Moreover, median error remains under the threshold of 0.05
of relative error up to level 7, i.e. more than 50% of the tests are under this
threshold although the average error increases significatively (some estimations
are very far from the expected values).

Fig. 2(d) shows that the improvement on the True Relative Mean Error
(TRME) is better for complexity levels 1 to 3, although the improvement is
still noticeable up to level 6. For this experiment, the improvement ratio on the
best subpixel TRME is approximately 0.2 times the TRME obtained with inte-
ger accuracy, while the improvement ratio on the median of the error is almost
constant for levels 1 to 8, being 0.15 times the median obtained with integer
accuracy.

3.3 Robustness to Noise and Missing Data

In order to test the robustness of the method against noise, we consider additive
noise with Gaussian distribution, which was added to the transformed image.
Then, we vary the standard deviation from 0 to 0.3 in a normalized scale (i.e.,
the gray levels go from 0 to 1). The true transformation was fixed with the
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Fig. 2. Results obtained with transformations of varying complexity: (a) success rate,
(b) success improvement ratio, (c) mean and median error, (d) mean and median error
improvement ratio. See text for details.

following values: horizontal translation of 10.35 pixels, vertical translation of -
20.78 pixels, rotation angle of 30.42 degrees and scale of 1.21. The transformation
was estimated using the three algorithms under study. The results are shown in
Figure 3 for both the T1 MRI image (left) and the Lena image (right). The results
for Lena show that the correct translation can be found well under a standard
deviation of 0.1, while the brain image can only achieve a correct transformation
under a standard deviation of 0.07.

In another experiment, we tested the robustness of the method with respect
to partial/missing data. For the first experiment, we used the Lena image, and
replaced the pixel values within a circumference centered at the center of the
transformed image with zeros, therefore reducing the amount of useful informa-
tion. Figure 4(a) shows a plot of the log-TRME versus the percentage of deleted
data (with respect to the total number of pixels) for four rigid transformations
composed by φ = 30.42◦, dx = 10.35, dy = −20.78, and scaling factors of 0.8,
0.9, 1.0, and 1.1, respectively. We used different scales since a little variation
in their values may affect significantly the amount of matchable pixel informa-
tion. One can observe in this plot that in the case of scales less than 1.0, the
TRME-values remain close to 0.01 even for images with 50% of missing data.
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Fig. 3. Plots of the TRME with respect to the standard deviation of Gaussian noise
added to the input images: (a) results with the T1 MRI image, (b) results with the
Lena image
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Fig. 4. Plots of the TRME with respect to the percentage of missing data. (a) results
with the T1 MRI image, (b) results with the Lena image. Each trace corresponds to a
different value of the scaling parameter (the rotation and translation parameters were
fixed).

The experiment was repeated with the T1 MRI image shown in Fig. 1(a), and
with scaling factors of 0.7, 0.8, 0.9, and 1.0. These results are shown in Figure
4(b). In this case, the matchable data does not cover the full image frame; there-
fore, the deletion of data from the center outwards has a bigger impact on the
registration performance, especially when the scaling factor is small.

3.4 Results with Real Images

We also applied the proposed method to real image pairs where the true trans-
formation is unknown. Figure 5 shows the result obtained from registering two
512× 512 aerial images. Once the transformation was found, it was possible to
build a larger map. Note that, in this case, the overlapping area between both
images is relatively small (about one third of the image size), but the proposed
method is still able to solve the problem accurately.
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Fig. 5. Example of rigid registration of real images, where the true transformation is
unknown. In this example, two aerial images are registered using the proposed method;
once the transformation is found, the images can be stitched to form a larger map.

4 Conclusions

A novel approach to estimate the maxima of the phase-only correlation (POC)
function was presented in this paper. This approach is based on minimizing the
magnitude of the gradient of the POC, which can be done using heuristic tech-
niques that rely only on the evaluation of the function to be minimized. The
proposed method was applied to the rigid registration of two images, where it
was evaluated in terms of precision and robustness to noise and missing data
using synthetic examples. The results of these evaluations are favorable and
demonstrate a significant improvement with respect to the classical phase corre-
lation method where integer-valued translations are estimated. The registration
algorithm was also applied to real image pairs where the true transformation
is unknown, obtaining satisfactory results. A quantitative comparison between
the proposed method and other state of the art methods for accurate estimation
of the POC maxima is currently being performed. We are currently perform-
ing a comparative study between the proposed method and the most relevant
techniques in the literature for the estimation of POC maxima with subpixel
accuracy. Future work will focus on increasing the success rate of these methods
for the rigid registration problem by analyzing multiple maxima of the phase
correlation function.
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Abstract. This paper introduces a novel method for encrypting images with an 
associative approach. We use a symmetric cryptosystem. The encryption 
method divides the gray-scale image in n squares with which a Morphological 
Associative Memory is built. Then, the information from the image is stored in 
the array which represents the memory. The meaning of the array is very 
difficult to decipher without the private key and the previous knowledge for 
operating the associative memory. The original and the recovered images were 
correlated, and the recovering is 100% in all cases. 

Keywords: Artificial Intelligence, Image Encryption, Associative approach, 
Morphological associative memories. 

1 Introduction 

Encryption is a common technique to uphold image security. Image and video 
encryption have applications in various fields including internet communication, 
multimedia systems, medical imaging, Tele-medicine and military communication. 

Traditional image encryption algorithms are private key encryption standards (DES 
and AES), public key standards such as Rivest Shamir Adleman (RSA), and the 
family of elliptic-curve-based encryption (ECC), as well as the international data 
encryption algorithm (IDEA). 

Current encryption algorithms can be classified into different techniques such as 
optical [1-6], value transformation [7-11], pixels position permutation [12-14] and 
chaos-based [15-19]. 

In this paper, we propose a novel encryption method based on Morphological 
Associative Memories (MAM). The idea was taken from [20] where the image is 
divided in blocks and then, they are scrambled to form a new image. The authors 
applied two methods to reconstruct the original image. This problem is processed as a 
puzzle issue. 

                                                           
* Corresponding author. 
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In our method, we also divide a gray-scale image in blocks but we do not scramble 
them, instead, the blocks are vectorized. These set of vectors correspond to the output 
patterns of a MAM. The private keys are the input patterns. We build two MAMs: 
max and min, which are the encrypted images. In fact, max memory can be obtained 
from the min memory and vice versa. This way of encrypting has an advantage: the 
encrypted image does not have the same dimensions of the original image, therefore 
not only the data in the encrypted image is different from the original but also the 
dimensions are not the same. Then it is twice difficult to understand the information 
from the encrypted image. 

Section 2 introduces the basic concepts of Associative Memories together with the 
description of the operation of the Morphological model. In Section 3, our proposal 
for encrypting images is described. Experiments and results are presented in Section 
4. Finally, the results are analyzed and discussed in the Conclusions section. 

2 Associative Memories 

This part will discuss the basic concepts of Associative Memories and the operation 
of the Morphological Associative Memories. 

An associative memory is a system that relates input patterns with output patterns. 
The purpose of an associative memory is to retrieve the corresponding output pattern 
when the input pattern is presented. 

The design of an associative memory requires two phases: learning and recalling 
phases. In the first phase, the memory associates every input pattern with its 
corresponding output pattern. The set of associated patterns is called fundamental set. 
In the recalling phase, the input pattern is presented to the associative memory and the 
response should be its corresponding output pattern. 

Associative memories are a class of artificial intelligence, the interesting thing 
about them is the fact that can recall an output pattern even if one of the input patterns 
is not identical to that used in the association process, i.e., the pattern presented to the 
memory can be a noisy version of a pattern in the fundamental set. 

Most associative memories work only with binary numbers, which is a big 
disadvantage when handling color or gray-level images. For example, if we have a 
gray-scale image of 50 x 50, a memory that uses real numbers would deal with 
vectors of 2500 elements but with a binary memory, first each pixel should be 
converted to 8 bits therefore the dimension of the matrix would be of 400 x 400 and 
we would have vectors with dimension of 160000.  Due to the amount of information 
becomes very large, we decided to use an associative memory called Morphological 
Memory which allows working with real numbers, therefore the handled amount of 
data is reduced and the process is faster.  

2.1 Morphological Associative Memories  

The fundamental difference between classic associative memories (Lernmatrix [21], 
Correlograph [22], Linear Associator [23] and Hopfield [24]) and Morphological 
associative memories [25] lies in the operational bases of the latter, which are the 
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morphological operations: dilation and erosion. This model broke out of the 
traditional mould of classic memories which use conventional operations for vectors 
and matrices in learning phase and sum of multiplications for recovering patterns. 
Morphological associative memories change products to sums and sums to maximum 
or minimum in both phases. 

The basic computations occurring in the proposed morphological network are 
based on the algebraic lattice structure (R, ∨, ∧, +), where the symbols ∨ and ∧ denote 
the binary operations of maximum and minimum, respectively. Using the lattice 
structure (R, ∨, ∧, +), for an m x n matrix A and a p x n matrix B with entries from R, 
the matrix product C = A ∇ B, also called the max product of A and B, is defined by 
equation (1). 

 (1)

The min product of A and B induced by the lattice structure is defined in a similar 
fashion. Specifically, the i,jth entry of C = A Δ B is given by equation (2). 

 (2)

Suppose we are given a vector pair x= (x1, x2, …, xn)
t and y= (y1, y2, …, yn)

t∈ Rm. An 
associative morphological memory that will recall the vector when presented the 
vector is showed in equation (3) ( )  (3)

Since W satisfies the equation W Δ x = y as can be verified by the simple computation 
in equation (4) ( )

( )  (4)

Henceforth, let (x1, y1), (x2, y2), …, (xp, yp) be p vector pairs with ( , , … , )  ∈ Rn and ( , , … , )  ∈ Rm for k = 1, 2, …, p. For a 
given set of pattern associations {(xk, yk) | k= 1, 2, …, p} we define a pair of 
associated pattern matrices (X, Y), where X=(x1, x2, …, xp) and Y=(y1, y2, …, yp). 
Thus, X is of dimension n x p with i,jth entry  and Y is of dimension m x p with i,jth 

entry . Since yk ∇ (-xk)t = yk Δ (-xk)t, the notational burden is reduced by denoting 
these identical morphological outer vector products by yk × (-xk)t. With each pair of 
matrices (X, Y) we associate two natural morphological m x n memories M and W 
defined by 
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( ( ) ) (5)

( ( ) ) (6)

 With these definitions, we present the algorithms for the learning and recalling phase. 
 
Learning Phase 

 
1. For each p association (xμ, yμ), the minimum product is used to build the matrix yμ 

Δ (-xμ)t of dimensions m x n, where the input transposed negative pattern xμ is 
defined as . 

2. The maximum and minimum operators (∨ and ∧) are applied to the p matrices to 
obtain M and W memories as equations (5) and (6) show. 

 
Recalling Phase 

 

In this phase, the minimum and maximum product,  Δ and ∇, are applied between 
memories M or W and input pattern xω, where ω ∈ {1, 2, ..., p}, to obtain the column 
vector y of dimension m as equations (7) and (8) shows: 

y = M Δ xω (7)

y = W ∇ xω (8)

3 Implementation 

Our proposal is applied to gray-scale images, then the image have to be converted to 
this format. The gray-scale image is partitioned in blocks of n x n pixels. This is 
illustrated in Figure 1. 

For the partition process, we experimentally found that the recalling was more 
effective when the segments of the image were square; therefore the greatest common 
divisor between length and width of the image was obtained, this value had to fall into 
the range of 10 to 100 to avoid storing arrays occupying an excessive memory space. 
If the greatest common divisor falls outside this range, then it was multiplied (when is 
minor) or divided (when is greater) by ten until the condition is reached. 

Each sub-matrix (segment) is vectorized to build the m output patterns y, where m 
is the number of blocks (see Figure 2). 

 
 
 

( )μμμμ
n

t xxx −−−=− ,...,,)( 21x
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 0 0 0 0 0( )     →   y1 0  0 0 0 0( )     →   y2 0 0  0 0 0( )     →   y3 

…               …                         … 0 0 0 0 0 ( )     →   ym 

(10)

where b is the symmetric of a, then b = -a. 
After several tests, we found that the value of a achieving the best recalling was 

equal to 300. We gave to a values of: 10, 20, 30, 40, 50, 100, 200, 250, 290 but these 
values were not effective when recovering. We tested values greater than 300 until 
1000 and they showed the same result obtained with 300, therefore we decided to use 
300. 

The encryption process is terminated and matrices M and W represent the 
encrypted images. 

The information necessary to decrypt the image is the number of blocks (m) and 
the cardinality of patterns y (nxn). Also, we need to know the dimensions of the 
original image. The size of M or W is of (nxn) x m, therefore the information is 
implicit in the encrypted image. 

Now, for the inverse process, the images are analyzed to obtain the information. 
Once we know the number of blocks, we built the input patterns (private key) both x 
and . Associative memories M and W are operated with x and  patterns using 
equations (7) and (8), respectively. For each pattern ym, the m-th block is rebuilt and 
with the knowledge of the dimensions of the original image the blocks are 
accommodated in the right place. 

The original and the recovered images are correlated. Correlation [25] is a measure 
we use to tell how much two waveforms or two images are like each other. With this 
measure we can know if the recovered image is the same that the original image or if 
there are differences between them. We use the Matlab function called corr2 to 
accomplish this task. 

The following section shows the results when applying the described process. 

4 Experiments and Results 

The algorithm was implemented with the programming language Microsoft Visual 
C++ 2010 Express Edition® and was tested on a Laptop Toshiba® with Intel-ATOM® 

processor and 2 GB of RAM memory, the operating system was Microsoft Windows 
7 Ultimate®. 

We created a database containing five sets of ten images grouped by theme 
(animals, buildings, videogames, trees and paintings). All images were partitioned in 
100 segments. Our proposal was applied to this database. Figure 3 shows an example 
of the software.  
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Fig. 4. Original, encrypted and rebuild image are shown in columns 1, 2 and 3, respectively 

Table 1 shows the results when applying our proposal. The images were divided 
into 100 blocks. Column 1 indicates the number of the image. In the second column, 
we first used the value of -300 for both a and b, then we used 300 for these two 
variables. The number of pixels of each side of the block is showed in the third 
column. 

From Table 1, one can observe that when the value of 300 is applied the correct 
recovering is achieved by the min memory and if the value of -300 is used then the 
best recovering is achieved by the max memory. Therefore, if we use a = -300 and b = 
-a for rebuilding the images we will always have a perfect recovering with both 
memories. Then it is just necessary to send one of the memories then depending of the 
applied memory will be the key (or patterns from equations (9) and (10)) we will use 
to decrypted the image. 
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Table 1. Results of the decrypted process using both morphological memories: min and max 

Image Value of a and 
b 

Pixels per side of the 
block 

Recovering
MIN (%) 

Recovering 
MAX (%) 

1 
300 

30 
100 0 

-300 5.5 100 

2 
300 

30 
100 6.62 

-300 5.72 100 

3 
300 

30 
100 1.75 

-300 2.47 100 

4 
300 

30 
100 7.12 

-300 0 100 

5 
300 

30 
100 7.72 

-300 0.9 100 

6 
300 

30 
100 4 

-300 4.2 100 

7 
300 

32 
100 10.04 

-300 6.67 100 

8 
300 

30 
100 2.86 

-300 3.63 100 

9 
300 

22 
100 0 

-300 2.45 100 

10 
300 

22 
100 6.11 

-300 0.39 100 

5 Conclusions 

The encryption model proposed in this work is novel because it uses an associative 
approach which it has not been applied in any other work. 

Min and max Morphological Associative Memories represents the encrypted data. 
The method has a great advantage: the encrypted image does not have the same 

dimensions that the original image. 
Although the key is very simple to build, the latter advantage allows the method to 

be difficult to decipher. 
The original image is always recovered when the value of 300 is used to build the 

private key. 
The obtained results show that the associative approach is very effective when it is 

applied to the Encryption area.  
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Abstract. In this paper, an efficient FPGA-based architecture for Extended 
Associative Memories (EAM) focused on the classification stage of an image 
recognition system for real-time applications is presented. The EAM training 
phase is only used during the generation of associative memory, completed this 
task, this module is disconnected from the system; for this reason the hardware 
architecture of this module was designed for optimize the FPGA resource 
usage. On the other hand, the EAM can be part of a system requiring working in 
real time, such a perception system for a mobile robot or a personal 
identification system; for this reason, the hardware architecture of EAM 
classification phase was designed for obtaining high processing speeds. 
Experimental results show high performance of our proposal when altered 
versions of the images used to train the memory are presented. 

Keywords: Image recognition, extended associative memories, reconfigurable 
logic, hardware architecture. 

1 Introduction 

Pattern recognition aims to classify data (patterns) based on either a priori knowledge 
or on statistical information extracted from the patterns. The patterns to be classified 
are usually groups of measurements or observations, defining points in an appropriate 
multidimensional space.  

A generic pattern recognition system consists of three main stages: pre-processing, 
feature extraction and classification. This paper is focused on this stage, so it is 
appropriate to mention paradigms used in the development of classification 
algorithms, some of them are: artificial neural networks [1], [2], principal component 
analysis [3], [4], fuzzy models [5], [6], genetic algorithms [7], [8], associative 
memories [9], [10]. 

A specific and typical application for a pattern recognition system is the 
recognition and classification of images. The systems for image recognition and 
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classification have diverse applications, e.g. autonomous robot navigation [11], image 
tracking, radar [12], face recognition [13], biometrics [14], intelligent transportation.  

In this paper we concentrate on the classification stage of an image recognition 
system for real-time applications; depending on the nature of training and testing 
database and speed requirements, the classification stage could be very challenging. 
For these reasons, we propose the FPGA-based implementation of a classification 
stage using extended associative memories (EAM). 

Many different hardware implementation of image recognition for real-time 
application based on associative memories have been discussed in literature, we 
mention some of them. 

A high performance parallel version of Advanced Distributed Associative Memory 
(ADAM), implemented on Cellular Neural Network Associative Processor (C-
NNAP), is described in [15]. The C-NNAP is a system composed of DSP-32C and 
Sum and Threshold (SAT) processor. The SAT processor performs the most 
demanding computational tasks, so it is implemented using an Actel A1280XL FPGA 
device. The results show that proposed system performance is improved when using 
the SAT processor instead of a coprocessor. 

Heittmann, A. and Ckert, U. proposed a mixed mode digital/analog special purpose 
VLSI hardware implementation of an associative memory with neural architecture 
called BiNAM (Binary Neural Associative Memory) [16]. The BiNAM has a simple 
matrix structure with binary elements (synapses, connection weights) and performs a 
pattern mapping or completion of binary input/output patterns. The authors present a 
new circuit concept for BiNAM implementation. In this concept the weight storage 
cell and the analog summing circuit are joined together in a standard SRAM cell to 
minimize the additional logic needed. The results reported include the fabrication of a 
BiNAM-chip with a satisfactory performance. 

In [17] authors present the implementation of Alpha-Beta associative memories on 
reconfigurable logic (Xilinx Spartan3 FPGA device) using parallel schemes of 
operational units; as a result, a simple but efficient embedded processing architecture 
that overcomes various challenges involved in pattern recognition tasks is obtained. The 
proposed architecture for Alpha-Beta associative memories is applied for automatic 
fingerprint verification task; the performance of this architecture is measured by 
learning large sequences of symbols and recalling them successfully. This proposal has 
the limitation of only working with patterns of binary data in its components. 

The remaining sections of this paper are organized as follows. In next Section, a 
brief theoretical background of EAM is given. In Section 3 we describe the proposed 
FPGA-based architecture for EAM. Then, in Section 4 we present the FPGA 
implementation results for the proposed architecture and its application on gray-scale 
image recognition. Finally, Section 5 contains the conclusions of this paper. 

2 Extended Associative Memories 

The EAM was proposed by H. Sossa et al. as an associative memory model for the 
classification of real-valued patterns [18]. The EAM is an extension of the Lernmatrix 
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model proposed by K. Steinbuch [19]. The EAM is based on the general concept of 
the learning function of associative memory and presents a high performance in 
pattern classification of real value data in its components and with altered pattern 
version [20]. The EAM is an associative memory designed for pattern classification 
which fundamental purpose is to establish a relation of an input pattern  

with an index i of a class .  

2.1 Training Phase of the EAM 

The training phase of the EAM consists on evaluating a function  for each class. 

Then, the matrix M can be structured as: 

 
(1)

where is the evaluation of  for all patterns of class i, . The function 

 can be evaluated in various manners. The arithmetical average operator (prom) is 

frequently used in signal treatment. In [18], the authors studied the performance of 
this operator to evaluate the function . 

The goal of the training phase is to establish a relation between an input pattern 
, and the index i of a class . Considering that each class is composed for 

q patterns , and that . Then, the training phase of the EAM, 

when the prom operator is used to evaluate the function , is defined as: 

 (2)

The memory M is obtained after evaluating all functions . In the case when N 

classes exist and the vectors to classify are n-dimensional, the resultant memory 
 is: 

 
(3)

In the EAM, being an associative memory utilized for pattern classification, all the 
synaptic weights that belong to class i are accommodated at the i-th row of a matrix 
M. The final value of this row is a function  of all the patterns belonging to class i. 

The  function acts as a generalized learning mechanism that reflects the flexibility 

of the memory [18]. 
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2.2 Classification Phase of the EAM 

The goal of the classification phase is the generation of the class index to which an 
input pattern belongs. The pattern classification by EAM is done when a pattern 

 is presented to the memory M generated at the training phase. The EAM 
possess the feature of classifying a pattern not necessarily one of those already used to 
build the memory M. When the prom operator is used, the class to which x belongs is 
defined as 

 (4)

In this case, the operators max and min perform morphological operations 
on the difference of the absolute values of the elements  of M and the component 

 of the pattern x to be classified. 

The Theorem 1 and Corollaries 1-5 from [18] govern the conditions that must be 
satisfied to obtain a perfect pattern classification. Either the pattern may be from the 
fundamental set of couples or be an altered version of the pattern. 

3 Proposed FPGA-Based Architecture for EAM 

In this section we present the proposed FPGA-based architecture for EAM. Our 
proposal is modeled considering the Spartan-3 Generation FPGA architecture, using 
the Xilinx ISE Design Suite 12.2 as the EDA-CAD tool and following a methodology 
with hierarchical and modular approach described in [21]. Initially, this methodology 
is approached in formulated an overview of the system, then, in order to simplify the 
system implementation, it is partitioned into small and reusable units or subsystems. 
Each subsystem is then refined in yet greater detail, sometimes in many additional 
subsystem levels, until the entire specification is reduced to base elements. 
 
 

 

Fig. 1. Block diagram of the FPGA-based architecture for EAM 

nRx ∈μ





 −∨∧=

== jlj

n

j

N

ll

xmi
11

arg

≡∨ ≡∧
ijm

jx



198 G.-R. Enrique et al. 

Now, based on this methodology, an initial modular partitioning step is applied on 
the FPGA-based EAM architecture, this process generate four main components, 
Control Unit, Temporal Buffer, EAM Algorithms and BRAM-based Associative 
Memory (see Fig. 1). The Clock Manager, USB System and User Interface 
components meet secondary functions. The components were modeled using the 
VHDL hardware description language (RTL and behavior level modeling), generated 
using the Xilinx CORE Generator tool or using pre-optimized elements that the 
device in use includes. 

The User Interface component is application software running on the host PC. 
User Interface allows the user to explore, view and send any image to the FPGA-
based EAM, indicate which algorithms, training or classification, will be applied on 
the image, and display the image classification results. The User Interface GUI is 
shown in Fig. 2; it was developed based on C++. 

 

Fig. 2. User Interface GUI 

The Clock Manager component generates the global clock system (Clk_sys) for 
the FPGA-based EAM from the principal frequency (Clk_main). The principal 
element of this component is a DCM block. DCM is embedded on the Spartan3E 
FPGA’s families; DCM provides a correction clock feature, ensuring a clean 
Clk_sys output clock with a 50% duty cycle and eliminating clock skew (it 
guarantees to generate zero-propagation-delay at distribution of the clock signals). 

The USB Controller consists of a DLP-USB245R device; it is a USB-to-parallel 
FIFO interface module that utilizes the popular FT245R IC from FTDI. The USB 
Controller provides an effective method of transferring data to/from User Interface 
and FPGA-based EAM at up to 8 million bits (1 megabyte) per second via the USB 
port. The USB Driver component describes the interface protocol that allows the 
FPGA-based EAM to establish the transferring data with the User Interface through 
the DLP-USB245R. 

The Control Unit component provides a link between the User Interface and 
FPGA-based EAM; this component carries out the following functions: receives and 
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stores data into Temporal Buffer, enables execution of EAM algorithms and transmits 
the classification process results. 

All Spartan-3 Generation FPGAs feature multiple blocks RAM (BRAM) 
memories, these elements are ideal for applications requiring large on-chip memories. 
Each BRAM contains 18,432 bits of fast static RAM and it supports multiple 
configurations or aspect ratios. An output register, which enables full-speed operation 
at over 250 MHz for all data widths, is included too. The Xilinx Spartan-3E1200 
FPGA device has 28 embedded BARMs. The Xilinx CORE Generator tool includes 
an advanced custom-memory constructor that generates area and performance-
optimized memories using BRAM resources in Xilinx FPGAs. 

The Temporal Buffer is a BRAM-based component and it is used to store the image 
to be processed. This component consists of two BRAMs organized as 4096-locs×8-
bit, allowing to manipulate images up to 4096 pixels at 8-bit (256) grayscale levels. 
The Temporal buffer can be by accessed both the Unit Control and EAM Algorithms 
components. 

The BRAM-based Associative Memory component contains coded information, 
generated in the training phase, which relates each pattern with the class to which it 
belongs; further, this information represents the knowledge base that will be used in 
the classification phase. This component is composed of N modules, where N is the 
number of classes to be processed. Each module consists of 2 BRAMs organized as 
4096-locs×8-bit (see Fig. 3).  

 

Fig. 3. Proposed FPGA-based architecture for Extended Associative Memories 
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Each module stores the information corresponding to one class, so the proposed 
system, with this configuration, is able to learn and encode up to 13 classes. The 
BRAMs have a synchronous access; any arrangement of modules BRAMs requires 
only 1 clock cycle, then the access time of both components Temporal Buffer and 

BRAM-based Associative Memory is defined as 10BRAMt ns=  @ 100 MHz. 

The EAM algorithms component comprises two modules: EAM Training and EAM 
Classification, which describe the training and classification phases of the EAM 
respectively. Due to the nature and function of each algorithm, the architectures of 
these modules were designed looking for different objectives.  

Usually, the EAM Training module is only used during the generation of 
associative memory, completed this task, this module is disconnected from the 
system; for this reason the hardware architecture of this module was designed for 
optimize the FPGA resource usage.  

On the other hand, the EAM can be part of a system requiring working in real time, 
such a perception system for a mobile robot or a personal identification system; for 
this reason, the hardware architecture of EAM Classification module was designed for 
obtaining high processing speeds. 

To achieve this aim, the BRAM-based Associative Memory component was 
structured with N modules which can be accessed simultaneously. Thus, the 
architecture of EAM Classification component, shown in Fig. 3, consists of N sub-

components, named ( )max   1,2,...,iSC i N= , which function is to calculate 

. These sub-components are connected to the modules from the BRAM-

based Associative Memory component and they are working concurrently. The access 
time of the  sub-component is defined as . 

The sub-component  complements the proposed architecture for the EAM 
Classification component; the function of this sub-component is to calculate the 

 of all  received. In order to obtain a speed optimization and 

improve the performance of this sub-component, it is composed of N-1 8-bit 
magnitude comparators connected to a cascading network; the stages number of the 
network is defined as . The access time of the  sub-component is 

defined as:  (for 13 classes). 

Therefore, the time required for the proposed system processes an image is defined 
as: 

 (6)

where  is the number of image pixels (descriptors). Table 1 shows the estimated 
time that proposed architecture requires to process typical video image resolutions. 
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Table 1. Estimated time that proposed architecture requires to process typical video image 
resolutions 

Image resolution Estimated time to 
process one image 

Images per 
second. 

QCIF (176×120) 769.73 µs 1299.14 
CIF (352×240) 3.078 ms 324.78 
2CIF (704×240) 6.16 ms 162.5 
4CIF (704×480) 12.31 ms 81.19 
VGA (640×480) 11.19 ms 89.31 

4 Experimental Results 

FPGA implementation results for the proposed FPGA-based architecture for EAM and 
its application on gray-scale image recognition are presented in this section. In this 
study, FPGA design flow proposed in [22] is used as a design flow reference, and the 
proposed architecture is implemented on the Xilinx Spartan-3E1200-FG320 FPGA 
device. Different sets of images have been used to examine proposed architecture 
performance (recognition rates for distorted versions of the training images), the device 
resources utilization (slices, BRAMs) and maximum speed (MHz).  

Considering the use of image up to 4096 pixel (256 gray-scale levels) and that 
associative memory has the capacity to encode and store up to 13 classes, a device 
utilization summary is listed in Table 2.  

Table 2. Resources utilization and overall proposed architectures performance 

Parameters Used - Available Utilization 

Slices 809 - 8672 9 % 
Slices Flip Flops 761 - 17344 4 % 
4-input LUTs 1498 - 17344 8 % 
BRAMs 28-28 (13 classes) 100 % 
Maximum frequency  103.288 MHz 

 
For the experiment we chose a test set of images shown in Fig. 4; these images 

were used to training the EAM. To evaluate the proposed architecture performance, 
altered versions, with mixed noise, of these images were presented to the 
classification phase of the EAM (see Fig. 4). The results of this experiment are shown 
in Table 3.  

Experimental results show that our proposal presents an efficiency of 100 % when 
the original images are presented. The efficiency is maintained when images with a 
high percentage of erosive noise are presented. When images with 40% of mixed 
noise are presented, the efficiency of our proposal is decreased. This is mainly due to 
the implicit properties of the EAM as established in Theorem 1 and Corollaries 1-5 
from [18]. 
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The arithmetic units of architecture proposed working with integer values, while 
the operation of EAM generates real-value results; therefore, in training processes of 
EAM exists information loss. We decided to work with integer arithmetic units to 
reduce the complexity of the proposed architecture and obtain high processing speeds. 
Despite this, and based on the results, we observe an acceptable efficiency in the 
performance of our proposal. 

 

 

Fig. 4. Images of set-1, (a) original image. Altered images, erosive noise (b) 60%, (c) 100%; 
mixed noise (d) 30 %, (e) 40%. 

Table 3. Performance results (recognition rate) shown by the proposed architecture with altered 
versions of the test images 

 
Image 

Distortion percentage added to image 

Erosive noise Mixed noise 

0% 60% 100% 30% 40% 

 

100% 100% 100% 80% 50% 

 

100% 100% 100% 100% 100% 

 

100% 100% 100% 80% 20% 

 

100% 100% 100% 100% 50% 

 

100% 100% 100% 90% 40% 
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5 Conclusions 

The EAM have a number of properties, including be an efficient tool for recognizing 
and classification patterns, have a high tolerance to dilative, erosive, or mixed noise, 
efficiently compute the best-match [23]; these properties make them ideal for many 
applications, e.g. image recognition, area in which this work focuses. However, due to 
the nature of the application and to the way the EAM encode and store data of 
patterns, one aspect that represents an obstacle for using EAM in real-time 
applications is the amount of data that required be processed. To solve this problem 
and considering that the EAM structure lets evaluated many hypotheses concurrently, 
FPGA-based parallel hardware architecture for EAM has been proposed. This 
architecture is composed of N sub-components working concurrently and which 
function is to calculate the degree of belonging of the actual image with each of the 
existing classes. Furthermore, the implementation of these sub-components is done 
through four-stage pipeline architecture. The last sub-component that integrates the 
proposed architecture is a network of N-1 8-bit magnitude comparators connected in 
cascading and which function is to calculate the index of the class to which belongs 
the pattern analyzed. With the structure of proposed architecture high processing 
speeds are obtained and it can be used in real-time image recognition applications. 

In order to simplify the proposed architecture and obtain high processing speeds, 
integer arithmetic operations were used, therefore the EAM presents information loss 
during the training phase. Despite this, and based on the results, we observe that the 
proposed architecture presents a perfect recognition with non-altered images and it 
has high performance with images that have a high percentage of erosive noise. The 
efficiency of our proposal is compromised when images with 40% of mixed noise are 
presented.  
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Abstract. Texture classification is one of the important components in texture 
analysis which has drawn the attention of research community during the past 
few decades. Various texture feature extraction techniques have been proposed 
in the literature. However, combining texture methods from different families 
has demonstrated to produce better classification at the cost of complexity of 
the learning model. In this paper, we have investigated three parametric test sta-
tistics (ANOVA F statistic, Welch test statistic, Adjusted Welch test statistic) to 
determine salient features for multiclass texture classification. The salient fea-
tures are obtained from a pool of features obtained using five textural feature 
extraction methods. Experiments are performed on a widely used publicly 
available Brodatz dataset. Experimental results show that the classification error 
decreases significantly with the use of all the three feature selection methods 
with all classifiers.  The reduced set of features will also lead to significant de-
crease in computation time of the learning model.  

Keywords: Texture classification, feature extraction, feature selection. 

1 Introduction 

Texture analysis is one of the basic components in image processing and computer 
vision and have been utilized more often in variety of application domains e.g. auto-
mated detection of defects and quality control of texture images [1], medical diagno-
sis [2], microscope images [3], postal address recognition and interpretation of maps 
[4], remote sensing [5], geological images [6], etc. 

Texture classification is one of the major issues in texture analysis which has re-
ceived considerable attention during the past few decades. It is a process to determine 
the category of texture from a set of known texture patterns to which a given image or 
sub-image belongs. Performance of texture classification depends mainly on two 
components: (i) the choice of features which represent the texture of an image and (ii) 
classification methods. In literature, numerous structural, statistical, model-based 
feature extraction techniques have been proposed to extract texture features. Some of 
the commonly employed approaches to extract texture features are: Gray level co-
occurrence matrix (GLCM) [7], Fourier descriptors [8], Gabor filters [9-10], Discrete 
Wavelet transform [11-12], Fractal dimension [13-14], etc. 
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However, every feature extraction method is potentially useful to distinguish tex-
ture pattern to a larger or lesser extent. It was shown in the research work [15] that the 
proper integration of texture methods from different families leads to better classifica-
tion than those obtained with a single feature extraction method. 

However, the size of resultant feature vector after integration of texture features 
from all methods will be large.  It may degrade the performance of classifier in terms 
of classification accuracy. Due to large features, it may also require high computation 
time and other resources for training and testing the data. Thus, determining a mini-
mum subset of salient texture features which maximizes the final texture classification 
accuracy is still a challenging problem. 

Feature selection for classification aims at selecting a feature subset without signif-
icantly decreasing the accuracy that the classifier reaches when it utilizes all the avail-
able features [16]. Hence, feature selection algorithms can be applied to obtain a sub-
set of salient texture features for better multiclass texture classification. 

In this paper, we investigate three popular parametric test statistics (ANOVA F  
statistic [17], Welch test statistic [18], and Adjusted Welch test statistic [19]) to de-
termine salient texture features from a pool of texture features obtained using five 
textural feature extraction methods: (i) GLCM, (ii) Fourier descriptors, (iii) Gabor 
filters, (iv) Discrete Wavelet transform, and (v) Fractal method.  

The paper is organized as follows: Section 2 contains a brief introduction to feature 
extraction techniques. Feature selection techniques are discussed in section 3. Expe-
rimental results are described in section 4 and finally, conclusion and future work is 
presented in section 5. 

2 Feature Extraction Techniques 

Feature extraction techniques used to represent texture of an image are follows: 

2.1 Gray-Level Co-occurrence Matrix 

Gray-level Co-occurrence (GLCM) [7] measures the relationship between groups of 
two (usually neighboring) pixels in the original image and determines how often gray 
values co-occur at two pixels separated by a fixed distance and an orientation. A co-

occurrence matrix ,dP θ , is a two-dimensional array of size N N× , where N  is the 

number of gray levels in the image. The GLCM is defined as 

 ,d ijp [i, j] = nθ  (1) 

where ijn is probability of transition from a pixel with intensity ‘i' to a pixel with 

intensity ‘j’ lying at distance  d with a given orientation θ in the image.  
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2.2 Fourier Transform 

The Fourier transforms (FT) is a mathematical formulation to transform the data from 
space domain to frequency domain i.e. it provides representation of an image based 
on its frequency content. Given a 2D image or a function f(x,y) of size M×N, the 
discrete Fourier transformation is given by [20]: 
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with u=0,1,…,M-1 and v=0,1,…,N-1. 

2.3 Gabor Filter 

The 2-D multi-channel Gabor filter [9-10] is a windowed signal processing method. A 
typical 2D Gabor model used in the texture analysis is given as follows: 

 
2 2 2' ' '

2
22

( , ; , , , , ) exp expx y x
ig x y

γ π ψ
λσ

λ θ ψ σ γ
   +   − +       

=  (3) 

where x’ = xcos(θ) + ysin(θ), y’ = -xsin(θ) + ycos(θ), λ represents the wavelength of 
the sinusoidal factor, θ represents the orientation of the normal to the parallel stripes 
of a Gabor function, ψ is the phase offset, σ is the sigma of the Gaussian envelope and 
γ is the spatial aspect ratio that specifies the ellipticity of the support of the Gabor 
function. 

A set of wavelengths and orientations is selected to retrieve features from an im-
age. Gabor filters have tunable orientation, radial frequency bandwidths, tunable cen-
ter frequencies, and optimal joint resolution in spatial and frequency domain. These 
features make it a powerful and commonly used texture analysis technique.  

2.4 Wavelet Transform 

Multi-resolution analysis [21] allows information conservation of an image according 
to certain levels of resolution or blurring. It allows zooming in and out on the underly-
ing texture structure. Therefore, the texture extraction is not affected by the size of the 
pixel neighborhood.  Because of this quality, wavelets have been useful in many ap-
plications such as image compression, image de-noising and edge detection. 

Wavelets are mathematical functions that decompose data into different frequency 
components and then study each component with a resolution matched to its scale. It 
provides a more flexible way of analysis of both space and frequency contents by 
allowing the use of variable sized windows [21]. By decomposing the image into a 
series of high-pass and lowpass bands, the wavelet transform extracts directional de-
tails that store horizontal, vertical and diagonal information (edge). 

A wavelet can decompose a signal or an image with a series of averaging and diffe-
rencing operations. Wavelets work out average intensity properties as well as several 
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detailed contrast levels distributed throughout the image. The general mother wavelet 
can be constructed from the following scaling ( )xφ and wavelet functions ( )xψ : 

 ( )( ) 2 ( ) 2x h k x kφ φ= −  (4) 

 ( )( ) 2 ( ) 2x g k x kψ φ= −  (5) 

where g(k)=(-1)k h(N-1-k), and N is the number of scaling and wavelet coefficients. 
The sets of scaling (h(k)) and wavelet (g(k)) function coefficients vary depending on 
their corresponding wavelet bases.  

With more level of decomposition, compact but coarser approximation of the im-
age is obtained. Thus, wavelets provide a simple hierarchical framework for better 
interpretation of the image information [21]. 

2.5 Fractal Analysis 

A fractal is a rough or fragmented geometric shape that can be subdivided into many 
parts, each of which is approximately a reduced-size replica of the whole. Although, 
there are many fractal dimension estimation methods but Box-Counting method [14] 
is one of the well known and commonly used methods to estimate the fractal dimen-
sion of an object. It is easy to implement and involves simple computation.   

In Box-Counting method, an image 2A R∈ is covered with boxes of size r. The 
number of boxes, N(r), that cover the image is counted. This procedure is repeated for 
different values of r. The value of the fractal dimension D is estimated using:  

 
log( ( ))

lim
0 log( )

N r
D

r r
= −

→
 (6) 

Fractal dimension is a measure of complexity or roughness of an object. Intuitive-
ly, the fractal dimension increases with increase in the roughness of the texture [22].  

3 Feature Selection Techniques 

Feature selection is an important issue in classification and used for removing (select-
ing) irrelevant (salient) features. In this section, we will describe a general test statis-
tical model for testing the equality of the class means. We then discuss our approach 
to select salient features using power and correlation. 

3.1 Statistical Model 

Assume there are k (≥ 2) distinct texture classes for the problem under consideration 
and there are p features (inputs) and n texture image samples (observations). Suppose 
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fsX  is the measurement of the feature f from sample s for 1, 2,...,f p=  and 

1, 2,...,s n= . Data can be represented in terms of a matrix F and is given by  
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n

n

p p pn

X X X

X X X
F

X X X

 
 
 =
 
 
  




   


 (7) 

Columns and rows of the matrix F correspond to samples and features, respective-
ly. Note that F is a matrix consisting of data highly processed through preprocessing 
techniques such as image analysis and normalization. We assume that the data matrix 
F is standardized so that the features have mean 0 and variance 1 across samples. 

Given a fixed feature, let ijZ be the feature from the thj sample of the thi  class where

ijZ come from the corresponding row of F. For example, for feature 1, ijZ  is a rear-

rangement of the first row of F. We consider the following general model for ijZ : 

 ij i ijZ μ ε= +  for 1, 2, ,i k=  ; 1, 2, , ij n=    (8) 

with 1 2 kn n n n+ + + = . In the model, iμ  is a parameter representing the mean 

value of the feature in class i, ijε  are the error terms such that ijε  are independent 

normal random variables, and  

 ( ) 0ijE ε = , 2( )ij iV ε σ= < ∞  (9) 

for i=1,2,…,k; j=1,2,…,ni.  

Note that if the variances are equal, that is, 2 2 2
1 2 kσ σ σ= = = , then the above 

model is simply the commonly used one-way ANOVA model. For the texture dataset, 

we believe that heterogeneity in the variances is more realistic, since different iσ  

may describe different variations of the feature across classes. 
One of the main tasks associated with the above model is to detect whether or not 

there is some difference among the means, that is, 0 1 2: kH μ μ μ= = = versus

1H : not all iμ  are equal. For the case of homogeneity of variances, the well-known 

ANOVA F test is the optimal test to accomplish the task [17, 23]. However, with 
heterogeneity of the variances, the task is challenging. Therefore, some alternatives to 
the F test are worthy of investigation. 
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3.2 Test Statistics 

We will consider the following parametric test statistics.  

1. ANOVA F test statistics is a parametric test statistics. It measures ratio of between 
group variability and with-in group variability, and  is defined as: 
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Under 0H  and assuming variance homogeneity, this well-known test statistic has a 

distribution of 1,k n kF − − [17]. 

2. Welch test statistic [18] is a parametric test and is defined as 
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with 2
i i iw n s=  and i i i

i

h w w=  . Under 0H , W has an approximate distri-

bution of 1, wkF ν− , where 
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w
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k

n h
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− −

 (12) 

3. Adjusted Welch test statistic [19]  is similar to the Welch test statistic and is given 
by 
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All experiments are carried out using Windows 7 environment over Pentium-IV 
machine, with 3 GB RAM and a processor speed of 2.39 GHz. The Matlab tools used 
for experiments are: Image Processing Toolbox, Wavelet Toolbox, Prtools [25], 
libSVM [26]. 

A pool of 219 texture features is obtained using the textural feature extraction me-
thods: (i) GLCM, (ii) Fourier descriptors, (iii) Gabor Filters, (iv) Discrete Wavelet 
transform, and (v) Fractal method. The following paragraphs briefly describe the con-
struction of feature vector from these feature extraction techniques. 

GLCM. In the experiment, co-occurrence matrices are constructed using d = {1,2}  
and θ = {0o, 45o, 90o, 135o}. The feature vector composed of energy and entropy val-
ues computed from this matrix is constructed. Thus, 16 features are extracted from an 
image. 

Fourier Descriptors. The coefficients of the Fourier transform are obtained from an 
image and shifting operation is used so that low frequencies are shifted to the center 
of the spectrum. Each feature corresponds to the sum of the absolute values of spec-
trum for a given radius r from the center of the spectrum. 99 different radius values 
are used to obtain 99 texture features from an image. 

Gabor Filters. In this work, 16 features, based on energy, is calculated by convolving 
input image with 16 Gabor filters. These Gabor filters are constructed using following 
values of parameters: θ (orientation) = {0o, 45o, 90o, 135o}, λ (wavelength) = {2, 4, 8, 
16}/sqrt(2), ψ (phase offset) = 0o, σ (sigma of the Gaussian envelope) = 0.5622 × λ 
and γ (spatial aspect ratio) = 0.5. 

Wavelet Descriptors. Daubechies-4 (db4) wavelet with 4 level of decomposition is 
used. Mean, energy and entropy features are extracted from horizontal, vertical, di-
agonal component at each level of decomposition and approximation component re-
trieved from 4th level of decomposition. Thus, feature vector of size 39 is obtained 
from an image. 

Multi-Level Fractals. In this experiment, we employed multi-level fractal dimension 
estimation which uses a set of threshold values. These threshold values are computed 
as mentioned in research work [13]. Using these threshold values, a set of binary im-
ages are retrieved and from these binary images fractal dimension is estimated. We 
consider 49 such threshold values. Thus, a feature vector of length 49 is constructed 
from an image. 

From the pool of these features, we selected 40 important features based on rank-
ing of three different parametric feature selection statistics: ANOVA F test, Welch, 
Adjusted Welch test statistics. Features are added in increment of size one as per 
ranking and classification error is calculated. Three classifiers linear discriminant 
analysis (LDA), K-nearest neighbors (KNN) and support vector machine (SVM) are 
used. For KNN classifier, optimal value of K is chosen which minimizes the classifi-
cation error. Leave-one-out cross-validation (LOOCV) scheme is used for training 
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and testing of image samples. Table 1 represents the performance error of each indi-
vidual feature extraction technique. Table 1 also shows the minimum classification 
error obtained corresponding to a minimum size subset of salient features (shown in 
brackets), when feature selection is applied on a pool of 40 features. The best result 
for a classifier is shown in bold.  

Table 1. Performance of different texture feature extraction and selection techniques 

 Error rate (in %) 
LDA KNN SVM 

Individual Methods 

GLCM 12.79 27.75 12.52 
Fourier Descriptors 13.51 10.36 6.76 

Gabor filters 10.09 9.01 7.03 
Wavelet Descriptor 9.19 20.81 11.08 
Muti-level fractals 11.08 45.59 26.21 

Feature Selection on a 
pool of 219 Features 

ANOVA F Test 7.48(28) 7.93(32) 4.96(28) 
Welch Test 5.50(37) 10.00(32) 6.13(35) 

Adjusted Welch Test 5.41(33) 10.36(31) 6.13(35) 

*Number of features corresponding to minimal classification error is shown in brackets. 

We can observe the following from Table 1: 

1. The classification error decreases significantly in comparison to all individual fea-
ture extraction methods with the use of all the three feature selection methods with 
all classifiers except one case. 

2. Overall, the performance of feature selection using ANOVA F Test statistics is bet-
ter in comparison to other two feature selection statistics.  

3. The performance of LDA and SVM is better in comparison to KNN. 
4. The classification error depends on the choice of feature extraction/selection me-

thods and classifier.  
5. The minimum texture classification error obtained is 4.96 with the combination of 

ANOVA F Test statistics and SVM classifier. 

5 Conclusion and Future Work 

In this work, we have investigated three parametric test statistics (ANOVA F statistic, 
Welch test statistic, Adjusted Welch test statistic) to determine salient features for 
multiclass texture classification. The salient features are obtained from a pool of fea-
tures obtained using five textural feature extraction methods: (i) GLCM, (ii) Fourier 
descriptors, (iii) Gabor Filters, (iv) Discrete Wavelet transform, and (v) Fractal me-
thod. Experiments are performed on widely used publicly available Brodatz dataset. 
Experimental results show that the classification error decreases significantly with the 
use of all the three feature selection methods with all classifiers. The performance of 
ANOVA F Test statistics is better among the three feature selection statistics used in 
our experiment. 
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Features selected based on ranking may contain redundancy. In future, some fea-
ture selection methods can be investigated to further improve the performance of 
multiclass texture classification. 
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Abstract. In Evolutionary Robotics, Bioinspired Algorithms are used
to generate robotic behavior. Several researchers used classic Genetic
Algorithms or adaptations of Genetic Algorithms for developing exper-
iments in ER. Here, we use Differential Evolution as an evolutionary
alternative method to automatically obtain robotic behaviors, selecting
a wall-following behavior as a representative example. We used an e-puck
robot and the Player-Stage simulator for the experiments. We detail the
results and the advantages when using the DE variants in our applica-
tion with the simulated and the real robot. In order to optimize time for
evolution, and test the resultant behavior in the e-puck robot, for our
experiments we employed the Player-Stage simulator.

Keywords: Evolutionary Robotics, Differential Evolution, Genetic Al-
gorithm, Behavior Based Robotics.

1 Introduction

In robotics, Evolutionary Robotics (ER) is an area that uses Bioinspired Algo-
rithms, especially evolutionary algorithms, to develop the control architecture
of an autonomous robot, and particularly the behavior controllers[1]. ER op-
erates creating an initial population of candidate controllers and the popula-
tion is repeatedly modified based on the fitness-function to optimize the robot
controller[2]. The most used approach in ER is the classic Genetic Algorithm
(GA)[3, 4], which generates solutions to optimization problems using operators
inspired by natural evolution, these operators are crossover and mutation. Take
for instance the work of Trefzer, et ál.[5] where an e-puck had been provided
with a general purpose obstacle-avoidance controller both in simulation and in
the real robot using GA. In similar works like[6–10, 12–14] like Evolutionary
Strategies[15] and Differential Evolution (DE)[16]; some works in ER uses Ge-
netic Programming [17] to evolve the robot controller[11, 18].

In general, ER employs GAs as optimization method, whereas uses Artificial
Neural Network (NN) as the elements to evolve, since the NNs implement the

I. Batyrshin and M. González Mendoza (Eds.): MICAI 2012, Part I, LNAI 7629, pp. 216–226, 2013.
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robot controllers. The evolutionary method, after several generations, produces
the fittest individuals (NNs) that generate the required behavior. The calibration
of the associated parameters of the evolutionary method increments the chances
to find near-optimal solutions.

The use of a standard platform in ER is commonly preferred. The e-puck[19]
is an educational and research robot developed in the EPFL (École Polytech-
nique Féderale de Lausanne, Switzerland). In our experiments we use this robot.
The size of the e-puck is about 7 cm diameter; the battery provides movement
autonomy for about 3 hours, two stepper motors with a 20 steps per revolu-
tion and a 50:1 reduction gear. The e-puck has a ring of eight infrared sensors
measuring ambient light and proximity of obstacles in a range of 4 cm. and has
a VGA camera with a field of view of 36; for communication, the robot uses a
wireless Bluetooth. The robot is controlled by a Microchip microprocessor dsPIC
30F6014A at 60MHz. The e-puck can be simulated under free and commercial
applications, in this work, we use the Player-Stage simulator.

In the experiments, to evolve the wall-following behavior, we use an e-puck
robot, the Player-Stage simulator and two DE variants for the evolutionary op-
timization. These variants are the DE/rand/1/bin and the DE/best/1/ bin. We
compare the results of using these differents variants. In Section 2, we discuss
the methods mentioned. In Section 3, some topics related to Player-Stage are
discussed. Section 4 describes the parameters for the neural network, the evo-
lutionary methods and the e-puck robot. Results are presented in Section 5.
Finally, in Section 6 we provide a general conclusion about our work.

2 Evolutionary Robotics and Bioinspired Algorithms

Generally, ER relies on the use of a Bioinspired Algorithms (generally the GA
with binary representation [2, 7, 9]). The population is a set of candidate con-
trollers. Most of the times a single objective evaluation function (fitness function)
is employed by the fact that the resultant robot behavior comes from a dynamic
system made with the robot an its environment[20]. The use of Bioinspired Al-
gorithms and Artificial Neural Networks offers a good solution to the problem
of modeling behavior in maze-like environments[1]. Artificial Neural Networks
have many applications in robotics due to their benefits as powerful classifiers,
they are both noise and fault tolerant, which facilitates the robot to be driven
in dynamical environments[21].

The optimization of neural controllers with an evolutionary method requires
a representation, as a vector of the weights of the neural controller. Therefore,
the codification of the weights vectors using an array representation is a com-
mon practice. This array represents the genetic material to be manipulated by
artificial evolution. A single neural controller represents one of the many individ-
uals that form a population, which in turn are candidates for providing a good
solution for the task to be solved.

The quality of a candidate solution (fitness) is measured to acknowledge
whether a solution is a good solution to the task we are trying to solve. The
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quality-space of all possible solutions forms the fitness landscape, with moun-
tains and valleys, where landmarks in the mountains represents good solutions
and landmarks in valleys are poor solutions. The search of the best solution in
the landscape depends on the chosen evolutionary method. The search of the
best solution requires the guide of an evolutionary method to move uphill to
find better solutions, and variations in the landscape may cause the search to
revolve around local minima and maximum areas.

In ER, the GA uses a population to represent the solutions (binary represen-
tation); for exploration the GA employs the next operators: the reproduction
of the individuals selected in pairs by the crossover of their genetic material,
and mutation of some of the genetic material of the new individuals in the next
generation. Also the GA uses selection, where a subset of population is selected
to produce the next generation. Finally the GA replace the population with
the new individuals. The iterative application of these operators to the genetic
material (the NN weights) will produce refined solutions over time.

On the other hand, DE uses a population of real numbers (called vectors) that
in our case represents the weights. The main idea behind DE is a scheme for gen-
erating trial parameter-vectors based on the population distribution. The basic
idea of the DE is very simple, it works with two populations: P (the old gener-
ation) and Q (the new generation) of the same size N (the size of population).
A new trial vector y is composed of the current point xi of the old generation
and a new point u obtained by using mutation. If f(y) > f(xi) (in case of fitness
maximization), the point y is inserted, instead of xi, into the new generation
Q. After completion of the new generation Q, the old generation P is replaced
by Q and the search continues until the stopping condition is reached[23]. In
related work different variants exist for producing the mutation vector. In this
work we use the DE/rand/1/bin and DE/best/1/bin, which generate the point
u by adding the weighted difference of two points.

u = r1 + F (r2 − r3). (1)

Equation 1 shows how a new point u is created; r1, r2 and r3 in the DE/rand/1
/bin are randomly selected from P. For DE/best/1/bin, r1 is the best individual
in the population, r2 and r3 are both randomly selected.

As for the DE parameters, we have F, CR and N, which respectively represent
the differential weight, F that takes the next values F ∈ [0, 1]; CR which in turn
represents the crossover probability with possible values in CR ∈ [0, 1]; and the
last parameter represents the population size N. A general description of the DE
pseudocode is presented below (Algorithm 1).

For our work we have selected DE due to an easy parameter calibration, easy
encoding, and a refined exploration search in the fitness landscape. In [22], the
authors demonstrate the effectiveness of the algorithm establishing a comparison
with other different evolutionary methods related to Artificial Neural Networks
optimization. In some works like [24, 25] the DE had been used in robotics
for mapping and localization tasks, in [26] the DE was used to find a minimal
representation for a multi-sensor fusion.
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Algorithm 1. Differential Evolution Algorithm

Initialize the population with random positions, P = (x1; x2; ...; xN )
repeat

for each individual, i = 1 → N do
select randomly r1, r2, r3 of P
select randomly R ∈ 1, ..., n (n is the number of dimensions of the problem)
for each position, j = 1 → n do

select an uniformly distributed number randj ∈ U(0, 1)
if randj < CR or j = R then

generate a mutated position uij , being
yj = uij ← r1j + F (r2j − r3j)(Eq.1)

else
yj = xij

end if
end for
if f(y) > f(xi) then

insert y in Q
else

insert xi in Q
end if

end for
P = Q

until reaching the stop condition

The main problem of the GA methodology is the need of tuning a series of
parameters for the different genetic operators like crossover or mutation, the
decision of the selection (tournament, roulette,...), and tournament size. Hence,
in a standard GA is difficult to control the balance between exploration and
exploitation. On the contrary, DE reduces parameter tuning and provides an
automatic balanced search. As Feoktistov [27] indicates, the fundamental idea
of this algorithm is to adapt the step-length (F (x2 − x3)) intrinsically along the
evolutionary process. For the initial generations the step-length is large because
individuals are far away from each other. As evolution goes on, population con-
verges and the step-length becomes smaller and smaller, providing an automatic
search exploration level.

3 Robot Software Simulator

Player-Stage is a free software tool for robot and sensor applications[28]. Player
provides a network interface to a variety of robot and sensor hardware such as:
the Khepera, Pioneer, Lego mindstorm, E-puck, etc. Player’s client/server model
allows robot control programs to be written in any programming language and
to run in any computer with a network connection to the robot. Also it sup-
ports multiple concurrent client connections to devices, creating possibilities for
distributed and collaborative sensing and control. On the other hand, Stage sim-
ulates a population of mobile robots moving and sensing in a two-dimensional
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bitmapped environment. Various sensor-models are provided, which includes a
sonar, scanning laser rangefinder, pan-tilt-zoom camera with color blob detec-
tion, and an odometry sensor. It is important to notice that Stage devices offer a
standard Player interface with little required changes for using the same code in
simulation and hardware. For our experiments we implemented, in Player-Stage,
a squared arena delimited by four walls which includes an e-puck robot, This
simulated arena is similar in dimensions to a real arena set in our laboratory
(see Fig.1).

a) Real Environment b) Simulated Environment

Fig. 1. a) The physical robot is set inside an arena delimited by four walls. b) The
virtual scenario is modeled as a squared arena, in Player-Stage, where we set the e-puck
robot (red circle) with eight proximity sensors (in green).

4 Robotic Experimental Setup

The robot controller consists of a neural controller fully connected (see Fig.2)
with 8 input neurons that encode the activation states of the corresponding 8
infrared sensors. Values for activation are normalized between 0 and 1, where 0
means that an obstacle is detected nearby, and 1 represents no obstacle detection.
Additionally, 4 internal neurons receive connections from sensory neurons and
send connections to 2 motor neurons. The first motor neuron is used to define the
linear velocity, whereas the second one defines the angular velocity. The output
and the internal neurons use a sigmoid transfer function.

The robot controllers were evolved, using DE as the evolutionary approach, for
automatically obtain the wall-following behavior. Based on the work of Mezura
et ál.[29], for solving a high-dimensionality problem, we have chosen the next
DE variants: DE/rand/1/bin and DE/best/1/bin; with the following parameters:
DE/rand/1/bin with F=0.7, CR=1.0, N=120; and the DE/best/1/bin with:
F=0.8, CR=1.0, N=150.

For our experiments we evolved neural controllers in the Player-Stage simula-
tor. The evolutionary process is computed by the DE with the above variants and
parameters. The algorithm is left to run until an optimal level is reached. The
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Fig. 2. The Neural Network used as robot controller for the e-puck robot, composed
by 8 neurons in the input layer for the infrared sensors, 4 neurons in the hidden layer
and the output layer made of 2 neurons for controlling robot-motion (notice that not
all connections are shown).

fitness function looks for those individuals able to locate and follow a wall with-
out crashing. The fitness function is defined in equation (2). Fitness is averaged
during 5 different trials for an individual tested with initial random positions
and orientations. The average fitness is scored as the individual fitness.

f =

n∑
i=0

[(linearV elocity) ∗ (1− abs(angularV elocity) ∗ (1−min ir))] (2)

where: linearVelocity ∈ {0, 1}, 0 represents the minimum value of velocity and 1
its maximum value; angularVelocity ∈ {−1,+1}, -1 represents a left-turn, +1 a
right-turn and 0 forward-movement; min ir ∈ {0, 1} is the minimum reading of
the 8 infrared sensors. Infrared sensors take values of ∈ {0, 1}, where 1 represents
that no-obstacle is detected; in contrast 0 is obtained when an object is detected
in the vicinity of the robot body. When a robot crashes, calculation of the fitness
is stopped and its current value is returned as the scored fitness.

The fitness formula is set to maximize linear velocity while minimizing both
the angular velocity and robot-distance to the wall. In other words, the fitness
function looks for moving forward quickly and running parallel to walls. In sum-
mary, a neuro-controller was evolved in order to develop wall-following behavior
using the DE variants.

5 Results

In order to verify the quality of the evolved solutions, experiments are replicated
at least three times due to the expensive time execution. The best results are
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Fig. 3. Maximum and average fitness is plotted across 250 generations using the
DE/rand/1/bin method

Fig. 4. Maximum and average fitness is plotted across 200 generations using the
DE/best/1/bin method
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Fig. 5. Robot behavior in the real e-puck robot for the best individual of evolution
using the DE/best/1/bin method. The robot starts searching for a wall, when a wall is
found, the epuck follows the wall while avoids crashing into walls.

Fig. 6. The Player-Stage simulated e-puck robot for the best individual of evolution
using the DE/best/1/bin method. A wall-following behavior is exhibited by the best
individual.
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obtained with the DE/best/1/bin, which reaches a maximum fitness of 246.66
(see Fig.4), while the DE/rand/1/bin reaches a maximum fitness of 215.217 (see
Fig.3). For all cases each individual is evaluated 5 times with random positions
and orientations. In general, the DE/best/1/bin makes a better exploitation of
candidate neural-controllers in the fitness landscape than DE/rand/1/bin.

Figures 3 and 4 denote the evolution of the average quality of the popula-
tion and the evolution of the quality of the best individual. In both cases, the
DE/best/1/bin and the DE/rand/1/bin, the average quality approaches progres-
sively to the best quality through generations, though maintaining an adequate
diversity in the population able to obtain better solutions. Therefore, the explo-
ration dominates completely in DE searching.

In total, evolution was carried out for 30,000 evaluations. After evolution is
stopped the wall-following behavior can be described as follows: robot is located
in the arena, first it starts by looking for the nearest wall, when the wall is found,
the e-puck follows the wall while it avoids crashing into walls (see Fig.5 and Fig.6).

6 Discussion and Conclusions

In ER, the most common approach relies on the use of GA and NNs for evolving
robot controllers. In this work we evolve neuro-controllers using two DE variants.
The work on this paper shows the results of using DE variants: DE/rand/1/bin
and DE/best/1/bin to evolve a wall-following behavior; using the Player-Stage
simulator, which facilitated testing individuals during evolution. The resultant
behavior is equivalent for both the real and the simulated e-puck robot. Here, we
have shown that the use of DE produces fine candidate neuro-controller solutions
for robot behavior. DE offers easy parameter calibration, fast implementation,
fine exploration/exploitation of candidate solutions in the fitness landscape, and
also production of mature individuals during the initial generations of the evo-
lutionary process.

As future work, we propose to combine or hybridize DE with local search
methods, like supervised and reinforcement learning in the neural network con-
trollers. This will allow the integration of the advantages of the two search meth-
ods: the global search provided by the DE method with the fast local search of
the neural learning methods.
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Abstract. Solving the global localization problem for a humanoid robot
in a fully symmetric environment, such as the soccer field of the RoboCup
games under the most recent rules, may be a difficult task. It requires
to maintain the robot position distribution multi-modality whenever it
is necessary, for ensuring that the correct position is among the dis-
tribution modes. We describe a three-level approach for handling this
problem, where (1) a particle filter is run to implement the Bayes fil-
ter and integrate elegantly our probabilistic knowledge about the visual
observations and the one on the robot motion, (2) a mode management
system maintains explicitly the distribution modes and allows to guaran-
tee the satisfaction of constraints such as unresolved symmetry, and (3)
a discrete state machine over the modes is used to determine the most
pertinent observation models. We present very promising results of our
strategy both in simulated environments and in real configurations.

1 Introduction

Humanoid robotics has undergone a huge development in the last decade, fol-
lowing the success of pioneering projects such as the Asimo robot, reaching a
point where the mechatronics design of stable biped platforms is not really the
main problem anymore. Moreover, low-cost humanoid platforms such as the Nao
robot have become affordable for many institutions in the world, permitting
several research teams around the world to focus on enhancing these systems
with algorithms giving them some form of autonomy. Although many of the
main bricks ensuring autonomy, e.g. localization, map making. . . , have already
been extensively studied for wheeled robots, humanoid robots have some spe-
cific features making a straightforward application of these existing algorithms
somewhat difficult. For example, humanoid robots generally rely only on vision
for their perception, which implies in particular that (1) one should solve prop-
erly the problem of the camera localization with six degrees of freedom, or at
least use partial information from images in a clever way; (2) one should handle
phenomena such as motion blur due to motion jerk, which are common with
humanoid robots; (3) one can process images in reasonable times, giving the
limited embedded computing resources of humanoid robots. Such a vision-based

I. Batyrshin and M. González Mendoza (Eds.): MICAI 2012, Part I, LNAI 7629, pp. 227–238, 2013.
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localization system is the object of this work, and our contribution lies in the
definition and evaluation of three-layered Monte-Carlo (MC) particle filter-based
localization system capable of handling symmetric environments.

2 Related Work and Overview of Our Proposal

We highlight in this section a few iconic works in humanoid robot localization
and give a sketch on our strategy for robust localization in the Robocup context.

2.1 Related Work

Visual localization of humanoids has been tackled in a number of manners,
both metric or non-metric. Approaches such as [1] rely on appearance-based
techniques to localize the robot not in a metric map, but in an implicit qualitative
map, relatively to some reference sequence of images taken in a learning phase,
and to which are associated very simple actions in a world made of corridors.
Among methods based on metric maps, some of them are purely geometrical,
such as [2], where geometric algebras are used to express the localization problem
as an intersection of Gaussian spheres.

However, more commonly, localization is based on probabilistic filters, i.e. on
the recursive application of the Bayes rule. They combine probabilistic motion
models (odometry. . . ) and measurement models, e.g. based on stereo-vision [3].
In the aforementioned work, the estimation is done for the robot position in the
plane (position and orientation), and the internal odometry is used to get the
relative position of the camera with respect to the Zero Moment Point, for which
the motion is given, and a depth map for that frame. It provides the probabilistic
measurement model, by comparing measured and expected depth profiles.

However, in most cases of humanoid robots, monocular vision is the only
reliable sensor to be used for localization. In that case, measurements live in
a lower space, the image space, and measurements consists in image features
(interest points, edges,. . . ) associated to robot poses. For example, in [4], these
features are the projection of a polyhedrical model, and observations likelihoods
reflect how much the observed projections are likely, given the 3D model. This
process may not seem difficult from the theoretical computer vision perspective,
but specific limitations of humanoid robots (camera not precisely located w.r.t.
the robot base, blurring effects) may make it more difficult than thought.

Particularly illustrative of the practical problems of humanoid monocular
model-based localization is the Robocup context [5–7]: Robots are localized
on a soccer field thanks to several known features, such as the white lines, the
central circle, the goal posts. However, there are ambiguities (white lines are
the same everywhere). Moreover, the robot swinging causes strong blurs, some-
times. Another strong limitation is that the camera has a narrow field-of-view.
One of the most effective approaches is the well-known Monte-Carlo Localiza-
tion, based on particle filters. At each iteration of the algorithm, a set of weighted
samples over the posterior distribution on the state to estimate is maintained.
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It is updated by sampling new positions according to a probabilistic robot mo-
tion model, e.g., from odometry [7], and by modifying the samples weights based
on the likelihoods of detected features, given the positions estimates. The main
advantage of such an approach is that it solves well the global localization, when
ambiguities make the posterior intrinsically multimodal. It has also been adapted
to active localization strategies [8], where for example the best action is taken at
a one-step horizon in order to maximize the decrease in the distribution entropy.
In the most recent version of the Robocup soccer challenges, handling multi-
modality on the pose distribution has become critical, since the map by itself
is completely symmetrical. Our system has been developed with this context in
mind, and we describe it briefly in the following.

2.2 Overall Description

Our proposal is based on a three-layer scheme described in Fig. 1. At the lower
level, a particle filter (Section 3) is in charge of the estimation of the robot
position; the particularity of this filter is that it has an explicit handling of the
multi-modality in the distribution. At the intermediate level, we manage the
existence of mixture components (Section 4.1); this implies for example creating
new mixtures when the variance of one mixture grows too much, or when we
need to reinforce symmetry. At the higher level, an explicit representation of the
current state of the localization is maintaine (e.g., “Lost”, “Bi-modal”, “Mono-
modal”). It conditions the way the other two levels work (Section 4.2). Our
contributions are the following:

– we propose a mixture-based particle filter with a mixture management ori-
ented to the problem of localization in a symmetric environment;

– we propose to handle explicitly the multi-modality of the particle distribution
linked to symmetry by means of the mixture;

– we propose a per-observation model for detecting cases of localization failures
requiring “rescue” sampling schemes;

– we conducted extensive experiments of the proposed system in simulations
and onboard of a small-sized humanoid robot in the Robocup context.

3 Mixture-Based Particle Filter

3.1 The Classical Particle Filter

In this work, we use as a basis filter a variant of the Monte-Carlo Localization
(MCL) algorithm for humanoid robots, so that we first describe in its great lines
the typical MCL algorithm, that is also explained for example in details in [9].
MCL uses a set of particles (Monte-Carlo samples) to describe the posterior
probability distribution p(Xt|U1:t,Z1:t) over the state Xt, given a sequence of

controls done by the robot U1:t
def
= U1,U2, . . . ,Ut (measured by internal sensors

such as odometry) and a sequence of measurements Z1:t. In our case, Xt includes
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Lost Bi. Mono.

Filter state machine

Mixture-based

particle filter
Mixture management

Fig. 1. Overview of our particle filter-based localization system: the localization state
machine controls both the behavior of the mixture management system (in charge of
reorganizing the mixture components, if necessary), and of the particle filter itself.

the three degrees of freedom of the robot we want to estimate (position and ori-
entation on the plane), even though a humanoid robot has generally many more
degrees of freedom. Under the Markov assumption, one can use the recursive
Bayesian formulation of the posterior through

p(Xt|U1:t,Z1:t) ∝ p(Zt|Xt)

∫
Xt−1

p(Xt|Ut,Xt−1)p(Xt−1|U1:t−1,Z1:t−1)dXt−1.

MCL represents the posterior (left term above) as a set of weighted samples

(X
(n)
t , ω

(n)
t ), generated at each time step from a proposal distribution q. The

algorithm iterates the following :

1. from the previous set of particles, generate a new set from the proposal

distribution, i.e. for all n, X
(n)
t ∼ q(Xt|X(n)

1:t−1,U1:t,Z1:t),
2. update and normalize particle weights with the particle state likelihood, the

motion model and the proposal, i.e. for all n

ω̃
(n)
t =

p(Zt|X(n)
t )p(X

(n)
t |X(n)

t−1)

q(X
(n)
t |X(n)

1:t−1,Z1:t)
ω
(n)
t−1, ω

(n)
t =

ω̃
(n)
t∑

m ω̃
(m)
t

,

where ω̃
(n)
t are the un-normalized weights;

3. compute the average state; compute the number of effective particles, ap-
proximately 1

∑
n[ω

(n)
t ]2

; if it is inferior to some threshold, proceed to re-

sampling of the particles with replacement.

Here, the probabilistic motion model p(Xt|Ut,Xt−1) is a bit particular, as a
humanoid robot does not have such things as optical encoders to measure the
displacement done, like in wheeled robots. What we can get are the footprints
computed by the planning algorithm for any motion request done to the robot,
and the values of the angles of the robot joints, from which a “form of odometry”
is available, and will be used here in the probabilistic motion model.
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3.2 Particle Filter with Explicit Mode Management

One of the main problems of the basic particle filter described above is that,
because of its global resampling step, it is possible that, even if the belief over
the robot position has a multi-modal nature, some of the modes disappear. In
the case of a robot evolving in a symmetrical environment, this could cause
catastrophic failure of the localization system. A very interesting proposal has
been presented in [10] to partially overcome this problem. The idea is to represent
the aforementioned posterior as a weighted sum of distributions,

p(Xt|U1:t,Z1:t) =

Mt∑
k=1

α
(k)
t p(k)(Xt|U1:t,Z1:t)

where Mt is the (variable) number of distributions in the mixture. We represent
all the distributions p(k)(Xt|U1:t,Z1:t) of the mixture as a particle distribution,

i.e. sets of N
(k)
t weighted particles {X(n,k)

t , ω
(n,k)
t }1≤n≤Nk

. What has been shown
in [10] is that, remarkably, the application of the prediction-correction steps of
the classical particle filter to the mixture is quite straightforward:

– the particles in each part of the mixture are updated in a similar way as in
the classical particle filter: the sampling, correction, and resampling steps are
done locally to each mixture component; the particles weights are normalized
on a per-component basis; note that the data association is also done on a
per-component basis (more details will be given in Section 5.2);

– the weights of each component are updated in function of the un-normalized
particle weights (i.e. the evaluated likelihoods over the particles)

α
(k)
t ≈

α
(k)
t−1

N
(k)
t∑

n=1
ω̃
(n,k)
t

Mt∑
k=1

α
(k)
t−1

N
(k)
t∑

n=1
ω̃
(n,k)
t

, (1)

where α
(k)
t are components weights, and ω̃

(n,k)
t are particles weights.

The management of the modes is independent of the mechanics of the particle
filter, and in the particular case of the localization on a soccer field, we will
see in Section 4.1 a few principles to handle the creation, fusion, deletion of
mixture components. Computationally, it is important to highlight that, besides
the weights update of Eq. 1, the involved operations are the same as in the

classical particle filter, and that if N
def
=

Mt∑
k=1

N
(k)
t , the complexity of the particle

filter algorithm is linear in N .
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4 Mixture Management and Filter State Machine

4.1 Mixture Management

The mixture components described above evolve according to a few atomic op-
erations aimed at improving the representation of the posterior distribution.

Mixture Components Formation. At initialization, components are created
by clustering by a simple variant of expectation-maximization.

Mixture Component Fusion. This operation simply consists in fusing two
existing components whenever their means are close enough. By using a metric
d on the state space of positions, and defining a threshold δ on this metric, a
fusion is done between two components k and l whenever

d(X̄(k) − X̄(l)) < δ,

where X̄(k) is the mean of component k. The fusion consists in reassigning all the
N (k) and N (l) particles under the same components, with N (k) +N (l) particles.

The new component weight is the sum α
(k)
t + α

(l)
t .

Mixture Component Deletion. When the weight of a given component k is
repeatedly reported as below a threshold (i.e. the likelihoods corresponding to the
particles assigned to this component are low), for a given number of localization
cycles, then it is deleted. Deletion consists in (1) sharing uniformly the weight
of the deleted component to the other components and (2) distributing the N (k)

particles among the other components. For this second step, for each particle
m among the N (k) particles of component k, we select randomly a component
j �= k and a particle n from j to replace the state of the particle from k:

(X
(m,k)
t , ω

(m,k)
t ), (X

(n,j)
t , ω

(n,j)
t )→ (X

(n,j)
t ,

1

2
ω
(n,j)
t ), (X

(n,j)
t ,

1

2
ω
(n,j)
t ),

that preserves the consistency of the particle representation in component j.

Rescue Component Generation. When the level of measured likelihoods
is poor for some observation model compared to its “usual” value, or when
components are not associated to a persistent observation for a while, we create
a rescue component r. The quite simple and well known idea [9] consists in
generating random samples along the manifold corresponding to the inverse of
the current observation. For example, if a single pole is observed, particles are
generated along an arc of circle with a radius associated to the apparent diameter
of the pole in the image. In our component-based filter, this is implemented by
(1) computing the number N (r) of rescue samples to generate, (2) on a particle
basis, we select an existing component k and a particle of this component n,
that we replace by the sample from the rescue distribution. The component
weight is initialized to a constant value (which is also subtracted to the other
components), and the particle weights are uniform, i.e.
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Symmetrization. When the belief over the position is by essence multi-modal
(i.e. at one of the multi-modal states described in the following section), we
may have to reinforce the symmetry of the distribution. The process is quite
straightforward: for all components, we check that a close-to-symmetrical com-
ponent exists in the current mixture; if not, we create a new component with
the same process as the one described above for rescue component generation.

4.2 Upper Level Control

At the highest level, a state machine (see Fig 1) controls the behavior of the
particle filter and of the mixture components management. In our current im-
plementation, we count on three states: ’Lost’1, ’Bi-modal’ and ’Mono-modal’.
At initialization, the state is ’Lost’, then transitions are ruled by the following:

– from state ’Lost’ to state ’Bi-modal’, the components should be two, and
close to symmetrical;

– from state ’Bi-modal’ to state ’Mono-modal’, an external process must in-
tervene to raise the ambiguity. More specifically, this could mean that a
place/object recognition process has been able to decide which of the sym-
metrical map element has produced an ambiguous observation;

– the degradation from ’Bi-modal’ or ’Mono-modal’ to ’Lost’ may occur when
the covariance and quality of the single component reaches too high values (in
which case the clustering process is run again), or when rescue components
are created in the mixture.

Moreover, the localization state conditions several aspects of the filter: (1) all
observation models are not necessarily used, (2) the recognition process that
disambiguates the field symmetry is used only at state ’Bi-modal’, (3) the sym-
metrization component generation explained above is only used in state ’Lost’
and ’Bi-modal’. The following table sums up these properties.

State Observation models
(see Section 5.1)

Recognition pro-
cess

Simmetrization
(see Section 4.1 )

’Lost’ (1) × �
’Bi-modal’ (1,2,3) � �
’Mono-modal’ (1,2,3) × ×

1 ’Lost’ is a somewhat abusive word, as in reality the distribution is simply multimodal.
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(a) (b) (c)

Fig. 2. The three observation models used in our system: (a) goal post model, made of
the image position of the projected goal post; note that a unique position of the robot
can be derived from a single observation; (b) single goal pole model, made of a single
projected goal pole; (c) line cross model, made of the geometric properties of white line
crosses. The last two models are not invertible.

5 Application to the Localization on the Robocup Field

In this section, we describe a few elements specific to the application that moti-
vated this work. In particular, we describe briefly the probabilistic observation
models, the data association strategy, and the rescue schemes associated to each
observation model.

5.1 Observation Models

Our localization system relies on the use of three heterogeneous observation
models, driven by the basic image processing functionalities coded on our robot:

1. the observation of goal posts, made by one or two vertical poles and an
horizontal pole (see Fig. 2(a)) extracted by our visual segmentation system;
the resulting observation is a 5 × 1 vector including the mean position of
the observed vertices, the post width and height, and the angle of the ray
pointing through the intersection of the horizontal post with the horizon line
(in dashed blue in Fig. 2(a));

2. the observation of single poles (see Fig. 2(b)), extracted in the same way as
the goal posts; the resulting observation is a 3× 1 vector holding the mean
pole position and its width in the image;

3. the observation of line crosses (see Fig. 2(c)), extracted by a simple line
segmentation; the resulting observation is a 5 × 1 vector holding the point
position, the angles of the lines forming the crossing and an indicator on the
kind of crossing (’X’, ’L’ or ’T’ crossing).

For all of these models, the noise distribution in p(Zt|Xt) is chosen as Gaussian,
with variance parameters determined empirically. For efficiency reasons, if at
one time instant t, several observations are available from the image processing
system (in Fig. 3, for example) then only one is used. We used several heuristics
for the underlying selection, one being that some observation models are more
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useful than others at some state, as described in Section 4.2. Also, when sev-
eral observation corresponding to the same model (e.g., only line crosses) are
available, the least ambiguous is selected (i.e. the most different to the others).

5.2 Data Association

The data association is performed on a component basis. This is another benefit
of using a mixture-based representation. Instead of performing the data asso-
ciation based on the only filter mean (fast but not robust, since modes could
be lost) or based on each particle (very robust but extremely slow), we do it
on an intermediate level, i.e. the mixture component level, which gives us the
benefits of robustness (by allowing different modes to get their own association)
and efficiency (the number of components being typically a one digit number).

Hence, when getting some observation Yt that could be coming from Q map
elements q = 1..Q, we associate the observation to the map element q̂ maximizing
the likelihood at the center of each component k:

q̂ =

{
argmax

q
p(Zt|X̄(k), q) if max

q
p(Zt|X̄(k), q) > ε

−1 otherwise.

The -1 means that the best likelihood being not confident enough, no association
is performed and that the observation is not integrated in the filter.

5.3 Rescue Distributions

The last ingredient of the mixture-based particle filter we implemented for local-
ization purposes is the rescue process. The idea is to detect as soon as possible,
from observations collected from the image processing modules, that the quality
of the estimation is degrading, We define two indicators for assessing this quality:

– for each observation model o defined in Section 5.1, an indicator is defined
that measures how far is the current average likelihood among associated
components and the long-term average likelihood; This is an extension of
the approach proposed in [9] to the case where several observation models
are managed simultaneously. In our system, three indicators are kept, for

each observation model, in the form
ao,s
t

ao,l
t

, where ao,s is defined as ao,s =

1
T (ts,t)

∑
τ∈[ts,t]

1
No

τ

∑
n,k

α
(k)
τ ω̃

(n,k)
τ . No

τ is the number of particles that have been

evaluated under the observation model o at time τ ,
– a counter of the number of times no component have had observations asso-

ciated to them is also maintained.

When any of these indicators is activated, a rescue distribution is used to gen-
erate samples in a new component, as mentioned above. It is not described in
details here for lack of space. See for example [9]. The principle is trivial : for
the current observation (goal post, pole, line crosses), we generate a sampling
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(a) (b)

Fig. 3. The 2D simulation ambient developed for simulation results. In (a), a bird’s
eye view of the map we used (with visible mixture components, one per color). (b) The
robot subjective view. In blue, we simulate obstacles on the field.

distribution that corresponds to the inverse of the observation. For the goal
post model, this means a distribution around two mean positions (computed
deterministically from the goal observation).

6 Experiments: Simulations and Port to the Nao Robot

Our localization system has been implemented in C++, in a library that has
been used both to generate simulation results (see Fig. 3) and a module running
in the Naoqi architecture for Nao robots, the small humanoids used in the
Standard Platform League of the Robocup.

Our first series of experiments has been performed in a simulation environment
built in C++. We simulate one or several 2D, differential drive robots moving
on the plane. They are equipped with a visual system capable of detecting entire
goal posts, single poles, or line crosses. The three observation models described in
the previous section have been simulated to provide our localization system with
observation data. We conducted the following experiment: make the robot follow
a circular trajectory with some parts without visible observations. In Fig. 4, we
measure the average error of our closest component to the ground truth, in the
case of admitting a maximal number of components of 1 (i.e., a classical particle
filter, in red), 2 (green), 4 (blue). It can be clearly seen that our filter has one
of its mode tracking the exact position, whereas the classical approach loses it
half of the time (hence the error of about 1 meter, as the two symmetric modes
are distant by 2 meters). Moreover, in this particular experiment, because of the
absence of critical parts where the robot could really get lost, the system running
with 2 modes at maximum performs better (but to allow rescue components, we
would need a higher maximal number of modes).

As commented above, the particle filter-based localization has been also ported
to the Nao platform, as a module of the Naoqi framework. The way the filter
works is basically the same, except that the observations are real (from an image
processing module extracting yellow poles, white lines. . . ) and that the motion



Robust Visual Localization of a Humanoid Robot in a Symmetric Space 237

0 50 100 150 200 250 300 350 400 450 500
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Position along the trajectory

A
ve

ra
ge

 e
rr

or
 (

in
 m

et
er

s)

Fig. 4. Evolution of the estimation error on the trajectory in a perfectly symmetric
environment, measured by the closest mode to the ground truth. In red, evaluation of
a classical particle filter; in green and blue, our improved mixture-based particle filter.

Fig. 5. Visualization of steps 162, 166, 172, 238, 307, 353 of the Nao localization in
a symmetric soccer field. Intentionally, we disabled the goal identification system to
show the explicit handling of multi-modality. The numbers are the mode weights α(k).

model is derived from the robot odometry. A few snapshots of our localization
system is visible in Fig. 5. It corresponds to a similar trajectory as in simulation
case, except that much fewer observations are handled (line crosses are not easily
detectable). As it can be seen over these steps we included, the robot is initially
not localized, at frame 162, but with a gross estimate. After having started its
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path, it is progressively located, with two symmetric modes (frame 172). When,
because if the absence of observations, the localization quality degrades, several
new modes appear and the variance (in green) grows considerably. After seeing
again a goal post (frame 353), modes get removed and the robot gets its final
two symmetric components again.

7 Conclusions and Future Work

We have introduced a mixture-based particle filter for the localization of a hu-
manoid robot evolving in symmetric ambients such as the soccer field in the
Robocup soccer challenge. The main contribution of this work is a localization
system handling explicitly the management of mixture components, that, be-
cause of the clustering technique generating components, correspond generally
to modes of the posterior distribution. We defined a set of basic operations based
on these components to reinforce the handling of the field symmetry, the situa-
tions of getting lost, and the integration of disambiguation information (leading
to a mono-modal state). The complexity of our filter stays linear in the number
of particles, although slightly higher than the classical approach, because of the
component management process. In a near future, we will combine this approach
with active strategies for selecting the best observation at a given instant.
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Efficient and reliable sensor models for humanoid soccer robot self-localization. In:
Proc. of the Workshop on Humanoid Soccer Robots, Humanoids 2009 (2009)

6. Strasdat, H., Bennewitz, M., Behnke, S.: Multi-cue Localization for Soccer Playing
Humanoid Robots. In: Lakemeyer, G., Sklar, E., Sorrenti, D.G., Takahashi, T. (eds.)
RoboCup 2006: LNCS (LNAI), vol. 4434, pp. 245–257. Springer, Heidelberg (2007)

7. Liemhetcharat, S., Coltin, B., Veloso, M.: Vision-based cognition of a humanoid
robot in standard platform robot soccer. In: Proc. of Workshop on Humanoid
Soccer Robots. In the IEEE-RAS Int. Conf. on Humanoid Robots, pp. 47–52 (2010)
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Abstract. This article presents a methodology to position an in-pipe
robot in the center of a pipe from a line matching algorithm applied
to the unwrapped omni-directional camera located at the robot’s front-
end. The advantage of use omni-directional camera inside the pipes is
the relation between the cylindrical image obtained from the camera
and the position of the camera on the robot inside the pipe, where by
direct relation the circular features become linear. The DeWaLoP in-pipe
robot objective is to redevelop the cast-iron pipe-joints of the over 100
years old fresh water supply systems of Vienna and Bratislava. In order
to redevelop the pipes, the robot uses a rotating mechanism to clean
and apply a sealing material to the pipe-joints. This mechanism must be
set perfectly in the center of the pipe to work properly. Therefore, it is
crucial to set the in-pipe robot in the center of the pipe’s horizontal x
and y axes.

1 Introduction

The advantage of omni-directional cameras over perspective cameras is the pos-
sibility to view 360◦ on a single image frame. Nevertheless, in order to analyze an
omni-directional image it is easier to transform it into a panoramic or perspec-
tive image. These types of image are more comprehensible to humans. Besides,
image-processing algorithms are mainly designed to work with perspective pro-
jection [1].

There are several methods for unwrapping omni-directional image. The most
common method used to obtain panoramic images is by directly transforming
the polar coordinates into rectangular coordinates [2]. Furthermore, by including
the equation of the mirror in the unwrapping process the vertical distortion
becomes null [3]. Likewise, the camera must be correctly calibrated to correctly
transform the image frames [5]. Moreover, to speed up the process of unwrapping
the image in real time, instead of calculating the coordinates at all-time, lookup
tables are used to know which pixel from the omni-directional image have a
direct correspondence to the panoramic image [1].

Roboticists have been using omni-directional cameras on robot localization,
mapping and robot navigation [6][7][8][9]. Omni-directional vision allows the

I. Batyrshin and M. González Mendoza (Eds.): MICAI 2012, Part I, LNAI 7629, pp. 239–248, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://www.acin.tuwien.ac.at


240 L.A. Mateos and M. Vincze

robot to recognize places more easily than with standard perspective
cameras [10].

In-pipe robots are commonly used for inspection, in this case, the robot’s
suspension system sets the robot to maintain its centered position while moving
in the pipelines [11] [12]. Other types of in-pipe robots are used for cutting or
grinding, these robots are mainly a mobile robot with an attached cutting tool.
Nevertheless, these suspension system cannot create a stable structure inside the
pipe as required by the DeWaLoP robot.

2 DeWaLoP Robot System

The DeWaLoP Developing Water Loss Prevention robot system objective is to
redevelop the cast-iron pipes of the over 100 years old fresh water supply systems
of Vienna (3000 km length) and Bratislava (2800 km), by crawling into water
canals of about one meter diameter and applying a restoration material to repair
the pipe-joints. The DeWaLoP robot is intended to be a low cost robot with
high reliability and easiness in use, the robot system includes the conventional
inspection of the pipe system, which is carried out using a cable-tethered robot
with an onboard video system. An operator remotely controls the movement of
the robot systems.

The proposed solution consists of three main subsystems: a control station
[13], a mobile robot (similar to a vehicle) and a maintenance unit.

Fig. 1. DeWaLoP in-pipe robot system diagram (on left). DeWaLoP in-pipe robot
inside a 900mm diameter pipe

Control Station. The control station is in charge of monitoring and controlling
all the systems of the in-pipe robot. The main controller is composed of two
processors, a slate computer is in charge of monitoring and displaying the video
images from the Ethernet cameras; the second processor is an 8 bits micro-
controller with Ethernet capability, in charge of the Robot Systems Remote
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Control [14], which receives the information from the physical remote control
(the joysticks, buttons and switches), in order to control the robot systems.

Mobile Robot. Mobile platform able to move along the pipe, carrying on board
the electronic and mechanical components of the system, such as motor drivers,
power supplies, restoration material tank, among others. It uses a differential
wheel drive which makes the robot able to promptly adjust its position to remain
in the middle of the pipe while moving.

Maintenance Unit. The Maintenance unit is a structure able to expand or
compress with a Dynamical Independent Suspension System (DISS) [14]. By
expanding its wheeled-legs, it creates a rigid structure inside the pipe, so the
robots tools work without any vibration or involuntary movement from its in-
ertia and accurately restore the pipe-joint. By compressing its wheeled-legs, the
wheels become active so the maintenance structure is able to move along the
pipe by the mobile robot. The structure consists of six wheeled legs, distributed
in pairs of three, on each side, separated 120, supporting the structure along the
centre of the pipe. The maintenance system combines a wheel-drive-system with
a wall-press-system, enabling the system to operate in pipe diameters varying
from 800mm to 1000mm. Moreover, the maintenance unit and the mobile robot
form a monolithic multi-module robot, which can be easily mounted/dismounted
without the need of screws [17].

Fig. 2. DeWaLoP in-pipe robot

DeWaLoP Vision System. In order to navigate, detect and redevelop, the
in-pipe robot includes in total four cameras [13]. For the navigation stage, two
cameras are required, one located at the front, to know the way in the pipe;
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the second located at the back, to know the way out. For the detection stage,
an omni-directional camera is located at the front-end enabling the pipe-joint
detection [14]. Finally, for the redevelopment stage, another camera is mounted
on the redevelopment tool system enabling the operator to follow in detail the
cleaning and restoration process.

Redevelopment Tool System. The DeWaLoP redevelopment tool system
mimics a cylindrical robot able to cover the 3D in-pipe space. Nevertheless, the
tool system modifies the standard cylindrical robot into a double cylindrical arm,
where both arms are connected to the central axis of the maintenance unit and
located 180◦ each other. Likewise, the cleaning and sealing tools rotate from the
center of the pipe. Therefore, it is crucial to set the in-pipe robot perfectly in
the 3D center of the pipe.

Fig. 3. Redevelopment tools system a) Simplified model. b) 3D model. c) Mounted
on the DeWaLoP in-pipe robot.

3 Omni-directional Camera Inside the Pipe

The motivation to use omni-directional camera in the DeWaLoP in-pipe robot
is the relation between the cylindrical image obtained from the omni-directional
camera and the position of the camera on the robot inside the pipe. The camera
is installed on the front end of the maintenance unit, as shown in figure 2, where
by direct relation the circular features of the pipe-joints become linear.

The robots omni-directional system consists of a perspective camera adapted
to a hyperbolic mirror. It is known that the distribution of resolution from hy-
perbolic mirrors is better than the one obtained with systems that use spherical
mirror or parabolic mirrors without the orthographic lens [18]. The composi-
tion of the perspective camera with the hyperbolic mirror is set, so that the
camera projection center C coincide with the focal point of the mirror F , en-
abling the perspective camera to be modeled by an internal camera calibration
matrix K, which relates 3D coordinates X = [x, y, z]T into retinal coordinates
q = [qu, qv, 1]

T .
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The azimuthal angle in the original image is mapped into the horizontal axis of
the panoramic image, and the radial coordinate in the original image is mapped
into the vertical axis of the panoramic image.

The panoramic image is created by doing an inverse mapping of the pixels,
for each pixel in the panoramic image a correspondence pixel must exist in
the omni-directional camera image. An improved version of this method can be
done by including the mirror equation in the unwrapping process, so the vertical
distortion is null.

Fig. 4. a) Omni-directional field of view. b) Omni-directional camera model.

Where vpn represents the coordinate of a pixel in a column of the panoramic
image and vpn = 0 for pixels that correspond to the mirror rim. The parameter
ri represents the radial distance of a pixel in the omni-directional image. The
coordinate (x, y) represents a point on the mirror surface. The user defined
parameterDVpn represents the height in the panoramic image measured in pixels
from the horizontal line that corresponds to the mirror rim, x = rtop, until the
horizontal line that corresponds to y = 0. The remaining parameters, mirror
eccentricity 2e, rpixel, ytop and rtop, are known.

In the same way upn represents the column in the panoramic image that is
being mapped; ri is the radial distance of a pixel in the omni- directional image
that corresponds to a pixel in the panoramic image with vertical coordinate vpn;
the parameter u and v represent the coordinate of a pixel in the omni-directional
image that corresponds to the pixel with coordinates (upn, vpn) in the panoramic
image.

u = ricos

(
2π · upn

Hpn

)
(1)

v = risin

(
2π · upn

Hpn

)
(2)



244 L.A. Mateos and M. Vincze

In order to speed up the process of unwrapping the image in real time, in-
stead of calculating the coordinates at all-time, lookup tables are used to know
which pixel from the omni- directional image have a direct correspondence to
the panoramic image.
Unwrapping Omni-directional Image from Equation 1 and 2, image (1024x776)

function [mtrix_x,mtrix_y]=trans_matrix_base(img_omni,xc,yc,r,R);

r1 = (R+r)/2;

for x1=1:fix((2*pi*r1))

theta=(2*pi*r1-x1)/r1;

for y1=1:R;

xomni=xc + fix(y1*cos(theta));

yomni=yc + fix(y1*sin(theta));

if xomni<776 & yomni<1024 & xomni>0 & yomni>0

matrix_x(x1,y1) = xomni;

matrix_y(x1,y1) = yomni;

end

end

end

end

Unwrapping Omni-directional Image from Lookup Matrix

function[matrix]=fast(matrix_x,matrix_y,r,R,image_omni);

r1 = (R+r)/2;

for x=1:fix((2*pi*r1))

for y=1:R

xomni=matrix_x(x,y);

yomni=matrix_y(x,y);

if xomni<776 & yomni<1024 & xomni>0 & yomni>0

matrix(x,y,1) = image_omni(xomni,yomni,1);

matrix(x,y,2) = image_omni(xomni,yomni,2);

matrix(x,y,3) = image_omni(xomni,yomni,3);

end

end

end

end

The unwrapped omni-directional image will reveal linear features for circular
features on the original omni-directional image. If a circular feature is centered
to the omni-directional camera, on the unwrapped image it will reveal a perfect
line crossing the images horizontal x-axis. On the other hand, if a circular feature
is non-centered to the omni-directional camera, then it will reveal a wave-line
pattern as shown in figure 5.

From the unwrapped image a template matching is performed to match and
analyze the position of the robot inside the pipe. The basic method of template
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Fig. 5. Checkerboard pattern over the omni-directional camera, green circle centered,
red circle translated from center (on left). Unwrapped omni-directional images (on
right).

matching uses a convolution mask (template), tailored to a specific feature of the
search image. The convolution output will be highest at places where the image
structure matches the mask structure, where large image values get multiplied
by large mask values [19].

The template matching compares the intensities of the pixels, using the sum of
absolute differences (SAD). A pixel in the search image with coordinates (xS ,yS)
has intensity IS(xS ,yS) and a pixel in the template with coordinates (xT ,yT ) has
intensity IT (xT ,yT ).

The SAD in the pixel intensities is defined as:

Diff(xS , yS , xT , yT ) = |IS(xS , yS)− IT (xT , yT )| (3)

SAD(x, y) =

TROWS∑
i=0

TCOLS∑
j=0

Diff(x+ i, y + j, i, j) (4)

Looping through the pixels in the search image as the template is translated at
every pixel and takes the SAD measure.

SROWS∑
x=0

SCOLS∑
y=0

SAD(x, y) (5)

The lowest SAD value refers to the best position of the template within the
search image. A way to speed up the matching process is through the use of an
image pyramid. These series of images with different scales generate a sequence
of reduced images [20]. These lower resolution images can be searched for the
template (reduced in the same way), in order to yield possible start positions
for searching at the larger scales. The larger images can then be searched in a
small window around the start position to find the best template location.

The mask in this case, is the average of the physical pipe-joint-gap, which is
a rectangle with width equal to the width of the unwrapped panoramic image



246 L.A. Mateos and M. Vincze

Fig. 6. Virtual DeWaLoP robot inside the pipe. a) Cross-section front-view, at time
t = n, the robot is misaligned with respect to the pipe’s center. b) Cross-section front-
view, at time t = n+1, the robot readjust its position to the pipe’s center from visual
patterns. c) Omni-directional circles detected, red circle misaligned at t = n and green
circle centered at t = n+ 1.

and height equal to 16 mm, which is the average of the biggest possible gap 30
mm and the smallest possible gap 2 mm, from the pipeline specifications.

The sum of absolute differences (SAD) was selected because it provides a
simple way to automate the searching for patterns inside an image, if compared
to sum of squares (SSD) or cross-correlation.

4 In-Pipe Robot Positioning

In the in-pipe robot simulator, at time t = n, the robot was set misaligned with
respect to the y cross-section of the pipe. Thus, the circle obtained from the
omni-directional camera will be not centered, as shown in figures 5 and 6c. From
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the misaligned initial position, in figure 6a, the robot update its position, at time
t = n+ 1, by moving its virtual linear actuators to set its position in the pipes
horizontal, see figure 6b. This alignment is done by knowing in which quadrant
the line starts a wave-pattern. In this simulation, the misalignment was set from
the top, so the two linear actuators must push the maintenance unit to move it
up, to be centered.

Therefore, by analyzing the linear features from the unwrapped omni-camera
image it is possible to detect the position of the in-pipe robot. In the same way,
it is possible to adjust its position to be centered with respect to the pipe’s x
and y cross-section, so the rotating cleaning and sealing tools of the DeWaLoP
in-pipe robot work properly.

5 Conclusions

This paper presents a method for centering an in-pipe robot visually, from its
omni-directional camera. Instead of processing data from sensors, such as Iner-
tial Measurement Unit (IMU) or pressure sensors. Currently, the system has been
tested with a virtual robot from a real omni-directional camera.
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Abstract. In search and rescue operations, time plays an important role; there-
fore, an automatic or teleoperated deployment service to bring rescue robots 
near to or on a target location is desired. We propose to use a distributed control 
architecture to automate an electric vehicle that, after instrumentation and au-
tomation, serves as carrier robot for smaller rescue robots. Distributed control 
architectures rely heavily on communication networks for information ex-
change. The control architecture discussed on this paper is based on Controller 
Area Network (CAN) protocol, to which different nodes have been attached. 
Three main control loops are closed through the network: speed, steering and 
deployment mechanism for transported rescue robots. Tests were carried out to 
prove reliability and effectiveness of the distributed control architecture. Such 
tests indicated that a distributed control network based on CAN protocol is suit-
able for controlling different loops at real time and in hostile environments.  

Keywords: Distributed control systems, CAN-bus, autonomous vehicles, mar-
supialism, rescue robots.  

1 Introduction  

In search and rescue operations, time plays an important role; therefore, an automatic 
or teleoperated deployment service to bring rescue robots near to or on a target loca-
tion is desired. A proposal for this issue has been to employ bigger in size robots to 
function as carriers of smaller rescue robots. This approach is known as marsupialism 
[1]. Examples of marsupialism at different applications are: urban search and rescue 
operations [1], coal mine rescue missions [2], reconnaissance and surveillance [3], 
floor characterization [4].  

Since marsupialism involves at least two robots, we refer to this Multi-robot Sys-
tem as a Marsupial Robotic Team (MarRT). The main drawback of former MarRTs is 
the size of the carrier robot. A bigger in size and power carrier robot can cover longer 
distances through more hostile terrains; and at the same time, a higher payload allows 
more complex and heavier passenger robots to be transported to a deployment point. 
Hence, our work proposes to automate an electric vehicle, which after instrumentation 
and automation, serves as carrier robot of other smaller rescues robots. To that extent, 
a distributed control system (DCS) is proposed as backbone for such automation 
process. DCSs are employed in a variety of processes that require input data from 
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different sensors, sometimes located far from the actuators and even from the 
processing units. These control systems depend on on information sharing among 
different controlling units all interconnected through a communication channel or bus 
[5]. Furthermore, in order to interact and assure a correct control, these units rely 
heavily on a reliable and robust communication protocol.  

When implementing a DCS on a vehicle, different aspects must be taken into ac-
count: distances between electronic modules vary; sent data might be subjected to 
electromagnetic interference (EMI); response in real time is needed because delays on 
communication might endanger the control’s performance; among others. Hence, 
vehicle’s instrumentation, the addition of sensors, actuators and/or processing units to 
replace the human operator commands, requires the use of robust vehicle network 
technologies in order to ensure a reliable data exchange among the added electronic 
modules. It must be highlighted, that there are many possible options regarding the 
communications architecture that can be used between the components. 

For automating the proposed utilitarian vehicle, three main control loops are im-
plemented over the DCS: speed, to control the main electric motor that provides trac-
tion; steering, to drive a motor attached to the steering wheel to have control over the 
steering angle of the front wheels; deployment mechanism, a ramp to deploy on-board 
rescue robots.  

The rest of the sections are structured as follows: Section 2 states the basic aspects 
of a DCS and of CAN protocol. Section 3 outlines the hardware and firmware em-
ployed for the implementation of the DCS. Section 4 describes the experiments car-
ried out to validate the robustness and performance of the distributed control loops on 
the CAN-bus; as well as the results obtained from our experiments. Finally, Section 5 
refers to the conclusions obtained and depicts future work on this research line.  

2 Network Controlled System 

A distributed control system consisting of a series of interconnected controllers has 
been designed for an electric vehicle in order to achieve speed, steering and deploy-
ment mechanism control. The system’s architecture defines the information flow be-
tween the interacting modules on the vehicle.  

A Network Controlled System (NCS) is a type of DCS in which control loops are 
closed by means of an information network. Hence, the essential feature of a NCS is 
the data exchanged, command and feedback signals, among interconnected compo-
nents through the network. This type of setup offers several advantages over tradi-
tional point-to-point control solutions, some of which are [6-7]: 1) modularity and 
flexibility for system design, 2) simpler and faster implementation times of the indi-
vidual components, 3) ease of system diagnosis and maintenance, 4) decentralized 
control and, 5) increase in system’s agility.     

In a NCS, sensors and actuators attached directly to the desired process plant are 
connected to the real-time network. The controller, while physically separated from 
the plant, is also connected to the real-time network, closing the control loop.  

A NCS can be modeled as “discrete-continuous” with time varying elements in-
duced by the network. Induced time delays on an NCS can be summarized as the 
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controller-actuator delay ( ) and the sensor-controller delay ( ), as well as the 
computational time required by each device performing control operations over the 
network [8]. These induced delays depend on different factors; e.g. network type, 
cable length, and baud rate. Figure 1 depicts a general representation of NCS showing 
the delays on sensors and controllers. 

 

 

Fig. 1. General representation of a Network Control System (NCS). Command and feedback 
signals are transmitted through the network. This representation includes delays on the sensor 
and actuator’s side. In addition, processing time must be taken into account.  

Proper interconnection of every device on the network depends on the communi-
cation protocol used. The selected communication protocol for implementing the NCS 
for the electric vehicle automation was the Controller Area Network (CAN) protocol. 
CAN is a reliable and robust communication protocol that was designed for the auto-
motive industry in the early 1980’s by Robert Bosch GmbH company to communicate 
several components among themselves [9-11]. Since CAN is a message-based multi-
master broadcast serial bus, it has also been used on industrial applications, as well as 
autonomous vehicles [12-13], robots [14-15], and on particular sections of commer-
cial vehicles [16-17]. It has been proven suitable for real-time distributed control and 
to be reliable for modular configuration; and that it is possible to implement a NCS 
for closed-loop control with relatively low cost and high efficiency [18].   

3 Implementation 

For the implementation of the NCS on the utilitarian electrical vehicle, High Speed 
CAN (1Mbit/s baud rate) was chosen. This baud rate proved to be adequate for the 
information flowing through the bus (sensor data, control commands, etc.), which will 
be covered with more detail in Section 4.  
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3.1 Communication Hardware 

To connect a device to the CAN bus, a special hardware is required, usually embed-
ded in the device itself. For devices that are not originally capable of CAN communi-
cation, modules and interfaces were developed to integrate them into the CAN bus. 
All implemented nodes in this vehicle share the same basic structure, consisting of a 
microcontroller unit (MCU) or central processing unit module; a CAN controller-
transceiver module capable of Serial Peripheral Interface (SPI) communication; and 
along with these, a custom interface, consisting of input/output channels, relays or 
signal conditioning elements specific for the node’s application. Figure 2 depicts the 
general hardware configuration of each CAN-node. 

   

 

Fig. 2. General hardware configuration of each node implemented on the vehicle. This design 
allows any MCU capable of SPI communication to be connected to the vehicle’s CAN bus. Its 
modularity permits modules to be interchanged; while maintaining an open possibility of 
MCUs and peripherals. 

The CAN physical bus consists of a pair of shielded twisted cables. A node is con-
nected to the bus through any of the hubs mounted throughout the vehicle; e.g. on the 
vehicle’s front panel and on the rear part of the vehicle. Each hub supports up to five 
nodes and includes a 120 Ohms resistor as terminal ends of the bus. So far six nodes 
have been added to the bus; yet, due to its modularity, more nodes can be added, pro-
viding more sensing and actuating capabilities.  

The controller-transceiver module or SPI-CAN module is in charge of receiving 
messages from the bus and transferring them via SPI to an MCU module and vice 
versa. This module was implemented in order to keep the design open (flexible), such 
that any controller with no CAN interface but with SPI interface can be used on the 
nodes. An MCP2551 CAN transceiver [19] and an MCP2515 CAN controller [20] 
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were employed in this module. The former converts the bits to actual voltages from/to 
the bus to receive/transmit messages; while the latter filters received/transmitted mes-
sages in the bus and handles all CAN protocol specifications. This module was de-
signed and prototyped in our laboratory.  

The MCU module consists of a microcontroller with SPI interface. Programming of 
the microcontroller varies according to the function of the particular node. The MCU 
module is in charge of processing, interpreting the data contained in any message 
received through the SPI-CAN module, sending status or control messages to other 
nodes in the bus and managing the sensor or actuator it is connected to. Also the 
MCU module might execute control routines or process raw data given by sensors. In 
our implementation, an Arduino ProMini [21] (version 5V 16MHz) with an ATme-
ga328 microprocessor was employed as common MCU in all nodes.  

Finally, in order for the MCU to interact with the sensor or actuator, an In-
put/output interface was required. This I/O interface application is specific and might 
include power drivers, signal conditioning hardware, or other devices, depending on 
the specific node function.  

3.2 Control Loops Hardware 

The NCS is currently divided into three main control loops: 1) speed control loop, in 
charge of maintaining a desired RPM set point for the rear wheels; 2) steering control 
loop, in charge of placing the front wheels at a desired steering angle; and 3) deploy-
ment mechanism control, which drives a ramp from storage to deployment-ready posi-
tion and vice versa. The first two control loop consist of two CAN-nodes each; one 
for actuation commands and one for sensing and control processes. In case of the 
deployment mechanism control, only one node is implemented; in which sensing and 
actuation commands are processed and generated. Figure 3 depicts the three men-
tioned control loops with their respective CAN-nodes, along with a sixth node for 
external wireless communication. 

In the speed control loop, an actuation node is connected to the motor driver Milli-
pak from Sevcon, which originally came with the vehicle and is in charge of regulat-
ing the current and voltage supply to the 5HP electric motor. This node (N1) receives 
CAN frames from the network and processes the information received to generate a 
speed command value for the controller to drive the motor. On the other hand, the 
sensor node of this control loop (N2) is connected to the encoder mounted on the 
brake’s drum. This node receives the square pulse signal generated by the encoder, 
computes the revolutions per hour at which the wheel is turning, executes the control-
ler routine to calculate the error and compute a control signal; finally, generates a 
CAN message that is broadcasted through the network. Hence, the speed control loop 
is closed via the CAN network once the CAN messages generated by N2 are received 
and interpreted by N1. Figure 4 (left) shows a picture of the implemented nodes for 
the speed control loop. 

In the steering control loop an actuation node is connected to a motor attached to 
the vehicle’s original steering wheel. This node (N3) receives CAN frames from the 
network and moves the motor in the desired direction. The motor movement is 
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stopped when the angular position sensor connected to the sensor node (N4) detects 
that the front wheels are positioned at the desired steering angle, broadcasting the 
notification via the CAN network.  N3 monitors the bus, and once the CAN message 
broadcasted by N4 is detected, the motor is stopped. As a result, the steering angle 
control loop is closed via the CAN network once the messages generated by N4 are 
received and interpreted by N3. Figure 4 (right) shows a picture of the implemented 
nodes for steering control loop. 

 

 

Fig. 3. Three implemented distributed control loops. Control loops send actuation commands 
and sensing data through a CAN-bus. Thicker arrows represent electrical connections, while 
thinner arrows refer to direct hardware mounting or physical interaction. 

 

Fig. 4. Actual implementation of the nodes involved in the speed and steering control loop 
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In the deployment mechanism control loop both the actuating and sensing elements 
are connected to a single node (N5). This node receives CAN frames from the network 
to lower or raise the ramp. Although the control loop is not closed via the CAN net-
work, frames of the ramp’s state are generated and broadcasted into the network. Fig-
ure 5 depicts the node implementation along with the deployment mechanism main 
hardware components. This ramp allows smaller rescue robots transported by the 
electric vehicle to descend to ground level once a deployment point has been reached. 
Thereby, the automated vehicle fulfills its role within the MarRT as carrier robot of 
smaller rescue robots.  

 

Fig. 5. Actual implementation of deployment platform node. Contrary to other control loops, 
only one node processes data from sensors and generates actuating commands to control the 
lowering and rising of the ramp for the deployment of transported rescue robots in the MarRT.   

Finally, a node for wireless communication (N6) was incorporated to the network. 
Employed CAN-messages were of different lengths, depending on if they were con-
trol messages, information messages or acknowledgment messages. Table 1 provides 
an example of the frames defined for the deployment mechanism control loops. 

Table 1. Some of the messages involved with the deployment mechanism control 

Receives/sends ID Byte 0 Byte 1 
Receives 
(control message) 

0x3
F0 

0: Raise ramp; 
1: Lower ramp. 

Not used 

Sends 
(status message) 

0x3
F5 

0: Ramp is retracted (up); 
1: Ramp is deployed (down). 

0: No child vehicles in bay; 
1: Child vehicles are present in bay. 

4 Experiments and Results  

The NCS was validated on a real experimental platform. Such experimental platform 
consists of an electric vehicle made by Johnson Industries, model SuperTruck instru-
mented with the mentioned prototyped CAN nodes. Figure 6 depicts the computer-
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We can notice that the vehicle was actually capable of reaching the desired set-
point in all cases, but continued with some oscillations around it. This was due to the 
simplicity of the control algorithms programmed so we could first test the perfor-
mance of the network. It is planned to improve these control algorithms with a PID or 
a Fuzzy Logic based controller in future work to achieve a better control. 

 

 

Fig. 7. Vehicle’s speed response at different given set-points. Dashed-line represents the given 
speed set-points, while the continuous line the measured speed. The vehicle was not able to 
achieve maximum set-point (240 RPM) because this value exceeded the vehicle’s maximum 
speed (220 RPM).  

 

Fig. 8. Vehicle’s steering angle response to given set-points. Dashed-line represents the given 
angle set-points, while the continuous line the measured angle. 

Additionally, the bus bandwidth used by the NCS was monitored. Figure 9 shows a 
snap-shot of one of the control messages sent from one of the sensor nodes to its cor-
responding actuator node (left); and also shows how often these messages were sent 
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(right). It can also be noted that a typical control message took around 120 microse-
conds; meaning that the delay in communication between sensor and actuator is ac-
tually not significant for this implementation. 

Further, Fig. 9 shows that each message of a given control loop was sent with 25 
milliseconds between them and approximately 70 milliseconds of time between dif-
ferent control loops messages. We can see that most of the bus bandwidth is still 
available. Hence, we can safely implement more nodes in the network without com-
promising the performance of the already installed hardware. Once the main loops 
were automated, speed, steering, and deployment mechanism, additional sensors, 
actuators, or controller can be added to the network; e.g IMU, GPS, laser, robotic arm 
manipulator, data logger, pose estimation unit.  

 

 

Fig. 9. Example of some of the CAN messages on the vehicle bus. On the left, control message 
sent from a sensor node to an actuator node; on the right, snapshot of the messages on the CAN 
bus. Each spike corresponds to a broadcasted message. 

Owing to the advantage that CAN protocol handles message collisions and priori-
ties, no message was lost. As a result, the vehicle was able to achieve the desired 
speed and steering angle and control the deployment mechanism, all through messag-
es sent over the communication bus. 

5 Conclusions and Future Work 

A carrier robot to transport and deliver rescue robots to a destination site in an auto-
nomously way was presented. Once the deploy point is reached, a ramp is lowered, 
allowing on-board rescue robot to be deployed. To increase the payload of carrier 
robot, an electric utilitarian vehicle was instrumented and automated by implementing 
a distributed control system. Such DCS worked as expected, allowing us to control its 
speed, steering angle and the state of the deployment mechanism. Communication 
was effectively established and characteristics of the chosen protocol, Controller Area 
Network (CAN), such as robustness and reliability were verified by operating the 
network at maximum speed with control, status and acknowledgment messages 
transmitted at regular intervals. This was made with physically distributed devices 
within an electrical vehicle. Additionally, electronic design of PCBs for the modules 
and interfaces within each node is simple, low cost and reliable. 
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It was demonstrated with the implementation of two different control loops closed 
over the bus (speed and steering) and one third controller in charge of lowering and 
raising the ramp for deployment of on-board robots that the induced delays due on the 
network do not affect significantly as to mitigate the performance of the controllers.  

The use of a standardized SPI to CAN interface made the system more flexible 
about the microprocessor or electronic control unit that can communicate through the 
bus. One advantage of implementing a Network Controlled System using bus protocol 
is the possibility of including new nodes without disruption of the whole network. 
The robustness of the system permits the removal of current modules and insertion of 
new ones without sacrificing the existing functionality of the control architecture. 
This means that the system can grow in complexity without much redesign; hence the 
network proposed is not limited to the six nodes presented. In this manner, the im-
plemented CAN network can be expanded, adding more nodes to successfully build a 
completely autonomous vehicle that serves as carrier robot. 

As the control algorithms can be modified as long as the controller’s output travels 
through the network with the proper structure to be received by the corresponding 
actuation node, some of the ongoing work is the design of PID and Fuzzy logic based 
controllers, implementing them into the currently installed microprocessors to test the 
system performance and reliability. 

In addition, the main advantage of having a utilitarian vehicle as carrier robot is not 
only that its payload is higher, but also that it has longer travel coverage and it can 
traverse through rough terrains (better traversability). Finally, other modules are 
planned to be added to the vehicle’s bus, like: path planning module, obstacle avoid-
ance module, bumpers, laser, among others to provide more autonomy to the vehicle. 
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Abstract. Many applications of robotic manipulators require a precise applied 
force control to determine the instantaneous initial contact (force approaching 
zero) as accurate as possible. Thus, the transient state from free to restricted 
motion needs to be taken into account. In this work, a multi input fuzzy rules 
emulated network (MiFREN) control scheme with adaptation is developed to 
find the first contact position between the fingers of a parallel gripper and a soft 
object. We propose the use of an ultrasonic sensor (with Hertzian contact) 
working simultaneously with a high sensitivity load cell. The IF-Then rules for 
MiFREN controller and a new cost function using both the ultrasonic signal and 
the contact force are proposed. The results show that the proposed controller is 
capable of finding the instantaneous initial contact without any knowledge 
about the object, material properties and/or its location on the working space.  

Keywords: Instantaneous initial contact, neuro-fuzzy, adaptive control, tran-
sient phase. 

1 Introduction 

A successful force contact control method requires dealing with the collisions between 
the manipulator and the contact surface. A collision could generate an overshoot (im-
pulse force) that can destabilize the control [1]. The problem of transient control from 
free to restricted motion has been studied [2], [3], [4], and [5]. Some authors use the 
impulse force value to decide when to switch between free motion control and contact 
force control [2]. However, oscillations in force due the bouncing of the manipulator 
can be observed. To minimize this phenomenon, the impact mechanics of the manipula-
tor has been modeled [3]. Hence a smooth transition between free and restricted motion 
is required. This can be achieved by using vision based method [4] or by controlling the 
manipulator trajectory and using flexible elements [5]. 

In this work, we propose a control scheme to find the instantaneous initial contact 
point between the two fingers of an electric parallel gripper and a soft object. To 
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reach the instantaneous initial contact a smooth transition between free and con-
strained motion is required. To accomplish that, a new multi-input fuzzy rule emu-
lated network (MiFREN) control scheme using ultrasonic and force sensors signals as 
feedback is proposed.  

Recently, Armendaríz et al. [6], [7], [8] presented a force contact sensor based on 
the Hertzian contact and ultrasound. The sensor has a hemispherical body that is at-
tached to a piezoelectric transducer. The transducer induces mechanical waves into 
the hemispherical body; if the body is not making contact with a surface, all the me-
chanical waves are reflected back to the transducer; on the other hand, if a contact 
occurs some energy is transmitted to the touched material and some is reflected back 
to the transducer. The decrease of the reflected energy is indicative of contact and it is 
used to find the instantaneous initial contact.  

This works is organized as follows: first, the nature of the feedback signals and 
MiFREN controller design are explained; second, the linear consequence adaptation 
algorithm is discussed and control stability results are shown; finally, the experimen-
tal platform and the results of experiments are shown. 

2 Feedback Signals 

In this work we propose to use two different feedback signals in the instantaneous 
initial contact controller; one of the signals is obtained from a force contact sensor 
and the other one from an ultrasonic sensor.  
The force feedback signal alone is not reliable in the transient state from free to restricted 
motion. The collision of the gripper fingers causes an impulse force ([9]) that is read 
by the force sensor; this impulse force can affect the controller performance. Fig. 1 
shows the read force in collisions with different velocities. However, the ultrasound 
feedback signal doesn’t present any nonlinearity when a collision occurs. These sig-
nals are noisy and can have detrimental effects on the controller. Fig. 2 shows the root 
mean square (RMS) of the reflected mechanical waves provided by the ultrasonic 
sensor with collisions at different velocities. We propose to use a controller that takes 
advantage of the two feedback signals by exploiting the invariance of the ultrasonic 
signal in collisions and the smoothness of the force readings. 

3 Design of the Multi Input Fuzzy Rules Emulated Network 
Controller Used to Find the First Contact Point 

3.1 Design of the MiFREN Controller 

A control algorithm capable to manage the ultrasound and force feedback signals is 
necessary. The classic controllers (like PID) are useless because they don’t allow 
using more than one input. We propose to do a modification to the MiFREN control-
ler [10] to control the gripper by using the force ( ( 1)) and ultrasonic ( (1)) feedback signals.  
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Fig. 1. Read force in a collision with different finger speeds 

 

 

 

Fig. 2. a) RMS readings during a collision with different finger speeds. b) The ultrasonic sen-
sor: The sensor generates an ultrasound signal ( 1); some energy of the signal is transmitted to 
the contact surface ( 3) and the rest is reflected back to the sensor ( 2). 

Sensors (ultrasonic and load) are attached to each finger (two fingers) of the grip-
per. The distance between the fingers is controlled to modify the feedback signals. 
The signal control (∆ ) modifies the fingers opening to approach the feedback signals 
to the expected values ( ( ) and ( )). Fig. 3 illustrates the block diagram of 
the system. 
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Fig. 3. Block diagram for the controlled system with the adaptation algorithm 

Fig.4 illustrates the network topology of the MiFREN controller. Layer 1 corres-
ponds to the input nodes. The layer 2 is formed by the membership function nodes; in 
this layer there is a node for every linguistic characteristic of the inputs. Layer 3 is the 
fuzzy inference system; the output of every node is calculated as ( ) ( ) ( )  , (1)

where 1, … ,9 ; ( )  is the j-th linguistic characteristic related to the con-

tact force error; ( )  is the k-th linguistic characteristic related to the ultra-
sonic error. Layer 4 is known as the Linear Consequence layer and is analog to a de-
fuzzification process. The output for every node is calculated as ( ) ( ) ( ) , (2)

where 1, … ,9  and ( ) is the i-th linear consequence parameter. Layer 5 is the 
output, namely the control signal ∆ ( ). The output of this node is calculated as ∆ ( ) ∑ ( ) . (3)

The fuzzy rules for the MiFREN controller are designed taking into account all of the 
possible case scenarios for the interactions between the sensors and the object. The 
fuzzy rules information is contained in the table 1. The designed fuzzy rules are de-
scribed below. 
 
Rule 1. If ( ) is zero and ( ) is zero then ∆ ( ) is positive large. 
Rule 2. If ( ) is zero and ( ) is positive small then ∆ ( ) is almost zero. 
Rule 3. If ( ) is zero and ( ) is positive large then ∆ ( ) is positive medium. 
Rule 4. If ( ) is negative small and ( ) is zero then ∆ ( ) is positive small. 
Rule 5. If ( ) is negative small and ( ) is positive small then ∆ ( ) is zero. 
Rule 6. If ( ) is negative small and ( ) is positive large then ∆ ( ) is negative 
small. 
Rule 7. If ( ) is negative large and ( ) is zero then ∆ ( ) is positive negative 
medium 1. 
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Rule 8. If ( ) is negative large and ( ) is positive small then ∆ ( ) is negative 
medium 2. 
Rule 9. If ( ) is negative large and ( ) is positive large then ∆ ( ) is negative 
large. 

 

Fig. 4. Network structure of the MiFREN controller 

The linguistic features of the feedback signals are evaluated by the membership 
functions. Fig. 5 and Fig. 6 show the membership functions used for the force and 
ultrasonic signals. The linear consequence deffuzifies the obtained information from 
the membership function layer. The linear consequence is set in mm and small values 
are used because a minimal change in the distance between the fingers causes a large 
alteration in the contact force. Table 2 lists the linear consequence values. 

Table 1. Magnitudes for the control signal ∆ ( ) in function of the force and RMS readings 

Force and ultrasonic sensor interactions 

 RMS decay 
Zero 
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small 
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large Read force 

magnitude 
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large 
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zero 
Positive me-

dium 

Negative small 
Positive  

small 
Zero Negative small 

Negative large 
Negative 
medium 1 

Negative 
medium 2 

Negative  
large 
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Table 2. List of the values used for the linear consequence; every value of  represent a 
displacement in mm 

Linear consequence parameter Value Linguistic consequence 

 3 mm Positive large 
 2 mm Positive medium 
 1 mm Positive small 
 0.5 mm Almost zero 
 0 mm Zero 
 -0.5 mm Negative small 
 -1 mm Negative medium 1 
 -2 mm Negative medium 2 
 -3 mm Negative large 

 

 

Fig. 5. Membership functions for the ultrasound sensor readings 

 
Fig. 6. Membership functions for the force sensor readings 
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3.2 Adaptation Algorithm for the Linear Consequence in the MiFREN 
Controller 

The criteria used to choose the design parameters is mostly based on the experience or 
previous knowledge about the system, however there’s no guarantee that these para-
meters are the best ones for a good control performance. In his work, the linear con-
sequence is automatically adjusted by the gradient descent method. The proposed cost 
function to minimize is ( 1)  ( 1) ( 1) , (4)

where  ( 1) and  ( 1) are the errors obtained by the difference be-
tween the expected values and the current ones in an instant 1. The terms  and 

 are constants used to weight the errors. In an instant 1 the linear consequence 
parameter  ( 1)can be calculated as ( 1) ( ) ( )( )  , (5)

where  is the learning rate for the adjusted parameter. The Leibniz notation for diffe-
rential term from (5) is ( )( ) ( )( ) ( )∆ ( ) ∆ ( )( )                                ( )( ) ( )∆ ( ) ∆ ( )( ) . (6)

The solution of (6) is ( )( ) ( ) ( ) ( ) , (7)

where  is ( 1)⁄ ∆ ( ) and  is ( 1)⁄ ∆ ( ). Replacing equ-
ation (7) in (5) the result is  ( 1) ( ) ( ) ( 1) ( 1) . (8)

The linear consequence can be tuned by using (8).  

3.3 Stability Analysis and Learning Rate Selection 

The value of the learning rate affects directly the control performance. If the learning 
rate is high, the stability is compromised; moreover, if the learning rate is small the 
system convergence is slow. The operational range for the learning rate where the 
control is stable is calculated by Lyapunov. The candidate function is 

( ) ( ) ( ) , (9)
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where ( ) is ( ) and  is ( ). The equation (9) is defined 
positive and is differentiable, to prove the stability system its derivative must be nega-
tive definite. From (9) we have ∆ ( ) ( 1) ( 1) ( ) ( ) , (10)

where ( 1) is equals to ( ) ∆ ( ) and ( 1) is equals 
to ( ) ∆ . Solving (10) we obtain 
 ∆ ( ) ∆ ( ) ( ) ∆ ( ) ∆ ( ) ( ) ∆ ( )

 . (11)

 
From (11) the term ∆ ( ) can be calculated as 

 ∆ ( ) ∆ ( )∆ ( ) ∆ ( ) ( )( ) ∆  ( ), (12) 

 
when ∆ ( ) ( 1) ( ). Following the same reasoning for the term ∆ ( ) we have 

∆ ( ) ∆ ( )∆ ( ) ∆ ( ) ( )( ) ∆ ( ) . (13) 

 
The partial derivative solution from (12) is 

( )( ) ( )( ) ( )∆ ( ) ∆ ( )( ) ( ) . (14) 

 
By another hand, the solution for the derivative term in (13) is 

( )( ) ( )( ) ( )∆ ( ) ∆ ( )( ) ( ) . (15) 

 
Since ( 1) is equal to ( ) ∆ ( ), from (8) the term ∆ ( ) is 

∆ ( )= ( ) ( 1) ( 1)  . (16) 

Substituting the equation (13) and (12) into (11) we have 

∆ ( ) ( )( ) ∆ ( ) ( ) 12 ( )( ) ∆ ( )( )( ) ∆ ( ) ( ) 12 ( )( ) ∆ ( )  . (17) 
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Then substituting (14), (15) and (16) into (17) we have 

∆ ( ) ( ) ( ) ( ) 12 ( ) ( )( ) 12 ( ) ( ) , (18) 

 
where ( ) = ( 1) ( 1). Doing some algebra from (18) 
we obtain ∆ ( ) ( ) ( ) ( ) ( )12 ( ) ( ) . (21) 

 
In order to have a stable system, is needed obey the following relation obtained from 
(21) 
 ( ) ( ) ( ) ( )12 ( ) ( ) . (22) 

 
With (22) the appropriate range for  to maintain stability is  
 0 2 ( ) ( )( ) ( ) . (23) 

 
Without loss of generality (23) can be rewritten as  

0 2 ( ) ( )( ) ( ) , (24)

with ε denotes the design parameter with small value.  The relation obtained in (24) 
can be used to estimate the learning rate for tuning parameters inside MiFREN.  

Regarding this control scheme, the proposed controller does not require a mathe-
matical model of the physical phenomenon. Furthermore, the controller is able to 
manage two signals - force sensor and ultrasonic sensor- according to the proposed 
cost function.  The cost function can predict correctly the instantaneous initial contact 
despites the impulse force.      

4 Experimental Setup and Results 

The experimental platform has an electric parallel gripper WSG50 by Weiss Robotics 
working together with the proposed controller based on MiFREN. The gripper is ma-
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nipulated through a PC and is communicated by an Ethernet connection. The gripper 
fingers have been customized to hold the force and ultrasonic sensors. A piezoelectric 
transducer generates the ultrasonic feedback signal. The piezoelectric element is con-
nected to a pulser/receiver machine. This machine is connected to a Tektronix 
TDS1012 oscilloscope and the ultrasound signal is processed. The oscilloscope sends 
the processed signal to the PC through a GPIB connection. The F/T Mini40 sensor 
reads the contact force and is connected to the PC through a data acquisition card 
from National Instruments. The sensors’ readings, the manipulation of the gripper and 
the control program are integrated in LabVIEW 2010. Fig. 7 shows the overall expe-
rimental platform. The test material used to find the instantaneous initial contact is a 
plastic hollow sphere which is free to move.  

According to (24), the learning rate  is 0.01 when is 1 and 1 as the ini-
tial state. The MiFREN controller with the linear consequence adaptation is set to 
reach an empirical instantaneous initial contact and the ideal instantaneous initial 
contact. The expected values for the empirical contact were obtained by manually 
moving the gripper fingers to the contact surface; these values are 0.7 newton and 
0.0065 volt. The ideal contact means a zero applied force. Fig. 8, Fig. 9 and  
Fig. 10 are showing the controller results. From these figures, there are five interest 
regions. 

 
Region I. This region represents the fingers in free movement ( 1 and 1).  
Region II. This zone corresponds to the initial contact force due ∆ ( ). 
Region III. This zone is where the control stabilizes to reach the empirical instanta-
neous initial contact. 
Region IV. In this part the ideal instantaneous initial contact is set (zero force and 
almost no attenuation and  is changed to 0.2 and  to 1.5). 
Region V. In this region the ideal instantaneous initial contact is reached.  
Once the ideal contact is reached, a force contact control can be applied since the 
transient phase has been exceeded. Note that Fig. 8 and Fig. 9 show significant 
change values with small displacements from the gripper fingers. This means that 
these results can be improved if the resolution of the gripper increases. 

 

 

Fig. 7. At the left; a) The PC running the LabVIEW program; b) The oscilloscope; c) The puls-
er/receiver machine; d) The grip system. At the right: 1) The force contact sensor; 2) The 
WSG50 gripper; 3) Ultrasound sensor. 
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Fig. 8. Control effort of the MiFREN controller with linear consequence adaptation 

 

Fig. 9. Read force and RMS using the MiFREN controller with linear consequence adaptation 

 

Fig. 10. Gripper fingers position 
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5 Conclusions 

In this work, we have integrated a grip system conformed by a parallel electric grip-
per, an ultrasonic sensor and a force contact sensor. This system is controlled by a 
MiFREN controller that uses two different feedback signals. Also, a new cost func-
tion is proposed to perform the linear consequence adaptation according to the know-
ledge based on the system behavior and control stability was mathematically and 
numerically demonstrated. The system has ability to determine the instantaneous ini-
tial contact with no information about the mathematic model of contact or manipula-
tor dynamics. This is done without any information about the object, or the use of 
computer vision algorithms. The experimental results show that transition between the 
free motion and the instantaneous initial contact can be obtained without bouncing or 
losing contact with the object. An important benefit of the MiFREN controller is the 
fact that the membership functions can be redefined according to the material proper-
ties of the test object, such as acoustic impedance, mechanical properties and others.  
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Abstract. The olfaction sense in animals has been exploited on some applica-
tions like chemicals detection and during search and rescue operations. There 
has been considerable attention to bring this capability to mobile robots imple-
menting odor source localization techniques. The objective of this research is to 
use a robot with a smell sensor inspired by nature, to identify the direction from 
where the odor is coming. The design of the sensor consists in two bio-inspired 
nostrils, separated by a septum, integrating a full nose system with the ability of 
inhalation and exhalation, which helps to desaturate the sensors. It has been im-
plemented with a bus architecture based on Controller Area Network (CAN) to 
make the integration of the sensor relatively fast and without need of interfering 
with the existing systems of the vehicle. After several experiments, we conclude 
that the designed sensor can reach its objective even in an outdoor environment. 

Keywords: Unmmaned vehicle, bio-inspired nose, smell sense, odor source lo-
calization, CAN bus.  

1 Introduction  

Smell is an important sense in the animal kingdom as it is used for inspection, recog-
nition, mating, hunting, and others. In humans, our smell capabilities are much less 
acute than those of dogs, bears and rats for example.  Due to this ability, dogs are 
commonly used in search and rescue operations at disaster areas, at airports or border 
controls. In addition to their superior smell sense, they can be trained to search for 
drugs, explosives, some chemicals or hazardous substances or even lost people. 

Nowadays the technology is developing very fast, so it is becoming possible to 
provide a more reliable and resilient solution to these needs. One promising applica-
tion for a smell sensor would be in rescue robots that have been integrated with sen-
sors, actuators and algorithms that permit them to act with some degree of autonomy 
and are applied to disaster areas where it would be too risky for a human team safety. 
The algorithms used by these robots are most of the times based on common sensors 
like sonars, static or mobile cameras, lasers and some actuators [1], but despite the 
increasing trend of biologically inspired systems, in mobile robotics olfaction has not 
been extensively implemented.  

The main characteristics of commonly used smell sensors are the discrimination 
between odors and the sensitivity. This is why most smell sensors are usually in a 
fixed position for food quality control, environmental analysis, and others, but the 
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most important task of a mobile sniffing robot is the odor source localization. To 
achieve this, and inspired by nature, the smell system requires the capability of direc-
tionality to know from where the odor is coming, which only can be achieved by 
measurement strategies, in other words, applying artificial intelligence techniques.    

In addition to discriminating an odor, analyzing the sensitivity achieved for that 
odor and implementing the algorithms to find the direction of the source, a problem 
shared by all sensory systems is that they must function in real world. The intention of 
this research is to analyze and justify that a single robot can find an odor source in an 
indoor or outdoor environment by using a biologically inspired stereo nose system.  

One of the difficulties of developing chemical sensors versus other sensors is that 
chemical reactions change the sensor, often in a way that is nonreversible. Therefore 
the system must be easy to maintain, meaning that the sensors should be exchangea-
ble with minimum effort. In this implementation a ground vehicle instrumented with 
CAN bus is used to increase the robot adaptability and the robustness of the designed 
odor sensor modules. Thanks to the reliability and flexibility of CAN bus applied on 
unmanned vehicles [2], this allows us to easily replace any sensor if needed.  

In the following section we present some related work and algorithms, then on the 
third section the analysis of odor behavior is presented followed by the analysis of the 
bio-inspired nose system and the implementation design in section 4. The experimen-
tal set-up and results are described in sections 5 and 6 respectively. On section 7 we 
present the proposed algorithmic solution for odor source localization and finally on 
sections 8 and 9 we present the future work and conclusions.  

2 Related Background 

There is some work about odor source localization techniques in mobile robots using 
different types of environments [3, 4, 5]. In presence of an air flow, the particles of 
odor are carried by it, a behavior we are going to analyze in the following section. 
When this happens, to follow the odor trail and the air flow is a solution being devel-
oped by Lochmatter and Martinoli [3, 4, 6]. They are using a chemical sensor and 
different algorithms inspired by nature, as well as using the wind measurements to 
decide the best movement of the robot. However, using local wind measurements is 
not feasible in an unventilated indoor environment because the wind speeds present 
are usually too low [7] and can be mistaken as measurement noise. Besides, a sniffing 
robot preferably should not be dependent on the wind flow especially during search 
and rescue missions.  

On the other hand, when no air flow is present, the use of concentration differences 
in the ambient determines the movement of the robot as in [5]. In this research, they 
are using a direct sensor-motor coupling in a differential robot, with a motor on each 
tire. The speed of each tire is influenced directly by the averaged concentration meas-
ured by a chemical sensor array. They are using as a source a device leaking alcohol. 
Using this reactive algorithm, the major concentration values were not usually 
reached where the odor source was located [7]. In this case, the leaking process gene-
rates different local maximum because the time of exposure is too long, which pre-
vented a real estimate of the odor source position and direction.  
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A hound robot was presented by Loutfi et. al. [8] which discriminates odors and 
creates grid maps by convolving of the readings of the robot as it moves using the 
radial symmetric two dimensional Gaussian functions. They used three different robot 
movement techniques [9]: spiral, sweeping and instant gradient. Sweeping was the 
most efficient but the time to complete the task is too long, and a reactive algorithm 
was a little faster but most of the times gets stuck at a local maximum.  A major 
drawback of this approach could be that the volatility of the odor particles causes 
them to be quickly distributed in the room so, when the robot finishes its routine, the 
distribution of the odor could be completely different. 

Some other algorithms that include predefined airflow models and obstacle maps 
are described in [10][11]. The reader can refer to the work of Kowadlo and Rusell 
[12], to get more in-depth information about odor source localization methods.   

3 Diffusion-Advection Property 

Odor can be propagated without air flows present by diffusion or by advection de-
pending on the laminar air velocity. 

Diffusion is the process by which matter is transported from one part of a system to 
another as a result of molecular motions [13]. This process is non-reversible and in-
creases the entropy as the chemical reactions take place. 

The Fick’s law for diffusion says that the mass of a solute crossing a unit area per 
unit time in one direction is proportional to the solute concentration gradient in that 
direction.   ⁄   ⁄                              (1) 

Where q is a fluid flow, D is the diffusion coefficient which theoretically is a tensor, 
C is fluid concentration at certain measurement (x, or t). 

The diffusion equation describes the transport of some kind of conserved quantity, 
in this case, odor concentration. In a two-dimensional x-y space  ⁄ ( ⁄ ⁄ )                               (2) 

Advection describes the diffusion process in a fluid moving at a uniform velocity, u, 
which is constant in time. Now the total flux is composed by two independent flows. 
The total mass flux  crossing a unit area perpendicular to the flow direction will 
consist of convective uc and diffusive  fluxes, resulting on the following advec-
tion-diffusion equation: 

.           (3) 

It is composed by the concentration and wind gradients. When the air flow is high the 
diffusion process is overwhelmed but it should not be neglected unless the distance 
was too short. When no air flow is present, the odor propagation will be radial as in a 
simple diffusion. To solve the odor source localization, considering both behaviors, 
we propose to use a reactive ascent method, as will be mentioned on section 7: “Pro-
posed algorithm”. 
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4 Nose System  

To understand how a bio-inspired nose system works, it is necessary to keep in mind 
that odors are a mixture of many individual molecular components, that they are vola-
tile and that smell is a single stimulus or sensation that occurs when these compounds 
chemically react with the olfactory sensorial system [14, 15]. This chemical reaction 
is then converted into an electrical or physical signal [16]. 

4.1 Sensor Model 

When the odor, in this case alcohol, is detected, the MQ-3 gas sensor reacts; causing a 
change in the resistance between two terminals, which will give a voltage drop that is 
dependent on the alcohol concentration. This voltage Vin is the one that is measured 
and analyzed in [17] to obtain the best results. The concentration change  (% C) was 
calculated as: 

 % (   ) ( )⁄ 100            (4) 
 

Where Vmax is the maximum voltage ever measured, Reference is the lower voltage 
ever measured in absence of alcohol, and differential range is the difference between 
Vin and Reference. 

4.2 Nostril Design 

Smell sense in nature is divided in several stages [18, 19], which can be described as 
follows:  

1. Aspiration process. The odor is carried in by an air flow being inhaled  
2. Conduction. Then a good sample of the odor is conducted to the sensor. 
3. Sensing. All the sensors react and send the signal.  
4. Processing. This is the algorithmic stage of the smell sense. 
5. Transforming. The air is transformed to clean the sensory system. 
6. Exhalation. The expulsion of the air through the nose and ventilation of the system. 

The design of the used nostril consists in an array of 3 sensors inside a chamber. All 
the biological stages are included in the nostril system developed, that is why only an 
homogenized sample of the environment is introduced into the chamber of the sen-
sors. The complete nostril provides: an efficient and optimized measurement of the 
odor; an appropriate desaturation level; the homogenization of the air mix; and the 
sampling of environment.  

4.3 Nose System 

To complete the nose system we included a septum as in [13]. The odor molecules 
behave as light and image: the angle at which the wave is incident on the surface 
equals the angle at which it is reflected. Regardless if air flow is present, the septum 
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represents the same obstacle for both nostrils. The final nose system is composed by a 
septum and two nostrils, each one with an array of 3 alcohol sensors.  

The mechanical prototype of the sensor, shown in Fig. 1, helped to separate the 
odor molecules between the nostrils, while the inhalation process was useful to con-
centrate the odor molecules and the exhalation helped to dispose of the already sensed 
molecules cleaning the chamber to prepare the system for a new sensing cycle. Using 
this device, a desaturation of the sensors is accomplished, optimizing the measure-
ment and making it more realistic.   

 

Fig. 1. Bio-inspired sensor system prototype 

5 Experimental Set-Up 

The nose system has been implemented as a module on a ground vehicle to provide a 
mobile platform for the odor source localization. The vehicle was originally designed to 
be driven by a human, so it has been instrumented with CAN bus, thanks to its proven 
reliability on commercial vehicles and on unmanned vehicles [20], while retaining the 
capacity of manual control. A microcontroller in the nose system module reads the no-
strils voltages and puts the information in the bus while another module, a RF link, takes 
this information and broadcasts it to a near computer for further processing and analysis 
of the data. Figure 2 shows the architecture of the vehicle, where the nose system has 
been added as a new module and a picture of the nose in the vehicle. 

To get closer in solving the odor source localization problem, we first need to 
prove that the implemented nose system will detect the direction from where the odor 
is coming in relation to the vehicle, due to a difference in the readings of the nostrils, 
even when at an outdoor environment.  

To simulate the advection behavior an odor source was used. This odor source 
consists in a container with alcohol gel and an air entrance that generates an almost 
laminar flow with a fixed magnitude.  

Several experiments were made to test the odor sensor implemented in the vehicle. 
Figure 3 shows the experimental set-ups.  

First, as a control experiment, we made measurements in a closed environment 
with the vehicle in a fixed position while a directed odor source was aimed at the 
vehicle at several angles from the center of the sensor, as shown in Fig. 3a.  
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Fig. 2. Left: The vehicle architecture, using a distributed control philosophy through a network 
on the vehicle. Right: The nose system in the vehicle (white box in the front). 

To test the performance of the nose system in a semi-outdoor environment, we 
took the vehicle to a hall where there was a small but constant natural airflow and 
repeated the test, using a directed odor source aimed at the vehicle at several angles, 
as shown in Fig. 3b.  

Finally, we took the vehicle to an outdoor environment where we placed the odor 
source in a fixed position and drove the vehicle at certain orientations relative to the 
source, as shown in Fig. 3c and Fig. 3d. 

 

 

 

Fig. 3. Experimental set-ups used to test the odor sensor under different conditions: (A) in a 
closed environment; (B) with a laminar air flow; (C) and (D) outdoor tests at shown angles 
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6 Experimental Results  

The biologically inspired nose system proved to have the ability to detect the direction 
from where the odor is coming. Three different experiments set-ups were used to 
prove it: controlled environment, laminar flow and outdoor environment. It is impor-
tant to notice that when the nose system was not implemented the sensors do not re-
spond with respect to direction of the source as expected and shown in Fig. 4.  
 

 

Fig. 4. Response when the biological nose system is not implemented 

When the nose system is implemented the difference between nostrils was positive 
when the robot is facing to the right and negative when the robot is facing to the left 
in a controlled environment. Fig. 5 shows the measurements obtained from the nose 
system using the experimental setup shown in Fig. 3a. 

 

Fig. 5. Measurements obtained at 2m from the source and different angles (theta) during tests in 
a closed environment with minimal perturbations 

We can notice that the nostrils would react with a different magnitude and at dif-
ferent times depending on the angle of the odor source. There is also a clear uncer-
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tainty at 0°, but this problem can be solved using a minimum threshold of the magni-
tude difference between nostrils, where the robot will have to follow a straight line. 
To compare the results, an error defined as the quantity of wrong perceptions of the 
source direction was analyzed using the sign of the difference between left and right 
measurements. In these results the error percentage without considering the uncertain-
ty of the measurements when the robot is facing at 0° was around 3.3%, which means 
that the performance to discriminate direction was increased from not possible, as 
showed in Fig. 4, to 96.7% when the biologically inspired nose system was included.  

 

Fig. 6. Measurements obtained at 2m from the source and different angles (theta) during tests in 
a hall with a small natural air flow 

Figure 6 shows the measurements gathered when the vehicle was on the experi-
mental setup showed on Fig. 3b. In this case, as we had some small turbulent air flow, 
the sensor had more trouble to determine the direction of the odor when this was 
around 30 and -30 degrees, probably due to the mechanical design of the septum, 
which is currently being analyzed. 

 

  

Fig. 7. Measurements gathered in an outdoors environment at 2m from the source and air cur-
rents of approximately 23km/h. Figure at left shows the results when the vehicle passed at 45 
degrees from left to right, while figure at right shows the results when the vehicle passed at 45 
degrees from right to left. The vehicle speed was close to 4km/h. 
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Fig. 9. Direction or heading estimate obtained by the robot perception 

From Fig. 9, we can see that the robot would proportionally change its orientation 
to face the odor source. In this example the difference between left or right due to the 
prototype rough implementation can be compensated by an experimental k, indepen-
dent for each nostril.  

8 Future Work 

In future work we will apply artificial intelligence and control techniques to improve 
the heading estimation of the robot, as well as performing the necessary experiments 
to prove that the reactive ascend method is good enough to find the odor source, using 
our bio-inspired physical design. The fundamental approach is to increase the effi-
ciency in odor source localization techniques. 

We’ll use a gradient function for each nostril with respect to time using a buffer of 
historic positions and the methodology of mean squares to determine a vector for the 
next movement of the robot. We can also consider wind measures and subtract both 
results as in the advection-diffusion equation. These approaches can be reached using 
AI techniques giving a real treatment to the uncertainties of the environment.  

As the vehicle used for these experiments has the capacity of carrying other small-
er robots, we have been working in implementing this same nose system on a smaller 
tracked vehicle. This way, the bigger vehicle can detect an odor by advection while 
on a given route and then deploy the smaller robot that will finally find the source of 
the odor exploiting the diffusion of the odor, allowing the bigger robot to continue 
with its mission. 

9 Conclusion 

There are many applications where a sniffing robot can be used. This paper demon-
strates that diffusion is present and that it can be measured when a constant gas leak is 
present, just as long as the leak is always incrementing the actual concentration at that 
point. 
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Thanks to the inhalation function and the complete nose system, we were able to 
concentrate the odor molecules near the sensors making the readings between nostrils 
to be different relative to the direction of the odor. And on the other hand, the exhala-
tion function helps us in the desaturation of the sensors and makes them ready to the 
next measurement.  

After the mentioned, and many other experiments we conclude that the designed 
odor sensor is capable of discriminating the direction an odor is flowing (right or left) 
with respect to the direction of the vehicle most of the time.  

As we are currently working on a second nose system similar to the exposed in this 
paper, and thanks to the fact that we adopted the distributed control philosophy for the 
instrumentation of our vehicles, any nose system can be used on the vehicles that we 
have already instrumented. Another advantage that arises by instrumenting our ve-
hicles with a network, where the nose system is a module, is that, if one of the nose 
systems fails in a vehicle and we have another nearby, we can simply unplug the de-
fective module and plug the replacement without disrupting the rest of the modules, 
thus reducing the down time of the vehicle. 
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Abstract. In this work an approach for geo-referenced 3D reconstruc-
tion of outdoor scenes using LIDAR (Light Detection And Ranging) and
DGPS (Diferencial Global Positioning System) technologies is presented.
We develop a computationally efficient method for 3D reconstruction of
city-sized environments using both sensors providing an excellent base
point for high-detail street views. In the proposed method, the transla-
tion between consecutive local maps is obtained using DGPS data and
the rotation is obtained extracting correspondant planes of two point
clouds and matching them, after extracting these parameters we merge
many local scenes to obtain a global map. We validate the accuracy of
the proposed method making a comparison between the reconstruction
and real measures and plans of the scanned scene. The results show that
the proposed system is a useful solution for 3D reconstruction of large
scale city models.

Keywords: LIDAR, DGPS, 3D reconstruction.

1 Introduction

Terrestrial 3D laser scanning is a powerful tool for the surveyor. 3D laser scan-
ning technology has become beneficial alternative in the collection of as-built
data for manufacturing plant and facilities virtual reconstruction and manage-
ment, as forest inventory characteristics such as vegetation height and volume as
well as diameter at breast height. Other applications such as 3D modelling, as-
built surveys, documentation, restoration and reconstruction of objects, require
automatic processing of massive point clouds to extract surfaces of the recorded
objects. In this work we introduces an approach for geo-registered 3D recon-
struction of an outdoor scene using LIDAR technology and DGPS. We develop
a computational method for 3D reconstruction of city-sized environments using
both sensors providing a good base point for high-detail street views. Thus, re-
mote sensing integrated with geospatial procedures and efficient field sampling
techniques promises a fundamental data source for ecologically, socially and eco-
nomically sustainable on-the-ground management.
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The integration of aerial laser wiht GPS / IMU orientation systems has been
widely used since the mid-90s because it provides good quality results and take
advantage on a comprehensive manner of LIDARs airbone characteristics [14].

However, terrestrial lasers haven’t followed the same path and are rarely di-
rectly targeted by a GPS / IMU. The integration of terrestrial laser with GPS
/ IMU sensors was carried out under project Geomobil [19] the mobile mapping
system developed in ICC.

Using ground-based laser for tridimensional reconstruction of urban environ-
ments has grown considerably, the challenge is to create three-dimensional prod-
ucts with a minimal human intervention in processing information. Many laser
scanning systems based on land vehicles have been developed in recent years [19]
[9] [10] [12].

In [19] they use a Riegl laser Z − 210 capable of collecting up to 10, 000
points / second, intensity and RGB values are collected. The laser has a rotating
mirror that allows taking vertical profiles while a servomotor rotates the system
horizontally. All these raw data are parameters for a spherical coordinate frame.
The GAMS (GPS Azimuth Measurement System) system allows to emulate
differential GPS, in this case two antennas are mounted on the vehicle, the
correction is made almost instantly achieving a data accuracy of 0.006 m.

Some other works incorporate an inertial measurement unit (IMU) and high
precision GPS as in [9], also other sensors to generate high quality 3D views
such as high resolution cameras for texturing point clouds [4], by using visual
odometry algorithms (e.g. RANSAC or 7-point Hartleys algorithm [11]) they can
determine the displacement and orientation of 3D point clouds although GPS
are not sending information, this process is called Pose from Video (PfV).

In [12] merging data from different sensors (3 lasers, 2 high resolution cameras,
1 RTK GPS and inertial system) is given in real time, as they mounted the
platform. The data of the video cameras are time tagged by the TERRAcontrol
system which is synchronized with the laser scanner data. The TERRAcontrol
computer gets the actual time from the global navigation satellite system (GNSS)
receiver and distributes a time pulse together with a time stamp to the sensors.
The accuracy GPS position in the kinematics conditions is 3 cm.

Most recently in [7]authors propose point cloud processing techniques to gen-
erate 3D maps from data captured by a system of detection and measurement
through light. In this work, the authors presents two principal results: 2D maps
for autonomous navigation and 3D maps reconstruction of urban scenes. This
method is based on two techniques of segmentation of planes, the first one for a
quick extraction of the main plane (the floor) and the second for the extraction
of other planes (walls) [20].

2 Multisensorial Data Fusion

To provide our system with an acceptable quality and accuracy, We set up
a multisensorial platform which is composed of a LIDAR laser sensor and a
centimeter-precision GPS [1] [2]. While the laser sensor will provide the platform
with three-dimensional data, the GPS will give for each laser acquisition its
location into the world.
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The used sensors are:

DGPS The GPS is a ProMark3 with RTK technology (Real Time Kinematic)
single frequency and uses a double constellation for performance (GPS +
SBAS) which allows GNSS surveys. The accuracy is variable and depends
on the type of survey that we are doing, for real-time surveys have fixed
RTK horizontal accuracy of 1 cm, post-processed static surveys collect data
coordinates with an horizontal accuracy of 0.005 m, 0.01 m vertical and
azimuth in arc second, on the other side kinematic works have an accuracy
of 0.012 m horizontally, 0.015 m vertically.

LIDAR Velodyne c© has developed and produced a High Definition LIDAR
(HDL) sensor the HDL-64E, designed to satisfy the demands for autonomous
vehicle navigation, stationary and mobile surveying, mapping, industrial use
and other applications. The Velodyne HDL unit provides 360-degree azimuth
field of view and 26.5-degree elevation field of view, up to 15 Hz frame refresh
rate, and a rich point cloud populated at a rate of one million points per
second. The HDL-64E operates on a rather simple premise: instead of a single
laser firing through a rotating mirror, 64 lasers are mounted on upper and
lower blocks of 32 lasers each and the entire unit spins. This design allows
for 64 separate lasers to each fire thousands of times per second, providing
exponentially more data points per second and a much richer point cloud
than conventional designs. The HDL-64E is rated to provide usable returns
up to 120 meters.

3 Urban Environments Digitalization Using LIDAR
Technology

Our sensor array consisting in a differential GPS and a LIDAR mounted on
a vehicle, connected to computer which is synchronized with the internal GPS
clock to achieve a straight forward correlation of information from both sensors,
as shown in Figure 1. Then using OpenGL libraries through primitive geometrics,
in our case points, we are able to produce the 3D scenes by joining several
acquisitions taken in different positions of the same capturing path.

3.1 Data Processing

After uprising, we end with gross data of the two sensors, we the process the
data from the GPS and we assign these coordinates to the archives of the point
clouds acquired by laser sensor. The procedure is done through the collation of
the acquisition time between both sensors [15]. Seen otherwise its take the time
of acquisition of a LIDAR file and look in the concentrate of the GPS coordinates
and assigned to the file for further processing. Using the Cristian algorithm [6]
we sync the time of two sensors.

Through C++ developed program we attach the respective GPS coordinates
to each point cloud. Sometimes the required time stamp is not in the database,
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Fig. 1. Multisensor mobile platform

therefore we proceed to interpolate the positions that we do not have using a
weighted interpolation:

Δgps = Gpsn+1 −Gpsn−1 (1)

Δt1 = Gpsn −Gpsn−1

Δt2 = Gpsn+1 −Gpsn

Missing Coordinate =
Coord1 ∗ t1 − Coord2 ∗ t2

Δgps

where Δgps is the weighting, Δt1 y Δt2 are the difference between the GPS
acquisition time and missing time. This procedure is repeated for the longitude,
latitude and elevation, which are independent data.

One of the algorithms used for data transformations from geographical coor-
dinates to Euclidean coordinates, was the Coticchia - Surace algorithm [5]. The
precision is one centimeter when using more than 5 decimals for all operations.

After coordinates are correlated with their respective acquisition of LIDAR
sensor, we proceed to obtain the vectors of translation and rotation. Because the
coordinates are in the UTM system, we obtain the translation vector with respect
to a reference (x0, y0, z0), this reference may be the position of an acquisition.⎡⎣txty

tz

⎤⎦
︸ ︷︷ ︸

Translation vector

=

⎡⎣x− x0

y − y0
z − z0

⎤⎦ (2)

Where (x, y, z) denote the coordinates of the acquisitions, and (tx, ty, tz) the
translation vector between acquisitions and reference. So we get all translations
for all acquisitions of the path to rebuild. To get the rotation first we define
planes between two acquisitions and then rotate the second cloud on the first
until matching the planes.
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Fig. 2. Two acquisitions in different positions modeled by planes

Figure 2 shows two point clouds where their point of reference has been trans-
lated and rotated to match the environment planes. In [11], a plane referenced
in two different coordinate systems is defined by the following equation:[

n′
i

D′

]
= H−T

[
ni

D

]
(3)

Where H =

[
R T
0T 1

]
, R and T represents the rotation and translation matrix of

3×3 and 3×1 respectively. 0 denotes the null vector of 3×1. ni and n′
i denote the

normal unit vector of the planes referenced to the LIDAR coordinated system,
which is not steady. D and D′ denote the distance from the LIDAR point of
reference to a plane in each point cloud. Therfore, the equation 3 is redefined as
follows: [

n′
i

D′

]
=

[
R 0T

−(R ∗ T )T 1

] [
ni

D

]
(4)

The resulting equations of two consecutive point clouds are used to calculate the
rotation and translation between them. The equation 4 is redefined as:

F =

[
n′
i

D′

]
−
[

R 0T

−(R ∗ T )T 1

] [
ni

D

]
(5)

R is given by Euler angles:

R =

⎡⎣1 0 0
0 cos(θx) − sin(θx)
0 sin(θx) cos(θx)

⎤⎦⎡⎣ cos(θy) 0 sin(θy)
0 1 0

− sin(θy) 0 cos(θy)

⎤⎦⎡⎣ cos(θz) −sin(θz) 0
sin(θz) cos(θz) 0

0 0 1

⎤⎦
The Levenberg-Marquardt’s algorithm is used to compute the rotation and rela-
tion from the equation 5 and is given by:

∂F
∂Γ = 0 ;

Where Γ = {θx, θy, θz}.
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3.2 Filtering

An inherent problem when working with lasers is the data acquisition noise,
many factors such as environment, surface reflectance and the same sensor cal-
ibration are responsible for the digitization of an urban environment are noisy,
that’s why the information must be further processed to reduce this problem.
The issue of filtering in 3D point clouds is fairly addressed in the state of art of
the area [16] [13]. We used a version of principal component analysis (PCA) to
maintain fine details without shrinking the data. The variant of PCA employed
in this work makes a distribution of weights inversely proportional to the sum
of the distances at which each data is from the average neighborhood (V (p)).
Thus, more data are attacked far from the mean, so that outliers do not generate
trend in this technique, we implemented the Eq. 6

Wi =
1

gi ·
n∑

j=1

1
gi

(6)

Where Wi is the weight factor for each point, gi is the average distance from each
point of the neighborhood and n the number of neighborhood data. A weighted
averange (p̄w) of the points was calculated with the equation 7, once having the
points and the weighted averange og their neighborhood we placed them in the
covariance matrix for to the PCA defined by Eq. 8.

p̄w =

∑
Wi pi∑
Wi

(7)

MCw =
1

n− 1

n∑
i=1

(p1 − p̄w)(p1 − p̄w)
t W (8)

where W =
{√

W1, ...,
√
Wn

}
are the weights associated with each point pi the

neighborhood V (p) . After the envelope to prevent aliasing of the data was
applied to a moving average of the points p̄ in direction to normal of the tangent
plane to V (p). The normal nm is calculated using the third eigenvector of the
covariance matrix MCw [8]:

p̄′w = p̄w + tmin nm (9)

where p̄′w is the new mean position, p̄w original mean, nm is the normal to
tangent plane of neighborhood in p̄w and tmin is a displacement calculated by
Eq. 10.

tmin =
∑

pi ∈ V (p)

nw ‖pi − p̄w‖ (10)

4 Results

The previous sections described the three-dimensional reconstruction platform,
a Lidar Velodyne and a differential GPS provide the system of necessary data
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to generate urban scenes. The LIDAR manufacturer specifies an accuracy of ±
5 cm in the collected data, however a home-made calibration of the scanner and
the development of our own capture software allow us to obtain an accuracy of
± 1.6 cm [8]. Laser generates point clouds of local urban scenes that represent a
portion of the total path, acquiring approximately a million points per second,
these clouds are the ones we need to merge at the end of post-processing to
generate global maps. At the same time, GPS records its position at a rate of
one recording per second.

Our tests were carried out in the urban area close the research center in
which work is developed, in Querétaro, México. We have chossen this place be-
cause it contains a variety of suitable of urban scenes, such as buildings, parking
lots, shopping centers, areas without building, etc., which allow us to have an
appropriate feedback appropriate all possible environments that form an area
urbanized cities.

Geodesic points were acquired in the WGS84 (World Geodetic System 84)
system because is a standard for mapping and has been also defined by the INEGI
as standard in the Mexican Federation. In addition to allowing us to maintain
the accuracy of the data to manage the information, either to interpolate the
positions or switch from geodetic coordinates to flat through the conversion of
spherical coordinates to flat through Coticchia-Surace algorithm could know the
displacement and calculate the translation vector necessary to merge the local
maps and generate the global view.

One of the major obstacles in this work was the computational performance,
as shown in Figure 3 each of the marks indicate a capture position of the LIDAR
sensor, if each of them is composed by around a million points, we are talking
about a large amount of information to be processed, although the virtual 3D
allocation of point clouds is not the problem, its manipulation is a big one, since
the algorithms must be repeated thousands of times to generate the desired
global scene.

In a parallel way to reduce the system works data, also would be eliminating
of the maps much of sensor noise captures and the ground points, therefore
to find appropriate distribution between time and distances of acquisition will
provide our system with the speed and fidelity of data appropriate. Figure 4
shows three point clouds merged implementing the transformation algorithm
Coticchia - Surace for obtaining the displacement, difference in acquisition times
between each of them is 14 second at a speed of 40 km/h approximately . Notice
the blind spot of the LIDAR in the center of the figure, also the considerable
amount of information around this.

Merging several local acquisitons, our global map grows in vision depth, but
obviously the final file size containing all data transferred also grows, in Figure
5 seen as being defined shapes and details merge grow as clouds, filtering these
clouds, increase details because the noise of the clouds is decreased and shapes
become more clear. Using a top view details are not seen properly, in Figure 6
can be seen at higher resolution the objects in the environment, a long trajectorie
allows almost a complete rebuild of all objects, this is because data blocked in
one local map can be obtenined in the next, or two or more cloud map later,
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Fig. 3. LIDAR acquisitions

Fig. 4. Three merged data clouds, the displacement of the platform is left - right

mainly because the whole system is moving, allowing for multiple points of view
of the same object. The previuos makes it possible to increase object definition
and having a robust global map.

There are many other considerations in construction of global maps, for ex-
ample in Figure 6, the material of certain objects tends to be relevant in the
reconstruction, while dark colored objects absorb the laser intesity, light colors
reflect almost the same intensity, and on the other hand, metallic objects tend
to increase the intensity of the laser pulse and objects such as walls reduces the
intensity, in this way the three-dimensional reconstruction with this technology
denote implicitly these characteristics of the materials.

These results offer a clear perspective that terrestrial LIDAR technique is a
viable option for the construction of three-dimensional urban scenes, where the
external physical characteristics of the objects surface are not lost. We hope
that by improving capture and fusion algorithms results can be also improved
and, as a consequence precision can also be taken to better levels. As mentioned
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Fig. 5. Several local maps merged. The vision depth grows and objects resolution
increase.

Fig. 6. Metal objects such as cars have higher reflectivity and perceived more defined

above, precision is now around 1.56 cm and its improvement will allow us for a
closer-to-reality and more accurate global map.

4.1 Error Estimation Procedure

A controlled experiment was carried out using a closed-loop circuit in the shape
of a parallelogram (Fig. 7). The idea of the path traced in this circuit is to
have a good way for comparing results between our GPS dynamic acquisition
and analysis system and reality. In addition a data filtering was carried out
to basically erase all data referring the ground, which reduced the amount of
procesed information.

It is important to know the error of our GPS system, to do so we used the
closed-loop circuit as follows. We measured by hand the distances between each
control point (see Fig. 7. Next we mounted the system on the vehicle and fol-
lowed the circuit for a period of 30 minutes. Each control point (or waypoint)
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location was acquired dynamically along the route. The final waypoint count was
of around 2000 data points. Because the path described a parallelogram it was
possible to obtain a set of equations describing each of its sides, notice that each
line was defined by two consecutive waypoints. With this equations it was also
possible to calculate the distances separating the waypoints. Finally, by compar-
ing this calculated distances with those taken by hand (assuming the lasts were
true) we were able of obtaining a good estimation of the average error in the
dynamic capturing system. The average error ranged from 0 to 50 cm which we
considered quite acceptable given the capture conditions (our capturing system
is always in motion). See for example [18] and [3] where a traslation error of 30
and 12 cm was obtained with a static system.

Once a set of individual point clouds has been merged, error of fused data is
also estimated. This estimation is necessary because the acquisition methodology
induces a cumulative error from one capture to the next. By using a closed-path
it is ensured that some objects and surfaces are captured in all or several 3D
scenes, using this objects as references an error evaluation is possible. Error
estimation procedure is described next. We started with the definition of some
specific straight lines belonging to some walls, not all the lines but only those
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visible from an aerial view (we called them reference lines) as they will be seen
in an architectural plane, to create this reference lines we made a line fitting
of all points defining a wall used as reference. The fitting is needed because
the Lydar has an intrinsic error an not all points assigned to a flat object lie
in the same plane. The next step is to trace a perpendicular line to each of
the reference lines, this perpendicular must also pass through a reference point
(those points on parallelogram vertices). Finally we compare the perpendicular
position resulting from one capture to the perpendicular position of a different
capture. Remember that we have obtained multiple captures by doing the same
path several times. After comparison we are in the position of obtaining a good
estimation of the cumulative error induced in our readings due to the error on
GPS positioning. Cumulative error is shown in Fig. 9 and 10 were one can see
that the error is bigger towards the end of the loop.
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5 Conclusions and Future Work

An automatic 3D building system requires the least extra effort by users and the
equipment used during the procurement field. The accuracy of the information
processing should be the most optimal, but now with terrestrial systems, 3D
reconstruction is rarely enough by many factors such as noise, viewing angles,
speed of which is mounted mobile platform acquisition and performance of the
hardware used.

We have presented experimental results of 3D city construction of a system
consisting of a Velodyne LIDAR 64E and a differential GPS. Our system can
acquire data for several kilometers in real time and fast processing of information
to generate accurate three-dimensional scenes.

Among the additional work presented in this paper are debugging and gen-
erate georeferencing algorithms and interpolation of data faster and robust, as
well as conversion to other flat coordinates by more elaborate processes [17].
Improving the quality of global scenes generated by a most complete calibration
of the sensors and improve the automation of data processing tasks. We plan to
implement a 3D SLAM algorithm. It is also in our plan to extend partially the
Orthogonality to outdoor city-like environments where the constraint of vertical
planes holds for most buildings. Alternate work this would complement the view
of the scene, as the segmentation of objects not belonging to the environment
and the texturing of the point cloud.

Commonly used methods in this field depend of video elements and pho-
togrammetric that provides accurate works but with long time post-processing,
that is why the integration of our system will drastically reduce the time to ob-
tain efficient 3D scene point clouds to obtain quickly and a low cost of operation.

This demonstrates that a terrestrial technique for a LIDAR technology can
be considered a new alternative rather than traditional methods such as LI-
DAR and aerial photogrammetry for three-dimensional reconstruction of urban
environments.
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Abstract. Nowadays one of the biggest problems many manufacturing 
companies face is the loss of knowledge from the information it possesses. 
Whether it tries to make business or improves the exchange of information 
within its different areas, valuable knowledge does not reach all stakeholders 
due to abstraction and ambiguity. A clear example in which both problems have 
a clear effect in terms of knowledge loss occurs during the interpretation of 
Computer-Aided Designs (CAD). If there is no experience doing such task the 
only data extracted will be limited to the elements contained on the drawing. By 
creating a semantic model we are able to know the contents specific details of a 
CAD without the use of a graphical tool, also ambiguity problems disappear as 
the terms used on the semantic model are based on a controlled vocabulary 
derived from an ontology.  

Keywords: Semantic Design, Ontologies, Survey, CAD, Computer-Aided 
Design. 

1 Introduction 

Large or medium sized companies face a wide and well known problem nowadays, 
loss of knowledge among the company. Data is spread across different sources, 
consolidated databases, Enterprise Resource Planning, Customer Relationship 
Management, Human Capital Management, Supply Chain Management, etc. Every 
time a new product is about to be launched on the market a lot of information is 
generated, and so a need of having a coherent and seamless organizational system is 
essential to avoid the loss of data. All stakeholders or departments might have access 
to the information available but that doesn't imply that they have the expertise or 
background to interpret properly what's stored. And such problems related to the 
proper understanding of the meaning and implications of such data are big tradeoffs 
for the company. 

All above considerations might be translated into interoperability problems. As 
stated by the National Institute of Standards and Technology (NIST) “Interoperability 
is essential to the productivity and competitiveness of many industries. Premised on a 
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reliable  digital representation of product and process data coordinated by many 
different participants and processes, interoperability is necessary for efficient design, 
production and Supply Chain Management (SCM)” In terms of supply chain costs, 
poor information visibility translates in unnecessary inventory. Wilson (2006) wrote 
that logistics costs increased 15.2% from 2004 to 2005, such increase was mainly 
because of the cost of carrying inventory (which increased by 61 billion dollars in the 
United States).  

In the 2004 NIST’s planning report “Economic Impact of Inadequate 
Infrastructures for Supply Chain Integration” the total costs estimated of inadequacies 
in supply chain infrastructure where of 5 billion dollars per year for the automotive 
industry, as of  almost of 3.9 billion dollars per year for the electronics industry [1]. 
The inability to seamlessly and automatically integrate business information is the 
main aspect of all issues; a $1 reduction in costs from supply chain deficiencies is 
equivalent to a $12 increase in sales revenues [2]. 

The data shared across the different systems may be complete but interpretation 
problems arise when people try to understand the information provided. This is due to 
the different terminology and representations each particular domain possesses, 
misinterpretations occur easily when the semantics associated with the terms are not 
properly defined. If we add both effects of inefficient interoperability and the lack of 
semantics between the different departments it is easy to understand how the data 
exchange process can easily get complicated and have considerable negative effects 
and elevated costs. Whenever a company works on the creation of a new product the 
data exchange is essential and implicates the participation of different departments 
(sales, engineering, manufacturing, support, etc). 

If a company creates a new product one of the most cost effect stage is the design 
phase, most of the costs are due to a vast number of design iterations before the 
product is placed on the stores for its sell. The most common problem behind such 
iterations is based on the fact that the product design doesn’t fulfill all the 
requirements depicted on the Product Design Specification (PSD) document. The 
PSD describes how the device will be marketed, produced, distributed, how to be 
maintained and disposed of. According to Magrab “the PDS contains all the facts 
relating to the product’s outcome. It is a statement of what the product has to do and 
is the fundamental control mechanism and basic reference source for the entire 
product development activity” [3] 

The PDS is a way to ensure that every member of a design team works to reach the 
same goal [4]. The engineering team in order to create a detailed model of the product 
generates a series of elements to meet the PSD high level requirements. The model 
created includes information about the parts and assemblies as well as how they work 
together in order to satisfy the requirements of the PSD but there is no evidence of 
how the elements of the model satisfy the PSD requirements. 

In order to be more competent on the product development process companies use 
collaborative product development as its core strategy because it increases efficiency, 
reliability and innovation, all by ensuring that the right knowledge is available at the 
right time [5]. Integrated and concurrent design eases the interaction and agreement 
between engineers but most important the proper share of knowledge and product 
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information is guaranteed reducing the cost of design as well as an increase in 
reliability. But this strategy is not error-proof since the most common factors affecting 
collaborative product development are related to the expressiveness and clearness of 
the documents that the team create and share (product descriptions sometimes are 
partially created and independently done by different designers as well as engineers 
and tools interpret the same product description in different ways), shared 
representations are one of the several areas affecting collaborative engineering, 
including long term knowledge retention. [6] 

Ambiguity and Abstraction are two of the most common problem a company has 
to deal with (whether it tries to make business with another company or improves the 
share of information within the different areas), abstraction is the intentional omission 
of information that the users don't explicitly need, whereas in case of ambiguity the 
omission is unnoticed and the information omitted is useful. [7] 

In terms of engineering drawings the above conflicts occur repeatedly, while 
working or having a final drawing of a part some information is obvious for the 
designer and engineers with design knowledge but for a common user there are key 
aspects omitted based on the abstraction the drawing possesses. In this same example 
ambiguity comes in hand if the drawing does not fulfill the proper drawing standards1, 
for example if the notation of a thread is not properly described production problems 
occur such as improper fit and hence damages in the part and the counterpart or the 
need to rebuild a whole assembly. 

In order to avoid the above mentioned problems a semantic model is proposed to 
be able to get extra information beyond the geometrical and graphical representation 
of a design. The fundamental idea is to generate a semantic model using a controlled 
vocabulary from an ontology and to be able to know the contents of a CAD drawing 
without a formal CAD tool to visualize and analyze the file. 

In this article we present the implementation of a tool to extract the contents of a 
CAD drawing in order to create a semantic model that uses terms derived from an 
ontology. The article is organized as follows:  Section 2 presents related work on 
semantic tools used to extract information of CAD files. In Section 3 use cases and a 
case example is presented. Section 4 presents the approach; and finally in Section 5 
we discuss the findings and the future work. 

2 Related Work 

This section summarizes related work on extraction tools from CAD files mainly 
focusing on feature recognition and reuse and ontology use and development.   

 

                                                           
1  The governing agency responsible in setting the standards is the American Society of 

Mechanical Engineers having the following standards referring to  mechanical drawings; 
ASME Y14.100, ASME Y14.4M, ASME Y14.3M, ASME Y14.1, ASME Y14.5M, ASME 
Y14.13M. 
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2.1 Feature Recognition and Reuse  

Min Li, Y. F. Zhang and J. Y. H. Fuh proposed a novel method to retrieve reusable 
CAD models using knowledge-driven partitioning based on modeling dependency 
graphs. In order to retrieve reusable results, two dependency-graph partitioning are 
given based on design knowledge. The first is a horizontal partitioning scheme to 
simplify CAD models and preserve their essential shapes. In order to support partial 
shape retrieval and reuse, another vertical partitioning segments sub-parts in a 
meaningful way. The main contributions include; graph-based modeling knowledge 
representation, knowledge-driven graph partitioning strategies for improving 
reusability of retrieved results and redesign supports by utilizing modeling expertise. 

Žáková, Železný et al. focused on contemporary product design based on 3D CAD 
tools  which aim at improved efficiency using integrated engineering environments 
with  access to databases of existing designs, associated documents and enterprise 
resource  planning (ERP). The SEVENPRO project aimed to achieve design process 
improvements through the utilization of relational data mining (RDM), utilizing past 
designs and commonly agreed design ontologies. The discussion centers on the 
applicability of state-of-the-art ILP systems to the RDM tasks in this application 
domain as well as the implied challenges to ILP research and system 
implementations. 

2.2 Ontology Use and Development 

Dokken, Quak and Vibeke discuss about how NURBS (Non Uniform Rational B-
Spline) curves and surfaces have been used extensively in Computer-Aided Design in 
the last two decades but not in Finite Element Analysis. Isogeometric analysis, the 
main element centers on how traditional Finite Elements may be replaced with 
volumetric NURBS and shows how although mathematically this seems to be a minor 
adjustment, it will drastically change the model life-cycle in finite element analysis. 
Consequently product design ontologies addressing FEA, such as AIM@SHAPE 
Product Design Ontology have to be revised to include the concepts of isogeometric 
analysis. The work presents the analysis and recommendations in how to adapt such 
ontology to fit the new proposal of the inclusion of NURBS. 

Catalano, Camossi et al. discuss on how essential effective and efficient 
information management has become in terms of the Product Development Process. 
The use of ontologies how they offer new possibilities for representing, handling and 
retrieving product related knowledge, and for online collaboration. A Product Design 
Ontology (PDO) is presented; such ontology especially covers the need of sharing 
industrial product design and engineering analysis as well as shape data in order to 
develop software tools. Specifically they formalized the task-specific information 
associated to a shape, and the functionality and usage of shape processing methods in 
specific tasks of the design workflow. The PDO presented, based on the ontology-
driven metadata of shapes and tools, and seems promising for large or medium sized 
companies that face interoperability problems mainly when trying to retrieve shape-
related information and for supporting benchmarking of processing tools and 
gathering the knowledge about shape processing workflows. 
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Leimaignan, Siadat et al. present a proposal for a manufacturing upper ontology, 
aimed to draft a common semantic net in manufacturing domain. They present the 
usefulness of ontologies for data formalization and sharing, especially in a 
manufacturing environment. Details are given about the Web Ontology Language 
(OWL) and its adequation for ontologies in the manufacturing systems. A concrete 
proposal named MASON (MAnufacturing’s Semantics ONtology) is presented and 
two applications of this ontology are exposed: automatic cost estimation and 
semantic-aware multiagent system for manufacturing.  

Decelle, Gruninger et al., present a view of the current status of manufacturing 
information sharing using light-weight ontologies and discuss the potential for 
heavyweight ontological engineering approaches such as the Process Specification 
Language (PSL). It explains why such languages are needed and how they provide an 
important step towards process knowledge sharing. Machining examples are used to 
illustrate how PSL provides a rigorous basis for process knowledge sharing and 
subsequently to illustrate the value of linking foundation and domain ontologies to 
provide a basis for multi-context knowledge sharing. 

If a company A belongs to a Supply Chain (SC) and is in charge of the design of a 
part or a complete product there must be a way to make sure the information 
exchange among all stakeholders is seamless and clear.  That will avoid costs within 
the Supply Chain and reduce production times. The mere sharing of information 
between engineering design systems and manufacturing systems within a SC does not 
represent a real integrated system. Supply Chain Integration, must focus on exchange 
of info between logistics and providers as well between designers and fabricators.  

As mentioned before every time a new product is created a PSD is generated as 
well, but such document does not go beyond the design stage and the further areas 
involved in the creation of such product hardly have access to it so they rely 
completely on the CAD file they received and the printed versions of such designs. 
The exchange of information is reduced to merely transferring CAD files within the 
participants and involved areas (Design and Manufacturing mainly).Whenever there's 
a “problem” or question related to the design they have to call the designer and ask 
questions such as “why did you chose that material?, Is there any particular reason 
part n is oriented as stated on the drawing?, can we change that?”; the answers given 
sometimes lack of context and use terms that might not really mean what its intended; 
“they told me that the cover had to be hard and scratch resistant” but that doesn't give 
us all the proper information for further use or  to solve any future conflict. In the end 
there is no additional information or description about a part or assembly other than 
the annotations, notes or explicit information shown in the drawing. 

In order to be able to express concepts used in any engineering application or 
document in an effective way such concepts must be expressed in a language that is 
highly expressive but at the same time free from imprecision and ambiguity problems 
(common problems associated with natural language). Here is where the use of 
ontology becomes essential. 

According to Thomas Gruber’s definition [13], an ontology is the statement of a 
logical theory. Even though an  ontology can define and specify the meaning of 
terms there are a lot of ontologies that  can be classified based on their degree of 
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formality in the specification of meaning.  Based on such criteria we may have an 
ontology that may be a simple taxonomic hierarchy of classes without any constraints 
on the meaning of the terms it has.  

3 Use Cases and Approach 

3.1 Use Case 1: Simple Engineering Drawing 

Engineering drawings range from simple part representations (Figure 1) with mere the 
minimal elements such as the main  views (top, front, side view) and the notations of 
a section view but lacks of information such as dimensions,  orientation, material, 
units, etc. to complex ones. 

 

 
 

Fig. 1. Simple CAD drawing of a part 

In this case the user (a mill operator) faces the problem of having in front of him a 
paper design that as noted on Figure 1, lacks of critical details such as dimensions, 
materials, scale, etc.  and has the need to know details that are embedded within the 
CAD file but doesn't have a CAD software at hand to access the file nor the name of 
the file referring to the drawing in front of him since the graphical and geometrical 
representation does not explicitly answers his doubts because it's not possible to use a 
measuring tool (ruler, vermier, etc). 

3.2 Use Case 2: Complex But Partially Annotated Drawing 

In Figure 2 we see a full engineering drawing of a four cylinder, four cycle  Morton 
M42 [14] [15] motor, with a clear description of each of the components of the motor 
and noted using  the proper standards for the names and details of the drawing. But 
still important information is omitted as well as the part list is noted in a confusing 
way. 
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Fig. 2. Engineering Drawing of an 4 cylinder Morton M42 motor (Source[14]) 

From figure 2 we are able to understand the importance of knowledge preservation 
in addition of the use of technology that can be extensible and is able to preserve the 
essence of a drawing. The motor presented is known as a Morton M42 designed by 
Mill Morton from the Morton Air Company in 1944, it was checked and approved but 
there are no details or documents to refer about neither its parts nor its dimensions.  

The Morton Company declared they never produced a prototype nor documented 
any of their designs in an interview with Bob Knutson. All the knowledge and 
expertise contained in the drawing was lost because there weren’t any documents to 
support the drawing and so neither other company nor individual will have the chance 
to learn from the motor’s design this situation is radical but true and happens to repeat 
on our days in every company that has a Computer-Aided Design Solution. The 
designs are stored on plain CAD or Computer-Aided Manufacturing (CAM) files but 
the real knowledge resides on the person or people involved on the creation of such 
part. If for any reason the people involved leave the company the expertise and 
information leave with them and the only thing left behind are empty  drawings (that 
may be as poor as the one presented in figure 5 or as somehow  illustrative as the one 
of Figure 2).  

In this case a motor company bought the installations of Morton Company and 
found the engineering drawing of the Morton M42 motor and finds it practical and 
economical for their next product line so they hand in the paper design to a CAD 
expert who replicates what's on paper, later they hand the drawing to the people in 
their manufacturing team to do as needed to produce such motors. If the designer 
replicated the drawing at an approximate or similar scale it is possible to deduce a 
series of key aspects. By knowing the type of screw used it can be deduced what size 
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are the holes, depth and might give a clue about the block's material, by tracking the 
sparkplug model and the drain plug another piece of information about the block can 
be known. 

3.3 Approach 

In order to be able to extract details and useful information from a CAD file we have 
chosen to work with a neutral file format for two main reasons, first every CAD 
software has their proprietary APIs and sometimes they lack of documentation; 
secondly, in order to achieve interoperability we decided to work with a neutral file 
format that any design tool can save and read from. Currently in the market there are 
two main “neutral formats”; STandarized Exchange of Product (STEP) which is based 
on an ISO standard but has a considerable drawback since the full documentation is 
broken down into “Application Protocols” (AP) with around 523 AP's in total and 
some more “Application Modules” (AM). On the other hand we have the Initial 
Graphics Exchange Specification (IGES) started as an effort of the Department of 
Defense of the U.S. as well as the NIST and other companies to create a neutral 
format in order to ease the process of exchanging and sharing CAD drawings and it’s 
important to mention that it is a fully accredited American National Standards 
Institute (ANSI). 

The neutral format for our work is IGES, since its documentation comes in one 
document and at no cost whereas the documentation available of the Application 
Protocols of STEP is not free and it requires of at least 3 of them to be able to 
describe the geometry and contents. The version used is the one available for 
download which is 5.3. 

According to the IGES standard an “entity” is the basic unit used among all the 
documentation, the naming convention of the entities is made up of two main 
elements; A Unique Name (Line Font, LEP Drilled Hole, etc.) plus a Number 
identifier, for instance we have the “View Entity” (Type 410) or the “Property Entity” 
(Type 406).  

In the second case the Property entity includes 28 Forms, which derive from the 
Property Entity and consider specific cases used to define an element, for instance 
there is the “Drawing Units Property” (Form 17) which declares the drawing units 
used in the drawing, the full Name of such property will be Property Entity, Drawing 
Units Property (Type 406, Form 17). The IGES standard is made up of 180 entities 
(including the properties with forms). 

The use case for this work is based on the part presented on Figure 1 it has 
complex geometry due to the circular cavity and a the rectangular cut as well, based 
on such particular geometry forms the resulting IGES file is in total of 1041 lines. It is 
important to note that to following our approach described in section 3.3 we will just 
replicate the figure with approximate dimensions. The competency questions in order 
to test our approach are: 

 
- It is possible to extract and organize the contents of an IGES file in a human 

readable way? 
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- From the information extracted, will we be able to know basic aspects of the 
drawing such as; which software was used to create the original file? In what 
units it was drawn? And the date the file was created? 

- Can we know how many total entities were used to create the model? 

4 Implementation 

Parting from the competency questions defined we created a tool to be able to extract 
all that's inside an IGES file following the standard’s documentation (both aligning 
the file structure as well as the terminology used).  

The tools segments the whole IGES files according to the extension defined on the 
Standard for each section and then lists all the entities found, the output of the 
extraction and categorization process are the three separated XML files. 

The output XML files are based on the three main sections that make up an IGES 
file; Directory, Global and Parameter Section. Each section reports a critical part of 
the model. The Global Section contains a human-readable report of the drawing some 
of the key aspects stored on this section are: File Name, Native System (CAD tool 
used to generate the drawing), Units, Date of creation, author's name and 
organization, etc. The Directory Entry stores all the entities used to create the model 
in pairs of lines. The Parameter Data Section holds all the values of the parameters 
needed for every entity stored on the previous section. 

The following segments are extracted from the native IGES file based on the part 
from Figure 1presented in Section 3.1: 

 
a) Global Section: 

 
1H,,1H;,10HSolid Edge,9HPart1.igs,17H By Spatial Corp.,22HXPlus GENERIC/G    1  
IGES 3.0,32,38, 6,308,15,7HUnknown,1.000,1,2HIN,1,1.000,15H20120621.1116G  2  
19,3.9e-007,0.00,6HAuthor,5HTitle,11,0,15H20120621.111619;             G   3  

 
b) Directory Section: 

 
314,68.6274528503418,76.86275243759155,86.66667342185974,10HMixe      1P   1  
dColor;                                                               1P   2  
128,3,1,3,1,0,0,0,0,0,-1.,-1.,-1.,-1.,0.,0.,0.,0.,0.,0.,1.,1.,        3P   3  
1.,0.33333333333333,0.33333333333333,1.,1.,0.33333333333333,          3P   4  
0.33333333333333,1.,-0.19685039370079,0.,-0.29527559055118,           3P   5 

 
c) Parameter Section: 

 
314,68.6274528503418,76.86275243759155,86.66667342185974,10HMixe    1P    1  
dColor;                                                             1P    2  
128,3,1,3,1,0,0,0,0,0,-1.,-1.,-1.,-1.,0.,0.,0.,0.,0.,0.,1.,1.,      3P    3  
1.,0.33333333333333,0.33333333333333,1.,1.,0.33333333333333,        3P    4  
0.33333333333333,1.,-0.19685039370079,0.,-0.29527559055118          3P    5  
-0.19685039370079,-1.18110236220472,-0.29527559055118,              3P    6 

Now after our tool has extracted and categorized the information of the IGES file, a 
fragment of the Global Section on our XML output file looks something like this: 
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<ParameterDelimiterCharacter>1H</ParameterDelimiterCharacter> 
<ProductIdentificationFromSender>1H;</ProductIdentificationFromSender> 
<FileName>10HSolid Edge</FileName> 
<NativeSystemID>9HPart1.igs</NativeSystemID> 
<PreprocessorVersion>17H By Spatial Corp.</PreprocessorVersion> 

 
From the above segment we can easily identify what's the file name, which specific 
CAD tool was used to originally create the design and what pre-processor was used to 
generate the corresponding IGES file. 

The same happens for the Directory section, which is the largest one since counts 
and enlists all the entities used along with the 20 corresponding elements that define 
each one of the entities used. 

 
<TypeNumber>314</TypeNumber> 
<LineFontPattern>1</LineFontPattern> 
<TransformationMatrix>0</TransformationMatrix> 
<LineWeightNumber>1</LineWeightNumber> 
<ColorNumber>0</ColorNumber> 

 
In this case the entity 314 refers to the Color Definition Entity, as stated on the 
standard it “specifies the relationship of the primary (red, green, and blue) colors to 
the intensity level of the respective graphics devices as a percent of the full intensity 
range” here we see that even the colors used on the design are enlisted. 

Following the same entity but now looking at its Parameter Data Section we have a 
dynamic amount of data fields that are directly related to the entity it represents, in 
this case for entity 314 we have 5 parameter values. 

 
<Entity ID="1"> 
<PS1>314</PS1> 
<PS2>68.6274528503418</PS2> 
<PS3>76.86275243759155</PS3> 
<PS4>86.66667342185974</PS4> 
<PS5>10HMixedColor;</PS5> 
</Entity> 

 
To get an idea of amount of parameters an entity may need to be fully represented, let 
us mention the case of entity 128 “Rational B- Spline Surface Entity” which uses a 
total count of 58 parameters. 

The reason we decided to break down the original IGES file into separate files 
relies on two main reasons; For any person it's easier to identify and look up for a 
specific element or entity by looking into a specific file instead of looking up a 1034 
line file, on the other hand it's easier to group and manage the different XMLs since 
they are named after the IGES file of origin and so the loss of context or knowledge is 
diminished. Both reasons obey the principle that the information must be available for 
a human or a system (computer) to consume the data it holds and the original file 
remains untouched so it can be used for visualization purposes having the original file 
corrupted or altered. 
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4.1 Results and Discussion 

We were able to run our tool on the IGES test file and successfully extracted the 
contents within it and save such contents into three XML files. We created three sets 
of figures based on the design from Figure 1; each design was created using three 
different CAD Software: NX8, Solidworks 2011 and SolidEdge 18. We wanted to 
know if the information extracted was coherent among all different versions.  

All versions were similar to each other, but there were some particular differences: 
 

- The size of the IGES files from the CAD tools differed in file size and line 
extension 

- The amount of entities used by each tool was slightly different based on the fact 
that each CAD tool uses different entities to create a solid. 

- The resulting XML’s from each CAD tool successfully extracted all the 
information from each IGES file but they differed in size and line extension. 

 
It is important to note that the XML files can be easily analyzed and there is no need 
to jump from line to line as in the original IGES file in order to track down the 
properties and parameter of an entity as for the original IGES file. By creating XML 
files from an IGES file we are able to answer each of the competency questions from 
section 3.3.  

 
- It is possible to extract, visualize and save the contents of any IGES file in XML 

files without any restriction related to the CAD tool that was used to create the 
original design. 

 
- From the information extracted we are able to know; which software was used to 

create the original file, what units were used to create the design and the date the 
file was created.  

 
- We are able to count and identify how many entities were used to create the model 

as well as their parameters and specific properties. 

5 Conclusions 

Even though the resulting files from the extraction process are split up in three 
separate files, we think the contribution lies on the possibility of extracting, 
categorizing and identifying key elements from an IGES file without using formerly a 
CAD tool to obtain such information. We strongly believe that being able to map the 
contents of such files into a structured XML (based entirely on the IGES 
documentation) decreases the ambiguity conflicts whenever reading or interpreting 
the contents of the output files. 
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5.1 Future Work 

The next little step on our work is to be able to replace the number of the entities 
enlisted from the resulting XML files into their verbal counterpart, based on the terms 
used by the IGES standard, instead of having Entity 514, 510, 504 have their 
associated term (Shell, Face and Edge). Once we are able to translate all numerical 
entities into their Verbal meanings we will create a formal XML schema for the 
resulting files.  

By having the extracted information from the IGES file based on a controlled 
vocabulary (since it’s purely taken from the IGES documentation) we are creating a 
rough but useful semantic model. This is the prelude of a formal semantic model 
based on a CAD drawing, but still a lot of work is yet to be done (the creation of an 
ontology to properly provide a clear and unambiguous meaning to the terms used in 
the XML and state the relations each entity follow within the IGES scope). Once the 
ontology is created we will look to integrate other domain ontologies in order to 
enrich the semantic model with relations deduced by the inclusion of such ontologies. 

If we succeed in the creation of semantic models based on CAD drawings we will 
be able to breach the knowledge loss and ensure that all the information available is 
unambiguous and the abstraction from a geometric model of a CAD design will not 
mean that a decision taker has to wait for an expert to understand what’s in front of 
him/her and so new business and operation possibilities will arise. 
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Abstract. Some researchers in the community of user modeling envision the 
need to share and reuse information scattered over different user models of he-
terogeneous sources. In a multi-application environment each application and 
service must repeat the effort of building a user model to obtain just a narrow 
understanding of the user. Sharing and reusing information between models can 
prevent the user from repeated configurations, help deal with application and 
services’ “cold start” problem, and provide enrichment to user models to obtain 
a better understanding of the user. But gathering distributed user information 
from heterogeneous sources to achieve user models interoperability implies 
handling syntactic and semantic heterogeneity. In this paper, we present a 
process of concept alignment to automatically determine semantic mapping re-
lations that enable the interoperability between heterogeneous profile suppliers 
and consumers, given the mediation of a central ubiquitous user model. We 
show that the process of concept alignment for interoperability based in a two-
tier matching strategy can allow the interoperability between social networking 
applications, FOAF, Personal Health Records (PHR) and personal devices.  

Keywords: Concept alignment, Semantic interoperability, user model interope-
rability. 

1 Introduction 

Sharing profile information among distributed user models from heterogeneous 
sources has been envisioned in the community of ubiquitous user modeling research-
ers [1]. Gathering profile information integrating a ubiquitous user model will provide 
a better understanding of the user in order to deliver more personalized and proactive 
services (web applications and services). Sharing and reusing information between 
models can prevent the user from repeated configurations, help deal with application 
and services’ “cold start” problem, and provide enrichment to user models to obtain a 
better understanding of the user 

The integration of distributed user information from heterogeneous sources and 
making sense of it to enable user model interoperability, entails handling the semantic 
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heterogeneity of the user models [2].Two mayor approaches for user modeling intero-
perability are the definition of standard ontologies that provide a common understand-
ing among multiple systems or conversion approach using mediation techniques to 
provide mappings between different user models [3]. In recent years, it has become 
clear that a static representation for the ubiquitous user model does not provide the 
flexibility needed to adapt to new profile suppliers and consumers. So profile suppli-
ers and consumers must not adhere to a standard user model representation and auto-
matic mediation must be provided. 

In this paper, we present a process of concept alignment to automatically determine 
semantic mapping relations that enable the interoperability between heterogeneous 
profile suppliers and consumers, given the mediation of a central ubiquitous user 
model. From the process of concept alignment, recommendations are obtained for the 
inclusion of new concepts, sub collections and collections in the ubiquitous user mod-
el concept scheme allowing it to evolve over time. 

The rest of the paper is organized as follows. Our approach in the integration of 
ubiquitous user model is presented in section 2. A brief state of art and related work in 
schema matching is presented in section 3.The process of concept alignment is ex-
plained in section 4. A proof of concept example, results and evaluation are shown in 
section 5. Conclusions are given in section 6. 

2 Ubiquitous User Model Integration 

In order to integrate a ubiquitous user model gathering information from heterogene-
ous sources and be able to reuse it, alignment between similar concepts must be done. 
The ubiquitous user modeling sources considered for the construction of the ubiquit-
ous user model are: social networking application, personal health records, RDF 
documents published using Friend of a Friend (FOAF) [4] vocabulary and personal 
devices with or without attached sensors. All of these profile suppliers provide a 
source document in XML, JSON or RDF format which can be expressed as Simple 
Knowledge Organization System (SKOS)[5] concept schemes. These profile suppliers 
can also be considered as profile consumers for user model enrichment. We also  
selected Web Services as profile consumers because the user model can be used to 
customize different steps of interaction with services. User profile information from 
heterogeneous sources can be reused as hard constrains in the steps of service discov-
ery, selection and composition, and/or as soft constrains identifying useful concepts 
from the user model that can satisfy web service input parameters requirements.  

We can conceive the problem of integrating a ubiquitous user model as the aggre-
gation of profile suppliers and consumers concept schemes.  Each of these concept 
schemes are expressed as SKOS concept schemes. The ubiquitous user model concept 
scheme is the central mediator in order to enable interoperability between heterogene-
ous profile suppliers and consumers. We present the interrelations between profile 
supplier/consumers’ concept schemes and the ubiquitous user model concept scheme 
in figure 1. Note that all concept schemes together constitute a ubiquitous user model-
ing ontology (U2MIO) presented in [6]. 
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Fig. 1. Interrelations between profile supplier/consumer and the ubiquitous user modeling on-
tology 

3 Schema Matching 

“Schema matching is the problem of generating correspondences between elements of 
two schemas”[7]. So finding one-to-one relations between two concept schemes relies 
in schema matching techniques. There are surveys [8] [9] and two books [10][11] that 
reflect the research in this area. One of the schema matching applications is schema 
integration of independently develop schemas. In particular, we are interested in the 
integration of ubiquitous user model ontology from heterogeneous and independently 
developed user profiles. In fact, future trends in data integration suggest that, as new 
data sources become available, they can be mapped to a single mediated schema [7]. 
Most data integration implies therefore matching algorithms to produce correspon-
dences and semantic mappings.  

Strategies have been proposed that combine matching algorithms in order to better 
matching results. In 2009, Hamdi et al [12] presented TaxoMap, an alignment tool to 
discover correspondence between concepts of two ontologies. Their technique is based 
in TreeTaagger [13] for tagging text and considers label equivalence, high lexical simi-
larity, label inclusion, reasoning on similarity values and reasoning on structure. They 
evaluated the alignment process with different large scale ontologies with the purpose of 
ontology enrichment. They suggested taking into account concept properties and not 
only the hierarchical ones and the use of WordNet [14] as synonym dictionary for future 
improvements. The structural heuristic was based on Semantic Cotopy[15] measure of a 
concept which is defined based on the intentional semantics. Bellström et al. [16] pre-
sented a three-tier matching strategy consisting of element level matching, structural 
level matching and taxonomy-based matching which integrates matching methods. As 
the authors put it, this approach represents “one step towards a semi-automatic method 
for modeling language independent schema integration”. 
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4 Process of Concept Alignment 

In the previous section we see that a strategy combining several schema matching 
techniques has been a good choice in the problem of integration of data from hetero-
geneous sources. So we present a two-tier strategy process of concept alignment to 
align concept schemes developed from heterogeneous sources in order to integrate a 
central ubiquitous user model. In this section, we present the formal problem state-
ment and explain the schema matching techniques and alignment strategy used to 
determine the similarity and mappings between the ubiquitous user model concept 
schemes and a given interoperability profile supplier or consumer. 

4.1 Problem Statement  

Following the work in [9] we define a mapping element as a triple: <cs,ct,R> where 
- cs is a source concept expressed as skos:Concept from a source concept scheme X 
- ct is a target concept expressed as skos:Concept from the ubiquitous user model scheme U 
-R is a semantic relation (e.g. equivalent ( = ); related ( , , ); independent: (⊥) holding 

between the entities cs and ct  
 

The matching operation determines the alignment (A’) for the pair of schemas X and U 
where X can be any concept scheme constructed from a profile supplier/consumer doc-
ument and U will always be the ubiquitous user model concept scheme. See figure 2. 

 
Fig. 2. The matching process 

A denotes a previous alignment for this pair of concept schemes (when available) 
which is to be completed or modified, w is an external resource used by the matching 
process (e.g. WordNet in our case). 

We have two basic elements to find mappings between concepts: concept labels 
and hierarchical structures. Concept values can be used in conflict resolution when a 
concept is consumed and to determine if further transformation is necessary for inter-
changeability. 

A concept scheme as (C, HC, VC) where C is a set of concepts arranged in a sub-
sumption hierarchy HC. VC is the set of corresponding concept values if available. 

Each concept cs in a set of concept source CS is defined by: a label string1:string2 
where string1 is optional and string2 is mandatory, and subclass relationships. When 
namespaces, other than default, are specified in the source document string1 is used. 
The attribute or element identifier corresponds to string2 and it is typically described 
as a simple or compound word in natural language. A subclass relationship sets up a 
link with other concepts in the source document. The hierarchical structure most be 
described as a skos:ConceptScheme. 

A A’

U 

X 
Matching 

w



 Process of Concept Alignment for Interoperability between Heterogeneous Sources 315 

A concept on the target side CT is described by set of labels included in the target 
skos:Concept consisting of lexical labeling, notation and documentation SKOS prop-
erties. 

4.2 Used Matching Techniques  

Different similarity measures [17] have been used in schema matching problems. To 
determine the similarity between a concept cs in CS and a concept ct in CT  we use the 
equation 1 which combines three matching techniques.  

(1) 
 

We chose to include three types of similarity measures: Similarity based in Dice coef-
ficient [18] ( ( ) ]1,0[, ∈tsDice ccsim  ) has the purpose of finding if concept cs in X and a 

concept ct in U have a high lexical similarity. Equation 2 calculates the longest com-
mon substring distance similarity ( ( ) ]1.0[, ∈tslcs ccd ) which tries to find if one label is 

subsumed in the other. The semantic similarity ( ( ) ]1,0[, ∈tswordnet ccsim ) is based in 

Wu and Palmer path lengths method [19] using WordNet as an external resource and 
tries to find the semantic similarity of the labels. Other languages similarity can be 
also included if the proper lexical resource is available. 

( ) ( )( )
( ) ( )( )ts

ts
tslcs cLenghtcLenght

ccLCSLenght
ccd

,min

,
, =              (2) 

The main methods used are shown in table 1. 

Table 1. Used Matching Techniques  

Type of similarity Purpose Similarity measure 
String similarity High lexical similarity Dice coefficient 

Label inclusion Longest common sub-
string (eq.2) 

Semantic similarity Label equivalence WordNet  
 
The highest of the three similarity measures determines relation R in the triple 

<cs,ct,R>  of a mapping element according of the following criteria: 

1. Equivalent (=): Two concept elements cs and ct are equivalent  iff  
sim0(cs, ct)≥0.9. 

2. Related  ( , , ): Two concept elements cs and ct are related  iff  
0.9> sim0≥0.5 . 

3. Independent (⊥):Two concept elements cs and ct are independent iff 0.5> sim0 .  

The similarity equation 1 is used in a two-tier matching strategy to determine the 
mappings of two concept schemes explained in the next section. 

( ) ( ) ( ) ( )( ) TtSstswordnettslcstsDicets CcCcccsimccdccsimccsim ∈∀∈∀= ,,,,,,max,
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4.3 Two-Tier Matching Strategy 

The process of concept alignment is based on a two-tier matching strategy that con-
sists in two phases: element level matching and structure level matching. 

The purpose of the process of concept alignment is to determine the mappings be-
tween two concept schemes at the granularity of concept elements. This means find-
ing the alignment A’ given the pair of schemas X and U where X can be any concept 
scheme constructed from a profile supplier/consumer document and U will always be 
the ubiquitous user model concept scheme (as explained in 4.1). We want to deter-
mine the all the semantic relations R from the triplet <cs,ct,R> from all concepts in X 
to all concepts in U as shown in equation 3. 

( ) TtSsts CcCcccR ∈∀∈∀ ,,
                           

(3) 

The concepts are directly compared to each other without considering the hierarchy 
structure and values in the element level matching step. The goal of element level 
matching is given concept cs of the source concept scheme Xs, finding the best con-
cept label ctb from a set of concept candidates for alignment in the target concept 
scheme XT.  

The contexts of the source and target concepts (neighbors of the concepts in the 
hierarchy) are considered in the structure level matching step. The ultimate goal of 
this process is determine the one-to-one mappings between the concept cs of the 
source concept scheme Xs and the best concept ctb from the set of labels Ct of the tar-
get concept scheme XT. We can also obtain decision recommendations for the inclu-
sion of new concepts, sub collections and collections in the ubiquitous user model 
concept scheme allowing it to evolve over time. 

Element Level Matching Phase 
The element level matching phase provides reasoning on the similarity of the isolated 
concept element. From this stage we can obtain the relation R0 of every triplet 

<cs,ct,R0> TtSs CcCc ∈∀∈∀ ,  which is a first attempt in finding the semantic 

mapping relation if we consider only the concept labels without context. The element 
level matching phase consists in three steps: 

1. Calculates the similarity matrix between Cs and CT with equation 1. The con-
cepts with the highest similarity scores in the target are considered the best 
suited candidates for alignment (ctb). 2. Determines determine the target collection to which the source document is 
most related, and to which sub collection each concept in the source cs be-long. The most related collection is determined by calculating which tar-get collection has the higher relative frequency of membership of best suited concepts (Equation 4). 

      
(4)
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3. Determines the relation R0 between cs and cT according to the criteria pre-
sented in section 4.2 given the similarity results of the similarity matrix cal-
culated in step 1. 

The element level matching is not enough to determine the mapping given the follow-
ing possible outcomes: homonyms, more than one concept label of the target has equivalent relation, no concept label of the target is classified as equivalent. So, 
for every case in the previous outcomes, reasoning on structure is needed. 

Structure Level Matching Phase 
The structure level matching provides reasoning on structure in order to verify or 
decline the results obtained in the element level matching phase.  
This phase consists in three steps: 

1. Select the sets of neighbors Ns and NT from Hs and Ht which define the context 
of each concept in the source cs. The ancestors of cs and siblings that are termin-
al elements and share the same parent are considered for Ns. The set of neighbors 
NT from the target hierarchy Ht is populated with the labels of the target concepts 
the sub collection in which the best suited concept for alignment ctb is a member. If more than one ctb is chosen for cs in the previous element level 
matching, the labels of all corresponding sub collections are selected for the NT 
set. It is important to note that neither cs nor ctb are included in the sets of 
neighbors, with the aim of evaluating only the context of these concepts by itself. 

2. Calculate a new similarity matrix between the two sets of neighbors Ns and NT 
using similarity equation 1determining R1(  ,  )  ∈  ,  ∈   

3. Given the highest relation R0 (cs, ctb )obtained from the element level matching 
phase and the highest relation R1(  ,  ) resulting of the structure level match-
ing similarity calculation, the next step is apply IF THEN rules to determine the 
one-to-one mappings and decision recommendation for the inclusion of new 
concepts, sub collections and collections in the ubiquitous user model concept 
scheme allowing it to evolve over time. 

5 Proof of Concept Example 

For our proof of concept demonstration, the ubiquitous user modeling ontology was 
set-up with Facebook, FOAF, and one profile of a specialized web application to 
monitor person’s diet and physical activity of one user. This demands the design of 
four concept schemes, one for each profile provider and the ubiquitous user model 
concept scheme.  Semantic mapping relations were established with SKOS proper-
ties. We used Protégé ontology Editor for the set-up process. 

We considered the integration of the training sessions gathered with a Polar 
RS300X watch in addition with a Polar S1 foot pod, to the ubiquitous user model. The 
XML document of the training sessions mentioned was modeled with a concept 
scheme P containing 31 source concepts to be aligned with the concepts of the target 
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ubiquitous user model concept scheme U. The outcomes were evaluated by a human 
expert who decided if the semantic relations found were correct and recommendations 
make sense. The evaluation and results of the matching process done for the align-
ment of the concepts in the concept schemes P and U are presented in section 5.2. 

5.1 Process of Concept Alignment Evaluation Criteria 

In order to measure the efficiency and effectiveness of the matching/mapping sys-
tems, different metrics have been proposed in the literature [20].  

In this work, we focus the evaluation of the process of concept alignment in: 

• The human effort required by the mapping designer to verify the correctness 
of the mappings, which is quantified with the metric overall [20] and partial-
ly measures the efficiency of our process. 

• The quality of the generated mappings quantifying the proximity of the re-
sults generated by the process of concept alignment to those expected with 
four known metrics: precision, recall, f-measure and fall-out [11].With these 
metrics we partially measure the effectiveness of our process. 

These metrics are based on the notions of true positives (TP), false positives (FP), true 
negatives (TN) and false negatives (FN).  

A human expert provided a list of expected matches for the proof of concept ex-
ample and evaluated the outcomes deciding if the semantic mapping relations found 
were correct and recommendations make sense. Exact match relations correctly found 
by the process and good recommendations for concept or collection addition were 
considered as TP. Wrong exact matches were listed as FP. When a relevant exact 
match was not found by the process, a concept was improperly discarded or a wrong 
recommendation was made, it was registered as FN. Properly discarded concepts were 
recorded as TN. 

5.2 First Results  

The results in terms of the previously mentioned criteria, metrics and conditions are 
presented in tables 2-3. Table 2 shows the resulting confusion matrix of the matching 
process between P and U.  

Table 2. Resulting confusion matrix of the matching process between P and U 

Expected matches 

positive negative 

Process of 
concept 

alignment 
outcome 

positive TP=18 FP=0 

negative FN=4 TN=9 

In table 3, we present the efficiency and effectiveness measuring results of the 
matching process between P and U.  
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The precision calculates the proportion of relevant matches discovered. A 100% 
precision means that all the discovered exact matches found are relevant. Recall com-
putes the proportion of matches discovered by the process with respect to all relevant 
matches determined by the expert. F-measure is the trade-off between precision and 
recall, in this case we considered the same influence of precision and recall. Fall-out 
calculates the rate of incorrectly discovered matches out of the number of those not 
expected by the expert. Since the process did not detect irrelevant matches (wrong 
exact matches) the fall-out is 0%. 

Table 3. Efficiency and effectiveness measuring results  

Measure Metric Result 

Quality of generated 
mappings 

(Effectiveness) 

Precision 100% 

Recall 82% 

F-measure 90% 

Fall-out 0% 

Human effort (Efficiency) Overall 82% 

The overall evaluates the amount of work done by a human expert to remove irre-
levant exact matches (FP) and add relevant exact matches. 82% overall is good consi-
dering that the greater this value is, the less effort the expert has to provide. 

6 Conclusions and Future Work 

We presented a process of concept alignment to allow the interoperability between 
social networking applications, FOAF, Personal Health Records (PHR) and personal 
devices. We showed that the process of concept alignment for interoperability based 
in combined matching techniques and a two-tier matching strategy can enable the 
integration of source profile information to the ubiquitous user model.  This process 
also permits the evolution of the ubiquitous user model from the U2MIO ontology 
providing addition recommendations of concepts, sub collections and collections. 

The evaluation of our first results show that the quality of generated individual 
mappings is good because all the discovered exact matches found were classified as 
relevant by a human expert (100% precision) and the process did not detect irrelevant 
matches (0% fall-out) . However, as future work, it is necessary to evaluate whether 
the combination of concept scheme matches is effective. 

Our first results show that the process of concept alignment will ease the pain of a 
human expert of manually determining the individual mappings to enable the intero-
perability between heterogeneous sources (82% overall).  

These results are encouraging but further experimentation and validation of the 
proposed approach is needed.  
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Instituto de Investigaciones Filosóficas
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Abstract. Intentional reasoning is a form of logical reasoning with a
temporal-intentional and defeasible nature. By covering conditions of
material and formal adequacy we describe a defeasible logic of intention
to support the thesis that intentional reasoning is bona fide reasoning.

Keywords: Defeasible logic, temporal logic, BDI logic, intention.

1 Introduction

Philosophy and computer science have a very deep and unique relation [23]. Not
only because these disciplines share some common historical roots —like Leib-
niz’s mathesis universalis [8]— and interesting anecdotes —like the correspon-
dence between Simon and Russell [11]—, but more importantly because from
the constant dialog that occurs within these disciplines we gain useful hypothe-
ses, formal methods and functional analysis that may shed some light about
different aspects of the nature of human behavior, specially under a cognitive
schema. The cognitive schema we follow is the BDI model (that stands for Be-
liefs, Desires and Intentions) as originally exposed by Bratman [4] and formally
developed by Rao and Georgeff [21,22]. The general aspect we study is the case
of the non-monotonicity of intentional reasoning.

There is no doubt that reasoning using beliefs and intentions during time is
a very common task, done on a daily basis; but the nature and the status of
such kind of reasoning, which we will be calling intentional, are far from being
clear and distinct. However, it would be blatantly false to declare that this
study is entirely new, for there are recent efforts to capture some of these ideas
already [13,16,19]. But, in particular, we can observe, on one side, the case of
BDI logics [22,24] in order to capture and understand the nature of intentional
reasoning; and on the other side, the case of defeasible logics [20] to try to catch
the status of non-monotonic reasoning.

The problem with these approaches, nevertheless, is that, in first place, hu-
man reasoning is not and should not be monotonic [18], and thus, the logical
models should be non-monotonic, but the BDI techniques are monotonic; and
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in second place, intentional states should respect temporal norms, and so, the
logical models need to be temporal as well, but the non-monotonic procedures
do not consider the temporal or intentional aspect. So, in the state of the art, de-
feasible logics have been mainly developed to reason about beliefs [20] but have
been barely used to reason about temporal structures [14]; on the other hand,
intentional logics have been mostly used to reason about intentional states and
temporal behavior but most of them are monotonic [7,21,24].

Under this situation our main contribution is a brief study of the nature and
status of intentional reasoning to advance the thesis that intentional reasoning
is logical reasoning. In particular, this study is important by its own sake be-
cause defeasible reasoning has certain patterns of inference and therefore the
usual challenge is to provide a reasonable description of these patterns because,
if monotonicity is not a property of intentional reasoning and we want to give an
adequate description of its notion of inference, then we must study the metalo-
gical properties that occur instead of monotony: once monotonicity is given up,
a very organic question about the status of this kind of reasoning emerges: why
should we consider intentional reasoning as an instance of a logic bona fide?

This paper is organized as follows. In Section 2 we briefly expose what is
understood as intentional reasoning. In Section 3 is our main contribution and
finally, in Section 4 we sum up the results obtained.

2 Material Adequacy

While developing a logical framework we have to check material and formal
adequacy [1]. Material adequacy is about capturing an objective phenomenon.
Formal adequacy has to do with the metalogical properties that a notion of
logical consequence satisfies. The nature of intentional reasoning is related to a
material aspect, while its status is directly connected with a formal one. Con-
cerning material adequacy we will argue how to represent intentions within a
BDI model [4]; as for formal adequacy, we will claim that intentional reasoning
can be modelled in a well-behaved defeasible logic that satisfies conditions of
Consistency, Supraclassicality, Cut and Cautious Monotony [12].

Intentions have certain features that allow us to distinguish them from other
cognitive fragments of the BDI model. Proactivity, inertia and admisilibity guar-
antee that intentions need, respectively, precise notions of commitment, defea-
sibility and consistency that justify the non-mononotonicity of intentional rea-
soning. The models of intentional reasoning are built in terms of what we call
a bratmanian model. A bratmanian model is a model that i) follows general
guidelines of Bratman’s theory of practical reasoning [4], ii) uses the BDI ar-
chitecture [21] to represent data structures and iii) configures notions of logical
consequence based on relations between intentional states. There are several
logics based upon bratmanian models, but we consider there are, at least, two
important problems with the usual logics [7,22,24].

For one, such logics tend to interpret intentions as a unique fragment—usually
represented by an operator of the form INT(φ)—, while Bratman’s original the-
ory distinguished three classes of intentions: deliberative, non-deliberative and
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policy-based. In particular, policy-based intentions are of great importance due
to their structure and behaviour: they have the structure of complex rules and
behave like plans. This remark is important for two reasons: because the exist-
ing formalisms, despite of recognizing the intimate relationship between plans
and intentions, seem to forget that intentions behave like plans; and because the
rule-like structure allows us to build a more detailed picture of the nature of
intentional reasoning since it provides us with the logical structure of intentions.

Let us consider the next example for sake of explanation: assume there is
an agent that has an intention of the form on(X,Y ) ← put(X,Y ). This means
that, for such an agent to achieve on(a, b) it typically has to put a on b. If we
imagine such an agent is immersed in a dynamic environment, of course the
agent will try to put, typically, a on b; nevertheless, a rational agent would
only do it as long as it is possible; otherwise, we would say the agent is not
rational. Therefore, it results quite natural to talk about some intentions that
are maintained typically but not absolutely if we want to guarantee some level
of rationality. And so, it is reasonable to conclude that intentions –in particular
policy-based intentions [4]–, allow some form of defeasible reasoning [13] that
must comply with some metalogical properties.

However, the bigger problem is that —perhaps due to this structure problem—
these systems do not quite recognize that intentional reasoning has a temporal-
intentional and defeasible nature. Intuitively, the idea is that intentional reason-
ing is temporal-intentional because it employs intentions and beliefs as dynamic
data structures, i.e., as structures that change during time; but it is also de-
feasible, because if these data structures are dynamic, their consequences may
change. Of course, while defeasible logics capture the second feature, they miss
the first one; and while BDI logics catch the former, they avoid the latter.

The bratmanian model we propose tries to respect this double nature by fol-
lowing the general guidelines of Bratman’s theory of practical reasoning [4], so
we distinguish structural (plan-like structure), functional (proactivity, inertia,
admissibility), descriptive (partiality, dynamism, hierarchy) and normative (in-
ternal, external consistency and coherence) properties to configure the notion of
inference. To capture this notion of inference in a formal fashion the next theory
is proposed in terms of AgentSpeak(L)[3] (see Appendix for more details):

Definition 1. (Non-monotonic intentional theory) A non-monotonic intentional
theory is specified by a tuple 〈bs, ps, Fbs, Fps,�, |∼ ,�, ∼| ,�〉 where:
– bs denotes the set of beliefs
– ps denotes the set of intentions
– Fbs ⊆ bs denotes the basic beliefs
– Fps ⊆ ps denotes the basic intentions
– � and � are strong consequence relations
– |∼ and ∼| are weak consequence relations
– �⊆ ps2 s.t. � is acyclic

The item bs denotes the beliefs, which are literals. Fbs stands for the beliefs that
are considered as basic; and similarly Fps stands for intentions considered as
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basic. Each intention φ ∈ ps is a structure te : ctx ← body where te represents
the goal of the intention —so we preserve proactivity—, ctx a context and the
rest denotes the body. When ctx or body are empty we write te : � ← � or just
te. Also it is assumed that plans are partially instantiated.

Internal consistency is preserved by allowing the context of an intention de-
noted by ctx(φ), ctx(φ) ∈ bs and by letting te be the head of the intention.
So, strong consistency is implied by internal consistency (given that strong con-
sistency is ctx(φ) ∈ bs). Means-end coherence will be implied by admissibility
—the constraint that an agent will not consider contradictory options— and the
hierarchy of intentions is represented by the order relation, which we require to
be acyclic in order to solve conflicts between intentions.

With this theory we will arrange a notion of inference where φ is strongly
(weakly) derivable from a sequence Δ if and only if there is a proof of Δ � φ
(Δ |∼ φ). And also, that φ is not strongly (weakly) provable if and only if there
is a proof of Δ � φ (Δ ∼| φ), where Δ = 〈bs, ps〉.

2.1 A Defeasible Logic

Initially our approach is similar to a system defined after BKD45DKDIKD with
the temporal operators next (©), eventually (♦), always (�), until (U), optional
(E), inevitable (A), and so on, defined after CTL∗ [6,10].

Since the idea is to define BDICTL semantics in terms of AgentSpeak(L)
structures, we need a language able to express temporal and intentional states [15].
Thus, we require, in first place, some way to express these features:

Definition 2. (BDICTL
AS(L) syntax) If φ is an AgentSpeak(L) atomic formula,

then BEL(φ), DES(φ) and INT(φ) are well formed formulas of BDICTL
AS(L).

Every BDICTL
AS(L) formula is a state (s) or path (p) formula:

– s ::= φ|s ∧ s|¬s
– p ::= s|¬p|p ∧ p|Ep|Ap| © p|♦p|�p|p U p

As for semantics, initially the meaning of BEL, DES and INT is adopted from [2].
So, we assume the next function:

agoals(�) = {},
agoals(i[p]) =

{{at} ∪ agoals(i) if p = +!at : ctx← h,
agoals(i) otherwise

which gives us the set of atomic formulas (at) attached to an achievement goal
(+!) and i[p] denotes the stack of intentions with p at the top.

Definition 3. (BDICTL
AS(L) semantics) The operators BEL, DES and INT are de-

fined in terms of an agent ag and its configuration 〈ag, C,M, T, s〉:

BEL〈ag,C,M,T,s〉(φ) ≡ φ ∈ bs
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INT〈ag,C,M,T,s〉(φ) ≡ φ ∈
⋃
i∈CI

agoals(i) ∨
⋃

〈te,i〉∈CE

agoals(i)

DES〈ag,C,M,T,s〉(φ) ≡ 〈+!φ, i〉 ∈ CE ∨ INT(φ)

where CI denotes current intentions and CE suspended intentions.

And now some notation: we will denote an intention φ with head g by φ[g]. Also,
a negative intention is denoted by φ[gc], i.e., the intention φ with ¬g as the head.
The semantics of this theory will require a Kripke structure K = 〈S,R, V 〉 where
S is a set of agent configurations, R is an accessibility relation defined after the
transition system of AgentSpeak(L) and V is a valuation function that goes
from agent configurations to true propositions in those states:

Definition 4. Let K = 〈S,R, V 〉, then:
– S is a set of agent configurations c = 〈ag, C,M, T, s〉
– R ⊆ S2 is a total relation s.t. for all c ∈ R there is a c′ ∈ R s.t. (c, c′) ∈ R
– V is valuation s.t.:

- VBEL(c, φ) = BELc(φ)
- VDES(c, φ) = DESc(φ)
- VINT(c, φ) = INTc(φ)

– Paths are sequences of configurations c0, . . . , cn s.t. ∀i(ci, ci+1) ∈ R. We use
xi to indicate the i-th state of path x. Then:

S1 K, c |= BEL(φ)⇔ φ ∈ VBEL(c)
S2 K, c |= DES(φ)⇔ φ ∈ VDES(c)
S3 K, c |= INT(φ)⇔ φ ∈ VINT(c)
S4 K, c |= Eφ⇔ ∃x = c1, . . . ∈ K|K,x |= φ
S5 K, c |= Aφ⇔ ∀x = c1, . . . ∈ K|K,x |= φ
P1 K, c |= φ⇔ K,x0 |= φ where φ is a state formula
P2 K, c |=©φ⇔ K,x1 |= φ
P3 K, c |= ♦φ⇔ K,xn |= φ for n ≥ 0
P4 K, c |= �φ⇔ K,xn |= φ for all n
P5 K, c |= φ U ψ ⇔ ∃k ≥ 0 s.t. K,xk |= ψ and for all j, k, 0 ≤ j < k|K,xj |= φ

or ∀j ≥ 0 : K,xj |= φ

The notion of inference comes in four flavors: if the sequence is Δ � φ, we say φ
is strongly provable; if it is Δ � φ we say φ is not strongly provable. If is Δ |∼ φ
we say φ is weakly provable and if it is Δ ∼| φ, then φ is not weakly provable.

Definition 5. (Proof) Let φ be a BDICTL
AS(L) formula. A proof of φ from Δ is a

finite sequence of BDICTL
AS(L) formulas satisfying:

1. Δ � φ iff
1.1. �A(INT(φ)) or
1.2. �A(∃φ[g] ∈ Fps : BEL(ctx(φ)) ∧ ∀ψ[g′] ∈ body(φ) � ψ[g′])

2. Δ |∼ φ iff
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2.1. Δ � φ or
2.2. Δ � ¬φ and
2.2.1. ♦E(INT(φ) U ¬BEL(ctx(φ))) or
2.2.2. ♦E(∃φ[g] ∈ ps : BEL(ctx(φ)) ∧ ∀ψ[g′] ∈ body(φ) |∼ ψ[g′]) and
2.2.2.1. ∀γ[gc] ∈ ps, γ[gc] fails at Δ or
2.2.2.2. ψ[g′] � γ[gc]

3. Δ � φ iff
3.1. ♦E(INT(¬φ)) and
3.2. ♦E(∀φ[g] ∈ Fps : ¬BEL(ctx(φ)) ∨ ∃ψ[g′] ∈ body(φ) � ψ[g′])

4. Δ ∼| φ iff
4.1. Δ � φ and
4.2. Δ � ¬φ or
4.2.1. �A¬(INT(φ) U ¬BEL(ctx(φ))) and
4.2.2. �A(∀φ[g] ∈ ps : ¬BEL(ctx(φ)) ∨ ∃ψ[g′] ∈ body(φ) ∼| ψ[g′]) or
4.2.2.1. ∃γ[gc] ∈ ps s.t. γ[gc] succeds at Δ and
4.2.2.2. ψ[g′] �� γ[gc]

3 Formal Adequacy

We now focus our attention on the formal aspect. We will argue that this model
of intentional reasoning is well-behaved.

For consistency, we start with a square of opposition in order to depict logical
relationships of consistency and coherence.

Proposition 1. (Subalterns1) If � φ then |∼ φ.

Proof. Let us assume that � φ but not |∼ φ, i.e., ∼| φ. Then, given � φ we have
two general cases. Case 1: given the initial assumption that � φ, by Definition 5
item 1.1, we have that �A(INT(φ)). Now, given the second assumption, i.e., that
∼| φ, by Definition 5 item 4.1, we have � φ. And so, ♦E(INT(¬φ)), and thus, by
the temporal semantics, we get ¬φ; however, given the initial assumption, we
also obtain φ, which is a contradiction.

Case 2: given the assumption that � φ, by Definition 5 item 1.2, we have that
∃φ[g] ∈ Fps : BEL(ctx(φ)) ∧ ∀ψ[g′] ∈ body(φ) � ψ[g′]. Now, given the second
assumption, that ∼| φ, we also have � φ and so we obtain ♦E(∀φ[g] ∈ Fps :
¬BEL(ctx(φ)) ∨ ∃ψ[g′] ∈ body(φ) � ψ), and thus we can obtain ∀φ[g] ∈ Fps :
¬BEL(ctx(φ)) ∨ ∃ψ[g′] ∈ body(φ) � ψ) which is ¬(∃φ[g] ∈ Fps : BEL(ctx(φ)) ∧
∀ψ[g′] ∈ body(φ) � ψ[g′]). �

Corollary 1. (Subalterns2) If ∼| φ then � φ.

Proposition 2. (Contradictories1) There is no φ s.t. � φ and � φ.

Proof. Assume that there is a φ s.t. � φ and � φ. If � φ then, by Definition 5
item 3.1, ♦E(INT(¬φ)). Thus, by proper semantics, we can obtain ¬φ. However,
given that � φ it also follows that φ, which is a contradiction. �
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Corollary 2. (Contradictories2) There is no φ s.t. |∼ φ and ∼| φ.
Proposition 3. (Contraries) There is no φ s.t. � φ and ∼| φ.
Proof. Assume there is a φ such that � φ and ∼| φ. By Proposition 1, it follows
that |∼ φ, but that contradicts the assumption that ∼| φ by Corollary 2. �

Proposition 4. (Subcontraries) For all φ either |∼ φ or � φ.

Proof. Assume it is not the case that for all φ either |∼ φ or � φ. Then there
is φ s.t. ∼| φ and � φ. Taking ∼| φ it follows from Corollary 1 that � φ. By
Proposition 2 we get a contradiction with � φ. �
These propositions form the next square of opposition where c denotes contra-
dictories, s subalterns, k contraries and r subcontraries.

� φ < k > ∼| φ

s
∨

c

>
<

s
∨

|∼ φ
∨

<
<

r > � φ
∨>

Proposition 1 and Corollary 1 represent Supraclassicality; Proposition 2 and
Corollary 2 stand for Consistency while the remaining statements specify the
coherence of the square, and thus, the overall coherence of the system.

Consider, for example, a scenario in which an agent intends to acquire its
PhD, and we set the next configuration Δ of beliefs and intentions: Fbs = {�},
bs = {scolarship}, Fps = {research : � ← �}, ps = {phd : � ← thesis, exam;
thesis : scolarship ← research; exam : � ← research}. And suppose we send
the query: phd? The search of intentions with head phd in Fps fails, thus the
alternative � φ[phd] does not hold. Thus, we can infer, by contradiction rule
(Proposition 2), that it is not strongly provable that phd, i.e., that eventually in
some state the intention phd does not hold. Thus, the result of the query should
be that the agent will get its PhD defeasibly under the Δ configuration. On the
contrary, the query research? will succeed as � φ[research], and thus, we would
say research is both strongly and weakly provable (Proposition 1).

As for soundness, we consider the framework is sound with respect to its
semantics.

Definition 6. (Satisfaction) A formula φ is true in K iff φ is true in all con-
figurations σ in K. This is to say, K |= φ⇔ K,σ |= φ for all σ ∈ S.

Definition 7. (Run of an agent in a model) Given an initial configuration β, a

transition system Γ and a valuation V , Kβ
Γ =

〈
Sβ
Γ , R

β
Γ , V

〉
denotes a run of an

agent in a model.
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Definition 8. (Validity) A formula φ ∈ BDICTL
AS(L) is true for any agent run in

Γ iff ∀Kβ
Γ |= φ

By denoting (∃Kβ
Γ |= φ U ¬BEL(ctx(φ)))∨ |= φ as |≈ φ, and assuming |= φ ≥

|≈ φ and ≈| φ ≥=| φ, a series of translations can be found s.t.:

� φ > ∀Kβ
Γ |= φ > |= φ

|∼ φ >
>

|≈ φ
∨

And also for the rest of the fragments.

Proposition 5. The following relations hold:

a) If � φ then |= φ b) If |∼ φ then |≈ φ

Proof. Base case. Taking Δi as a sequence with length i = 1.
Case a) If we assume � φ, we have two subcases. First subcase is given by Def-

inition 5 item 1.1. Thus we have �A(INT(φ)). This means, by Definition 4 items
P4 and S5 and Definition 3, that for all paths and all states φ ∈ CI ∨CE . We can
represent this expression, by way of a translation, in terms of runs. Since paths
and states are sequences of agent configurations we have that ∀Kβ

Γ |= φ, which
implies |= φ. Second subcase is given by Definition 5 item 1.2, which in terms of
runs means that for all runs ∃φ[g] ∈ Fps : BEL(ctx(φ))∧∀ψ[g′] ∈ body(φ) � ψ[g′].
Since Δ1 is a single step, body(φ) = � and for all runs BEL(ctx(φ))), ctx(φ) ∈
Fbs. Then ∀Kβ

Γ |= φ which, same as above, implies |= φ.
Case b) Let us suppose |∼ φ. Then we have two subcases. The first one is

given by Definition 5 item 2.1. So, we have that � φ which, as we showed above,
already implies |= φ. On the other hand, by item 2.2, we have � ¬φ and two
alternatives. The first alternative, item 2.2.1, is ♦E(INT(φ) U ¬BEL(ctx(φ))).
Thus, we can reduce this expression by way of Definition 4 items P3 and S4, to
a translation in terms of runs: ∃Kβ

Γ |= φ U ¬BEL(ctx(φ)), which implies |≈ φ.
The second alternative comes from item 2.2.2, ♦E(∃φ[g] ∈ ps : BEL(ctx(φ)) ∧
∀ψ[g′] ∈ body(φ) |∼ ψ[g′]) which in terms of runs means that for some run
∃φ[g] ∈ ps : BEL(ctx(φ)) ∧ ∀ψ[g′] ∈ body(φ) |∼ ψ[g′], but Δ1 is a single step,
and thus body(φ) = �. Thus, there is a run in which ∃φ[g] ∈ ps : BEL(ctx(φ)),

i.e., (∃Kβ
Γ |= (φ U ¬BEL(ctx(φ))) by using the weak case of Definition 5 P5.

Thus, by addition, (∃Kβ
Γ |= (φ U ¬BEL(ctx(φ)))∨ |= φ, and therefore, |≈ φ.

Inductive case. Case a) Let us assume that for n ≤ k, if Δn � φ then Δ |= φ.
And suppose Δn+1. Further, suppose Δn � φ, then we have two alternatives.
First one being, by Definition 5 item 1.1, that we have an intention φ s.t. ctx(φ) =
body(φ) = �. Since body(φ) is empty, it trivially holds at n, and by the induction
hypothesis, body(φ) ⊆ Δn+1, and thus |= φ. Secondly, by Definition 5 item 1.2,
for all runs ∃φ[g] ∈ ps : BEL(ctx(φ))∧∀ψ[g′] ∈ body(φ) � ψ[g′]. Thus, for all runs
n, ∀ψ[g′] ∈ body(φ) � ψ[g′], and so by the induction hypothesis, body(φ) ⊆ Δn+1,
i.e., Δ � ψ[g′]. Therefore, |= φ.
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Case b) Let us assume that for n ≤ k, if Δn |∼ φ then Δ |≈ φ. And suppose
Δn+1. Assume Δn |∼ φ. We have two alternatives. The first one is given by
Definition 5 item 2.1, i.e., � φ, which already implies |= φ. The second alternative
is given by item 2.2, Δ � ¬φ and two subcases: ♦E(INT(φ) U ¬BEL(ctx(φ))) or
♦E(∃φ[g] ∈ ps : BEL(ctx(φ)) ∧ ∀ψ[g′] ∈ body(φ) |∼ ψ[g′]). If we consider the
first subcase there are runs n which comply with the definition of |≈ φ. In the
remaining subcase we have ∀ψ[g′] ∈ body(φ) |∼ ψ[g′], since body(φ) ⊆ Δn, by
the induction hypothesis Δ |∼ ψ[g′], and thus, Δn+1 |∼ φ, i.e., |≈ φ. �

Corollary 3. The following relations hold:

a) If � φ then =| φ b) If ∼| φ then ≈| φ

But there are other formal properties that may be used to explore and define
the rationality of intentional reasoning, i.e., its good behavior. In first place, it
results quite reasonable to impose Reflexivity on the consequence relation so
that if φ ∈ Δ, then Δ |∼ φ.

Further, another reasonable property should be one that dictates that strong
intentions imply weak intentions. In more specific terms, that if an intention φ
follows from Δ in a monotonic way, then it must also follow according to a non-
monotonic approach. Thus, in second place, we need the reasonable requirement
that intentions strongly mantained have to be also weakly mantained, but no
the other way around:

Proposition 6. (Supraclassicality) If Δ � φ, then Δ |∼ φ.

For a proof of this proposition we can see Proposition 1.
Another property, a very strong one, is Consistency Preservation. This prop-

erty tells us that if some intentional set is classically consistent, then so is the
set of defeasible consequences of it:

Proposition 7. (Consistency preservation) If Δ |∼ ⊥, then Δ � ⊥.
Proof. Let us consider the form of the intention ⊥. Such intention is the intention
of the form φ ∧ ¬φ, which is, therefore, impossible to achieve, that is to say, for
all agent runs, |∼ ⊥ is never achieved. Thus Δ |∼ ⊥ is false, which makes the
whole implication true. �
If an intention φ is a consequence of Δ, then ψ is a consequence of Δ and φ only
if it is already a consequence of Δ, because adding to Δ some intentions that
are already a consequence of Δ does not lead to any increase of information. In
terms of the size of a proof [1], such size does not affect the degree to which the
initial information supports the conclusion:

Proposition 8. (Cautious cut) If Δ |∼ φ and Δ,φ |∼ ψ then Δ |∼ ψ.

Proof. Let us start by transforming the original proposition into the next one:
if Δ ∼| ψ then it is not the case that Δ |∼ φ and Δ,φ |∼ ψ. Further, this
proposition can be transformed again: ifΔ ∼| ψ then eitherΔ ∼| φ orΔ,φ ∼| ψ
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from which, using Corollary 1, we can infer: if Δ � ψ then either Δ � φ or
Δ,φ � ψ. Now, let us assume that Δ � ψ but it is not the case that either Δ � φ
or Δ,φ � ψ, i.e., that Δ � ψ but Δ � φ and Δ,φ � ψ. Considering the expression
Δ,φ � ψ we have two alternatives: either ψ ∈ body(φ) or ψ �∈ body(φ). In the
first case, given that Δ � φ then, since ψ ∈ body(φ) it follows that � ψ, but that
contradicts the assumption that Δ � ψ. In the remaining case, if Δ,φ � ψ but
ψ �∈ body(φ), then Δ � ψ, which contradicts the assumption that Δ � ψ. �
If we go a little bit further, we should look for some form of Cautious Monotony
as the converse of Cut in such a way that if φ is taken back into Δ that does
not lead to any decrease of information, that is to say, that adding implicit
information is a monotonic task:

Proposition 9. (Cautious monotony) If Δ |∼ ψ and Δ |∼ γ then Δ,ψ |∼ γ.

Proof. Let us transform the original proposition: if Δ,ψ ∼| γ then it is not
the case that Δ |∼ ψ and Δ |∼ γ. Thus, if Δ,ψ ∼| γ then either Δ ∼| ψ or
Δ ∼| γ, and by Corollary 1, if Δ,ψ � γ then either Δ � ψ or Δ � γ. Now, let
us suppose that Δ,ψ � γ but it is false that either Δ � ψ or Δ � γ, this is to
say, that Δ,ψ � γ and Δ � ψ and Δ � γ. Regarding the expression Δ,ψ � γ
we have two alternatives: either γ ∈ body(ψ) or γ �∈ body(ψ). In the first case,
since γ ∈ body(ψ) and Δ � ψ, then � γ, which contradicts the assumption that
Δ � γ. On the other hand, if we consider the second alternative, Δ � γ, but that
contradicts the assumption that Δ � γ. �

4 Conclusion

It seems reasonable to conclude that this bratmanian model of intentional rea-
soning captures relevant features of the nature of intentional reasoning and can
be modelled in a well-behaved defeasible logic that clarifies its status, since
it satisfies conditions of Consistency, Soundness, Supraclassicality, Consistency
Preservation, Cautious Cut and Cautious Monotony. In other words, it is plau-
sible to conclude that intentional reasoning has the right to be called logical
reasoning since it behaves, materially and formally, as a logic, strictly speaking,
as a non-monotonic logic.

The relevance of this work becomes clear once we notice that, although
intentions have received a lot of attention, their dynamic features have not
been studied completely [16]. There are formal theories of intentional reason-
ing [7,17,22,24] but very few of them consider the revision of intentions [16]
or the non-monotonicity of intentions [13] as legitimate research topics, which
we find odd since the foundational theory guarantees that such research is le-
gitimate and necessary [4]. Recent works confirm the status of this emerging
area [13,16,19].
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Appendix

AgentSpeak(L) Syntax. An agent ag is formed by a set of plans ps and beliefs
bs (grounded literals). Each plan has the form te : ctx← h. The context ctx of
a plan is a literal or a conjunction of them. A non empty plan body h is a finite
sequence of actions A(t1, . . . , tn), goals g (achieve ! or test ? an atomic formula
P (t1, . . . , tn)), or beliefs updates u (addition + or deletion −). � denotes empty
elements, e.g., plan bodies, contexts, intentions. The trigger events te are updates
(addition or deletion) of beliefs or goals. The syntax is shown in Table 1.

Table 1. Sintax of AgentSpeak(L)

ag ::= bs ps h ::= h1;� | �
bs ::= b1 . . . bn (n ≥ 0) h1 ::= a | g | u | h1; h1

ps ::= p1 . . . pn (n ≥ 1) at ::= P (t1, . . . , tn) (n ≥ 0)
p ::= te : ctx ← h a ::= A(t1, . . . , tn) (n ≥ 0)
te ::= +at | − at | + g | − g g ::= !at | ?at
ctx ::= ctx1 | � u ::= +b | − b
ctx1 ::= at | ¬at | ctx1 ∧ ctx1

AgentSpeak(L) Semantics. The operational semantics of AgentSpeak(L) are
defined by a transition system, as showed in Figure 1, between configurations
〈ag, C,M, T, s〉, where:

– ag is an agent program formed by beliefs bs and plans ps.
– An agent circumstance C is a tuple 〈I, E,A〉 where I is the set of intentions
{i, i′, . . . , n} s.t. i ∈ I is a stack of partially instantiated plans p ∈ ps; E is a
set of events {〈te, i〉 , 〈te′, i′〉 , . . . , n}, s.t. te is a triggerEvent and each i is
an intention (internal event) or an empty intention � (external event); and
A is a set of actions to be performed by the agent in the environment.

– M is a tuple 〈In,Out, SI〉 that works as a mailbox, where In is the mailbox
of the agent, Out is a list of messages to be delivered by the agent and
SI is a register of suspended intentions (intentions that wait for an answer
message).

http://plato.stanford.edu/archives/sum2009/entries/computer-science
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ProcMsg

SelEv RelPl ApplPl

SelAppl

AddIM

SelInt

ExecInt

ClrInt

SelEv2

SelEv1 Rel1

Rel2

Appl1Appl2

SelAppl

ExtEv
IntEv

SelInt1

SelInt2

Action

AchvGl

TestGl1
TestGl2

AddBel
DelBel

ClrInt2

ClrInt1
ClrInt3

Fig. 1. The interpreter for AgentSpeak(L) as a transition system

– T is a tuple 〈R,Ap, ι, ε, ρ〉 that registers temporal information: R is the set of
relevant plans given certain triggerEvent; Ap is the set of applicable plans
(the subset of R s.t. bs |= ctx); ι, ε and ρ register, respectively, the intention,
the event and the current plan during an agent execution.

– The label s ∈ {SelEv,RelP l, AppP l, SelAppl, SelInt, AddIM,ExecInt,
ClrInt, ProcMsg} indicates the current step in the reasoning cycle of the
agent.
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Abstract. We present the initial results of a series of studies around the
concept of computational political philosophy. We show a computational
interpretation of three classical models of political philosophy that justify
three different forms of government by implementing some experiments
in order to provide evidence to answer the question of which political phi-
losophy proposes a more plausible form of government. We focus in the
relation commitment vis-à-vis earnings and we observe that although
some political philosophies would justify highly united (communal) or
highly competitive (liberal) communities, they would not necessarily im-
ply societies with a reasonable level of welfare.

Keywords: Political philosophy, experimental philosophy, social com-
mitment, welfare.

1 Introduction

The future of philosophy is next to the lab. The philosophy of the future is also
an experimental one. This relatively novel way of making philosophy is highly
entwined, by its methods and history, with exact philosophy [6]; thereby, finding
an organic relation between philosophy and computer science is quite natural,
specially by way of logic and formal methods. But the important thing is that
from this unique relation we not only obtain interesting hypotheses, complex
theories and even formal approximations to support our understanding of intel-
ligent —and rational— behaviour, we also gain the advantages of the tools and
techniques of artificial intelligence, a science currently used to construct new
technologies but also a cultural field created to understand and represent cogni-
tive phenomena, which includes socio-political behaviour: another fundamental
aspect of the intelligence spectrum.

Under this horizon we can identify, very easily, different hypotheses from po-
litical philosophy, agent-based methods for social simulation and formal specifi-
cations for rational agency. More precisely, political philosophy offers the funda-
mentals of the several hypotheses and theories that fill our cultural schemas with
ideologies, arguments and theses about our political behaviour [13]. In second
place, simulation has been concerned, traditionally, with simulation of physical
and numerical events; however, there is a growing trend in the field of social sim-
ulation in order to provide useful and comprehensible methods to explore —and
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even visualize— social phenomena that may be analitically derivable in princi-
ple but that is not directly observable [2]. And, last but not least, intelligent
behaviour seems to have a sufficiently appropriate explanation in a theoretical
framework that gives beliefs, desires and intentions a central place. This inten-
tional stance [9] to model cognitive phenomena provides levels of explanation,
prediction and coordination that other frameworks do not naturally provide [5].

Given this briefing, in this work we present the initial results of a series of
studies about comparative political philosophy. We pretend to provide reasons
to answer the question: which political philosophy proposes a more plausible
form of government? In order to suggest an answer to this problem we follow
three typical, famous and classical political philosophies: the first one justifies a
form of communal government, closer to an anarchy; the second one supports
the need for a sage ruler; and finally, the third one argues for a form of welfare
state, closer to a democracy.

To achieve our goal we proceed in three general steps: we explain and in-
stantiate the models suggested by Shook [22] and Bunge [7], then we describe
some computational experiments after the previous representations and we finish
with an interpretation and a discussion about the obtained results. We will focus
on the relation commitment vis-à-vis earnings and we will quickly observe that
although some political philosophies would justify highly united societies (com-
munal) or highly competitive (liberal) communities, they would not necessarily
imply societies with a reasonable level of welfare.

At this point we would like to mention, very quickly, that the importance
of this study —and the relevance of the problem and its solution— comes not
only from a genuine interest in the past of our political institutions, but rather
from a vivid interest in the future of social and political behaviour, since we
consider that, on one side, the experimental character of this study enriches
the philosophical aspect of the general discussion —by providing quantitative
evidence about questions that are usually treated on opinion grounds—, but its
philosophical appeal expands the limits of the mere experiments —by offering
arguments and interpretations about facts that we cannot directly observe but
that we usually suspect.

The paper is distributed as follows. In Section 2 we discuss the role of political
philosophy and how can we use social simulation to deal with these problems. In
Section 3 we describe the abstract models and we propose an instantiation. In
Section 4 we display the main results and a brief discussion. Finally in Section 5
we conclude pointing out some remarks and mentioning current and future work.

2 Preliminaries: Political Philosophy and Social
Simulation

2.1 What’s Political Philosophy?

Political philosophy is the branch of philosophy that studies the nature, causes
and consequences of good and bad government [18]. This nice attempt of defi-
nition, rather vague, implies that there is at least something that allows us to
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distinguish the good governments from the bad ones. And this guarantees some
sort of political knowledge. In this context the concept of government is, indeed,
wider than the positive one, since it admits a more general interpretation of a po-
litical institution: it includes the notions of positive government, law, authority,
and so on. Thus, the main goal of political philosophy is to provide knowledge
about political institutions. In the quest to achieve this goal political philoso-
phy has developed two large sets of problems that comprehend, grosso modo, its
essence and scope: de facto and ab initio problems. So, for instance, the usual
question “Why should we follow the law?” is a typical de facto problem; while
“Which form of government is more sustainable?” is rather an ab initio question.
In this work we are interested in the second kind of problems.

2.2 Fundamental Works

Different famous authors through several classical masterpieces have already
discussed these affairs. In fact we can backtrack this tradition in the classical
Greece with the sofists and Plato; in Medieval Europe it is possible to interpret
a form of contract in the ways of feudalism, when at the same time it is not hard
to denote Grotius and Pufendorf as some of the most representative authors of
the problem of the contract and the natural law during the Renaissance and
the Enlightenment [8]. However, few are the works that have the greatness and
influence of, say, Plato’s Republic, Hobbes’ Leviathan [14], Rousseau’s Social
contract [21], Locke’s Second treatise [16], Marx and Engels’ Manifesto [17] or
Rawls’ Theory of justice [20]. In this work, nevertheless, due to reasons of space
and for sake of the research, we focus on certain aspects of the Leviathan, the
Social Contract and the Theory of justice.

Now, this choice is far from being arbitrary. We center our attention in these
masterpieces not only because they are well known and famous, but because in
they we find a very good (i.e., susceptible of being abstracted) description of the
state of nature and the possible explanations of the origin of the government in
formal and experimental terms; and because these three works provide classical
arguments to justify —and in some cases even attempt to explain— which form
of government is the best, to use the parlance of our times.

The state of nature is a hypothetical state that describes human life before
any form of factual government. However, despite this state is generally well
described there is no formal or experimental method to confirm or disconfirm
such idea. On the other hand, possible explanations of the origin of the civil
state, as we know, rely on the premises of some sort of contract that, in this
context, is a form of self-organization among agents, an agreement in which the
agents renounce their natural rights in order to become subjects of civil rights.
This transference is a transition between states that is usually called contract :
this is another hypothesis that needs some justification. The results in this work
give some pointers to answer this couple of problems.

Meanwhile, let us start by describing, quickly, the general lines of Hobbes’
description. In the Leviathan [14] Hobbes argues that in the absence of political
institutions that guarantee superior forms of authority the state of nature is
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a state of constant war and competition because, given that all human beings
share the same freedom and equality, it follows that everyone desires the same
and, thus, everyone fights for it. But since no authority provides a basis for trust
the social behaviour is characterized by an unrestricted freedom that, ultimately,
leads to an egoist behaviour. So, once the legal and moral restrictions are gone,
the state of nature is a state of bellum omnium contra omnes.

It is interesting to notice that this state seems to be a consequence of the
conditions of equality and freedom, and not a proper consequence of a human
nature that is essentially evil, as usually explained; but in any case, morality
and responsibility are practically null. This is the sense behind the famous —
and wrongly attributed to Hobbes— dictum: homo homini lupus est. However,
according to the hobbesian anthropological analysis, humans, in their exercise of
rationality prefer to guarantee their safety in spite of losing their natural freedom
by alienating their power to a sovereing.

On the contrary, Rousseau’s approach is rather a defence of the state of nature.
In the Social Contract [21] Rousseau argues that the state of nature, given that
has no influence from any political or social institution, is a state of natural
freedom and happiness that is evident in the equality of the individuals under
the premise that we are —again— naturally free. Since such is the natural state
and, notices Rousseau, we live nowadays —mutatis mutandis— immersed in
social chains there is some sort of social contradiction: if we are naturally free,
how is it possible that we live with so many legal and moral constrains? This
contradiction can only be explained by the existence of the current government
that is the source of the social problems, inequality and loss of freedom.

Despite some obscurity Rousseau’s goal is clear: it is not the innocent jus-
tification of the state of nature and the good savage —as opposed to Hobbes’
evil savage, so to speak—, but rather the assertion that the government has to
consider the state of nature as its future and not as its past, as its destiny and
not as its origin.

In Theory of justice [20] Rawls uses the hypothetical resource of the state of
nature, not as a historical hypothesis (as in the case of Hobbes and Rousseau),
but as a special condition for a mental experiment. In an original position where
the individual agents are in a veil of ignorance —a special condition in which
none of the participants may know the result of their choice—, it follows that
the agents choose, by rational choice, two principles: the principle of equality
and the principle of difference.

Rawls’ gedanke experiment goes, more or less, like this: let us suppose that
we have two rational individuals prior to their arrival to the world. They are in
a veil of ignorance and are presented with the following alternatives: equality
or inequality of freedoms and opportunities. If both choose equality, then surely
when they arrive to the world they would have justification to demand the repa-
ration of inequalities and the convenient distribution of opportunities; otherwise,
they would not have the right to demand any reparation nor distribution in case
of being part of the unprotected (i.e., those who arrive to the world without the
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same liberties and opportunities). Given that both are in a veil of ignorance and
they are both rational, the best strategy consists in picking equality.

Whether we agree or not with these general arguments of political philosophy
—that are at the basis of current forms of government, as we will see— we can
observe two important notes: i) these models can, properly speaking, be com-
putationally modeled using agent-based social simulation, since these proposals
offer a relatively nice characterization of the individual agents, the environment
and their relations; and ii) these descriptions are done in terms of the beliefs,
desires and intentions of the agents.

2.3 Agent-Based Social Simulation

This kind of simulation uses computational models to obtain comprehension
about the behaviour of complex systems by way of visualizations and evaluations.
The principal components of agent-based social simulation are:

1. A set of agents with their specifications
2. An environment that gives the agents a locus for perception and action
3. A mechanism of interaction that allows the communication with the envi-

ronment and other agents

This type of simulation can be used as an experimental tool for the study of social
problems [11,12] and, we think, this technique contributes to the treatment of
problems of social and political philosophy because the general idea is that this
kind of social simulation can show a behaviour that is similar to the behaviour
of human social interactions. Plus, it has the following advantages [12]:

1. It allows the observation of properties of the model that may be analitically
derivable in principle but that have not been stablished yet

2. Provides conditions to find alternative explanations to natural phenomena
3. Gives opportunity to study properties that are hard to observe in nature
4. It facilitates the study of phenomena in isolation that may be recorded and

reproduced if necessary
5. Models sociality by way of representations that the agents have about the

states of other agents

Thus, it is not hard to notice that we can complete our studies with an agent-
based approach: the ideas of Hobbes, Rousseau and Rawls constitute classical
models of political philosophy that may be modeled with multiagent technologies
in order to confirm or falsify hypotheses, in order to provide answers to open
problems and also to enrich the discussion in philosophy and politics.

3 The Model

Once we have exposed the problem and a possible critical course of action, we
show the abstract specification of the agents and the environment. Let us recall
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that for this study we have proposed a representation of three classical political
philosophies. To reach this first goal we begin by following the pattern suggested
by Shook [22] in its novel project of comparative political philosophy —not
comparative politics. Following his taxonomy the political philosophies we have
sketched above can be described as in Table 1.

Table 1. Agent taxonomy. Adapted from [22]

Category Hobbes Rousseau Rawls

Humanity Obstinate Simple Neutral
Morality Principled Intuitive Personal
Sociality Plural Sectarian Plural
Responsibility Obedience Free Autonomous

Of course, the terms used by this model are reserved and have a more or less
precise meaning. So, under this model we must understand Humanity as the set
of anthropological features that describe the state of individual agents. Morality
has to be understood in terms of the kind of rules that determine the moral
behaviour of individual agents. Sociality means the way in which agents organize
themselves; and last, Responsibility has to be interpreted by the question: how
does an agent responds to her morality? There is a fifth variable —Form of
government— that, just for the moment, we will not consider.

An Obstinate humanity is defined as a humanity that, in everyday terms,
can be classified as “evil”, although it would be more precise to talk about an
egoist behaviour. A Simple one has to be understood as a “good” one, but it is
better to think about it as altruistic. Finally, a Neutral humanity is that which
is neither obstinate nor simple. Indeed, these short descriptions do not quite
clarify the definition of such variables, but in the meantime we will use these
vague characterizations just to give some pointers, although we will define them
in a more exact manner.

A Principled morality is founded in heteronomous rules, and so the corre-
sponding responsibility is Obedience. An Intuitive morality needs no external
justification or external rules because it is, let us say, naturally innate and so
the corresponding responsibility is Free. A Personal morality is based upon au-
tonomous rules and so its responsibility is Autonomous. Sociality variables are
understood as they usually do, but as we will see, we will define sociality as the
number of interactions between agents.

Now, despite this model allows us to think in terms of a research program
of comparative political philosophy, there are some aspects of it that are not as
precise as we would like them to be and they do not work for our purposes, they
do not help us in achieving our goal. Thus, in order to preserve the advantages
of this model and avoid its vagueness we adapt Bunge’s model [7] where these
types of agents can be represented. According to this second model there are
three types of distinguished social-political behaviours (altruism, egoism and
reciprocation) that can be captured by a measure of social commitment C:
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C = r + e× s+m where e,m ∈ [0, 1] and s, r ∈ N (1)

The value r denotes the expected return of an action, e is an equity factor, m is
a grade of morality and s is sociality value. Therefore, in the archetypical cases
we have the following arrangements:

1. When m = e = 0, C = r: egoism occurs when social commitment is equal to
the expected value

2. When m = e = 1, C ≥ r: altruism occurs when social commitment is greater
than the expected value

3. Whenm > 0 and e ≥ 0, C > r: reciprocation occurs when social commitment
is strictly greater than the expected value

With this information it is not to hard to observe that we can attach these
models to each other. We use the first one to provide the taxonomy and the
general foundations to interpret different political philosophies; the second, to
give precision and formality to the first one. In this way what we suggest is
that the variable m can be interpreted in terms of Humanity and Morality;
e in terms of Responsibility and s in terms of the Sociality understood as the
number of agent interactions.

If we follow the classical arguments proposed by the political philosophies into
discussion, since morality and responsibility in Hobbes have to be, respectively,
principled and given by obedience, originally the equity and morality start in 0
(because they are null in a state of nature). In the case of Rousseau, since we
have a simple and intuitive characterization, their initial value is rather 1; on
the contrary, following Rawls we have a neutral and personal description, so we
assume morality is different from 0 and equity is the average, 0.5 (see Table 2).

There are, of course, some strategies that the agents follow and are given
by the already known strategies [1]. For sake of experiment, r will be defined
by a payment defined after the classical Prisoner’s dilemma payoff matrix (see
Table 3).

Table 2. Instantiation of the model

Variable Hobbes Rousseau Rawls

r Payment Payment Payment
m 0 1 > 0
e 0 1 0.5
strategy Defect Cooperate Quid-pro-quo

Therefore, with the adaptation of these two general models what we have is
this:

1. When m = e = 0, C = r; i.e., Hobbes agents behave as egoist agents
2. When m = e = 1, C ≥ r; i.e., Rousseau agents behave as altruist agents
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3. When m > 0 and e ≥ 0, C > r; i.e., Rawls agents behave as reciprocator
agents

We suggest the environment defined by a payoff matrix based upon the tradi-
tional Prisoner’s Dilemma (Table 3). The idea is this: given two agents, if both
cooperate, both win 3 points, that is to say, r = 3 for each one of them. If both
defect, r = 2 for both. If one cooperates and the other defects, the one that
defects gets 5 points (a phenomenon currently known as temptation to deffect)
and the one that cooperates gets 0 points (which is known as sucker’s payoff ).

Table 3. Environment. Payoff matrix based upon Prisoner’s dilemma

Payment Cooperate Defect

Cooperate 3,3 5,0
Defect 0,5 2,2

So, with these components we have the general specification of the agents and
the environment in which they will unfold to help us understand a problem of
political philosophy.

4 Experiments and Discussion

4.1 Experiments and Results

With this model in mind we have conducted a series of experiments implemented
in an agent-based simulation fashion. We have developed 4 experiments. Each
one of them has a set of agents and an environment implemented in Jason [4].
We use this BDI approach not only because of its known advantages [10], but
also because these proposals of political philosophy use explanations in terms of
the beliefs, desires and intentions of the agents.

Briefly, the experiments are matches that confront:

1. 5 Hobbes agents vs 5 Rousseau agents
2. 5 Rousseau agents vs 5 Rawls agents
3. 5 Hobbes agents vs 5 Rawls agents
4. 5 Hobbes agents vs 5 Rawls agents vs 5 Rousseau agents

If everything goes in order what we would expect to see should be stated by the
next propositions in terms of earnings (i.e., in terms of payments or the variable
r):

1. Hobbes agents get more points than Rousseau agents.
2. Rousseau and Rawls agents win more or less the same number of points.
3. Hobbes and Rawls agents win more or less the same number of points.
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4. In a Free-for-All scenario the earnings increase in the next order: Rousseau,
Rawls, Hobbes.

But we should see the next behaviour in terms of social commitment (C):

1. Hobbes agents have less commitment than Rousseau agents.
2. Rousseau and Rawls agents have more or less the same commitment.
3. Hobbes and Rawls agents have more or less the same commitment.
4. In a Free-for-All scenario the social commitment decreases in the next order:

Rousseau, Rawls, Hobbes.

Indeed, in a Free-for-All scenario the degree of social commitment decreases in
that order. From 5 runs of 2000 iterations we have found that social commitment
is, more or less, like the inverse of earnings: the bigger the earnings, the lesser
the commitment, and vice versa (Figure 1).

Fig. 1. Averages from 5 runs of 2000 iterations. Experiment 4

4.2 Discussion

This is clear: in terms of earnings we already know that the strategies ALLD
(egoist), ALLC (altruist) and Tit-4-Tat (quid pro quo) behave as supposed [1,3];
but they do not explain the causes or consequences of the counterpart of earnings:
social commitment between agents. Since we can observe that:

1. In Rousseau agents C = r + s+ 1
2. In Rawls agents C = r + s

2 + 1
3. And in Hobbes agents C = r

we argue that the important value is not that of payments (r) or morality
(m), but rather the value of the product of equity (e) and social interactions
s (whether they are total, null or different from zero), that is to say, the x factor
that explains this trade-off is the relation between social interaction (Sociality)
and their nature (Responsibility).
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Thus, it would seem quite reasonable to conclude that Rousseau (altruism)
provides a more plausible explanation of which form of government is prefer-
able; however, there is no sustainable state without competition. If we consider
competition as the input, Hobbes (egoism) is the undisputed winner, but high
competition is condemned to failure since there is no sustainable state without
social integration. If we look for a trade-off between competition and commit-
ment we can find that Rawls (reciprocation) is more suitable. This is indeed what
is expected, but the causes of this trade-off should not be put in the earnings
or the morality of the agents, but rather in their strategy and in the quality of
their social interactions.

4.3 Digresion about the Question of Welfare

The relevance of the previous result comes in handy when we consider the fifth
variable of Shook’s taxonomy. According to that taxonomy, a form of government
based upon type Rousseau agents would justify highly united societies closer
to communal forms of government (closer to forms of anarchy); on the other
extreme, based upon type Hobbes agents, the justified form of government is
that of highly competitive communities closer to liberal forms of government.
However, using the previous argumentation, they would not only necessarily
imply societies with a plausible basis. On the contrary, it seems that a political
philosophy that prescribes reciprocation in terms of social commitment would
tend to maintain higher levels of plausibility (based on type Rawls agents). What
does this plausibility means?

We have used a series of undefined terms (mobility, integration, and so on)
to defend the trade-off that favors reciprocation and its respective form of gov-
ernment: a form closer to a democracy. Actually we can attempt to define these
important concepts using Bunge’s model [7].

The first concept is that of social participation π. In this work we treat social
participation as the quotient of agents’ interactions i and social commitment C.
The idea is that that mere social connections do not imply participation if there
is no social commitment distributed, thus, participation is modeled as π = i

C .
Social mobility μ is the ability of the agents of a community to move between
different social groups, where N is the total population, Mij is a quantitative
matrix that describes the social groups that compose a community and T is
the trace that denotes the rate of changes in mobility. So, social mobility is
defined as μ = 1

N

∑
i�=j Mij − T . Social integration ι, on the other hand, is

defined as the counterpart of participation by ι = 4π(1 − π). Social cohesion κ
is understood, then, as the average of social integration and mobility: κ = μ+ι

2 .
Finally, sustainability σ is the product of cohesion and efficiency σ = κε, where
the efficiency ε is to be determined by any particular index.

So let us see some extra assumptions. For the case of Hobbes we have set ε to 0
since it is rather a criminal society [7], by extension we have used ε = e. Further,
let us assume, for sake of experiment, that the communities are maximally mobile
(μ = 1). We define welfare ω = 4σ(1 − σ). Then we can see the behaviour of
Table 4.
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Table 4. The question of welfare

Type π μ ι κ ε σ ω

Hobbes 0.84 1 0.53 0.76 0 0 0
Rousseau 0.68 1 0.86 0.93 1 0.93 0.26
Rawls 0.75 1 0.73 0.61 .5 0.30 0.84

We have modeled welfare in this sense because when sustainability is total
or null, it resembles of social participation, which would only favor welfare up
to a certain degree after which it will impact negatively the former. The reason
is that, when too many agents compete for the same resources and everyone
meddles in the affairs of others, it ceases to be advantageous [7].

What these results indicate is that, although some political philosophies would
justify highly united societies or highly competitive communities, they would
not necessarily imply societies with a reasonable level of welfare (Figure 2).
Actually quite the contrary, it seems that a political philosophy that prescribes
reciprocation in terms of social commitment tends to maintain higher levels of
welfare.

Fig. 2. The question of welfare

5 Conclusion

Computational political philosophy provides quantitative evidence about ques-
tions that are usually treated on opinion grounds, but also offers the possibility to
interpret facts that we cannot directly observe but that we suspect, for instance,
in this case, that reciprocation and forms of government closer to a democracy
are better in terms of social optimization. That is the flavor of computational
political philosophy.

Plus, the results obtained so far, if we go back to Shook’s taxonomy, show
us that the consequences of a political philosophy are highly entrenched with
the concepts of humanity, morality and sociality of the individual agents: that
is why it is extremely important to consider the precise nature of human beings
within the uses and form of governments.
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As part of current and future work we are conducting two kind of studies:
i) research of comparative political philosophy (for instance, what results can
we obtain from modelling Plato’s communties (cast society) or Locke’s societies
(democratic and liberal)?) and ii) implementation of more complex behaviour
in terms of learning and adaptation [15].
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Abstract. The aim of hyper-heuristics is to solve a wide range of problem in-
stances with a set of heuristics, each chosen according to the specific characte-
ristics of the problem. In this paper, our intention is to explore two different 
heuristics to segment the Course Timetabling Problem (CTT) into subproblems 
with the objective of solving them efficiently. Each subproblem is resolved as a 
Constraint Satisfaction Problem (CSP). Once the CTT is partitioned and each 
part solved separately, we also propose two different strategies to integrate the 
solutions and get a complete assignment. Both integration strategies use a Min-
Conflicts algorithm to reduce the inconsistencies that might arise during this in-
tegration. Each problem instance was solved with and without segmentation. 
The results show that simple problems do not benefit with the use of segmenta-
tion heuristics, whilst harder problems have a better behavior when we use 
these heuristics.  

Keywords: Constraint Satisfaction Problem (CSP), Course Timetabling Prob-
lem (CTT), heuristic, Min-Conflicts. 

1 Introduction 

In this paper, we focus on the Course Timetabling Problem (CTT), also known as 
University Timetabling Problem. The CTT occurs in higher educational institutions 
and consists in setting a sequence of meetings between teachers and students at prede-
termined periods of time (typically one week) satisfying a set of constraints [1].  

CTT is considered interesting because in each school year the higher educational 
institutions spend days to build their schedules, which sometimes does not happen to 
be the best suited to the needs of their students. The building of a schedule can be 
extremely difficult and its manual solution may require considerable effort. 

A wide variety of techniques have been proposed to solve the CTT, such as opera-
tions research, human-computer interaction and artificial intelligence. Some used 
techniques include tabu search, genetic algorithms, neural networks, simulated an-
nealing, memetic algorithms, expert systems, constraint satisfaction, integer linear 
programming, and decision support systems. 

In this paper, we are exploring two different heuristics to decompose CTTs into a 
set of subproblems that can be resolved in an efficient way. Each subproblem is 
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solved as a CSP. We designed two different strategies to integrate the solutions of the 
independently solved CTT partitions into a complete assignment. The Min-Conflicts 
algorithm was used in both integration strategies to reduce the assignment inconsis-
tencies that arise as result of these procedures. 

We use two sets of benchmark problems to analyze the behavior of the segmenta-
tion heuristics and integration strategies. Besides, we solved these problems in the 
traditional way, i.e. without segmenting the problem into subproblems. Our experi-
mental results show that some CTTs are better solved by using a segmentation ap-
proach, but not all them. Also, for the cases where partitioning the original problem 
was recommended, none of the segmentation heuristics nor integration strategies ap-
peared to be dominant. This suggests a potential benefit of using a hyper-heuristic 
approach to decide the best segmentation heuristic and integration strategy to use 
during the process of solving each problem instance. 

This paper is organized as follows: in section 2, the CTTs are formulated with their 
respective restrictions; in section 3, the CTT is defined as a CSP and is described the 
algorithm used to solve it; in section 4, we explain the heuristics implemented to seg-
ment the problem and strategies created to integrate the subproblems; in section 5, we 
present the experiments and the results obtained with the different segmentation heu-
ristics and integration strategies; and finally, in section 6 the conclusions and future 
work are suggested. 

2 Problem Definition 

A CTT is the process of assigning courses to a limited number of time periods (time-
slots) and rooms subject to a variety of restrictions and preferences. CTT is well-
known as a NP-hard optimization problem [2]. 

Furthermore, CTT is a major and regular administrative activity in most academic 
institutions. It is important to mention that most universities employ the knowledge 
and experience of expert personnel for generating a good timetable that satisfy all 
given (and sometimes, conflicting) requirements [2]. In spite of this, this activity con-
sumes a lot of time and even more when is done without an automated system. 

A CTT involves a set of events (courses) , , … , , a set of timeslots , , … , , a set of places , , … ,  and a set of “agents” , , … ,  [3]. Each member of  is a unique event that requires the allocation of 
a timeslot, a place and a set of agents (students). Therefore, an assignment is a 
quadruple ( , , , ) such that ∈ , ∈ , ∈  and ∈  with the interpretation 
“the event  starts at the time  in the place  involving the agents ”. Shortly, a class 
schedule is simply a collection of  assignments, one for each event. The problem is 
to find a class schedule that meets or minimizes the violations to the full collection of 
constraints (restrictions and preferences). 

Two types of constraints are usually considered in a CTT: the hard constraints and 
the soft constraints. Hard constraints have a higher priority than soft, and cannot be 
violated under any circumstances. A timetable only can be considered “feasible” if all 
hard constraints have been satisfied. On other hand, soft constraints are desirable but 
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not essential, and are usually used to evaluate how good the feasible timetables are. 
For real-world CTT instances, it is typically impossible to find solutions satisfying all 
the soft constraints. Indeed, sometimes it is very difficult to just find a feasible solu-
tion [4]. 

In this paper, only hard constraints are considered and they are the following: 

─ Courses with students in common cannot be programmed in the same period of 
time. 

─ Do not exceed the capacity of the classroom and it must be suited to the needs of 
the course. 

─ Only one course can be assigned to a classroom in a specific period of time. 

3 Solution as a CSP 

Many problems can be formulated as a Constraint Satisfaction Problem (CSP) [5]. To 
solve the instances of the CTT as a CSP, first it is necessary to define which are the 
variables, their domains and the constraints on these variables. Therefore, these prob-
lems can be represented as a tuple ( , , ) where [6]: 
─ : It is a finite set of courses that a university should schedule , , … , . 

This represents the variables of the CSP. 
─ : It is a finite set of domains of variables , , … , . For this problem, 

the domain of a variable is the Cartesian product of two sets, where each set 
represents a different resource. The first set is , , … ,  that represents 
the classrooms where a course can be scheduled and the second set is , , … ,  that are the timeslots in which can be scheduled. All the timeslots 
have the same duration. Therefore, the domain of a variable  is given by 

. 
─ : It is a finite set of constraints to be satisfied , , … , . The instances of 

the CTT that are being solved have three hard constraints which were mentioned in 
the previous section. 

3.1 CSP Algorithm 

The constraint satisfaction algorithm in this research performs a chronological back-
tracking search that implements a Depth First Search (DFS) in which values are cho-
sen for a variable (one at a time) and when a variable does not have valid values to 
assign, returns to the previously instantiated variable and tries a different value for it 
(backtrack). 

The CTT instances that are solved have a considerable amount of variables with 
different sizes of domain. Because of this, it is convenient to apply heuristics to dy-
namically select the next variable to instantiate and the next value to assign, as well as 
applying a look-ahead algorithm to effectively reduce the search space of the prob-
lem, and with this, also the time to find a solution. Below are the heuristics and look-
ahead algorithm used in this work. 
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Heuristics for Variable and Value Selection. The Fail First (FF) heuristic was cho-
sen to select the assignment order for the variables. This heuristic is also known as 
Minimum Remaining Values (MRV). It selects the variable more “restricted”, i.e. one 
that has the smallest domain, to realize the next value assignment. Once you have 
selected the variable to instantiate is important to decide what value will be assigned. 

The Least Constraining Value (LCV) heuristic was chosen to select the assignment 
order for the values. This heuristic selects the value that least reduces the domain of 
unassigned variables, i.e. the value that in a future generates less conflicts with the 
variables that have not yet been assigned. When two or more values reduce in the 
same size the domain of unassigned variables, one of these values is randomly cho-
sen, for this reason, this heuristic may produce different solutions for each run. 

Look-ahead Algorithm. The look-ahead algorithm does a forward checking of the 
still unassigned variables’ domains in each step of the search. During this process, the 
values in the domains of unassigned variables that enter in conflict with the last varia-
ble assigned are removed. Thus, the situations that do not lead to a solution can be 
identified beforehand and therefore do not waste time in testing them in the future. 

4 CTT Segmentation and Solution Integration 

As mentioned in section 1, the objective of this paper is to explore the convenience of 
segmenting a CTT into subproblems with the aim of solving these in an efficient way. 
To accomplish this objective we designed and implemented two different segmenta-
tion heuristics and two different strategies to integrate the solution. Section 4.1 ex-
plains the heuristics implemented to partition the courses of the CTT in groups, while 
section 4.2 explains the strategies developed to integrate the solutions obtained inde-
pendently for each group. 

4.1 Heuristics for CTT Segmentation 

In this research we designed two heuristics to segment a CTT by forming disjoint sets 
with its courses. The example used to explain in a better way the heuristics is shown 
in Fig. 1, where each node (or vertex) represents a course and each edge (or link) a 
constraint. The numbers on the edges represent the number of students that two 
courses have in common. 

In the following sub-sections we explain the implemented heuristics. 
 

Vertex Degree Block Segmentation Heuristic (VDH). First of all, the degree of a 
vertex  in a graph  is the number of vertices in  that are adjacent to . Equivalent-
ly, the degree of  is the number of edges incident to  [7]. Then, this heuristic sorts 
in a decreasing manner the courses (vertices) by their degree. After the courses were 
sorted, the segmentation of variables is done according to the desired number of 
blocks, such that in the first block will be the courses more restricted (with the largest 
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degree), and in the last block the courses less restricted (with the smallest degree). 
The size of each block is given by Equation 1. 

 block size # of courses / # of blocks  (1) 

When the courses are being ordered, it is possible that ties exist, i.e., that more than 
one course has the same degree. The way in which we decide what course is first and 
which later is based on a course identifier, which is sorted in an ascending order. 

Suppose we want to segment the example of the Fig. 1 into 2 blocks of variables. 
The first step is to sort the variables by their degree; this arrangement is shown in 
Table 1. Next, using Equation 1 the size of each block is obtained, getting a size of 3. 
Finally, the block 1 would consist of the courses C2, C0 and C1, while in the block 2 
would be the courses C3 and C4. 

Table 1. Courses sorted by their degree 

Vertex Degree 

C2 3 
C0 2 
C1 2 
C3 2 
C4 1 

A disadvantage of this approach is that variables in a block are unrelated among 
them and related with variables in other blocks, so at the moment of integrating this 
block with others, many of its assignments will produce conflicts with the assign-
ments of the other blocks, as consequence of the local solution of the subproblems. 

 

Fig. 1. Graph of a simple example of a CTT 

Edge Weight Block Segmentation Heuristic (EWH). This heuristic accommodates 
each course in the block where it has more students in common with the block’s rep-
resentative course. The procedure to determine where each course may be included is 
as follows: 

─ The first step is to generate a relationship matrix that quantifies and shows the 
number of students in common for each pair of courses. Continuing with the ex-
ample of Fig. 1, the relationship matrix that is obtained is shown in Table 2. 
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Table 2. Relationship matrix 

 C0 C1 C2 C3 C4 
C0 - 2 2 0 0 
C1 2 - 2 0 0 
C2 2 2 - 5 0 
C3 0 0 5 - 1 
C4 0 0 0 1 - 

─ Then, we select  as the number of desired blocks and select the  most con-
strained courses, i.e. courses with the highest degrees. Ties are resolved with the 
strategy previously explained. Each of the selected courses is assigned to a differ-
ent block, and all other courses will be compared with these courses to decide in 
which block to assign them. Continuing with the example of Fig. 1, consider that it 
was decided to segment the courses of the CTT in two blocks ( 2), then the 
two most restricted courses are C2 and C0, so each of them will be placed in a dif-
ferent block, as shown in Table 3, where 1 means that it belongs to the group and 0 
does not belong to the group. 

Table 3. Courses more restricted that represent the blocks of variables 

 C0 C1 C2 C3 C4 
G1 (C2) 0  1   
G2 (C0) 1  0   

─ The next step is to place the other courses in the group where there exists a greater 
number of students associated with the course that represents that group. Based on 
Table 3 the following course to assign would be C1, to decide in which group to 
place it we can use the Table 2 which shows that the course C1 has 2 students in 
common with the course C0 and C2, but, as is the same number of students, the 
decision is to select the first course detected, in this case C0. On the other hand, the 
C3 course is placed in the group of the C2 course because there are 5 students in 
common, and in the group of the C0 course not have any student in common. Fi-
nally, the C4 course is not placed in any group because it has no relation to either 
the C2 course or the C0 course. In the Table 4 is shown the 2 groups of variables to 
be solved by the CSP. 

Table 4. Groups of variables to be solved by the CSP 

 C0 C1 C2 C3 C4 
G1 (C2) 0 0 1 1 0 
G2 (C0) 1 1 0 0 0 

─ The last step, if needed, is to create an additional block, where we can allocate all 
isolated courses, i.e., courses of degree 0. For example, if in the Fig. 1 there were a 
C5 course without any edge, then this course belongs to this block. In this same 
block are placed the courses that do not belong to any of the groups from the pre-
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vious step. The C4 course in Fig. 1 would be in this block, this can be validated 
with Table 4. 

A disadvantage of this heuristic is that the block size can vary considerably, because it 
depends on how the students are distributed in the courses that represent the blocks. 

4.2 Strategies for Solution Integration 

After the courses have been segmented into blocks and have been resolved by the 
CSP, it is necessary to integrate the blocks into one complete solution, but this could 
uncover conflicts between assignments to variables of different blocks. 

To reduce the number of inconsistencies generated by the union of the blocks of 
variables, we are using a Min-Conflicts local search. This algorithm produces a list of 
variables in conflict and randomly chooses one of them to assign a different value. 
The value assigned to the variable that which generates the minimum number of con-
flicts with other variables, namely, the one that minimizes the number of unsatisfied 
hard constraints. This algorithm is repeated a number of times (attempts) in order to 
gradually reduce the number of conflicts that exist between the variables, and even-
tually find a feasible solution. We decided to use this algorithm because it has been 
proven effective for many CSPs and works well for hard problems [8]. 

To integrate the independently obtained blocks solutions into a single complete so-
lution we used 2 different strategies; these strategies are explained in the following 
subsections. 

Full Integration of Blocks (FIB). This strategy first, independently solves all the 
blocks with the CSP algorithm; then, it joins all the blocks solutions in one full, and 
usually, unfeasible assignment; and finally, this complete assignment is passed to the 
Min-Conflicts local search in order to eliminate, or at least to reduce, the inconsisten-
cies generated by the union of all blocks. 

Sequential Integration of Blocks (SIB). This strategy gets the complete CTT solu-
tion by sequentially forming a block, independently solving it with the CSP algo-
rithm, and then integrating its solution to the last partially integrated solution of its 
preceding blocks by using the Min-Conflicts local search. The process stops when all 
the blocks solutions have been integrated. It is noteworthy that the blocks are formed 
and integrated in the order they are created by the segmentation heuristics. 

5 Experiments and Results 

In this section are the experimental results obtained with two sets of CTT instances. 
Such instances were resolved through the previously depicted CSP algorithm and with 
the different segmentation heuristics and integration strategies. The presented results 
were obtained by solving multiple times each CTT instance. A maximum runtime for 
each experiment was established in 1,000,000 milliseconds that is equivalent to 16.7 
minutes. This limit was decided experimentally after trying with 10,000,000 millise-
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conds and observing that the results did not vary significantly. It is important to men-
tion that when the runtime is over all the variables that have not been instantiated will 
be assigned a value chosen randomly with the objective of having a complete assign-
ment and to determine the number of unsatisfied constraints. 

The experiments have been run on a PC with an Intel Core i7 2.20 GHz processor 
and 6 GB of RAM, using Windows 7 and Java 1.7 

5.1 Sets of CTT Instances 

In this research, two types of CTTs were used to test and validate the proposed heuris-
tics. All problems consist of a set of events  to be scheduled in 45 time periods (5 
days 9 hours each), a set of  rooms in which events will be taught, a set of students  
that attend to events and a set of characteristics  that have the rooms and are required 
by the events. In addition, each student attends a variable number of events and each 
classroom has a specified maximum capacity. 

The first type of problems, which we refer to as Type I problems, was proposed by 
the International Timetabling Competition [9] and consists of a set of 20 CTT in-
stances. The second type of problems, which we refer to as Type II problems, was 
proposed by Rhyd Lewis and is a set of 60 CTT instances [10]; these problems are 
particularly “harder” than Type I problems while looking for a feasible timetable. 
Both types of problems use an automated instance generator by Ben Paechter. 

We decided to do experiments only with instances that had 400 courses. The rea-
son of this is because both types of problems have instances with this number of 
courses, so this let us to compare the results in an equitable way. In the case of Type I 
problems, 11 instances were used which represents the 55% of the full benchmark set 
of these problems. Also in Type II problems, 11 instances were used which represents 
the 18.33% of the full benchmark set of these problems. 

For each instance, we calculated three measures to assess the complexity of the in-
stances. These measures are explained below: 

─ Density ( ). It represents the proportion of edges in the constraint graph that de-
scribe the CTT [11]. The Equation 2 shows how to calculate this factor in an undi-
rected graph, like is our case. 

 (2 | |)/(| | (| | 1)) (2) 

─ Average tightness ( ). The tightness of a constraint is defined as the proportion of 
all possible pairs of values from the domains of two variables that are not allowed 
by the constraint. The average tightness of a CSP is then the average tightness of 
all constraints in the CSP [12]. It is important to mention that all the instances used 
in our experiments have the same average tightness of 0.02. 

─ Average domain size ( ). It represents the average of the proportion of the domain 
size of all variables of a CSP. The proportion of the domain size of a variable  is 

calculated as 
| || | . 
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Table 5 presents the characteristics and measures of complexity calculated for the 
Type I and Type II instances. As all instances have 400 courses, 10 rooms, and 0.02 
of average tightness, we decided not to show this information in the Table 5. 

Table 5. Characteristics and measures of complexity of the instances 

Type I Problems Type II Problems 
Instance    Instance  
comp1 10 200 0.18 0.20 med1 10 400 0.23 0.14 
comp2 10 200 0.18 0.19 med8 10 400 0.37 0.19 
comp3 10 200 0.19 0.34 med9 10 400 0.38 0.12 
comp4 5 300 0.21 0.24 med10 8 500 0.24 0.51 
comp8 5 250 0.16 0.29 med11 8 800 0.35 0.45 
comp10 5 200 0.19 0.35 med12 8 800 0.26 0.34 
comp11 6 220 0.18 0.21 med13 8 800 0.35 0.42 
comp12 5 200 0.18 0.20 med14 8 1000 0.32 0.49 
comp13 6 250 0.18 0.24 med16 8 1000 0.50 0.52 
comp18 10 200 0.17 0.18 med17 8 800 0.43 0.40 
comp19 5 300 0.20 0.39 med18 8 1000 0.63 0.46 

5.2 How to Calculate the Number of Blocks in the Instances 

The number of blocks in each instance is calculated depending on the segmentation 
heuristic used. We use Equation 3 for experiments that apply the Vertex Degree seg-
mentation heuristic.  

 # of blocks √# of courses  (3) 

On the other hand, we use the Equation 4 for experiments where the courses are seg-
mented by the Edge Weight heuristic. For this heuristic, we calculate the number of 
blocks based on the number of courses that are related with other courses, i.e. all 
courses that had more than 0 edges. It is important to remember that if there are 
courses that are not related to other courses or do not belong to any of the blocks, it is 
necessary to create an additional block where these courses are resolved, as men-
tioned in section 4.1. 

 # of blocks √# of related courses  (4) 

5.3 Results of Type I Problems 

In Table 6, we show the obtained results of applying the different solution approaches 
to solve the Type I problems. In this table and subsequent tables, the results under the 
T1 heading are those obtained by solving the CTT instances without segmentation; 
under T2 are the results obtained by segmenting the CTT instances using the Vertex 
Degree heuristic and integrating all the solutions at the same time; under T3 are the 
results from Vertex Degree segmentation and sequential integration of blocks  
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solutions; under T4 appear the results obtained by segmentation with the Edge Weight 
heuristic and integration of all blocks solutions at the same time; and under T5 are the 
results from Edge Weight heuristic segmentation and sequential integration of solu-
tions. 

The purpose of Table 6 is to observe how the studied solution alternatives behave 
in relation to the number of unsatisfied hard constraints (UHC) and execution time 
(ET) measured in minutes. 

Table 6. Results of Type I Problems using the different solution techniques 

Type I Problems 
 T1 T2 T3 T4 T5 
Instance UHC ET UHC ET UHC ET UHC ET UHC ET 
comp1 0 0.21 0 0.81 0 0.38 0 0.91 0 0.48 
comp2 0 0.24 0 0.33 0 0.31 0 0.36 0 0.35 
comp3 0 0.52 0 0.8 0 0.67 0 0.85 0 0.78 
comp4 0 0.33 0 0.76 0 0.57 0 0.71 0 0.72 
comp8 0 0.39 0 0.95 0 0.67 0 0.92 0 0.82 
comp10 0 0.38 0 3.94 0 4.26 0 6.37 0 2.90 
comp11 0 0.25 0 0.65 0 0.87 0 0.84 0 0.70 
comp12 0 0.21 4 13.52 0 1.04 1 13.67 2 11.14 
comp13 0 0.28 0 1.82 0 1.34 0 1.33 0 1.48 
comp18 0 0.21 0 0.38 0 0.32 0 0.33 0 0.38 
comp19 0 0.76 0 1.88 0 1.72 0 1.23 0 1.43 

The results of this experimentation show us how T1 is capable to solve all Type I 
instances in a better runtime, this in comparison to the other techniques. Besides, it is 
important to note that T3 also was capable of solving all the instances, although the 
runtime increases considerably. 

5.4 Results of Type II Problems 

In Table 7, we show the obtained results of applying the different techniques to solve 
the Type II problems. As in the previous section, the aim of this table is to observe the 
behavior of the different solution approaches in relation to the UHC and ET. 

The results in Table 7 show us how T1 only can solve the med1 instance, so we 
can infer that as the problem density increases, T1 has much more difficulty to solve 
the problem in a short execution time. Besides, these results indicate that any of the 
segmentation-integration solution alternatives are better for solving the Type II in-
stances.  

5.5 Summary of Results 

Table 8 resumes the best solution strategy resulting for each of the CTT instances, in 
accordance with the number of UHC and ET. In this table, we can easily observe that 
there is no dominant strategy.  
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Table 7. Results of Type II Problems using the different solution techniques 

Type II Problems 
 T1 T2 T3 T4 T5 
Instance UHC ET UHC ET UHC ET UHC ET UHC ET 
med1 0 0.2 0 1.6 0 1.5 0 1.3 0 1.6 
med8 6935 16.7 28 16.7 12 13.3 35 15.6 15 16.7 
med9 12701 16.7 185 16.7 178 16.7 193 16.7 194 16.7 
med10 1974 11.7 0 2.9 0 7.7 0 2.8 0 3.0 
med11 18747 16.7 1 16.0 0 13.5 16 16.7 23 16.7 
med12 12345 16.7 3 15.7 0 14.1 7 15.3 1 14.5 
med13 30432 16.7 67 16.7 84 16.7 59 16.7 73 16.7 
med14 19839 16.7 16 16.7 18 16.7 13 16.7 26 16.7 
med16 31115 16.7 163 16.7 145 16.7 153 16.7 242 16.7 
med17 22287 16.7 23 16.7 7 16.7 33 16.7 38 16.7 
med18 40688 16.7 222 16.7 284 16.7 242 16.7 327 16.7 

Table 8. Best solution strategy for each CTT instance 

Type I Problems Type II Problems 
Instance Best technique Instance Best technique 
comp1 T1 med1 T1 
comp2 T1 med8 T3 
comp3 T1 med9 T3 
comp4 T1 med10 T4 
comp8 T1 med11 T3 
comp10 T1 med12 T3 
comp11 T1 med13 T4 
comp12 T1 med14 T4 
comp13 T1 med16 T3 
comp18 T1 med17 T3 
comp19 T1 med18 T2 

6 Conclusions and Future Work 

This research focused on exploring two different heuristics to segment CTT instances 
in several subproblems and then integrate their solutions through two different inte-
gration strategies. The tests were performed on two sets of instances of the CTT, one 
of the sets containing instances characterized by a low density measure (Type I in-
stances), usually considered easier problems, while the other set contained instances 
with a high density measure, common in harder problems. To validate the advantages 
of segmenting a problem into subproblems, it was first necessary to observe the beha-
vior of the problems when they are not segmented. 

The results of the experimentation show us that some problems are solved better if 
they are not segmented as in the case of Type I instances, while other problems such 
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as Type II instances are solved in a better way when they are segmented, resulting in 
smaller number of unsatisfied constraints and shorter time of execution. The experi-
mental results also indicate that none of the solution strategies dominated the others, 
suggesting the convenience of implementing a hyper-heuristic approach that could 
decide when and which segmentation heuristic and integration strategy to use, de-
pending on the characteristics of the CTT instance to solve, such  as density, tight-
ness, domain size, etc. 

Some ideas to extend this research include: 1) try with different number of blocks, 
2) handle a minimum and maximum default block size, when we segmented the prob-
lem by the weight of the edges and 3) generate a hyper-heuristic system that tells us 
the best segmentation heuristic and integration strategy to use for each CTT instance. 
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Abstract. Nested workflows are used to formally describe processes with a 
hierarchical structure similar to hierarchical task networks in planning. The 
nested structure guarantees that the workflow is sound in terms of possibility to 
select for each involved activity a process that contains the activity. However, if 
extra synchronization, precedence, or causal constraints are added to the nested 
structure, the problem of selecting a process containing a given activity 
becomes NP-complete. This paper presents techniques for verifying such 
workflows; in particular, they verify that a process exists for each activity. 

Keywords: workflow, verification, constraint satisfaction, temporal consistency. 

1 Introduction 

Workflow management is a technology for automating work with processes. It is 
frequently applied to business processes and project management, but it is useful also 
for description of manufacturing processes. Briefly speaking, workflow is a formal 
description of a process typically as a set of interconnected activities. There exist 
many formal models to describe workflows [15] that include decision points for 
process splitting as well as loops to describe repetition of activities. In this paper we 
adapted the idea of Nested Temporal Networks with Alternatives (Nested TNA) [2], in 
particular the form used in the manufacturing scheduling system FlowOpt [3]. TNA is 
a directed acyclic graph with parallel and alternative splitting and joining of processes 
that is also known as AND-split and OR-split (and AND-join, OR-join) in traditional 
workflow management systems [1,14]. Hence TNA can describe alternative processes 
in the style similar to scheduling workflows with optional activities introduced in [5] 
and used also in Extended Resource Constrained Project Scheduling Problems [11]. 
Nested TNA requires a specific structure of the underlying task graph where the split 
operations have corresponding join operations. This structure is obtained when seeing 
the workflow as a hierarchical structure of tasks that are decomposed to sub-tasks 
until the primitive activities are obtained. Figure 1 gives an example of a nested 
workflow with three types of decompositions: parallel decomposition (Legs), serial 
decomposition (Seat), and alternative decomposition (Back Support). The figure also 
highlights the hierarchical (tree) structure of the nested workflow.  Such a structure is 
quite typical for real-life workflows [1] as many workflows are obtained by 
decompositions of tasks. The structure is also close to the idea of hierarchical task 
networks leading to Temporal Planning Networks [10]. 



360 R. Barták and V. Rov

Fig. 1. Nested workflow as it 
there are parallel, serial, and al
 

The hierarchical structur
sound in the sense of havin
real-life problems it is ben
constraints [1,11]. It can be
flaws to the workflow. Fo
between activities Buy and
Buy to be inapplicable (C
workflow). This raises the 
detected automatically bef
manufacturing schedule. Th
an integral part of workflow

It has been shown that 
nested workflow with extr
NP-complete [4]. In this p
workflows, that is, for ensu
containing that activity. We
constraints and the verifica

 

 

 

 

 

 

 

 

 

 

 
 

 
 
 
 
 

 

 

 

 

 

 

 
 

venský 

is visualized in the FlowOpt Workflow Editor (from top to do
lternative decompositions) 

re has a nice property that the nested workflow is alw
ng some process for each activity. Nevertheless, to mo

neficial to extend the core nested structure with additio
e easily shown that adding extra constraints can introd

or example adding a mutex (mutual exclusion) constra
d Cutting to the workflow in Figure 1 causes the activ
Cutting must be part of any process selected from 
question if such flaws in the design of a workflow can
fore the workflow is used for example to generate
his process is called workflow verification and it should
w management systems [9]. 
the problem whether there exists a feasible process fo
ra synchronization, precedence, and causal constraint
paper we propose a novel technique for verifying s
uring that for each activity there exists a feasible proc
e will first formally introduce nested workflows with ex
ation problem. Then we will present the constraint-ba

own 

ways 
odel 
onal 
duce 
aint 
vity 
the 

n be 
e a 

d be 

or a 
s is 
uch 
cess 
xtra 
ased 



 Verifying Nested Workflows with Extra Constraints 361 

verification technique and its improvement based on collapsing some tasks. Finally, 
we will present experimental comparison of both methods and their scalability.  

2 Nested Workflows with Extra Constraints 

The nested workflow is obtained from a root task by applying decomposition 
operations that split the task into subtasks until primitive tasks, corresponding to 
activities, are obtained. Three decomposition operations are supported, namely 
parallel, serial, and alternative decompositions. Figure 1 gives an example of a nested 
workflow that shows how the tasks are decomposed. The root task Chair is 
decomposed serially to two tasks, where the second task is a primitive task filled by 
activity Assembly. The first task Create Parts decomposes further to three parallel 
tasks Legs, Seat, and Back Support. Back Support is the only example here of 
alternative decomposition to two primitive tasks with Buy and Welding activities 
(Welding is treated as an alternative to Buy). Naturally, the nested workflow can be 
described as a tree of tasks (Figure 1). Formally, the nested workflow is a set Tasks of 
tasks that is a union of four disjoint sets: Parallel, Alternative, Serial, and Primitive. 
For each task T (with the exception of the root task), function parent(T) denotes the 
parent task in the hierarchical structure. Similarly for each task T we can define the 
set subtasks(T) of its child nodes (subtasks(T) = {C ∈ Tasks | parent(C) = T}). The 
tasks from sets Parallel, Alternative, and Serial are called compound tasks and they 
must decompose to some subtasks: 

T ∈ (Parallel ∪ Alternative ∪ Serial)  subtasks(T) ≠ ∅, 

while the primitive tasks do not decompose: 

T ∈ Primitive  subtasks(T) = ∅. 

The workflow defines one or more processes in the following way. Process selected 
from the workflow is defined as a subset P ⊆ Tasks in the workflow satisfying the 
following properties: 

• for each task T in the process, that is not a root task, its parent task is also in 
the process, T ∈ P ∧ T ≠ root  parent(T) ∈ P, 

• for each compound task T in the process with a serial or parallel 
decomposition, all its subtasks are also in the process, 
T ∈ P ∩ (Serial ∪ Parallel)  subtasks(T) ⊆ P, 

• for each compound task T in the process with the alternative decomposition, 
exactly one of its subtasks is in the process, 
T ∈ P ∩ Alternative  | subtasks(T) ∩ P | = 1. 

So far we defined only the hierarchical structure of the nested workflow, but as Figure 
1 shows the nested structure also defines certain temporal constraints. These temporal 
relations must hold for all tasks in a single process. Assume that ST is the start time 
and ET is the completion time of task T. The primitive tasks T are filled with activities 
and each activity has some duration DT. Then for tasks in a certain process P the 
following relations hold: 
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T ∈ P ∩ Primitive  ST + DT = ET  
T ∈ P ∩ (Parallel ∪ Alternative ∪ Serial)  ST = min{ SC | C ∈ P ∩ subtasks(T) } 

ET = max{EC | C ∈ P ∩ subtasks(T) }. 

Notice that the duration of compound task is defined by the time allocation of its 
subtasks while the duration of the primitive tasks is defined by the activity. Moreover, 
for the serial decomposition we expect the subtasks to be ordered, say T1, …, Tn, 
where n is the number of subtasks of a given task. The following constraints must 
hold if the serial task is included in the process: 

T ∈ P ∩ Serial ∧ subtasks(T) = { T1, …, Tn }  ∀i = 1,…, n-1: Ei ≤ Si+1 

A feasible process is a process where the time variables ST and ET can be instantiated 
in such a way that they satisfy the above temporal constraints. It is easy to realize that 
if there are no additional constraints then any process is feasible. The process defines 
a partial order of tasks so their start and end times can be easily set in the left-to-right 
order while satisfying all the above temporal constraints. 

The nested structure may not be flexible enough to describe naturally some 
additional relations in real-life processes, for example when the alternative for one 
task influences the selection of alternatives in other tasks. The following constraints 
can be added to the nested structure to simplify description of these additional 
relations between any two tasks i and j: 

• precedence constraint: i, j ∈ P  Ei ≤ Sj 
• start-start synchronization:  i, j ∈ P   Si = Sj 
• start-end synchronization:  i, j ∈ P   Si = Ej 
• end-start synchronization:  i, j ∈ P   Ei = Sj 
• end-end synchronization:  i, j ∈ P   Ei = Ej 
• mutex constraint: i ∉ P ∨ j ∉ P 
• equivalence constraint: i ∈ P ⇔ j ∈ P 
• implication constraint: i ∈ P   j ∈ P 

It is interesting that if these extra constraints are used then the existence of a feasible 
process is no longer obvious. In fact, the recent paper [4] shows that the problem, 
whether a feasible process exists or not, is NP-complete. Because the existence of a 
feasible process is not guaranteed, it is important to verify the workflow structure 
before the workflow is used further [9]. 

3 Workflow Verification 

We formulate the workflow verification problem as the problem of checking that for 
each task there exists a feasible process containing this task. Workflow verification 
has been studied for some time. Various methods of verification have been proposed, 
e.g., using Petri Nets [14], graph reductions [13], or logic-based verification [6]. 
These methods deal with complex workflow structures that are used for example to 
model business processes. The focus of these methods is on structural properties of 
the workflows and they are not applicable to the extra constraints that are going 
beyond the core workflow structure. Recall, that the nested structure forces the 



 Verifying Nested Workflows with Extra Constraints 363 

workflows to be sound; it is the addition of extra constraints that may introduce flaws 
to the workflow. Hence we need a novel verification method that covers both the core 
workflow constraints (its structure) as well as the extra constrains. We will now 
present how to formulate the workflow verification problem as a constraint 
satisfaction problem. A Constraint Satisfaction Problem (CSP) is given by a finite set 
of variables, each variable taking its value from a finite set of possible values (called a 
domain), and a finite set of constraints restricting assignments to variables. A solution 
to a CSP is an instantiation of variables satisfying all the constraints [7]. 

To describe a feasible process we need to decide which tasks the process consists 
of and whether the tasks can be consistently allocated to time. Hence each task i is 
described by three variables: Vi, Si, and Ei, where Vi is a 0-1 validity variable 
describing the presence of task i in the process, Si is a temporal variable describing 
the start time of task i, and finally Ei is the end time of task i. For all activities 
(primitive tasks) the user specifies their fix duration Di: 

Vi = 1  Si + Di = Ei 

For the compound task, the duration is given by its subtasks (see below) so we only 
know that the task does not start later than it finishes: 

Vi = 1  Si ≤ Ei 

The structure of the workflow can be specified by the following constraints that are 
defined based on the type of the task. Let task i decompose to subtasks i1, …, ik. If 
task i is decomposed in a parallel way then we use the following constraints: 

 ∀j = i1, …, ik: Vi = Vj 
 Vi = 1  Si = min{ Sj | j = i1, …, ik}   
 Vi = 1  Ei = max{ Ej | j = i1, …, ik}   

If task i is decomposed in a serial way then we use the following constraints: 

 ∀j = i1, …, ik: Vi = Vj 
 Vi = 1  Si = Si1  
 Vi = 1  Ei = Eik   
 ∀j = 1, …, k-1: Eij ≤ Sij+1

 

Finally, if task i is decomposed in an alternative way then we use the following 
constraints: 

 Vi =  Σ j = i1,…,ik Vj 

 ∀j = i1, …, ik: Vj = 1  Si = Sj  
 ∀j = i1, …, ik: Vj = 1  Ei = Ej   

The above constraint model fully specifies the nested workflows. Now we need to add 
the extra constraints going beyond the nested structure. These constraints restrict 
further the tasks that are included in the process. Let us specify how these constraints 
look if they connect tasks i and j. 
 

• precedence constraint: Vi = Vj = 1  Ei ≤ Sj 
• start-start synchronization:  Vi = Vj = 1  Si = Sj 
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• start-end synchronization:  Vi = Vj = 1  Si = Ej 
• end-start synchronization:  Vi = Vj = 1  Ei = Sj 
• end-end synchronization:  Vi = Vj = 1  Ei = Ej 
• mutex constraint: Vi + Vj < 2 
• equivalence constraint: Vi = Vj 
• implication constraint: Vi ≤ Vj 

Every instantiation of validity and temporal variables that is consistent with the above 
constraints defines a feasible process with tasks allocated in time. Obviously, different 
feasible processes differ in the instantiation of validity variables only. Notice also that 
an empty process, where ∀i: Vi = 0, trivially satisfies all the constraints and hence it is 
a feasible process though not a very interesting one from the user perspective. 

With such a constraint model R, the verification problem for task T consists of 
determining whether the problem R ∪ {VT =1} has a solution, that is, we are looking 
for a feasible process containing task T. The workflow verification problem can be 
formulated as a problem of checking that problems R ∪ {VT =1} for all tasks T have a 
solution. The naïve approach is to solve these problems using standard constraint 
satisfaction techniques. However, there is a better method based on the following 
observations. 

Observation 1: If there is a compound task in a feasible process then the same 
process must also contain some primitive task from the workflow rooted at that 
compound task. Hence, it is enough to verify just the primitive tasks; each compound 
task is an ancestor of some primitive task and ancestors are present in the process too. 
Consequently, the root task is present in all non-empty processes. 

Observation 2: The valid process for some primitive task may contain other 
primitive tasks. Hence, the validity of such primitive tasks does not need to be 
verified separately as we already have a feasible process for them. 

Observation 3: The process is defined by its tasks so to determine the process we 
need to instantiate the validity variables. It is interesting to see that temporal 
constraints between the tasks in a process are simple temporal constraints. It is known 
that consistency of simple temporal constraints can be validated in polynomial time 
even without instantiation of the temporal variables [8]. Hence, we do not need to 
instantiate the temporal variables provided that we have a procedure for checking 
consistency of simple temporal constraints. 

Based of above observations, we decided to implement the verification procedure as 
an ad-hoc algorithm exploiting constraint satisfaction techniques rather than using an 
existing constraint solver. The reason is that current constraint solvers do not provide 
the complete consistency check for simple temporal constraints. In our 
implementation we used algorithm IFPC [12] for maintaining temporal consistency. 
The reason for choosing this algorithm is that we are frequently adding new 
constraints to the network during problem solving (the temporal constraint is added 
when the condition in the implication – see the constraint model above – becomes 
true, that is, when some tasks are added to the process). This algorithm is part of 
procedure Solve that basically solves the problem R ∪ {VT = 1} by exploring 
instantiations of validity variables in the depth-first search manner while maintaining 
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consistency of constraints [7]. The variables are taken in the order given in the input 
(fixed order) and value 1 is tried first (the task is included in the process). 

Based on observations 1 and 2 the procedure Solve is wrapped in the following 
verification algorithm that either returns the first task that is found infeasible (no 
feasible process exists for this task) or confirms that the workflow is sound: 

 
verify(Workflow) 
 ToCheck ← PrimitiveTasks(Workflow) 
 R ← CSP(Workflow) ∪ {Vroot = 1} 
 while ToCheck is not empty do 
  select i from ToCheck 
  Sol ← Solve(R ∪ {Vi = 1}) 
  if Sol=fail then return fail(i) 
  else ToCheck ← ToCheck \ {j | (Vj = 1) in Sol} 
 end while 
 return true 

3.1 Task Collapsing 

So far we discussed a general verification method for nested workflows that checks 
every task in the workflow. Recall that if there are no extra constraints then the nested 
workflow is always sound. So, if there is a task such that there is no custom constraint 
that uses any of the subtasks of this task then a workflow consisting of this task (and 
its subtasks) is always semantically correct if it is seen separately from the rest of the 
workflow. This raises the question whether such tasks can be removed from the 
general verification procedure and for example treated as specific primitive tasks. 
This can be done in case of using logical (causal) constraints that may influence only 
the appearance of the task T in the process but that are not affecting which subtasks of 
this task are included. The situation is more complicated when temporal constraints 
(precedence and synchronization) are used because they may influence the duration of 
 

 

Fig. 2. Example of restricting the duration of task via extra synchronization start-start and end-
end constraints 
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task T that further influences which of its sub-tasks may be selected. Figure 2 
demonstrates this situation where the top task is forced to have the same duration as 
activity A3 that obviously restricts which (if any) activities A1 or A2 can be used 
(only the activity with the duration equal to the duration of A3 can be used). 

Based on the above observations, we suggest modifying the verification method in 
such a way that some tasks are collapsed and treated as specific tasks during the 
verification process. In particular, the task T can be collapsed in the workflow if: 

C1. none of the sub-tasks of T participates in any logical constraint, and 
C2. the duration of task T is not influenced by any synchronization or precedence 

constraint. 
The second condition above is not specified operationally. We use a conservative 
approach and we include the following tasks T in the verification process (all other 
tasks are collapsed): 

V1. T is an ancestor task of tasks A or B (in the tree structure), where A and B 
are connected with a logical constraint, 

V2. T is a parent task of some precedence or synchronization constraint C or T is 
an ancestor task of the parent of C or T is a descendant task of the parent of 
C (the parent of constraint C over tasks A and B is defined as the closest 
joint ancestor of tasks A and B). 

Figure 3 demonstrates which tasks will be verified according to the conditions V1 and 
V2. Obviously, the conditions V1 and C1 are complementary, so any task that is 
selected for verification due to the condition V1 violates the condition C1 and no task 
that satisfies the condition C1 is selected for verification due to the condition V1. 
Conditions V2 and C2 are not necessarily complementary, but if a task is not selected 
for verification due to the condition V2 then this task satisfies the condition C2. 
According to V2, the task is not selected for verification if there is no extra temporal 
constraint among its subtasks (descendants) and there is no extra temporal constraint 
connected to any of its ancestors. Then such task behaves like being included in a 
workflow with no extra temporal constraints and hence it can be collapsed. Figure 3 
gives an example of collapsed tasks omitted from the verification process.  
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Tasks to be verified (in black) due to the presence of an extra logical constraint (left) or 
an extra temporal constraint (right). Shadow nodes correspond to collapsed compound tasks or 
primitive tasks to be verified. The extra constraint is displayed as a dashed arrow. 
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4 Experimental Results 

We are not aware about another verification method for workflows with extra 
constraints to compare with so to show scalability of the proposed techniques we 
experimentally compared the methods with and without task collapsing. The problem 
complexity surely depends on the structure of the workflow and on the location of 
extra constraints but it is hard to describe such features quantitatively. Moreover, 
there does not exist any benchmark set for verifying nested workflows. Hence we 
propose a method to generate random workflows with a given number of tasks and 
extra constraints. We start with a required number N of tasks and a root task. With the 
uniform distribution we select a random integer number K from the interval 
1, min(10,N-1) and we decompose the task to K subtasks. The type of 
decomposition (serial, parallel, alternative) is selected randomly with the uniform 
distribution. We generate K random positive integers such that their sum is N-K-1. 
These numbers define how many tasks will be generated for each subtask. The above 
process is repeated for each subtask until the number of required tasks equals one. In 
such a case the primitive task is generated with random integer duration selected from 
the interval 1, 10. To the obtained workflow we add a given number of extra 
constraints. Again, for each constraint a random pair of tasks is selected from the 
workflow and the type of constraint is randomly chosen with uniform distribution. We 
generated 30 problems for each size of the workflow and the number of extra 
constraints. The verification procedure finishes when the first flaw is found or the 
workflow is proved to be flawless. The experiments run on 3.3 GHz Intel Core i5 
(using a single core) with 16 GB RAM. 

Figures 4 and 5 show the aggregated results of experiments. In particular, the 
graphs show dependence of average runtime (in milliseconds) on the number of tasks 
in the workflow for different quantities of extra constraints. We measure the number 
of extra constraints as percent from the number of tasks in the workflow, so 10% for 
the workflow with 200 tasks means 20 extra constraints. The graphs show some 
interesting and somehow surprising trends. When we look at the verification of 
workflows without extra constraints (dashed lines in the figures) there is a significant 
difference between the algorithm with and without task collapsing. When task 
collapsing is included, the runtime is significantly smaller in comparison to 
workflows with extra constraints while this trend is completely opposite for the 
algorithm without task collapsing. This is because in the experiment we were looking 
for a single flaw so it may actually take more time when verifying the workflows 
without flaws (which is the case of workflows without extra constraints). Task 
collapsing makes this verification much easier as we actually collapse all the tasks 
into the root task. Surprisingly there does not seem to be a significant difference in 
runtime for different numbers of extra constraints. In general, it seems that the more 
extra constraints we add the smaller runtime is obtained. The reason could be as 
above – more constraints imply higher probability of flaw, which can be detected 
faster. The experiment did not confirm significant speed-up of the method when task 
collapsing is used, thought from the graphs it seems that this method is more stable 
regarding the runtime. This could be because even a single extra constraint connecting 
tasks from the opposite sides of the hierarchical structure may disallow task 
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and we placed the extra constraints only locally. In particular, we placed the extra 
constraint in such a way that it influenced at most 20% of the whole workflow. This 
has been done in the following way. Let size(T) be the number of tasks in the 
workflow defined by task T. Formally, if T is a primitive task then size(T) = 1. If T is 
a compound task then size(T) = 1 + ΣK∈subtasks(T) size(K). When defining the extra 
constraints for the workflow with N tasks, we randomly select task T1 such that 
size(T1) ≤ 0.2N. Let P be the farthest ancestor task of task T1 such that size(P) ≤ 0.2N. 
Then we select the second task T2 for the extra constraint in the tree defined by task P. 

Figure 6 shows the results. We used flawless workflows with up to 350 tasks and 
we varied the number of extra constrains from 0% to 25%. For the flawed workflows 
we used problems with up to 600 tasks and we varied the number of extra constrains 
from 5% to 25%. Each cross in the graph indicates the runtimes for both methods 
(with and without task collapsing) when verifying identical workflows. The scale of 
graphs clearly demonstrates that the runtimes for flawless workflows are larger than 
the runtimes for flawed workflows despite that fact that larger flawed workflows were 
used. The graphs also show that task collapsing pays off especially for flawless 
workflows and for larger flawed workflows. This confirms our hypotheses that it is 
easier to detect a flaw than to prove that the workflow is flawless and that task 
collapsing is more useful when the extra constraints connect tasks close to each other. 

 

Fig. 6. Direct comparison of runtimes of verification algorithms with (X axis) and without (Y 
axis) task collapsing. The points above the diagonal indicate faster runs of the algorithm with 
task collapsing. 

5 Conclusions 

We presented novel constraint-based verification techniques that discover structural 
flaws in nested workflows with extra constraints and we experimentally showed that 
these techniques are fast enough to verify hundreds of tasks in a matter of seconds. 
This speed is enough for real-life workflows that typically consists of tens of tasks. 
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The proposed verification techniques were integrated to the manufacturing 
optimization software FlowOpt, where the user can verify the workflow any time by 
pressing a button in the user interface. The found flaws are reported and highlighted 
in the workflow editor so the user can immediately correct them. Hence the full power 
of workflow verification is put to the fingertips of regular users without the hassle of 
algorithmic complexity of the verification problem. Currently we can report the 
flawed task and the future research can focus on identifying the real reason of the 
flaw, for example the set of extra constraints causing the flaw. 
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Abstract. In an environment of uncertainty where decisions must be
taken, how to make a decision considering the risk? The shortest stochas-
tic path (SSP) problem models the problem of reaching a goal with the
least cost. However under uncertainty, a best decision may: minimize
expected cost, minimize variance, minimize worst case, maximize best
case, etc. Markov Decision Processes (MDPs) defines optimal decision
in the shortest stochastic path problem as the decision that minimizes
expected cost, therefore MDPs does not care about the risk. An exten-
sion of MDP which has few works in Artificial Intelligence literature is
Risk Sensitive MDP. RSMDPs considers the risk and integrates expected
cost, variance, worst case and best case in a simple way. We show the-
oretically the differences and similarities between MDPs and RSMDPs
for modeling the SSP problem, in special the relationship between the
discount factor γ and risk prone attitudes under the SSP with constant
cost. We also exemplify each model in a simple artificial scenario.

Keywords: Markov Decision Process, Expected Utility Theory, Risk
Sensitive.

1 Introduction

Achieving a goal in an environment with uncertainty is a common task in the
area of planning [1,2]. In some cases uncertainty is modeled through probability
distribution and the plan found by an agent must take into account the risk
involved. In this work we consider the sequential decision process in stochastic
environments where sequential decisions must be taken to reach a goal aiming
at the lowest stochastic cost, the stochastic shortest path (SSP) problem.

Bertsekas and Tsitsiklis [3] analyze the SSP problem by using the theory of
Markovian decision processes (MDPs) [4]. MDPs model the SSP problem by
defining states, actions and rewards. A sequence of states defines a path, actions
chosen at each state (policies) guide the probability distribution of paths and
rewards specify the cost of a path. Path probability distribution are constrained
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by a transition function, and cost-path probability distributions are also con-
strained by a reward function. Path is simply evaluated by the sum of rewards.

Although under determinism, evaluating a path by the sum of rewards is
clearly the best option, under risk we may choose different alternatives. A nor-
mative theory to evaluate decision under risk is the Expected Utility Theory
(EUT) [5]. Under such theory a decision maker can state three distinct attitude
towards risk: averse, neutral or prone. Although its validation as a descriptive
theory has been under debate for several decades [6], as a normative theory,
which is clearly the case for autonomous decision it has shown fruitful1.

MDP literature considers the expected accumulated reward to evaluate poli-
cies, which presents a neutral attitude regarding risk. However, most decision
makers show a risk-averse attitude, that is the reason why investments in stock
market are spread among several assets, i.e., avoiding risk. An MDP version
which presents risk attitude has been called Risk Sensitive MDPs (RSMDPs)
and basic algorithms were obtained in the 70’s [7,8]. RSMDPs incorporate risk
attitude by considering the expected exponential of accumulated reward, which
makes it possible to evaluate policies with risk-prone or risk-averse attitudes.

Although RSMDP presents algorithms and convergence condition similar to
MDP, few applications consider RSMDPs as decision model. Recent advances
have been made regarding models that are aware of the risk attitude but not
considering RSMDPs. Liu and Koenig [9] consider probabilistic planning with
nonlinear utility functions, from which RSMDPs is a special model. Delage and
Mannor [10] consider a relaxed version of minimax by defining probabilistic
constraints on minimal performance. Finally, Mannor and Tsitsiklis [11] consider
a trade-off between expected and variance of accumulated rewards. In all of these
approaches, optimal policies are non-stationary in general, whereas in RSMDPs
optimal policies are stationary.

By using two simple scenarios, we present the differences and similarities be-
tween the two models: MDP and RSMDP. Such presentation is done under the
light of EUT, basic algorithms and empirical examples. In section 2 we present
the Markov Reward Process, a general framework for both MDP and RSMDP. In
section 3 we presentMDP andRSMDP formulations and basic algorithms. Finally
section 4 and section 5 presents our experiments and conclusion respectively.

2 Markov Reward Process

In this section we present a general framework for sequential decision problems:
Markov Reward Process. An MRP is defined by a tuple 〈S, {As}, T (·), r(·)〉 as
follows:

– S is the set of all states of the process,
– As is the set of all possible actions to be executed at each state s ∈ S,

1 The aim of a descriptive theory is to predict how an agent (for instance a human)
takes decision, whereas the aim of a normative theory is to prescribe how an agent
should take decisions.
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– A =
⋃

s∈S As is the set of all possible actions,
– T : Γ × S → [0, 1] is the transition function, where Γ = {(s, a)|s ∈ S ∧ a ∈
As}, and

– r : S ×A → R is the reward function.

The dynamic of an MRP is as follows at any time t: (i) the process is at state
st ∈ S, (ii) the action at ∈ Ast is executed, (iii) the process generates reward
rt = r(st, at), and (iv) the process transits to some state s′ ∈ S with probability
P (st+1 = s′|st = s, at = a) = T (s, a, s′). The process is Markovian because tran-
sitions and rewards depend only on the current state and the current action, i.e.,
P (st+1 = s′|st = s, at = a) = P (st+1 = s′|st = s, at = a, st−1, at−1, . . . , s0, a0)
[12]. The process is reward because any history can be evaluated only taking
into account rewards, i.e, the history h = s0, a0, r0, s1, a1, r1, s2, a2, r2, . . . with
regard to evaluation can be reduced to x = r0, r1, r2, . . ..

In an MRP, decisions consist in choosing a strategy to map states at any
time to actions. A common set of restricted decision are stationary deterministic
policies, from now on called just policy. A policy π maps each state s ∈ S into
an action a ∈ As, i.e., π : S → A.

A special case of MRPs is the shortest stochastic path (SSP) problem where
absorbing states are considered. A state sG is an absorbing state if r(sG, a) =
0 ∀a ∈ A and T (sG, a, sG) = 1 ∀a ∈ AsG .

2.1 A Simple Example

Consider that a robot must reach a given destination in the shortest time and
it must choose between two paths. The first path is 40 meters long through a
sandy soil in which the robot get stuck from time to time. The second path is
a very steep climb of 30 meters long, in which robots skids until the beginning
when the robot gets stuck.

We model such problem with a simple MRP. The MRP consists of eight states:
an initial state, four states of the first path and three state of the second path
(see figure 1). States s1 has two actions available (go up or go down), where
any other states has only one action available (go ahead). We consider that an
action succeeds with probability p and fail with probability 1 − p. If an action
fails in the first path (states s2, s3, s4 and s5) the robot stays in the same state,
whereas if an action fails in the second path (states s6, s7 and s8) the robot
returns to the initial state s1. The goal is to reach state s9, when the process
ends, i.e., s9 is an absorbing state. The robot receives a negative reward of -1
(punishment or cost) at any state but the goal.

In this example scenario, there are only two possible policies: go up or go
down. We choose p = 0.8689 so that both policies present equal expected number
of steps to reach the goal. Despite presenting the same expected accumulated
reward, both policies present completely different distributions over accumulated
reward. Figure 2 displays the histogram for both policies within a simulation over
100,000 executions.

We can read both histograms over various aspects. First, both policies present
the same expected accumulated reward. Second, policy π1 presents a smaller
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Fig. 1. The MRP transitions for the simple robot scenario

Fig. 2. Comparison between policies π1 (left histogram) and π2. (right histogram).
Abscissa stands for accumulated reward and ordinate stands for number of ocurrences
in 100,000 executions.

variance than policy π2. Third, policy π1 presents a faster decay regarding the
probability of occurrences of larger number of steps over the 100,000 executions,
whereas policy π2 presents the smallest number of steps over all of the 100,000
executions. Then, which criteria should be used to choose between policies?

2.2 Expected Utility Theory

The Expected Utility Theory (EUT) is a normative theory to describe rational
decision [5]. In EUT decisions are taken over lotteries, which are defined over
probability distributions and a set of outcomes X . Then, optimal decision results
from a utility function definition. A utility function assigns a scalar value to a
given outcome x ∈ X , i.e., u : X → R. A lottery defines the probability of each
outcome occurring, i.e., � : X → [0, 1]. Then, given the utility function u, the
value of lottery � is given by the expected utility, i.e.,
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V (�) =
∑
x∈X

�(x)u(x).

In an MRP we choose the outcome to be the accumulate rewards, i.e., X ⊂ R and
x = limM→∞

∑M
t=0 rt and each policy generates a lottery. In this case the utility

function is also increasing monotonically, i.e., the absolute utility value preserves
the order among outcome values. An interesting qualitative characteristic is the
attitude towards risk. A utility function is risk-averse if it is concave down, i.e.,
d2u
dx2 < 0; and a utility function is risk-prone if it is concave up, i.e., d2u

dx2 > 0.
Getting back to our simple example in figure 1, we have three cases: if a

decision maker is indifferent to both policy, she is risk neutral; if a decision
maker prefers policy π1, she is risk averse; and if a decision maker prefers policy
π2, she is risk prone. These three attitudes can be modeled respectively in the
following utility functions:

u(x) = x, u(x) = −e−λ+x, and u(x) = e−λ−x (1)

where λ+ > 0 and λ− < 0. In the next section we show how these utility
functions can be integrated within MRPs to prescribe optimal decisions.

3 Evaluating Markov Reward Process

3.1 Markov Decision Process

As viewed in previous session, an MRP models the sequential decision prob-
lem, but does not define how to evaluate policies. The Markov Decision Process
(MDP) framework is an MRP plus a policy evaluation. The utility of the out-
come is simply the accumulated rewards. A policy π is evaluated according to
its expected utility, i.e,

V π(s0) = lim
M→∞

E

[
M∑
t=0

r(st, π(st))

]
.

The agent of the process tries to find out the policy which maximizes the ex-
pected reward [4].

Given a policy, if its value does exist (we discuss existence below), the value
of the policy for each state (s0 inclusive) is defined by:

V π(s) = r(s, π(s)) +
∑
s′∈S

T (s, π(s), s′)V π(s′)∀s ∈ S.

A policy π∗ is optimal if V π∗
(s) ≤ V π(s) for any s ∈ S, π ∈ Π , where Π is the

set of stationary deterministic policies.
To maximize expected utility, the optimal policy π∗ must be found. An algo-

rithm known in the literature is the Policy Iteration algorithm [4]. This algorithm
iterates over policies, improving the current policy at each iteration. It does as
follows:
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1. Choose initial policy π0 arbitrarily
2. At any iteration i ≥ 0, while (i = 0 ∨ πi �= πi−1) do

(a) Policy evaluation: obtain the value within the current policy πi for every
s ∈ S solving the system of equations below

V πi(s) = r(s, πi(s)) +
∑
s′∈S

T (s, πi(s), s
′)V πi(s′)∀s ∈ S

(b) Policy Improvement: improve the current policy by doing the update
below for every s ∈ S

πi+1(s) = arg max
a∈As

[
r(s, a) +

∑
s′∈S

T (s, a, s′)V πi(s′)

]

LetT(π) be a |S|×|S|matrix where elements [T]i,j(π) = T (i, π(i), j) andG be the
index of the unique absorbing state. The policy π is proper if limt→∞[T(π)t]i,G =
1∀i ∈ {1, 2, . . . , |S|}, i.e., the absorbing state sG is reached with probability 1 [3].

Under the SSP problem, two sufficient conditions to policy iteration conver-
gence are: (i) r(s, a) ≤ 0 for all s ∈ S and a ∈ A, and (ii) the initial policy
π0 is a proper policy. If such conditions are not observed, a common approach
to guarantee convergence is to consider a discount factor γ < 1 [4]. Then, the
following value function is considered:

V π(s0) = lim
M→∞

E

[
M∑
t=0

γtr(st, π(st))

]
,

which is guaranteed to be finite independently of the policy π.

3.2 Shortest Stochastic Path under Constant Cost

A common semantic attributed to the discount factor γ is that the decision
maker considers rewards received in the future as less appealing than rewards
received in the present. Another common semantic is considering that γ dictates
the chance of being alive for one more time step. If we consider the SSP problem
under constant cost, a new semantic can be attributed to the discount factor γ.

Let the reward function be r(s, a) = −1 for all s ∈ S, a ∈ A just like in our
previous simple example, i.e., the decision maker wants to minimize the number
of steps. Then, the decision maker minimizes the utility function

u(x) = −1− γ−x

1− γ
= K1γ

−x +K2 = K1e
− ln(γ)x +K2.

Since ln(γ) < 0 and K1 > 0 the decision maker presents a risk prone attitude
(remember equation 1). The previous analysis can be generalized to γ > 1. In
this case ln(γ) > 0 and K1 < 0, therefore the decision maker presents a risk
averse attitude.
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Although the common semantics attributed to the discount factor γ make
sense in a system acting for a long time, when the decision maker can take
advantage of the result of such acts before the process ends, the risk attitude
semantic makes sense when the decision maker only takes advantage of the result
of such acts when the process ends. In the last case, using γ < 1 may be unde-
sirable since human tends to be risk averse. However, restricting policy iteration
to proper policy is not anymore enough if γ > 1. In the next section we discuss
the more general case.

3.3 Risk Sensitive Markov Decision Process

If the risk attitude is important for the decision maker, MDPs cannot represent
such risk attitude arbitrarily. If rewards are r(s, a) = −1 and discount is used it
can represent risk prone attitude. The extension Risk Sensitive MDP (RSMDP)
allows to choose the risk attitude arbitrarily under finite rewards, i.e., −∞ <
r(s, a) <∞ for all s ∈ S, a ∈ A.

Like an MDP, an RSMDP is an MRP plus a policy evaluation. The RSMDP
has an additional factor λ that models the risk attitude. If λ < 0, we have risk
prone attitude, if λ > 0, we have risk averse attitude, and in the limit γ → 0,
we have risk neutral attitude [13].

A policy π is evaluated according to the expected exponential of accumulated
rewards by

V π(s0) = limM→∞ E
[
−sign(λ)∏M

t=0 exp(−λrt)
]

= limM→∞ E
[
−sign(λ) exp

(
−λ∑M

t=0 rt

)]
,

where exp(x) stands for ex. Given a policy π and the unique absorbing state
sG, the value of π can be calculated as follows: (i) V π(sG) = −sign(λ) exp(0) =
−sign(λ); and (ii) for all s �= sG ∈ S, the value of a policy π can be calculated
by:

V π(s) = exp(−λr(s, π(s)))
∑
s′∈S

T (s, π(s), s′)V π(s′).

Just like an MDP, there is also a Policy Iteration algorithm for RSMDPs [14].
It does as follows:

1. Choose initial policy π0 arbitrarily

2. At any iteration i ≥ 0, while (i = 0 ∨ πi �= πi−1) do

(a) Policy evaluation: obtain the value within the current policy πi for every
s ∈ S solving the system of equations below

V πi(sG) = −sign(λ)
V πi(s) = exp(−λr(s, πi(s)))

∑
s′∈S

T (s, πi(s), s
′)V πi(s′) ∀s �= sG ∈ S
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(b) Policy Improvement: improve the current policy by doing the update
below for every s ∈ S

πi+1(s) = arg max
a∈As

[
exp(−λr(s, a))

∑
s′∈S

T (s, a, s′)V πi(s′)

]

Two sufficient conditions to policy iteration convergence are: (i) r(s, a) ≤ 0
for all s ∈ S and a ∈ A, and (ii) the initial policy π0 is a λ-feasible pol-
icy. Let r(π) be a |S| vector where elements [r]i(π) = r(i, π(i)) and D(π) =
diag[exp(−λr(π))]T(π), where diag[r] stands for the diagonal matrix defined by
the vector r. The policy π is λ-feasible if limt→∞[D(π)t] = 0, i.e., the probability
of not being in an absorbing state vanishes faster than the exponential accumu-
lated reward [14]. Additionally, if λ < 0 (risk prone) and policy π is proper then
policy π is λ-feasible. The same is not always true for λ > 0 (risk averse).

An alternative to λ-feasibility is adding a discount factor γ < 1. Chung and
Sobel [15] discount rewards, which guarantees that values of policies does exist.
However, by discounting rewards stationary policies are not any more optimal
ones and non-stationary policies must be considered. Another option is discount-
ing recursively future values, i.e., exponential of future accumulated reward, in-
stead of the reward itself [8], in this case the optimal policy is stationary.

4 Results

In order to better expose the differences between MDPs and RSMDPs we first
present another simple example and shows the results obtained with it.

4.1 Example Scenario

Consider a candidate wants to take his/her drivers license and must take classes
to improve his/her driving experience. The most experience the candidate has
the greater is the chance of being approved in the practical exam. The candidate
must pay for classes, but he/she wants to spend the less money as possible.
Additionally, to take the practical exam a tax must also be paid. How much
classes the candidate must take before taking the practical exam?

We model such problem as follows:

1. the candidate can take the practical exam as often as necessary by paying
$2;

2. the candidate must choose how many classes to do before taking the practical
exam and he/she pays $1 for each class;

3. the candidate can take at the most 4 classes before each practical exam;
4. the candidate accumulates at a maximum of 10 hours of experience; and
5. the chance of candidate being approved in the practical exam depends on

the previous accumulated experience x and current number of classes taken
y and is given by p(x, y) = 0.08x+ 0.04y.
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To model this problem we define an MRP with 12 states and 5 actions.
The states {0, 1, 2, . . . , 10, sG} keep information of the number of hours accumu-
lated before the current classes section. State sG is an absorbing state. Actions
{0, 1, . . . , 4} indicate how many classes to take before each practical exam. The
reward function for any state s �= sG is given by r(s, a) = −2 − a, i.e., $2 for
taking the practical exam and $a for taking the classes. The transition function
for any state s �= sG is given by:

T (s, a, s′) =

⎧⎨⎩
0.08s+ .4a , if s′ = sG
1− (0.08s+ .4a) , if s′ = max{s+ a, 10}
0 , otherwise

.

4.2 Experiments

This empirical experiment shows a practical application of RSMDPs. We ana-
lyzed the behavior of the RSMDP as we varied the parameter λ from negative
(risk prone) to positive (risk averse). We make such analysis through the follow-
ing characteristic: optimal policies, expected cost, deviation cost, and outcome
distribution. The experiments was conducted as follows: (i) we varied λ in order
to define all possible optimal policies; and (ii) for each policy we simulated the
MRP for 100,000 times.

A summary of the results is shown in table 1. In the higher values of λ, the
decision maker tends to take more classes before each practical exam in order
to minimize the risk of not being approved. In contrast, in the lower values of
λ the decision maker tends to take less classes and takes the risks involved in
doing the exam with such a few driving experience. When λ = 0 (MDP), the
decision maker takes a middle term of both: taking long hour of classes when
has no experience accumulated and trusting in such experience there after.

Table 1. Optimal policies, means and standard deviations obtained for different values
of λ

States -0,7 -0,5 -0,4 -0,3 -0,2 -0,1 0 0,1 0,2 0,3 0,4 0,5 0,6
0 1 2 2 3 3 4 4 4 4 4 4 4 4
1 0 0 1 1 2 3 4 4 4 4 4 4 4
2 0 0 0 0 1 2 3 4 4 4 4 4 4
3 0 0 0 0 0 1 2 3 4 4 4 4 4
4 0 0 0 0 0 0 1 2 3 4 4 4 4
5 0 0 0 0 0 0 0 1 2 3 4 4 4
6 0 0 0 0 0 0 0 0 1 2 3 4 4
7 0 0 0 0 0 0 0 0 0 1 2 3 3
8 0 0 0 0 0 0 0 0 0 0 1 1 2
9 0 0 0 0 0 0 0 0 0 0 0 1 1
10 0 0 0 0 0 0 0 0 0 0 0 0 0

mean -27.0 -15.5 -15.4 -12.4 -12.3 -11.3 -11.2 -11.4 -11.9 -12.4 -12.7 -12.8 -13.1
deviation 24.0 11.5 11.4 7.3 7.4 5.2 4.2 3.7 3.5 3.4 3.6 3.7 3.8

Table 1 also summarizes mean and standard deviation accumulated reward.
As it was expected the best mean reward is obtained within an MDP, since
MDP maximizes only this variable. In the RSMDP, the mean gets smaller as λ



380 R. Minami and V.F. da Silva

Fig. 3. Histogram for optimal policy with risk neutral attitude (λ = 0). Abscissa
stands for accumulated reward and ordinate stands for number of ocurrences in 100,000
executions. The abscissa value -25 accumulates rewards occurrence smaller than -25.

Fig. 4. Histogram for optimal policy with risk averse attitude when λ = 0.3 (left)
and λ = 0.6 (right). Abscissa stands for accumulated reward and ordinate stands
for number of ocurrences in 100,000 executions. The abscissa value -25 accumulates
rewards occurrence smaller than -25.

get away from 0, in both case: risk prone and risk averse. Another interesting
theoretical result of RSMPDs is that when λ ≈ 0, risk averse makes a trade-
off between maximizing the expected reward and minimizing (maximizing) the
standard deviation under risk averse (prone) attitude [13]. This behavior can
be seen when λ ∈ [−0.2, 0.2]. Finally, we note that λ > 0.6 does not produce
λ-feasibility, so we does not have an optimal policy that always takes 4 classes
before taking the practical exam.

Figures 3, 4 and 5 show histograms for some executions. Analyzing the his-
tograms, we find that the histogram of the RSMDP with risk averse presents less
percentage of values < −25. In the histogram of the RSMDP with risk prone
there is a high percentage of values < −25, but it also present some percentage
of high values (-3 or -5).
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Fig. 5. Histogram for optimal policy with risk prone attitude when λ = −0.3 (left)
and λ = −0.7 (right). Abscissa stands for accumulated reward and ordinate stands
for number of ocurrences in 100,000 executions. The abscissa value -25 accumulates
rewards occurrence smaller than -25.

5 Conclusion

The stochastic shortest path problem aims to find the lowest cost for a decision
involving a stochastic environment. The use of Markov Decision Processes is
common in the literature for modeling such problem [3]. However, MDPs does
not contemplate various aspect for taking decision such as: variance, expectation,
worst cases, best cases, etc. An alternative is taking MDPs as a second criteria,
whereas another criteria is first guaranteed by another process [1].

Risk Sensitive MDPs present a more versatile way of modeling the SSP prob-
lem, allowing the arbitrarily choice of risk attitude. Although it has been defined
in the 70’s [7,8], RSMDPs have not been used within Artificial Intelligence com-
munity. Recently, the idea of risk sensitive approach has been presented under
different formulation in [16]. RSMDPs have been more appealing to the Control
Optimization community [17].

The experiments aimed to show how different decision under MDPs and
RSMDPs can be for the SSP problem. Despite the versatile obtained within
RSMDPs, basic algorithms are similar to MDPs algorithm which allows it practi-
cal implementation in most application where MDPs is used. This is very helpful
when compared to other arbitrary alternatives to explicit model utility function
by not considering Markov property [18,19].
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Abstract. In problems modeled as Markov Decision Processes (MDP),
knowledge transfer is related to the notion of generalization and state
abstraction. Abstraction can be obtained through factored representation
by describing states with a set of features. Thus, the definition of the best
action to be taken in a state can be easily transferred to similar states,
i.e., states with similar features. In this paper we compare forward and
backward greedy feature selection to find an appropriate compact set of
features for such abstraction, thus facilitating the transfer of knowledge
to new problems. We also present heuristic versions of both approaches
and compare all of the approaches within a discrete simulated navigation
problem.

Keywords: Feature Selection, Knowledge Transfer, State Abstraction.

1 Introduction

Problems that involve sequential decisions can be modeled as a Markov Decision
Process (MDP) [1]. An MDP agent must evaluate the resulting value of decisions
in order to define a policy that maximizes the expected value of the sequence of
decisions. However, the resolution of MDPs with a relatively large set of states
is computationally expensive. The course of dimensionality is even worse, when
the Reinforcement Learning problem is considered [2]. In reinforcement learning,
a sequential decision problem must be solved by trial-and-error iterations within
an unknown environment, i.e., an agent interacts with the environment to collect
statistic significant experience.

An alternative to learning from scratch is to transfer the knowledge produced
from source problems to new, similar ones. Knowledge transfer is related to the
notion of generalization and state abstraction [3]. State abstraction is an ap-
proach in order to generalize knowledge among states that compose an MDP
problem, by ignoring irrelevant information about them [4]. In this case, expe-
rience or information obtained about a state can be transferred to similar ones.
This approach also allows the transfer of knowledge between different MDPs.
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The state abstraction can be performed using a relational representation of
the problem, where by using features we can describe relations between objects
of the environment [5, 6]. In order to validate the state abstraction, we need
to generate knowledge from source problems and evaluate that knowledge ob-
tained for transferring. For this purpose, the AbsProb-PI algorithm is used [7].
The AbsProb-PI algorithm makes use of a relational representation to abstract
states in an MDP and transfer the knowledge generated to new MDPs. Rela-
tional representation has the advantage of representing state compactly such
that abstract state can be matched among different MDPs even if the number
of concrete states and the number of objects in the environment are different.

The quality of the policy found by the AbsProb-PI algorithm depends on
the quality of relational representation. The relational description consists in
defining a set of features, which describes abstractly the states in order to find
an appropriate policy for transferring. However, such set has often many features,
which may present the problem of overfitting when transferring, as also increases
the computational complexity for learning. Thus, in order to find an appropriate
abstraction for an MDP environment, it is necessary to define a compact set of
features to describe the states by ignoring irrelevant information.

Several works in this area focus on choosing a compact set of features that
approximates well the value function, which induces an approximated policy. In
[8, 9] regularization is used in order to find a sparse representation of states,
whereas in [9, 10] forward and backward greedy selection is used to compose
incrementally a compact set of features. Some of this works have also applied
such ideas within Reinforcement Learning problems [9–11]. Another approach
consists in analyzing directly the MDP model [11]. In this paper we explore
forward and backward greedy selection. While previous works choose features
based on the value function, our approach chooses among features by evaluating
them directly on policy space by considering gradient-based MDP algorithms.

The paper is organized as follows. Section 2 reviews basic concepts of MDP,
state abstraction and the AbsProb-PI algorithm, which is used to validate the
state abstraction. Section 3 presents our approaches to find an appropriate com-
pact set of features to describe the states. Section 4 reports experiments with
the approaches presented, and Section 5 summarizes our conclusions.

2 Background

2.1 Markov Decision Process

A Markov Decision Process models a sequential decision problem for an agent
by defining a process involving the following concepts: states, actions and re-
wards. The process runs as follows: (i) the agent perceives state st at time t,
(ii) the agent executes action at, (iii) the agent receives reward rt and (iv) the
process transits to next state st+1. Formalizing, an MDP is defined by the tu-
ple 〈S,A, T, r, b0〉 [7], where S is a finite set of states where the agent can be
at any time t; A is a finite set of actions that can be executed at any time
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t; T : S × A × S → [0, 1] is a transition function that defines the probabil-
ity to go from state s ∈ S to state s′ ∈ S after executing the action a ∈ A,
i.e., P (st+1 = s′|st = s, at = a) = T (s, a, s′); r : S → R is the reward function
associated to any state and indicates a partial evaluation of the process; and
b0 : S → [0, 1] is the distribution for the initial state, i.e., P (s0 = s) = b0(s).

The solution for an MDP is a stationary policy π that defines for each state
a strategy to choose an action to be executed [1]. We consider stationary prob-
abilistic policies π : S × A → [0, 1]. Then, after perceiving state s, the agent
chooses action a with probability π(s, a), i.e., P (at = a|st = s) = π(s, a). A
policy is evaluated by the sum of expected (discounted) reward, i.e., V π =
Es0∼b0 [

∑∞
t=0 γ

trt|π], where V π is the value of policy π and 0 ≤ γ < 1 is a
discount factor, which guarantees value V π is finite for any policy. Let Π be
the set of all stationary probabilistic policy, policy π∗ is optimal if and only if
V π∗ ≥ V π∀π ∈ Π . It is also common to define the value of a state s when
following policy π by V π(s) = E [

∑∞
t=0 γ

trt|π, s0 = s].

2.2 Features and Abstract States

The transfer of knowledge between MDPs is related to the idea of state ab-
straction, and in this context relational representations for states and actions
is usual [5]. A relational representation allows the use of features to evidence
the relationship among objects of an environment [6, 7]. We consider these fea-
tures to be propositions, i.e., we describe states of an MDP with propositions.
Then, state abstraction is performed by defining similarity among states if they
presents similar features, i.e., states with the same features represent the same
abstract state.

Consider the set of states S and an ordered set of boolean functions F =
f1, f2, . . . , fN where fi : S → {0, 1} indicates if a state presents features i. S and
F induce a space of abstract states σ ∈ SFab and each abstract state induces a
set of states Sσ such that: (i) for all s ∈ S there exists σ ∈ SFab such that s ∈ Sσ
and if s ∈ Sσ′ and s ∈ Sσ′′ then Sσ′ = Sσ′′ , i.e., every state in Sσ is represented
by one and only one abstract state; and (ii) if s′, s′′ ∈ Sσ then fi(s

′) = fi(s
′′)

for every feature fi ∈ F , i.e., states that are represented by the same abstract
state present equal features. In the same way that an abstract state σ induces
a set of states Sσ, an (abstract) state also induces a set of features Fσ ⊆ F
where fi ∈ Fσ if fi(s) = 1∀s ∈ Sσ. Also, each subset of F potentially induces
an abstract state, which may not exist if there is not states that fulfill such set
of features. With regard to the size of the space of abstract states SFab we have
the following property |SFab| ≤ min{|S|, 2|F|}. Note that, if F is complete [12],
the spaces of abstract states and original states are the same.

As an example, consider a set of features F = {f1, f2, f3} and a set of states
S = {s1, s2, s3} where Fs1 = {f1, f2}, Fs2 = {f3}, and Fs3 = {f1, f2}. Then,
there exist two abstract states: σ1 and σ2, such that Sσ1 = {s1, s3} and Sσ2 =
{s2}, and Sab = {σ1, σ2} which is a partition of the finite set of states S.



386 K.O.M. Bogdan and V.F. da Silva

2.3 Abstract Policies

To evaluate a given abstraction, it is necessary to solve the MDP problem by
finding the best strategy for executing action in each abstract state. Similarly
to the definition of an abstract state space, we can also define a set of abstract
actions α ∈ Aab, i.e., an abstract action α induces a set of actions Aα [7]. Then,
an abstract policy πab is defined within abstract state space and abstract action
space, i.e., πab : Sab×Aab → [0, 1]. A local-optimal abstract policy can be found
by using the algorithm AbsProb-PI which implements Policy Iteration algorithm
based on gradient [7]. First, define the transition matrix T πab(s, s′) and the value
function V πab(s) by:

T πab(s, s′) =
∑

α∈Aab

πab(α|σ(s))
∑
a∈Aα

1

|Aα|T (s, a, s
′) ,

Vπab = (I− γTπab)−1r ,

where r, Tπab and Vπab are vector representations of the reward function r(s),
the transition matrix T πab(s, s′) and the value function V πab(s) respectively.
Second, define the transition matrix Tα,ε that chooses an abstract action α with
probability 1 − ε and chooses uniformly among all other abstract actions with
probability ε. The parameter ε > 0 guarantees that the policy converges at most
to a local ε-greedy policy. Third, define a step size function δ(i) = (1 + i

k )
−1,

at iteration i where k is a constant. Let b0 be the vector representation of the
initial distribution b0(s). The AbsProb-PI algorithm is defined by [7]:

1. Initiate the abstract probabilistic policy πab arbitrarily such that

πab(σ, α) ≥ ε

|Aab|∀σ ∈ Sab, α ∈ Aab and
∑

a∈Aab

πab(σ, α) = 1∀σ ∈ Sab

2. At each iteration i:
(a) Calculate the value function Vπab

(b) Calculate the product C = γb0�(I− γTπab)−1

(c) For each α ∈ Aab calculate Δα,πab = (Tα,ε −Tπab)Vπab

(d) For each σ ∈ Sab and α ∈ Aab calculate W (σ, α) =
∑

s∈Sσ
C(s)Δα,πab(s)

(e) For each σ ∈ Sab find the best direction α∗
σ = argmaxα∈Aab

W (σ, α)
(f) Choose a step size δ(i) and updates policy πab by:

πab(σ, α)←
{
(1 − δ(i))πab(σ, α) + δ(i)

(
ε

|Aab| + (1 − ε)
)
, if α = α∗

σ

(1 − δ(i))πab(σ, α) + δ(i) ε
|Aab| , if α �= α∗

σ

.

3 State Abstraction by Feature Selection

Remember that the larger the set of features, the lesser abstraction is obtained.
Although abstraction can: accelerate learning, accelerate planning and make
possible knowledge transfer; abstraction can also degrade the value of optimal
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abstract policies. Then, finding an appropriate set of features that makes a trade-
off between learning, planning, knowledge transfer and quality of policy is quite
interesting. In this section we define some algorithms to looking for an appro-
priated set of features regarding quality of policy.

To find an appropriate compact set of features to describe the states of an
MDP problem, we explore two approaches: forward and backward. We also
present heuristics derived from these approaches as an alternative to find such
set of features. For both approaches the algorithm AbsProb-PI has been used to
solve the MDP problem so we can validate the state abstraction obtained from
each iteration of the algorithms proposed. We consider the following interface for
the AbsProb-PI algorithm π̂∗

ab ← AbsProb-PI(Sab, Nsteps), where Nsteps is the
number of iteration to be done before returning. We also make use of some parts
of AbsProb-PI algorithm, for instance to calculate the vector C or the weight
function W (σ, α). In the following algorithms we also consider a maximum set
Fmax, i.e., Fmax contains all possible features that algorithms consider for state
description.

3.1 Backward Approach

In the backward (BA) approach we start with the largest set of features and
eliminates one feature per iteration to find a compact set of features that still
produces good abstract policies. Summarizing, when we have many features, we
have small abstract state and generalization is more difficult to be made. So, for
each feature eliminated, abstract states get larger by grouping together other
abstract states that were before separated by these features. Given the previous
definition, we define the backward approach:

1. Initiate the set of features F ← Fmax

2. While |F| > 1, i.e., not all features were eliminated:
(a)For each feature f ∈ F

i. Simulate the elimination of f by constructing Ff− = F − {f}
ii. Evaluate the set of features Ff− by defining a value V (Ff−)

(b)Find the most irrelevant feature for state abstraction f∗ = argmax
f∈F

V (Ff−)

(c)Eliminate f∗ of the set F , i.e., F ← F − {f∗}
3. Return the list of eliminated features in order of relevance

At the end of the algorithm, we will get the features ordered by relevance in
the state abstraction of an MDP problem as it was found by the approach, i.e.,
the first feature eliminated in this algorithm is the most irrelevant to describe
the states compared with the rest of features, and so on. Thus, the last feature
eliminated in this algorithm is the most relevant for the state abstraction. This
algorithm depends on the function V (Ff−) that defines the relevance of feature
f in set F .

Most of the computational complexity of the backward approach is spent in
the step 2, whereas inside step 2 most of the computational complexity is spent in
step 2(a)ii. The algorithm goes through step 2 for |F|−1 times, and the number
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of execution of step 2(a)ii decays linearly at each iteration: |F|, |F| − 1, . . . , 3, 2.
Then we have that

TBA(|F|) ≈ (|F| − 1)

( |F|+ 2

2

)
T (V (Ff−)).

To define the relevance of a feature we consider a greedy strategy. The greedy
strategy considers any iteration as if it was the last one. In this case it is enough
to evaluate a set of features by evaluating the optimal abstract policy within the

abstract state space SFf−
ab . Then, we define the value of a set of features by:

π̂∗
ab ← AbsProb-PI(SFf−

ab , Nsteps) ,

V (Ff−) = b0�
(
I− γTπ̂∗

ab

)−1

r .
(1)

In this case, the time spent in the algorithm is

TBA(|F|) ≈ (|F| − 1)

( |F|+ 2

2

)
NstepsKBA,

where KBA is the time spent in average at each iteration of the AbsProb-PI
algorithm within the backward approach.

From the backward approach we can derive a weighted estimation heuristic.
This heuristic produces an alternative so that the execution time is decreased in
relation to the backward approach with AbsProb-PI. Remember that to solve the
MDP problem, the AbsProb-PI algorithm calculates the vector C. This vector
represents the expected accumulate discounted occupation of each state s ∈ S for
the MDP when following policy πab. The heuristic consists in taking such values

to weight an average of the previous policy, i.e., the policy π̂
Ff−
ab is estimated at

any iteration by:

π̂
Ff−
ab (σ, α) =

∑
s∈Sσ

C(s)π̂F
ab(σ

F (s), α)∑
s∈Sσ

C(s)
,

where the policy π̂F
ab is obtained with AbsProb-PI within the set F and the

function σF : S → SFab maps each state into the current set of abstract states.

The values V (Ff−) is calculated by V (Ff−) = b0�
(
I− γTπ̂

F
f−

ab

)−1

r.

In the heuristic version of backward approach the time spent in the execution
can be approximated by

T h
BA(|F|) ≈ (|F| − 1)NstepsKBA + (|F| − 1)

( |F|+ 2

2

)
KBA ,

where the first term is spent to calculate π̂F
ab at each iteration and the second

term is spent to calculate the values V (Ff−). We assume that one iteration of

AbsProb-PI (KBA) is enough time to estimate π̂
Ff−
ab and to calculate its value. If

Nsteps dominates |F|+2
2 we have that our heuristic is at least |F|+2

2 times faster.
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3.2 Forward Approach

The forward (FO) approach is exactly the opposite of backward approach and
starts with a unique abstract state that represents all the states in S, i.e., no
feature in the state description. A feature is added to generate another set of ab-
stract states in each iteration until all the features be added. Given the previous
definition, we define the forward approach:

1. Initiate the set of features F ← ∅, and the complement set FC ← Fmax

2. While |FC | > 1, i.e., all the features are not added:
(a)For each feature f ∈ FC

i. Simulate the addition of f by constructing Ff+ = F ∪ {f}
ii. Evaluate the set of features Ff+ by defining a value V (Ff+)

(b)Find the most relevant feature for state abstraction f∗ = arg max
f∈FC

V (Ff+)

(c)Add f∗ into the set F , i.e., F ← F ∪ {f∗} and FC ← FC − {f∗}
3. Return the list of added features in order of relevance

Similar to the backward approach, at the end of the algorithm, we will get the
features ordered by relevance in the state abstraction of an MDP problem, i.e.,
the first feature added in this algorithm is the most relevant to describe the states
compared with the rest of features, and so on. Thus, the last feature added in
this algorithm is the most irrelevant for the state abstraction.

Here we propose two definitions to function V (Ff+): based on AbsProb-PI and
a gradient-based estimation. The first definition is the same used in backward
approach and it is given in equation 1 and just like in backward approach the
time to run the algorithm is given by:

TFO(|F|) ≈ (|F| − 1)

( |F|+ 2

2

)
NstepsKFO ,

whereKFO is the time spent in average at each iteration of the AbsProb-PI algo-
rithm within the forward approach. Note that the average KFO is smaller than
KBA. First, in one iteration of AbsProb-PI algorithm the larger abstract state
space the longer time spent (see steps 2(e) and 2(f) in AbsProb-PI algorithm).
Second, in backward approach most of the executions of AbsProb-PI algorithm
is done with large abstract state spaces, whereas in forward approach most of
the executions of AbsProb-PI algorithm is done with small abstract state spaces.

We also consider a heuristic to the forward approach. In the backward ap-

proach we define a heuristic by estimating a policy π̂
Ff−
ab . Such estimation cannot

be done since abstract states in space SFab are expanded in the new space SFf+

ab .
But, remember that when we solve the MDP problem with the AbsProb-PI al-
gorithm, at each iteration we calculate the gradient W (σ, α) for each abstract
state σ ∈ Sab and action α ∈ Aab and this gradient indicates how and much the
current policy can be improved. Given the policy π̂F

ab obtained with AbsProb-PI,
the gradient estimation defines the value of set of features Ff+ by:

V (Ff+) =
∑

σ∈S
F
f+

ab

max
α∈Aab

W (σ, α) ,
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where W (σ, α) is obtained through one iteration of the AbsProb-PI algorithm

by considering the abstract state space SFf+

ab and initial policy π̂F
ab. The time

spent in the execution can be approximated by:

T h
FO(|F|) ≈ (|F| − 1)NstepsKFO + (|F| − 1)

( |F|+ 2

2

)
KFO .

Again, if Nsteps dominates |F|+2
2 we have that our gradient-based heuristic is at

least |F|+2
2 times faster.

4 Experiments

To evaluate our algorithms we conducted experiments in three simulated robotic
navigation environments (Figure 1). We use the environment present in [7] and
define another two environments for evaluating.

Environments. Silva, Pereira and Costa [7] define the environment as composed
of three types of objects: rooms (ri), doors (di) and a corridor (c). The robot
can access some rooms immediately from the corridor and, depending on the
environment, the robot can also access other rooms through these rooms. The
robot can choose between four ground actions (actions N, S, E and W ) which
move the robot to the chosen direction with probability 0.9 if the direction
correspond to a ground state and do not move otherwise. The first environment
(Figure 1a) is the environment used in the experiments in [7] and is composed
by: 43 discrete ground states (s1, s2,. . . , s43); 11 rooms (r1, r2,. . . , r11); and 11
goals positions which represent different tasks, so for each task a room center
is chosen as goal (s1, s2, s5, s6, s9, s16, s26, s33, s34, s37 and s43). The second
environment (Figure 1b) is composed by: 47 discrete ground states (s1, s2,. . . ,
s47); 9 rooms (r1, r2,. . . , r9); and 9 goals positions (s1, s2, s3, s4, s5, s39, s40, s41
and s47). In this environment the robot can access every room from the corridor,
and between the rooms there is no doors for access. The third environment
(Figure 1c) is composed by: 55 discrete ground states (s1, s2,. . . , s55); 9 rooms
(r1, r2,. . . , r9); and 9 goals positions (s1, s2, s5, s8, s11, s45, s46, s49 and s55). In
this environment the robot can access every room from the corridor, and there
is access between some rooms.

The state description consider the set of features related to local observa-
tions FL = {see empty space, see door far, see room, see corridor, see ambience,
see anything} and the set of features related to the goal positionFG = {near goal,
almost near goal}. The set FL is composed of some features (see ambience and
see anything) that are correlated to others. These features were added in order to
compare more general features and more specific ones. A state s presents the fea-
ture see ambience, if s presents any one of the features in {see door far, see room,
see corridor}, and s presents the feature see anything, if s presents any one of
the features in FL − {see anything}.

With FL we define sets of features Fh
L and Fop

L . These sets represent features
in the current state that are or not in the direction of goal. In the first, the suffix
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(a) Environment 1 (b) Environment 2

(c) Environment 3

Feature Notation

see empty space Es
see door far Df
see room Sr
see corridor Sc
see ambience Sa
see anything An
in room In
near to goal Ng
almost near to goal Ang

(d) Feature notation

Fig. 1. The simulated robotic navigation environments (a, b and c) and the notation
for the features (d)

‘head to goal’ is added to the original feature notation in FL and, in the latter,
the suffix ‘opposite to goal’ is added to original feature notation. The features
in FG describe the distance from a state to the goal. The state is near goal if it
is at a Manhattan distance of 5 to the goal, and is almost near goal if it is at
a Manhattan distance of 8 to the goal and is not near goal. The final set which
can describe a state is F = (Fh

L ∪ Fop
L ∪ FG ∪ {in room}), where in room is a

local observation feature without goal relation.
As an example, consider the state s16 in the environment 2 (Figure 1b)

and s1 as the current goal state. The state s16 is described by the features:
see door far head to goal at north (d1) which induces see ambience head to goal
and see anything head to goal; see door far opposite to goal at south (d6) and
see empty space opposite to goal at east (s17) which induces see ambience oppo-
site to goal and see anything opposite to goal; also the state is near goal. For a
simpler reference to features we present the notation in Figure 1d, also for the
features head to goal is added the suffix ‘ H’ in the feature notation, and similarly
for the features opposite to goal is added the suffix ‘ O’.

For the variable Nsteps of AbsProb-PI algorithm we used 280 iterations. For
each environment we create a number of goals, which we describe earlier, and
for each goal the state abstraction was produced. Then the state abstraction for
all goals was evaluated in the same environment.
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Fig. 2. The results of the algorithms at left and the feature order obtained for each
algorithm at right
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Results. The results for each algorithm: backward (BA), weight estimation
(BA W), forward (FO) and gradient-based estimation (FO G) is presented in
Figure 2. The results of BA and BA W algorithms are presented in order of
relevance. Then the first value in the results (Figure 2a, 2c and 2e) correspond to
the value without any feature in the state abstraction and the last one correspond
to the value of all possible features Fmax in the state abstraction. Similarly, the
feature order obtained with BA and BA W are presented. This was done to
compare easily the results of all algorithms with each other.

For the environment 1 (Figure 1a) in Figure 2a we can see that the FO ap-
proach has the best result. With the exception of BA W algorithm, the BA and
FO G algorithms has close values, where the heuristic has the advantage of be-
ing faster. In the Figure 2b the feature order obtained with the algorithms is
presented, so the set of features {In,Ang,Df H,Df O,Ng, Sr H,Es O, Sc O} ob-
tained with FO approach is the best choice for state description in environment
1. The first eight features in feature order compose this set because after this
point the value of the current set of features (value of optimal abstract policy) is
constant, without an improvement. For the environment 2 (Figure 1b) in Figure
2c we can see that the FO G algorithm has the worse result. The others (BA,
BA W and FO) present values that are very close to each other for each size
of feature set, but the feature order for all of them are different as is presented
in Figure 2d. Even then, the heuristic BA W has the advantage of being faster.
Thus, the set of features {Es H, In,Df H,An H, Sc O,Ng} obtained with BA W
algorithm is the best choice for state description in environment 2. For the envi-
ronment 3 (Figure 1c) we can see in Figure 2e that the behavior of result values
are similar with the results of environment 2. Then again the FO G algorithm has
the worse result, and among the other algorithms the BA W is the best choice to
this environment for being faster, with {Es H, Sa H, Sr H, Sc O, Sa O,Ang} as
the appropriate set of features for state description that produce the best state
abstraction.

5 Conclusions

The state abstraction can be made through relational representations of an
MDP environment, which describes relations between objects of the environ-
ment. These relations can be represented by features which may aggregate states
with similar representation. This aggregation allows the transfer of knowledge,
since information obtained for a state can be transferred to similar ones, i.e.,
states with similar features, therefore making the planning faster.

In our approach, we use propositional features for state description, and the
state abstraction obtained with such features is then evaluated to decide if the
current feature selection is appropriate or not. We presented two different ap-
proaches (BA and FO), and two heuristics (BA W and FO G) derived from them
that represent an alternative to find the appropriate set of features for an MDP
problem. As we see in the Section 4, at least one of original approaches (BA
and FO) have the best result for each environment, in the same way one of the
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heuristics (BA W and FO G) present satisfactory results, i.e., close to the best
values having the advantage of being faster than the others. Thus the heuristics
can be a good choice for feature selection.

By analysing the feature order for each environment we cannot define a pat-
tern in relation to the order of features obtained with each algorithm. Therefore
the set of best features to state description for an environment is not the same
to every environment, since they present different structure navigation. Future
research should evaluate the quality of the features in an different environment
from where it was produced, since we created and evaluated the features in
the same environment. Besides that, it is interesting to adapt and to apply the
feature selection algorithms in a reinforcement learning environment [13].

References

1. Puterman, M.L.: Markov Decision Processes: Discrete Stochastic Dynamic Pro-
gramming, 1st edn. John Wiley and Sons, New York (1994)

2. Sutton, R.S., Barto, A.G.: Reinforcement Learning: An Introduction. MIT Press,
Cambridge (1998)

3. Walsh, T.J., Li, L., Littman, M.L.: Transferring state abstractions between mdps.
In: ICML Workshop on Structural Knowledge Transfer for Machine Learning
(2006)

4. Frommberger, L., Wolter, D.: Structural knowledge transfer by spatial abstraction
for reinforcement learning agents. Adaptive Behavior 18, 507–525 (2010)

5. Otterlo, M.V.: Reinforcement learning for relational mdps. In: Machine Learning
Conf. of Belgium and the Netherlands, pp. 138–145 (2004)

6. Matos, T., Bergamo, Y.P., Silva, V.F., Costa, A.H.R.: Stochastic Abstract Policies
for Knowledge Transfer in Robotic Navigation Tasks. In: Batyrshin, I., Sidorov,
G. (eds.) MICAI 2011, Part I. LNCS, vol. 7094, pp. 454–465. Springer, Heidelberg
(2011)

7. da Silva, V.F., Pereira, F.A., Costa, A.H.R.: Finding Memoryless Probabilistic Re-
lational Policies for Inter-task Reuse. In: Greco, S., Bouchon-Meunier, B., Coletti,
G., Fedrizzi, M., Matarazzo, B., Yager, R.R. (eds.) IPMU 2012, Part II. Commu-
nications in Computer and Information Science, vol. 298, pp. 107–116. Springer,
Heidelberg (2012)

8. Farahmand, A.M., Ghavamzadeh, M., Szepesvári, C., Mannor, S.: Regularized pol-
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Abstract. Falls are a major international public health challenge because of the
myriad effects on older individuals: direct physical and psychological injury; fear
of falling and activity limitation; reduced social participation and quality of life;
increased dependence; and because of the economic impact on health and social
care providers [12].

In nowadays ageing society, many people require assistance for safe pedestrian
mobility. In some cases, assistive devices require a certain degree of autonomy
when the persons’ disabilities difficult manual control. Our aim is to develop an
open and innovative reference architecture, based upon ontologies and agent ser-
vices, that will allow plug and play and cost-effective interconnection of existing
and new services in all domains required for the independent and autonomous
living of the elderly and their enhanced Quality of Life (QoL).

1 Introduction

Demographic change and aging of the population is one of the socioeconomic chal-
lenges societies have to face in the 21st century. Worldwide, the number of persons
over 60 years is growing faster than any other age group. The number of this age group
was estimated to grow to almost two billions by 2050. By that time, the population of
older people will be much larger than that of children under the age of 14 years for the
first time in human history. Moreover, the oldest segment of population, aged 80 and
over, particularly prone to falls and its consequences is the fastest growing within older
population expected to represent 20% of the older population by 2050 [20].

Of all world regions, Europe has the highest proportion of population aged 65 or
over, a statistic that becomes more pessimistic according to the baseline projection of
Eurostat, which shows that this percentage will almost double to more than 28% in
the year 2060. Besides, while the share of the youngest, and especially the working
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population is shrinking, the baby boom generation will retire and the number of people
between 65 and 80 years old will increase almost by 40% between 2010 and 2030.

There are currently approximately 45M people in Europe who report a long standing
health problem or disability [1]. Further, the aging population means that more people
will have to live with some sort of disability. Recent figures from the 2008-based na-
tional population projections EUROPOP20082 show that the share of people aged 65
years or over in the total population is projected to increase from 17.1% to 30.0% and
the number is projected to rise from 84.6M in 2008 to 151.5M in 2060. This means
there will be more than 80M people with several needs for care by 2050. It is estimated
that the cost of this care will range from 5% to 20% of GDP by 2025.

In Mexico, the proportion of elderly population presents the fastest growing in the
past 15 years. In accordance with the projections of the National Population Council,
the current total is 9.4 million people, which represents 8.6% of the total population,
and it will increase at an annual rate of 3.9% [5].

1.1 The Cost of Falling

For human beings getting old implies a reduction of functional reserve, which is the
reserve margin of safety that organs have to take all the work they need to do (usually
they are able to do more work than necessary, so that the body is confident that they
will not fail under stress). With ageing this reserve decreases, especially in the brain
and the musculoskeletal system, these organs therefore become the weakest point in
case of aggression to the body from disease, and therefore often fail even though the
disease is located elsewhere in the body. Illness or weakness of the body of aged people
can result in falls. Falls are therefore a sign of weakness of the musculoskeletal system
and the organs of the rest of the body, and therefore are very good indicators of lack
of functionality reserve. Falls are prevalent, dangerous, and costly. Even falls that do
not result in injury can have serious consequences. Psychological trauma and fear-of-
falling produce a downward spiral of self-imposed activity reduction which leads to loss
of strength, flexibility and mobility, thereby increasing the risk of future fall. However,
falls are not a normal part of aging [18].

In order to measure and quantify a persons fall risk, two international scales are
considered: the Morse Fall Scale (MFS) and the Falls Efficacy Scale (FES).

The causes leading to falls can be classified in 4 categories:

1. Defective gait: due to by various conditions such as structural disorders (arthritis,
deformities) or central nervous system deficits (stroke, Parkinson, etc) or peripheral
nervous system (neuropathy, etc), or even diabetes (diabetes acts through diabetic
neuropathy).

2. Poor balance: its origin can be set to a vision problem, inner ear defect (which
is responsible for balance (vestibular system or labyrinth)), lack of proprioceptive
information or Parkinsons disease.

3. Accident: due to several factors including improper footwear, inadequate home en-
vironment items (carpets, wrongly located objects, etc.).

4. Blackout: caused by sudden low pressure, momentary cardiac syncope, paroxysmal
asystole, bradykardia, etc.
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The three main consequences of falls in ageing people are:

1. Fractures, especially hip fracture: causing death in more than 30% of cases, long
term effects in a high percentage of survivors, and high costs on public health sys-
tems.

2. Long-lie syndrome: a product of long stays on the ground after falling, and because
of the lack of functionality to rise, this situation can cause death from acute renal
failure.

3. Fear of Falling: described extensively by Tinetti, the patient experiencing it, vol-
untarily reduces his activity, causing in turn a decrease of function in his system,
which feeds the possibility of further falls [17], [18].

Studies from various countries have shown that about one third of people aged above
65 years fall each year. In UK primary care populations, the rate rises with age to over
60% of nonagenarians, and is generally higher in women and in socio-economically
deprived populations. Fragility fractures are the commonest significant injury, 300,000
annually in the UK including upwards of 70,000 hip fractures [12].

1.2 State of the Art

The related investigations of ageing people and their real needs are not new, but they
have not obtained the expected impact. Some reasons may be: study fragmentation, lack
of critical mass, lack of vision of the relevant industry, and a missing political signal of
favourable conditions for implementation and coordination on a large scale. In addition,
the situation is not characterized by a lack of technologies, but by a lack of complete
solutions, which should be easy to handle, easy to install, reliable, and affordable for
the targeted people as well as the social security systems [7].

In recent years, ICT technologies and, specially, Artificial Intelligence have man-
ifested their potential to enhance the autonomy and quality of life of elderly people,
through boosting detection and/or prevention of elderly falls [15],[16] . Likewise, AI
based solutions for fall detection and prevention (especially when deployed in the home
environment) could significantly reduce the cost associated with elderly care (such as
costs associated with the caretakers, personal nursing services, or the transfer to nursing
homes). From a technological perspective a variety of ICT solutions for fall prevention
and detection have been introduced spanning the areas of assistive training devices,
biofeedback solutions, fall detectors, fall risk assessment systems [13] and more. Such
solutions have been developed as enterprise products (e.g., [19]), but also as part of
R&D projects and research initiatives (e.g., in the scope of the FALLWATCH (wearable
miniaturized fall detector), CONFIDENCE (Independent living System), BIOTELE-
KINESY (home care service) projects).

The great interest in the treatment of disability has been reflected in the use of tech-
nological tools more or less sophisticated, the so-called Assistive Technologies (AT)
[9], [7],[6],[4]. The AT can be defined as technical devices that can eliminate or im-
prove or compensate for functional limitations. These tools are able to support people
with disabilities, while making more effective and efficient interaction of the subjects
themselves with their surroundings, physical and social.
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Among the various technological tools, the walker is certainly a valid factor to in-
crease the autonomy and to encourage integration of disabled people in social and fam-
ily contexts, reducing the care burden of caregivers and improving motor performance.
Many users are not prescribed a standard rollator because they lack the necessary cogni-
tive skills or their impairment prevents them from steering it safely. So far this tool has
not been used in practice in rehabilitation of post-stroke patients, as they are difficult to
manage by the patient.

In the SHARE-it project we devised a walker modified to be accessible to post-stroke
patients: the i-Walker [3], [8] (see §3). The use of this technology in this population is
a clear case of success of Artificial Intelligence techniques in this field (see §3.2).

1.3 Plan of the Work

In §2 we explain our idea of an AI fall management system for elders which are likely
to fall. In particular §3 addresses the assistive tool that we are proposing as the basis for
a generic architecture to support mobility autonomy in the target population. We briefly
describe a successful experiment with real patients. In §4 we propose our final remarks
and conclusions.

2 New Approaches to Fall Management

The generic users of an intelligent fall management system can be defined as individuals
which are likely to fall as a result of biological factors such as the decline of physical,
cognitive and affective capacities, as well as other chronic illnesses/diseases. We need
to distinguish among the various biological and disease related health factors, through
considering fallers associated with balance / gait problems, cardiovascular diseases,
vision problems, depression sufferers and more.

From the scenario depicted in §1.1 one can well understand the need for continued
scientific research and the continuing interest in physician-directed to avoid individuals
to fall or effectively rehabilitate those that have already fallen once or secondary fallers,
to avoid them to fall again. These are two among the possible target groups. Physical
mobility, the capability of autonomous movement, is necessary for the health and well-
being of all persons, but is especially important in older adults because a variety of
factors impinge upon mobility with aging.

As falls are not a normal part of aging, they may be preventable to a large degree.
As obvious as it may sound, a lack of knowledge about risk factors and how to prevent
them contributes to many falls. Lack of knowledge leads to lack of preventive action, re-
sulting in falls. Nowadays, risk factors for falls have been identified and there are many
screening tools available to determine the presence of balance and mobility disorders.
Still, those are not integrated or they are not well tested to be widely delivered to the
target population. Also, the high degree of variability is an issue.

There is a growing attention in rehabilitation research in new technologies that are
able to favor the outcome motor and to reduce the functional disability in post-falling
patients, so as to indirectly limit the socio-assistential costs.

Computer-aided architectures for elderly care are typically structured in three layers:
sensors to capture the data on the user’s situation, interpretation methods to understand
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the situation including the context, and services, which provide help or intervention
based on the support system’s understanding of the situation.

Our general aim is to develop an open and innovative reference architecture, based
upon ontologies and agent services to do the reasoning, understanding and communi-
cation, that will allow plug and play and cost-effective interconnection of existing and
new services in all domains required for the independent and autonomous living of the
elderly and their enhanced Quality of Life (QoL).

The above user groups are in need of solutions that could minimize or remedy the risk
of falling (prevention), while at the same time supporting them efficiently in the case
of falls (detection). Such prevention and detection solutions (such as the one proposed
by the I-DONT-FALL consortium [9]) should in particular address the users needs to
(i) Gain instant and easy access to health and social services (e.g., in the case of fall
detection), including the ability to leverage tele-care services and, (ii) Undertake in-
home training (e.g., balance, mental training), which could help them reduce (i.e. pre-
vent) fall incidents. At the same time, some activities could facilitate changes to the
users behavioural factors, such as everyday habits that lead to a healthier lifestyle (as
a prevention discipline). Trustful intelligent fall detection management services for the
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Fig. 1. Personalized profiles and Services

automatic and real time detection of elderly/patients falls are a real need for a growing
segment of the population. The main characteristics of the I-DONT-FALL platform will
be the following:

Integrated. The platform will integrate a host of detection and prevention function-
alities and services, which will be empowered by a large pool of leading edge
technologies including wearable fall detection devices, balance/motor training ap-
plications and devices, an Inertial Measurement Unit, a Healthcare Enterprise Re-
source Planning system along with Electronic Health Records (EHR) management
technologies, telecare/teleassistance services for fallers, as well as technologies for
mining, processing and managing users data and fall-related knowledge.

Configurable. The platform will enable flexible configuration of its functionalities on
the basis of easy-to-use deployment, administration and management tools. These
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tools will be offered to professionals in order to enable them to customize the plat-
form to the needs of the potential fallers, taking into account the fallers profile,
medical record, preferences and fall-related root causes.

Programmable. The platform will provide open APIs (and associated development
tools) enabling (medical application) developers and integrators to implement new
innovative ideas that could leverage the platforms capabilities in order to serve/fulfill
new requirements. To this end, the APIs will allow developers/integrators to lever-
age data streams stemming from sensors, access EHR and fall knowledge data, con-
trol sensors and actuators, specify rule-based detection functionalities and more.

Personalized. The solutions to be deployed with the I-DONT-FALL platform will be
personalized to the needs of the specific users of the fall-related functionalities,
notably in a home environment. To this end, the platform will provide access to
profile data, demographics information, medical records, as well as information
about the surrounding in-home environment of the fall sufferer, see figure 1.

In-Home. (yet remotely managed) The platform will be deployable within the home
environment of potential fallers. This in-home nature of the platform is perfectly
aligned with the personalization objectives (i.e. since the in-home environment is
largely due to personalization), while also serving important financial objectives
(e.g., the need to reduce hospitalization). Nevertheless, the in-home platform will
be manageable from remote, through appropriate tools and techniques enabling
communication and intervention of health professionals and care centers.

We foresee a larger target population including elderly, stroke/demented patients, pa-
tients with chronic conditions, individuals in risk of falling and, second-time fallers will
benefit from more effective fall management services, as well as from the availability
of more and more versatile devices and configurations.

2.1 Services

Autonomy for the elderly or people with disabilities does not only refers to mobility
terms, but to a set of domains influenced by functioning, activity limitations, partici-
pation restrictions and environmental factors. Life areas related to activities and par-
ticipation are such as learning and applying knowledge, general tasks and demands,
communication, mobility, self-care, interpersonal interactions and relationships as well
as community and social life. Our approach is based on the notion of a shared auton-
omy between the user and its own agent-based mediator with any information system at
hand. Existing telematic healthcare systems that provide integrated services to users are
not, to our taste, flexible enough to allow a real personalization and maybe now it is too
expensive to change them. This fact motivates us to foster services personalization as
the cornerstone of AT design. Personalization, in this case, involves using technology
to accommodate the differences between individuals.

Personalization and adaptation must be part of an iterative process through time in
the user ATs life in order to allow a seamless integration between them. The user needs
from the beginning to be provided with personalized assistive tools able to adapt to his
autonomy needs. The adoption of a personalized tool facilitates the integration and the
acceptance of the technology by the user. It is also an essential requirement, in order to
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achieve the basic goal of these technologies, to complement as much in as possible part
of the lost users autonomy caused by a disability.

The first block, the right part of figure 1 depicts all the arguments or variables that
can configure a service or an assistive tool. The more open and flexible the service is,
the more variables it will have available to be configured to adapt to the end user. The
second block defines the outputs of the service or tool, the information that can be gath-
ered from it. This information can be very useful in order to observe the behaviour of
the service/tool and the user interaction with it. Interaction data can be used to take
decisions about the service fine tuning or adaptation. Specially, if you have information
from many users. Thus, our service characterization proposal contains four informa-
tion modules: two static covering the more descriptive information about the functions
supported and the functions that can be restrictive in the use of the service, and two
dynamic modules containing configuration variables and data generated that will be
changing along the life of the service instance.

3 i-Walker

The i-Walker is a robotic rollator that integrates sensors and actuators. It is a walking aid
manipulated by both arms. It uses a standard walker frame modified for this purpose.
Actuators are two hub motors integrated in the rear wheels and are used for braking or
helping the user. Sensors are arranged in the frame to detect forces, tilt and movement.
An integrated battery supplies power. Finally, a network of distributed micro controllers
drives the system and records and provides information to the therapists.

The i-Walker does help passively detecting the force imposed by the user on the
handles through its sensors, so it is possible to determine and adjust the amount of help
that each motor should be giving to the side with a deficit. The support given by the
i-Walker is passive because it is never pulling the user, only when pushing forces are
detected on the handles the i-Walker applies helping strategies through its motors. This
configurable amount of support given by each rear wheel allows to daily adapt the i-
Walker, according to the increased capacity of the upper paretic and support the patient
in applying the necessary forces during walking, see figure 2.

Four main services are provided by the i-Walker platform. Three are related to elder
/impaired assistance. The fourth is used for data logging. A physiotherapist should plan
all the assistance. Services provided are:

– Active motor assistance to compensate lack of muscle force on climbs.
– Active brake assistance to compensate lack muscle force on descents.
– Active differential assistance to compensate unbalanced muscle force.
– Recording of sensor measurements and actuators activities for later evaluation (left

and right hand forces, normal forces, tilt and odometry)

The amount of helping percentage and braking force in each hand can both be deter-
mined by a doctor. Described strategies are not exclusive: we can have the user pushing
the i-Walker going downhill and at the same time the walker relieving him from part of
the necessary pulling/pushing force to move around. For safety reasons the i-Walker au-
tomatically stops when the user releases the handles, that is, when no forces are detected
on them.
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Fig. 2. The i-Walker compared with the use of parallel bars for rehabilitation in post-stroke indi-
viduals

3.1 AI on Board

The i-Walker platform has an integrated multi-agent system [2] that allows the config-
uration and management of the different services described previously. The therapist
can configure the different helping parameters using the agents’ interface and watch
the logged data represented coming from the different sensor readings. The main ob-
jective of this agent system is to autonomously establish the helping parameters of the
i-Walker depending on the user profile and his gait performance . In order to do that, the
agents will use a specific disability ontology that allows to describe the user profile in
terms of diseases, symptoms, assessments and assistive services prescribed (see figure
3). The continuous monitoring of the user’s performance with the i-Walker will let the
agent system to modify the user profile and dynamically adapt the support services that
the i-Walker provides. In the right part of figure 3 we can see an overview of a multi-
agent system that would support our personalization cycle [2], with different potential
AI techniques associated with different agents to support their work. In figure 1 you can
see a typical profile and its relation with the available services.

The Profile Manager would perform the task to structure a set of predefined user pro-
files using as distinctive parameters general disability treats like symptoms or diseases.
The information gathered from experts to train the reasoning behind this agent could
feed a Case-Based Reasoning. The Profile Adapter could use stored profile information
to suggest adaptation schemas for the basic profile selected by the previous agent. This
agent would interact with a medical expert that would introduce all the relevant user
data. The Service Selector would use the information described in §2.1 to classify the
available services and configure a service pack offered to each user profile depending
on the functions to be supported. The Service Adapter could use interaction information
and past experiences to adapt the input parameters of the services in order to increase
personalization and usability on the users behalf. The Monitor would keep record of all
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the interaction information, analyze the data and raise possible behaviour patterns or
interaction problems like described in the previous sections.

In the shared control paradigm tasks are performed by both the user and the system
in perfect harmony so the two control inputs, the operator and the control system act in
a collaborative manner. This means that the user is the one who makes the decisions,
except possibly in hazardous situations.

Fig. 3. Agent Based personalization cycle framework

Over the past decade, robotics has provided new material for rehabilitation of elder
and/or neurological patients. Theoretically and in practice, the robots are useful tools
for studying the evolution of recovering, for the quantitative assessment of therapeutic
effect [10] and, finally, for the execution of the same exercise rehabilitation. Compared
with conventional rehabilitation techniques, where it is difficult to quantify the dose,
intensity and execution of the proposed exercise, the robot therapy is proposed as a
valuable tool to study the processes of motor recovery.

Evidence suggests that this is the principle to follow for best results and to set up a
personalized rehabilitation program that gradually increases the patient’s active partici-
pation. The treatment should be challenging for the patient’s residual abilities. Increas-
ing somatosensory inputs to the hemiparetic hemisoma, through intensive treatment
based on the repetition of gestures, the robotic therapy uses machine learning tech-
niques to adapt itself to the user and learn from interaction. It is in fact based on explicit
instructions that lead the patient to a self awareness of the motor task being carried out.
The treatment should involve different modes of exercise, inducing passive movement,
active or active-assisted, to be applied at different stages of rehabilitation according to
the the patient’s motor skills.

Without wishing to replace the physiotherapist, the robots can increase the opportu-
nities available to the hemiplegic patients and the therapist, which can handle a means of
training can provide a treatment with high intensity and specific, adaptable to different
settings, including the home [11] .
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3.2 A Small Step Ahead

The pilot study that we conducted, see [8], wanted to demonstrate how to effectively use
Artificial Intelligence to build Assistive Technologies for therapeutics. For this study,
the agent system only offered configuration and data logging services to the professional
therapists, having disabled the autonomous support calibration. In this case, using the
i-Walker to complete the rehabilitative intervention providing aid to a conventional sys-
tem adding features that enable to achieve results not otherwise achievable. And above
all it can be used in a population that normally is excluded: people with hemiparesis.
The traditional walker, in fact, cannot be provided to a patient with hemiparesis due to
the excessive gap between the forces of the two sides, which would imply a trajectory
unbalanced and dangerous. The help that the system delivers is customized with the
i-Walker, see the left part of figure 2. It also allows the hemiparetic patient to guide the
i-Walker through the user’s active participation supported by the shared control system,
that provides only the amount of help needed in different situations, thus ensuring the
user’s autonomous movement in complete safety.

In particular, our study aimed to assess the possibility of using the i-Walker during
the rehabilitation of the stroke patient, integrating it within the traditional therapy, then
going to assess any differences in the recovery and management of resources and motor
skills of patients who did use it. From the study, it has emerged a significant increase of
the scales that take into account the walking (10MWT and Tinetti) and balance (Tinetti),
in the experimental group who received therapy with the i-Walker for four weeks, com-
pared with the control group that has not benefited with it. Each subject was clinically
evaluated and undergoes specific assessments of several clinical, cognitive and psycho-
logical aspects

– Assessment of Mood : GDS
– Assessment of cognitive aspects : MMSE
– Assessment of spasticity Upper and lower libs : Ashwort scale
– Assessment of global functions: Canadian scale
– Assessment of ADL: Barthel Index

The data obtained show how the use of the i-Walker allows to improve the gait and
in general the user’s motor performance. From this it follows that the i-Walker can
be a valuable aid in gait training for hemiparetic patients, resulting in a tool that they
can effectively complement to traditional therapy. Moreover, this aid, having regard
to its structural characteristics, is presented as a device able to increase the intensity
and duration of rehabilitative treatment even in complete autonomy and safety of the
patients.

4 Discussion and Conclusions

Humanity is in dire need of personalized and high-performance reasonably priced am-
bient assisted living for the elderly. Research prototypes are beginning to achieve the
performance needed to make a difference in the lives of the elderly, while the market
still offers only limited solutions to substantially prolonging the time that elderly peo-
ple can live independently at home and be supported with relevant health and social
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care services in an integrated manner. In particular, there is a need to improve more
the cost-to-benefit ratio of robot-assisted therapy strategies and their effectiveness for
rehabilitation therapy.

As explained initial experimental results in post-stroke rehabilitation, see §3.2, show
that an intelligent system coupled with the i-Walker can achieve the level of perfor-
mance needed in real life [8]. The next step, is to extend this experimentation to indi-
viduals in risk of falling and, second-time fallers. In this phase we will heavily relay on
personalization as explained on §3.1.

When talking about falls elders tend to describe them as a loss of balance whereas
health care professionals generally refer to the consequence of falling, including injury
and reduced QoL [22]. One has to remember that falls are the most prominent among
the external causes of unintentional injury, since they account for approximately 40% of
all injury deaths. We do believe that an intelligent fall management platform, as the one
described in §2, based on the i-Walker can be used to help to prevent elders to fall, and
therefore substantially prolonging the time that elderly people can live independently
at home, if they decide so, by providing ICT-based safety and fall prevention/detection
services. By using the proposed platform we expect to innovate at the medical/scientific
level producing/deriving genuine medical knowledge associated with the applicability
of certain solutions to particular elderly/patients needs. This knowledge will be accord-
ingly used to drive the implementation of an intelligent decision support system.

The ideal target is combination of rehabilitative and integrated interventions to re-
duce reliance and negative impacts on hospitalization. Moreover, we expect that a con-
ceptual model for safety solution services for elderly at home will be designed as a result
of the intensive use of the platform by many users. Understanding how a safety service
concept can give people a peace of mind and contribute in increasing the QoL while
simultaneous preventing accidents, is a crucial part of the research. A good safety con-
cept including ways of support could boost elderly and disable individuals’ confidence,
makes them feel more secure and would enable them to handle day-to-day activities
with more ease [14].

Also, ethical issues including privacy, informed consent and others arising from the
deployment and use of assistive technologies and services need to be further investi-
gated. Wright, [21], argues that delivering personalized services opens up the possibil-
ity for the corresponding personal information to be stored and shared. Many users or
they caregivers may think of this as intrusive and disturbing. Still, what is considered
obtrusive and privacy invading differs by age group and culture. Once more tailored
solutions are needed.
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Abstract. Microarray data is often characterized by high dimension and small 
sample size. Gene ranking is one of the most widely explored techniques to   
reduce the dimension because of its simplicity and computational efficiency. 
Many ranking methods have been suggested which depict their efficiency de-
pendent upon the problem at hand. We have investigated the performance of six 
ranking methods on eleven cancer microarray datasets. The performance is eva-
luated in terms of classification accuracy and number of genes. Experimental 
results on all dataset show that there is significant variation in classification ac-
curacy which depends on the choice of ranking method and classifier. Empirical 
results show that Brown Forsythe test statistics and Mutual Information method 
exhibit high accuracy with few genes whereas Gini Index and Pearson Coeffi-
cient perform poorly in most cases. 

Keywords: Microarrays, Ranking method, Brown Forsythe test, Gini Index, 
Mutual Information, Pearson Coefficient, Cochran test, Adjusted Welch test. 

1 Introduction 

Cancer is one of the most invincible disease in the world leading to a large number of 
untimely deaths. All types of cancers are genetic i.e. they are triggered by altered 
genes. Advent of microarray technology has made simultaneous measurement of 
thousands of genes possible which may help in diagnosis of cancer and identification 
of genes responsible for it. Cancer diagnosis can be improved by accurate classifica-
tion of gene microarray data. Data mining and machine learning techniques 
[12,15,17,24] have been extensively applied in this direction in the last few years. In 
general, the microarray data is characterized by a large number of genes (in thou-
sands) and a small number of  available samples (in tens) and hence suffers from the 
limitation called the curse of  dimensionality [2]. Due to less number of available 
samples, classification of such data may suffer from the problem of over-fitting. This 
problem can be overcome by identifying a smaller number of genes accountable for a 
given disease. Since such genes are only a handful, there is a need to identify them. 
All the remaining genes are either redundant or irrelevant. Also, Guyon [13] observed 
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that presence of redundant/irrelevant genes may deteriorate the performance of a clas-
sifier significantly. They also increase data acquisition cost and learning time. Hence    
dimensionality reduction is a crucial step for accurate classification of cancer microar-
ray data.   

Dimensionality reduction can be done in two ways [13]: feature extraction and fea-
ture selection. Feature extraction methods like Principal Component Analysis utilize 
all the information contained in the measurement space to obtain a new transformed 
space and then important features are selected from the new transformed space. These 
transformed features may provide a better discriminative ability but are unable to 
provide any physical meaning to the data. Feature selection refers to reducing the 
dimensionality of feature space by discarding redundant, noisy and irrelevant features. 
It leads to saving in measurement cost and the selected features retain their original 
physical interpretation. In addition, the retained features may be important for under-
standing the physical process related to these features. In microarray datasets one is 
not only interested in classifying the sample based on gene expression but also in 
identifying discriminatory features/genes responsible for a  particular disease. Hence 
dimensionality reduction is normally carried out with feature/gene selection rather 
than feature extraction. There are two major approaches to feature selection [13,16]: 
filter approach and wrapper approach.  

Filter methods employ statistical characteristics of data. They independently   
measure the importance of features without involving any classifier and hence are less 
computational intensive. The filter approach does not take into account the learning 
bias introduced by the final learning algorithm, so it may not be able to select the 
most relevant set of features for the learning algorithm. Many filter based feature/gene 
selection methods have been proposed in literature [11,16,17,22]. Wrapper methods 
on the other hand are computationally more expensive since a classifier must be 
trained for each candidate subset to find features suited to the predetermined learning 
algorithm. Wrapper approach is computationally feasible only for middle or low di-
mensional data.   

Most of the studies on gene selection adopt gene ranking methods because of their 
computational efficiency. Gene ranking method aims to retain a certain number of 
genes, especially by ranking threshold, with scores determined according to a measure 
of relevance, discriminatory capability, information content or quality index. Some of 
the commonly used ranking methods for gene selection are Pearson correlation   
[20], Mutual Information [25], Gini Index [4], Cochran test statistics [6,7],  Adjusted 
Welch test statistics [7,14,29] and Brown-Forsythe test statistics [5]. In literature each 
method is evaluated only on a handful of microarray datasets. Also to the best our 
knowledge, an extensive comparative analysis of these popular ranking techniques 
has not been done to determine a computationally simple and effective gene ranking 
method.  

In this study we have investigated six popular gene ranking methods to determine a 
simple and efficient gene ranking method which can determine a smaller set of     
discriminatory set of genes to provide high classification accuracy. For this, we have 
considered eleven publicly available cancer microarray datasets which are considered 
challenging and are used by research community for the evaluation of their learning   
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model. The paper is organized as follows: Section 2 contains a brief introduction to 
feature ranking techniques. Experimental setup and results are described in section 3 
and finally, conclusion and future work is presented in section 4. 

2 Feature Ranking Techniques 

Feature ranking is one of the most widely explored feature selection techniques    
because of its simplicity and computational efficiency. Many feature ranking methods 
are proposed in this endeavor. Feature ranking approaches evaluate features using 
some statistical characteristics of the data. A scoring function is generally used to 
measure either correlation between individual feature and target class or scatter of a 
given feature among data of different class. Every feature is assigned a score and k-
top most features are employed for classifier construction.  

In many studies on classification of cancer microarray data, gene ranking           
approaches have been widely investigated. Some commonly used ranking methods for 
gene selection are Pearson Correlation, Mutual Information, Gini Index, Cochran test 
statistic, Adjusted Welch test statistic and Brown-Forsythe test statistics. A brief   
description of these statistical ranking methods is given below.    

Let us assume that there are k (≥ 2) distinct classes for the problem under consider-

ation and there are p features/genes and n samples. Suppose fsX  is the measurement 

of the feature f from sample s for 1, 2,...,f p=  and 1, 2, ...,s n= . Data can be 

represented in terms of a matrix X where columns and rows of the matrix X corres-
pond to samples and features respectively. The matrix X is given by  

 

11 12 1

21 22 2

1 2

n

n

p p pn

X X X

X X X
X

X X X

=

 
 
 
 
 
 





   



  

We assume that the data matrix X is standardized so that the features have mean 0 and 

variance 1 across samples. Given a fixed feature, let ijZ be the feature from the thj

sample of the thi  class where ijZ is obtained from the corresponding row of X. We 

consider the following general model for ijZ : 

 ij i ijZ μ ε= +  for 1, 2, ... ,i k=  ; 1, 2, , ij n=     

with 1 2 kn n n n+ + + = . In the model, iμ  is a parameter representing the mean 

value of the feature in class i,
 ijε  are the error terms such that ijε  are independent 

normal random variables, with expectation (E) and variance(V) given by 



410 M. Sardana, B. Kaur, and R.K. Agrawal 

 ( ) 0ijE ε = , 
2( )ij iV ε σ= < ∞   

for 1, 2, , ij n= 
 

1, 2, ,i k=   

We use the test statistics to determine the discriminating genes for microarray classi-
fication. Given a test statistic T, we define the discrimination power of a feature as the 
value of T evaluated at the n levels of the feature. This definition is based on the fact 

that with larger T the null hypothesis 0 1 2: kH μ μ μ= = =   will be more likely to 

be rejected. Therefore, the higher the discrimination power, the more powerful the 
feature is in discriminating between different sample classes. Finally, we choose those 
genes as salient features which have high power of discrimination. For the case of 
homogeneity of variances, the well-known ANOVA F-test is the optimal test to ac-
complish the task [18]. However, with heterogeneity of the variances, the task is chal-
lenging. Therefore, some alternatives to the F-test are worthy of investigation. We 
considered the following parametric test statistics. 
 
Brown- Forsythe Test Statistic(BF-Test) :   This statistics is given by 
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Under 0H , B is distributed approximately as 1,kF ν− where 
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Adjusted Welch Test Statistic(AW-Test): It is a variant of the Welch test 
statistics[29].  Welch test statistics is given by 
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Where, 
2

i i iw n s=  and i i ih w w=  . Under 0H , W  has an approximate dis-

tribution of 1, wkF ν− , where
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The Adjusted Welch statistics [14] described on similar basis is defined by the  
formula 
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where ( )* 2
i i i iw n sφ= with iφ  chosen such that ( ) ( )1 1 3i i in nφ≤ ≤ − − and
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In this paper, we choose ( ) ( )2 1i i in nφ = + + , since this choice provides reliable 

results for small sample sizes in and a large number (k) of populations [14]. 

Cochran Test Statistics(C-Test):  This is the quantity appearing as numerator of the 
Welch test statistics W and is given by 

 
2

. .( )i i i iC w Z h Z= −   (4) 

Under H0, C has an approximate distribution   of 
2

1kχ − . 

Pearson Correlation (PC): Pearson correlation coefficient [9,20] is used to measure 
linear dependency between two variables. For ranking of genes, Pearson correlation is 
calculated between each gene and class label.  The Pearson correlation coefficient for 

a gene vector iX  and the class vector c is given by  

  ( )
( )( ) ( )( )( )2 22 2

( )
ij j ij j

i

ij ij j j

n X c X c
PC X

n X X n c c

−
=

−  −

  
  

 (5) 

Its value ranges between -1 and +1. The closer the value is to -1 or 1, the stronger is 
the correlation among variables. As it approaches zero there is less correlation be-
tween the variables. It is capable of measuring both the degree as well as the direction 
of correlation. Also it is invariant to linear transformations of underlying variables. 
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However the assumption of linear relationship between the variables is not always 
true. Sometimes the value of correlation coefficient may mislead because a high value 
does not always imply a close relationship. Moreover it is sensitive to outliers. 

Mutual Information (MI): It is another important ranking method based on 
information theoretic approach and measures dependency among variables. For 
ranking of genes, mutual information is calculated between each gene and class label. 

The mutual information for a gene vector iX  and the class vector c is given by  

 
( , )

( , ) ( , ) log
( ) ( )

i
i i

i

P X c
I X c P X c

P X P c
=  (6)                        

Where ( )iP X  and ( )P c are marginal probability distribution functions for random 

variables iX  and c respectively and ( , )iP X c is joint probability distribution. For 

maximum information relevance, the selected features iX should have largest mutual 

information ( , )iI X c for target class c , which indicates the largest dependency on the 

target class. The advantage of mutual information is that it can capture even non li-
near relationship between the gene and the corresponding class label c.  

Gini Index (GI): Gini Index is one of the ranking methods available in RankGene 
[28]. It was proposed by Breiman et. al [4] which is based on decision trees. It 
measures the probability of misclassification of a set of instances and is calculated 
using the following equation 

 rln GiniL n GiniR
GiniIndex

n

+
=  
 
 

 (7) 

where GiniL is the Gini Index of left side of the hyperplane and GiniR is the right  
side . These two are given by: 
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Here nl (nr) is the number of values in the left (right) partition; li (ri) is the number of 
values that belong to class i in the left (right) partition. The main advantage is that it is 
easily interpretable and applicable to large set of data. Its disadvantage is that being a 
relative measure, it does not keep information about absolute values. 

3 Experimental Setup and Results 

To determine the appropriate ranking method for selecting discriminatory genes  
for accurate classification of microarray datasets, we have investigated the above 
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mentioned six popular ranking methods:  BF-test, AW-test, C-test, Mutual Informa-
tion (MI), Gini Index(GI), and Pearson Correlation(PC).  

To evaluate the performance, we have used eleven publicly available microarray  
datasets. Brief description of datasets is given in Table 1. The datasets marked with an 
asterix are preprocessed as described in the original research work of their respective 
authors. For NCI dataset, one class contains only two samples, so this class has been 
removed from the dataset during experiment. Also, since number of samples belong-
ing to each class is very small, 2000 genes with highest variance are considered for 
experiment. For preprocessing of remaining datasets (Table 2), two cut off values 
Floor and Ceil are used for each dataset and expression levels below Floor and above 
Ceil are set to Floor and Ceil respectively.  Max/Min ratio and Max-Min difference 
of a gene across samples were used to filter genes with little variation across samples. 
Preprocessing is followed by normalization using z-score, so that feature values lie 
within similar ranges.  

Table 1. Datasets Used 

S. 
no. 

Dataset Samples Original 
genes 

Preprocessed 
genes 

Classes 

1.  Prostate [26] 102 12600 5966 2 
2.  CNS-v1 [21] 34 7129 2277 2 
3.  Colon [1] 62 2000 2000 2 
4.  NCI 60 [23] 60 9706 2000 9 
5.  CNS-v2 [21] 40 7129 5548 5 
6.  Glioma [19] 50 12625 4434 4 
7.  SRBCT [15] 83 2308 2308 4 
8.  Melanoma [3] 38 8067 8067 3 
9.  Leukemia [12] 72 7129 7129 3 
10.  GCM [22] * 198 16063 11328 14 
11.  CAR [28] * 174 12533  9182 11 

Table 2. Preprocessed Data 

Dataset name Floor Ceiling Max/Min Max-Min 

Prostate 100 16000 5 50 

CNS-v1 20 16000 5 500 

CNS-v2 20 16000 5 500 

Glioma 20 16000 3 100 

 
K-Nearest Neighbor (KNN), Linear Discriminant Classifier (LDC) and Support   

Vector Machine (SVM) are used as classifiers which are commonly used by machine 
learning and data mining communities. The performance is evaluated in terms of  
classification accuracy and number of relevant genes. The training and test data of 
CAR and GCM are separately available. Hence, the classification accuracy of these 
datasets is reported using test data. The classification accuracy of remaining datasets 
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is given in terms of  Leave One Out Cross Validation(LOOCV). Each ranking me-
thod is applied to a dataset to obtain 60 top ranked genes. These top ranked genes are 
incrementally included one by one to develop the  decision model. At every stage, 
classification accuracy of the test data is determined. Maximum classification accura-
cy obtained for each combination of ranking method and a classifier for a dataset are 
shown in Table 3. The number within parenthesis represents the number of genes 
corresponding to maximum classification accuracy for a given ranking method and a 
classifier. For each of the eleven datasets, combination of ranking and classification 
methods resulting in maximum and the minimum classification accuracy are shown in 
bold and red respectively in Table 3. The variation in classification accuracy with 
increase in number of genes as per ranking of the ranking method for only six combi-
nations is depicted in Figure 1. Those combinations where the observations are more 
marked have been chosen. 
 
The following can be observed from Figure 1 and Table 3: 

1. For each dataset, there is significant variation in classification accuracy, which  
depends on the choice of ranking method and classifier. 

2. There is no clear winner among six ranking method. However, for most of the   
datasets the best performance is achieved with BF, followed closely by MI. 

3. The classification accuracy of Prostate, CNS-v1, CNS-v2 and CAR are almost 
similar for AW and C-test; The classification accuracy of Colon and GCM are 
almost similar for BF, AW and C-test. 

4. BF, AW and C-test show stability in terms of performance i.e once a high accura-
cy is reached, it is maintained. Whereas, erratic spikes are observed in the case of 
PC and Gini Index. 

5. Performance of MI is better with only a few numbers of genes, while other    
ranking methods show improvement as number of genes increases. 

6. MI performs better than PC and Gini Index, and is often comparable with AW, 
BF and C-test. 

7. Initially the performance of Gini is poor but improves with addition of genes 
beyond 40. However the performance is not better than other ranking methods. 

8. The classification accuracy obtained with PC is poor in most of the cases. The 
performance of PC with LDC is the worst. This signifies relationship between a 
gene and a class is non-linear in general. 

9. On a few datasets, for example Colon, Melanoma, Glioma and CNS-v1, change of 
classifier has a significant effect. The combination of AW/C with SVM is a better 
in comparison to AW/C with KNN/LDC. 

10. CAR shows a very low minimum accuracy and GCM shows a low maximum    
accuracy.  
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Table 3. Classification accuracies of microarray datasets (Highest/lowest accuracy shown in 
bold/red)  

Dataset Classifier MI BF-test AW-test C-test Gini PC 

Prostate 
SVM 
KNN 
LDC 

78.43(38) 
72.55(22) 
77.45(53) 

97.06(59) 
95.1(2) 
95.1(5) 

96.08(53) 
95.1(58) 
92.16(13) 

96.08(53) 
95.1(58) 
92.16(13) 

69.61(22) 
75.49(52) 
73.53(52) 

71.57(52) 
66.67(7) 
65.69(7) 

CNS(v1) 
SVM 
KNN 
LDC 

94.12(8) 
97.06(12) 
91.18(1) 

94.12(30) 
94.12(7) 
94.12(34) 

94.12(40) 
94.12(18) 
97.06(54) 

94.12(40) 
94.12(18) 
97.06(54) 

97.06(51) 
94.12(60) 
85.29(32) 

85.29(23) 
88.24(45) 
79.41(23) 

Colon 
SVM 
KNN 
LDC 

88.71(8) 
90.32(37) 
87.1(7) 

88.71(5) 
88.71(5) 
85.48(13) 

88.71(5) 
88.71(5) 
85.48(13) 

88.71(5) 
88.71(5) 
85.48(13) 

85.48(5) 
85.48(30) 
83.87(7) 

90.32(39) 
85.48(58) 
79.03(30) 

Nci60 
SVM 
KNN 
LDC 

81.03(25) 
74.14(10) 
63.79(9) 

79.31(27) 
75.86(31) 
72.41(18) 

72.41(41) 
82.76(54) 
62.07(7) 

72.41(41) 
82.76(54) 
62.07(7) 

81.03(56) 
74.14(58) 
63.79(59) 

68.97(48) 
68.96(32) 
48.27(58) 

CNS- v2 
SVM 
KNN 
LDC 

80(59) 
67.5(30) 
80(59) 

82.5(55) 
80(52) 
85(51) 

67.5(35) 
70(40) 
57.5(36) 

67.5(35) 
70(40) 
57.5(36) 

67.5(59) 
60(52) 
62.5(50) 

62.5(54) 
65(59) 
67.5(43) 

Glioma 
SVM 
KNN 
LDC 

74(27) 
78(8) 
72(8) 

78(58) 
88(26) 
88(55) 

78(47) 
74(53) 
64(57) 

78(47) 
74(53) 
60(55) 

68(58) 
72(10) 
76(59) 

76(39) 
70(46) 
68(8) 

SRBCT 
SVM 
KNN 
LDC 

100(16) 
100(16) 
100(24) 

100(26) 
100(21) 
100(26) 

100(49) 
98.8(36) 
97.6(19) 

100(49) 
98.8(36) 
97.6(19) 

90.36(52) 
89.15(57) 
85.54(37) 

79.52(60) 
66.27(47) 
80.72(59) 

Melanoma 
SVM 
KNN 
LDC 

76.32(59) 
71.05(44) 
57.89(1) 

73.68(50) 
71.05(13) 
63.16(1) 

84.21(8) 
81.58(25) 
63.16(8) 

84.21(8) 
81.58(25) 
63.16(8) 

60.53(29) 
60.53(5) 
57.89(1) 

63.16(36) 
50(2) 
50(1) 

Leukemia 
SVM 
KNN 
LDC 

68.05(60) 
75(59) 
63.88(31) 

100(18) 
100(17) 
94.44(8) 

98.61(47) 
98.61(47) 
94.44(17) 

98.61(46) 
98.61(51) 
94.44(17) 

86.11(60) 
84.72(60) 
72.22(38) 

66.67(35) 
68.06(23) 
65.28(26) 

GCM 
SVM 
KNN 
LDC 

40.74(32) 
47.83(15) 
47.83(15) 

40.74(60) 
39.13(60) 
41.3(42) 

40.74(60) 
39.13(60) 
41.3(42) 

40.74(60) 
39.13(60) 
41.3(42) 

44.44(38) 
52.08(43) 
52.17(43) 

38.88(57) 
36.96(53) 
32.61(24) 

CAR 
SVM 
KNN 
LDC 

77.03(45) 
70.27(44) 
79.73(26) 

66.22(55) 
58.11(56) 
51.35(32) 

17.57(1) 
22.97(1) 
21.62(2) 

17.57(1) 
22.97(1) 
21.62(2) 

36.48(4) 
37.84(5) 
31.08(6) 

68.92(56) 
59.45(50) 
55.41(53) 

 
To determine whether the feature ranking methods are significantly different or 

not, Friedman statistical test is conducted. Friedman test [8,10] is a non-parametric 

statistical test for hypothesis testing which is distributed according to 2

F
χ with k-1 

degrees of freedom, where k is the number of samples. With six ranking algorithms 
and eleven datasets, each evaluated with three classifiers, the null hypothesis is re-
jected with α=0.05.  
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Fig. 1. Variation in classification accuracy with increase in number of genes as per ranking of 
each ranking algorithm (as per legend) for a few datasets (classifier wise)    

4 Conclusion 

Microarray genes are often characterized by high dimension and small sample size.  
Reduction in number of genes and identifying a minimal set of relevant genes in the 
datasets is an effective way of increasing the classification accuracy of the high    
dimensional datasets and helps in classifying the samples correctly. For this purpose, 
many gene ranking methods that are simple and involve only little computational 
complexity are suggested in literature to obtain a minimal set of relevant genes. In this 
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paper, we have carried out extensive experiments to evaluate the performance of six 
popular ranking methods on 11 cancer microarray datasets. Our experiments have 
demonstrated that for each dataset there is significant variation in classification accu-
racy which depends on the choice of ranking method and classifier. The best perfor-
mance is achieved with Brown and Forsythe statistic which is closely followed by 
Mutual Information method. The performance of Gini Index and Pearson Correlation 
is poor in comparison to other four ranking methods.  

References   

1. Alon, U., Barkai, N., Notterman, D.A., Gish, K., Ybarra, S., Mack, D., Levine, A.J.: Broad 
Patterns of Gene Expression Revealed by Clustering Analysis of Tumor and Normal Colon 
Tissues Probed by Oligonucleotide Array. Proc. Nat’l Academy of Science 96(12), 6745–
6750 (1999) 

2. Bellman, R.: Adaptive Control Processes. In: A Guided Tour, Princeton University Press, 
Princeton (1961) 

3. Bittner, M., Meltzer, P., Chen, Y., Jiang, Y., Seftor, E., Hendrix, M., Radmacher, M., Si-
mon, R., Yakhini, Z., et al.: Molecular classification of cutaneous malignant melanoma by 
gene expression profiling. Nature 406(6795), 536–540 (2000) 

4. Breiman, L., Friedman, J., Olshen, R., Stone, C.: Classification and regression trees. 
Chapman and Hall, Boca Raton (1984) 

5. Brown, M.B., Forsythe, A.B.: The small sample behavior of some statistics which test the 
equality of several means. Technometrics 16, 129–132 (1974) 

6. Cochran, W.: Problems arising in the analysis of a series of similar experiments. J. R. Stat. 
Soc. Ser. C Appl. Stat. 4, 102–118 (1937) 

7. Dechang, C., Zhenqiu, L., Xiaobin, M., Dong, H.: Selecting Genes by Test Statistics. Jour-
nal of Biomedicine and Biotechnology 2, 132–138 (2005) 

8. Demsar, J.: Statistical Comparisons of Classifiers over Multiple Data Sets. Journal of Ma-
chine Learning Research 7, 1–30 (2006) 

9. Dowdy, S., Wearden, S.: Statistics for research. Wiley (1983) 
10. Friedman, M.: A comparison of alternative tests of significance for the problem of m rank-

ings. Annals of Mathematical Statistics 11, 86–92 (1940) 
11. Fu, L.M., Liu, C.S.F.: Evaluation of gene importance in microarray data based upon prob-

ability of selection. BMC Bioinformatics 6, 67 (2005) 
12. Golub, T.R., Slonim, D.K., Tamayo, P., Huard, C., Gaasenbeek, M., Mesirov, J.P., Coller, 

H., Loh, M.L., Downing, J.R., Caligiuri, M.A., Bloomfield, C.D., Lander, E.S.: Molecular 
classification of cancer: class discovery and class prediction by gene expression monitor-
ing. Science 286(5439), 531–537 (1999) 

13. Guyon, I., Elisseff, A.: An Introduction to variable and feature selection. Journal of Ma-
chine Learning Research 3, 1157–1182 (2003) 

14. Hartung, J., Argac¸, D., Makambi, K.: Small sample properties of tests on homogeneity in 
oneway ANOVA and meta-analysis. Statist Papers 43, 197–235 (2002) 

15. Khan, J., Wei, J.S., Ringner, M., Saal, L.H., Ladanyi, M., Westermann, F., Berthold, F., 
Schwab, M., Antonescu, C.R., Peterson, C., Meltzer, P.S.: Classification and diagnostic 
prediction of cancers using gene expression profiling and artificial neural networks. Nat. 
Med. 7(6), 673–679 (2001) 

16. Kohavi, R., John, G.: Wrapper for feature subset selection. Artificial Intelligence 97(1-2), 
273–324 (1997) 



418 M. Sardana, B. Kaur, and R.K. Agrawal 

17. Li, T., Zhang, C., Ogihara, M.: Comparative study of feature selection and multiclass clas-
sification methods for tissue classification based on gene expression. Bioinformatics 20, 
2429–2437 (2004) 

18. Neter, J., Kutner, M.H., Nachtsheim, C.J., et al.: Applied Linear Statistical Models, 4th 
edn. McGraw-Hill, Chicago (1996) 

19. Nutt, C.L., Mani, D.R., Betensky, R.A., Tamayo, P., Cairncross, J.G., Ladd, C., Pohl, U., 
Hartmann, C., McLaughlin, M.E., Batchelor, T.T., Black, P.M., von Deimling, A., Pome-
roy, S.L., Golub, T.R., Louis, D.N.: Gene expressionbased classification of malignant gli-
omas correlates better with survival than histological classification. Cancer Res. 63(7), 
1602–1607 (2003) 

20. Pearson, K.: Notes on the History of Correlation. Biometrika 13(1), 25–45 (1920) 
21. Pomeroy, S.L., Tamayo, P., Gaasenbeek, M., Sturla, L.M., Angelo, M., McLaughlin, M.E., 

Kim, J.Y.H., et al.: Prediction of central nervous system embryonal tumour outcome based 
on gene expression. Nature 415(6870), 436–442 (2002) 

22. Ramaswamy, S., Tamayo, P., Rifkin, R., Mukherjee, S., Yeang, C.H., Angelo, M., Ladd, 
C., Reich, M., Latulippe, E., Mesirov, J.P., Poggio, T., Gerald, W., Loda, M., Lander, E.S., 
Golub, T.R.: Multiclass cancer diagnosis using tumor gene expression signatures. Proc. 
Natl. Acad. Sci. USA 98(26), 15149–15154 (2001) 

23. Ross, D.T., Scherf, U., Eisen, M.B., Perou, C.M., Rees, C., Spellman, P., Iyer, V., Jeffrey, 
S.S., Rijn Van De, W.M., et al.: Systematic Variation in Gene Expression Patterns in Hu-
man Cancer Cell Lines. Nature Genet. 24, 227–235 (2000) 

24. Shah, S., Kusiak, A.: Cancer gene search with data mining and genetic algorithms. Com-
puters in Biology Medicine 37(2), 251–261 (2007) 

25. Shannon, C.E., Weaver, W.: The mathematical theory of Communication. University of Il-
linois Press, Urbana (1949) 

26. Singh, D., Febbo, P.G., Ross, K., Jackson, D.G., Manola, J., Ladd, C., Tamayo, P., Ren-
shaw, A.A., et al.: Gene expression correlates of clinical prostate cancer behavior. Cancer 
Cell 1(2), 203–209 (2002) 

27. Su, A.I., Welsh, J.B., Sapinoso, L.M., Kern, S.G., Dimitrov, P., Lapp, H., Schultz, P.G., 
Powell, S.M., Moskaluk, C.A., Frierson, H.F., Hampton, G.M.: Molecular classification of 
human carcinomas by use of gene expression signatures. Cancer Res. 61(20), 7388–7393 
(2001) 

28. Su, Y., Murali, T.M., et al.: RankGene: identification of diagnostic genes based on expres-
sion data. Bionformatics 19(12), 1578–1579 (2003) 

29. Welch, B.L.: On the comparison of several mean values: An alternative approach. Biome-
trika 38, 330–336 (1951) 



Assessment of Bayesian Network Classifiers

as Tools for Discriminating Breast Cancer
Pre-diagnosis Based on Three Diagnostic

Methods

Ameca-Alducin Maria Yaneli1, Cruz-Ramı́rez Nicandro2,
Mezura-Montes Efrén1, Mart́ın-Del-Campo-Mena Enrique3,
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Abstract. In recent years, a technique known as thermography has been
again seriously considered as a complementary tool for the pre-diagnosis
of breast cancer. In this paper, we explore the predictive value of thermo-
graphic atributes, from a database containing 98 cases of patients with
suspicion of having breast cancer, using Bayesian networks. Each patient
has corresponding results for different diagnostic tests: mammography,
thermography and biopsy. Our results suggest that these atributes are
not enough for producing good results in the pre-diagnosis of breast
cancer. On the other hand, these models show unexpected interactions
among the thermographical attributes, especially those directly related
to the class variable.

Keywords: Thermography, Breast cancer, Bayesian networks.

1 Introduction

Nowadays, breast cancer is the first cause of death among women worldwide
[1]. There are various techniques to pre-diagnose this disease such as auto-
exploration, mammography, ultrasound, MRI and thermography [2,3,4,5]. The
commonest test for carrying out this pre-diagnosis is mammography [2]; however,
due to the different varieties of such disease [3], there are situations where this
test does not provide an accurate result [6]. For instance, women younger than
40-years old have more density in their breast: this is an identified cause for mam-
mography not to work properly [7]. In order to overcome this limitation in the
pre-diagnosis of breast cancer, a relatively new technique has been proposed as a
complement in such pre-diagnosis: thermography [5]. Such technique consists of
taking infrared images of the breasts with an infrared camera [8]. Thermography
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represents a non-invasive, painless procedure, which does not expose the patient
to x-ray radiation [7]. Besides, it is cheaper than other pre-diagnostic procedures.
Thermography gives mainly information about temperature of the breasts and
their corresponding differences. It is argued that lesions in the breasts produce
significantly more temperature than healthy, normal breasts [9]. This is because
these lesions (or tumors) contain more veins and a have metabolic rate than the
surrounding tissue.

Our main contribution is the exploration of the predictive value of the atributes
for three different diagnostic methods for breast cancer. With this exploration,
we can more easily appreciate the performance of each method regarding accu-
racy, sensitivity and specificity. Moreover, we can visually identify which thermo-
graphic variables are considered, from the point of view of a Bayesian network,
more important to predict the outcome.

The rest of the paper is organized as follows. Section 2 describes the state
of the art that gives the proper context so that our contribution is more easily
identified. Section 3 presents the materials and methods used in our experi-
ments. Section 4 gives the methodology to carry out such experiments and the
respective results. Section 5 discusses these results and, finally, section 6 gives
the conclusions and identifies some future work.

2 State of the Art

The state of the art of thermography includes introductory investigations, image-
based works and data-based works [10,11]. The first ones focus on the explanation
of the technique aswell as its advantages and disadvantages.A representativework
is that of Foster (1998) [6], who points out that thermography may be a poten-
tial alternative diagnostic method since it does not produce x-ray radiation. The
second ones concentrate on techniques for image processing such as clustering or
fractal analyses[12,13]. The work of EtehadTavakol et al. (2008) [12] uses k-means
and fuzzy c-means for separating abnormal breast from normal breast. The final
ones present statistical and Artificial Intelligence techniques (such as Artificial
Neural Networks) [14,15,7,16]. The work of Wishart et al. (2010) [16] performs
the comparison between two software that uses AI techniques for analyzing data
coming from thermographic images so that diagnoses can be carried out.

Our work is situated in the data-based works and focuses on the exploration
of the discriminative power of thermographic atributes for the pre-diagnosis of
breast cancer using Bayesian networks.

3 Materials and Methods

3.1 The Database

We used a 98-case database which was provided by an oncologist who specializes
in the study of thermography since 2008. The database consists of 77 sick patients
and 21 healthy patients. Each of the patients (either sick or healthy) has tests
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Table 1. Names, definitions and types of variables of thermography

Variable name Definition Variable type

Asymmetry Degree difference (in Celsius) between the right and the left breasts Nominal (range [1-3])

Thermovascular network Amount of veins with highest temperature Nominal (range [1-3])

Curve pattern Heat area under the breast Nominal (range [1-3])

Hyperthermia Hottest point of the breast Binary

2c Degree difference between the hottest points of the two breasts Nominal (range [1-4])

F unique Amount of hottest points Nominal (range [1-4])

1c Hottest point in only one breast Binary

Furrow Furrows under the breasts Binary

Pinpoint Veins going to the hottest points of the breasts Binary

Hot center The center of the hottest area Binary

Irregular form Geometry of the hot center Binary

Histogram Histogram in form of a isosceles triangle Binary

Armpit Difference degree between the 2 armpits Binary

Breast profile Visually altered profile Binary

Score The sum of values of the previous 14 variables Binary

Age Age of patient Nominal (range [1-3])

Outcome Cancer/no cancer Binary

Table 2. Names, definitions and types of variables of mammography

Variable name Definition Variable type

BIRADS Assigned value in a mammography to measure the degree of the lesion Nominal (range [0-6])

Clockwise Clockwise location of the lesion Nominal (range [1-12])

Visible tumor Whether the tumor is visible in the mammography Binary

spiculated edges Whether the edges of the lesion are spiculated Binary

Irregular edges Whether the edges of the lesion are irregular Binary

microcalcifications Whether microcalcifications are visible un the mammography Binary

AsymmetryM Whether the breast tissue is asymmetric

distortion Whether the structure of the breast is distorted Binary

Table 3. Names, definitions and types of variables of biopsy

Variable name Definition Variable type

sizeD Discretized tumor size Nominal (range [1-3])

RHP Types of cancer Nominal (range [1-8])

SBRdegree degree of cancer malignancy Nominal (range [0-3])

for thermography, mammography and biopsy. 28 variables in total form this
dataset: 16 belong to thermography, 8 belong to mammography and 3 to biopsy;
the last variable taken into account is outcome (cancer and no cancer). This
last variable is confirmed by an open biopsy, which is considered as the gold-
standard test for diagnosing breast cancer. Table 1 presents the names and a brief
description of the corresponding thermographic variables. Table 2 presents the
same information for mammographic variables while Table 3 for biopsy variables.

3.2 Bayesian Networks

A Bayesian network (BN) [17,18] is a graphical model that represents relation-
ships of probabilistic nature among variables of interest. Such networks consist
of a qualitative part (structural model), which provides a visual representation of
the interactions amid variables, and a quantitative part (set of local probability
distributions), which permits probabilistic inference and numerically measures
the impact of a variable or sets of variables on others. Both the qualitative and
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quantitative parts determine a unique joint probability distribution over the
variables in a specific problem [17,18,19].

Figures 1 and 2 (see section 4) show examples of a BN. One of the great
advantages of this model is that it allows the representation of a joint probabil-
ity distribution in a compact and economical way by making extensive use of
conditional independence, as shown in equation 1:

P (X1, X2, ..., Xn) =

n∏
i=1

P (Xi|Pa(Xi)) (1)

Where Pa(Xi) represents the set of parent nodes of Xi; i.e., nodes with arcs
pointing to Xi. Equation 1 also shows how to recover a joint probability from a
product of local conditional probability distributions.

Bayesian Network Classifiers. Classification refers to the task of assigning
class labels to unlabeled instances. In such a task, given a set of unlabeled cases
on the one hand, and a set of labels on the other, the problem to solve is to
find a function that suitably maps each unlabeled instance to its corresponding
label (class). As can be inferred, the central research interest in this specific area
is the design of automatic classifiers that can estimate this function from data
(in our case, we are using Bayesian networks). This kind of learning is known
as supervised learning [20,21,22]. The procedures used in these tests are: a) the
Näıve Bayes classifier, b) Hill-Climber and c) Repeated Hill-Climber [23,24,21].

a) The Näıve Bayes classifier’s (NB) main appeals are simplicity and accuracy:
although its structure is always fixed (the class variable has an arc pointing
to every attribute). In simple terms, the NB learns for maximum likelihood,
from a training data sample, the conditional probability of each attribute
given the class. Then, once a new case arrives, the NB uses Bayes’ rule to
compute the conditional probability of the class given the set of attributes
selecting the value of the class with the highest posterior probability.

b) Hill-Climber is a Weka’s [23] implementation of a search and scoring algo-
rithm, which uses greedy-hill climbing [25] for the search part and different
metrics for the scoring part, such as BIC (Bayesian Information Criterion),
BD (Bayesian Dirichlet), AIC (Akaike’s Information Criterion) and MDL
(Minimum Description Length). For the experiments reported here, we se-
lected the MDL metric. This procedure takes as input an empty graph and a
database and applies different operators for building a Bayesian network: ad-
dition, deletion or reversal of an arc. In every search step, it looks for a struc-
ture that minimizes the MDL score. In every step, the MDL is calculated and
procedure Hill-Climber keeps the structure with the best (minimum) score.
It finishes searching when no new structure improves the MDL score of the
previous network.

c) Repeated Hill-Climber is a Weka’s [23] implementation of a search and scoring
algorithm, which uses repeated runs of greedy-hill climbing [25] for the search
part and different metrics for the scoring part, such as BIC, BD, AIC and
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MDL. For the experiments reported here, we selected the MDL metric. In
contrast to the simple Hill-Climber algorithm, repeated Hill-Climber takes
as input a randomly generated graph. It also takes a database and applies
different operators (addition, deletion or reversal of an arc) and returns the
best structure of the repeated runs of the Hill-Climber procedure. With this
repetition of runs, it is possible to reduce the problem of getting stuck in a
local minimum [19].

3.3 Evaluation Method: Stratified K-Fold Cross-Validation

We follow the definition of the cross-validation method given by Kohavi [22]. In
k-fold cross-validation, we split the database D in k mutually exclusive random
samples called the folds: D1, D2, . . . , Dk, where such folds have approximately
equal size. We train this classifier each time i ∈ 1, 2, . . . , k using D \ Di and
test it on Di, which means the whole date minus the corresponding fold. The
cross-validation accuracy estimation is the total number of correct classification
divided by the sample size (total number of instances in D). Thus, the k-fold
cross validation estimate is:

acccv =
1

n

∑
(vi,yi)∈D

δ(I(D \D(i), vi), yi) (2)

Where (I(D \D(i), vi), yi) denotes the label assigned by classifier I to an unla-
beled instance vi on dataset D \D(i), yi is the class of instance vi, n is the size
of the complete dataset and δ(i, j) is a function where δ(i, j) = 1 if i = j and
0 if i �= j. In other words, if the label assigned by the inducer to the unlabeled
instance vi coincides with class yi, then the result is 1; otherwise, the result is 0;
i.e., we consider a 0/1 loss function in our calculations of equation 2. It is impor-
tant to mention that in stratified k-fold cross-validation, the folds approximately
contain (roughly) the same proportion of classes as in the complete dataset D.
For differents classifier, we assess the performance of the classifiers presented in
section 3.2 using the following measures [26,27,28,29]:

a) Accuracy: the overall number of correct classifications divided by the size of
the corresponding test set.

b) Sensitivity: the ability to correctly identify those patients who actually have
the disease.

c) Specificity: the ability to correctly identify those patients who do not have
the disease

4 Methodology and Experimental Results

The procedure for making the thermographic study begins with the collection
of thermal images. These images are taken from 1 meter away of the patient,
depending on her muscular mass in a temperature-controlled room (18-22o C),
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with a FLIR A40 infrared camera. Three images are taken for each patient: one
frontal and two laterals (left and right). Right after, the breasts are uniformly
covered with surgical spirit (using a cotton). Two minutes after, the same three
images are taken again. All these images are stored using the ThermaCAM
Researcher Professional 2.9 software. Once the images are taken and stored, the
specialist analyzes them and fills in the database with the corresponding values
for each thermographic variable. He also includes the corresponding values for
mammographic and biopsy variables.

We carried out the experiments using the database described in section 3.1
and the three different Bayesian network classifiers presented in section 3.2,
which are implemented in Weka [23] (see their parameter set in table 4). For
comparison purposes other classifiers were included: Artificial Neural Network
and decision trees (ID3 and C4.5) with default parameters. For measuring their
accuracy, sensitivity and specificity, we used 10-fold cross-validation as described
in section 3.3. The main objective of these experiments is to explore the diag-
nostic performance of the atributes of thermography, mammography and biopsy,
including the unveiling of the interactions among attributes and class.

Table 5 shows the numerical results of thermography, mammography and
biopsy alone and thermography and mammography combined for Näıve Bayes,
Hill-Climber and Repeated Hill-Climber. Table 6 shows the same results for the
Artificial Neural Network and decision trees. Figures 2- 7 show the BN corre-
sponding to Hill-Climber and Repeated Hill-Climber for thermography, mam-
mography and biopsy respectively.

Table 4. Used the following values for Hill-Climber and Repeated Hill-Climber

Parameters Hill-Climber Repeated Hill-Climber

The initial structure NB (Naı̈ve Bayes) False False

Number of parents 100,000 100,000

Runs - 10

Score type MDL MDL

Seed - 1

arc reversal True True

Table 5. Accuracy, sensitivity and specificity of Näıve Bayes, Hill-Climber and Re-
peated Hill-Climber for different methods of pre-diagnosis of breast cancer. For the
accuracy test, the standard deviation is shown next to the accuracy result. For the re-
maining tests, their respective 95% confidence intervals (CI) are shown in parentheses.

Method Näıve
Bayes

Hill-
Climber

Repeated
Hill-
Climber

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Thermography 68.18%
(±12.15)

79%(70-88) 24%(6-42) 78.56%
(±3.14)

100%(100-
100)

0%(0-0) 78.56%
(±3.14)

100%(100-
100)

0%(0-0)

Mammography 80.67%
(±10.95)

87%(0-0) 52.4%(0-
0)

72.56%
(±10.30)

84%(76-93) 71%(52-
91)

74.56%
(±8.26)

87%(80-95) 71%(52-
91)

biopsy 99%
(±3.16)

99%(80-95) 100%(100-
100)

99%
(±3.16)

84%(76-93) 100%(100-
100)

99%
(±3.16)

87%(80-95) 100%(100-
100)

Thermography
and mammog-
raphy

77.22%
(±14.13)

84%(76-93) 52%(31-
74)

69.44%
(±10.37)

83%(75-91) 19%(2-36) 70.56%
(±11.85)

84%(76-93) 19%(2-36)
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Table 6. Accuracy, sensitivity and specificity of Artificial Neural Network, decision
tree ID3 and C4.5 for different methods of pre-diagnosis of breast cancer. For the
accuracy test, the standard deviation is shown next to the accuracy result. For the
remaining tests, their respective 95% confidence intervals (CI) are shown in parentheses.

Method Artificial
Neural
Network

Decision
Tree ID3

Decision
Tree C4.5

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity

Thermography 70.19%
(±11.43)

78%(69-87) 33%(13-
53)

74.87%
(±12.15)

89%(82-96) 52%(31-
74)

75.58%
(±6.82)

94%(88-99) 5%(-4-14)

Mammography 85.30%
(±9.55)

92%(86-98) 67%(47-
87)

*73.79%
(±12.79)

94%(88-
100)

61%(39-
84)

*77.96%
(±4.36)

97%(94-
101)

0%(0-0)

biopsy 100%
(±0)

100%(100-
100)

100%(100-
100)

97.33%
(±5.75)

100%(100-
100)

100%(100-
100)

100%(±0) 100%(100-
100)

100%(100-
100)

Thermography
and mammog-
raphy

76.11%
(±12.91)

87%(80-95) 48%(26-
69)

68.67%
(±12.56)

76%(67-86) 41%(18-
65)

74.36%
(±8.70)

94%(88-99) 5%(-4-14)

Fig. 1. Bayesian network resulting from running Hill-Climber and Repeated Hill-
Climber with the biopsy 98-case database

Fig. 2. Bayesian network resulting from running Hill-Climber with the thermographic
98-case database

5 Discussion

Our main objective was explore the predictive value of thermographic atributes
for pre-diagnosis of breast cancer. We decided to use the framework of Bayesian
networks because its power to visually unveil the relationships not only among
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Fig. 3. Bayesian network resulting from running Repeated Hill-Climber with the ther-
mographic 98-case database

Fig. 4. Bayesian network resulting from running Hill-Climber with the mammography
98-case database

the attributes themselves but also between the attributes and the class. Further-
more, this model allows one to represent the uncertainty usually contained in
the medical domain. First of all, let us check the accuracy, sensitivity and speci-
ficity performance of the Bayesian network classifiers using for the thermographic
atributes (see Table 5). The results of Bayesian networks for thermography and
mammography are almost comparable, but for the neural network (see table 6)
mammography has an accuracy of 85.30%. In fact, thermography is excellent in
identifying cases with the disease (100% sensitivity) but it performs very poorly
for detecting healthy cases (0% specificity) for both Hill-Climber and Repeated
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Fig. 5. Bayesian network resulting from running Repeated Hill-Climber with the mam-
mography 98-case database

Fig. 6. Bayesian network resulting from running Hill-Climber with the thermographic
and mammography 98-case database

Hill-Climber classifiers. And if we compare the results of the table 6 for Neural
network, ID3 and C4.5, Bayesian classifiers (78.56%) obtained increased accu-
racy, as seen in the table 5.

It is remarkable the change in the performance of these two pre-diagnosis
techniques with the inclusion of all their respective variables (Näıve Bayes clas-
sifier): 24% for thermography and 52.4% for mammography. It seems that this
inclusion, far from improving the performance, makes it worse. Coming back to
sensitivity and specificity values, it can be argued that in a certain sense, ther-
mography can indeed be useful as a complementary tool for the pre-diagnosis of
breast cancer. To see the picture more clearly, imagine a patient with a mam-
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Fig. 7. Bayesian network resulting from running Repeated Hill-Climber with the ther-
mographic and mammography 98-case database

mographic positive result for cancer. In order to be more certain of this result, a
thermography can be taken to confirm it since thermography seems to identify
without much trouble a sick patient.

The biopsy (see results in the tables 5, 6) is indeed the gold-standardmethod to
diagnose breast cancer. One question that immediately pops up is: why not then
always use biopsy to diagnose breast cancer? The answer is because it implies a
surgical procedure that involves known risks such as those that have mainly to do
with anesthesia apart from the economical costs. Methods such as mammography
try to minimize the number of patients undertaking surgery. In other words, if all
non-surgical procedures fail in the diagnosis, biopsy is the ultimate resource.

Regarding the unveiling of the relationships among attributes and among the
attributes and the outcome, we can detect various interesting issues. For the case
of thermography, contrary to what was expected, there is only one variable di-
rectly responsible for the explaining the behavior of the outcome: variable furrow
(figures 2 and 3). It seems that this variable is enough for obtain the maxi-
mum percentage of classification (78.56%) for identifying patients with cancer.
For the case of mammography, variables distortion and BIRADS are the only
responsible to detect abnormal cases as well as normal cases (figures 4 and 3).
This may mean that radiologists could just observe these two variables to diag-
nose the presence/absence of the disease. For the case of biopsy, we have more
arguments to trust in this technique, in spite of its related and well-known risks.
Finally, Table 5 suggests not to analyze the thermographic and mammographic
variables together but separated: the former decreases accuracy, sensitivity and
specificity performance.
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6 Conclusions and Future Work

Our results suggest that thermography may have potential as a tool for pre-
diagnosing breast cancer. However, more study and tests are needed. Its overall
accuracy and sensitivity values are encouraging; however, on the other hand,
its specificity values are disappointing. The Bayesian networks, resultant from
running 3 algorithms on the thermography database, give us a good clue for this
behavior: it seems that most of thermographic variables are rather subjective,
making it difficult to avoid the usual noise in this kind of variables. The present
study allows then to think revisiting these variables and the way they are being
measured. Such subjectivity does not belong only to thermography but also to
mammography: according to the Bayesian network results, just two variables
are responsible for explaining the outcome. Indeed, as can be noted from these
results, when all mammographic variables are included (Näıve Bayes classifier)
the specificity values drop significantly with respect to those when only a subset
of such attributes is considered. Moreover, if there were no subjectivity regarding
specificity, then Näıve Bayes would perform better. Thus, it seems that there
exists an overspecialization of the expert radiologist in the sense of considering
all variables for diagnosing patients with the disease but an underspecialization
for diagnosing the absence of such a disease. It is important to mention that our
database is unbalanced: we need to get more data (healthy and sick cases) so
that our conclusions are more certain.

For future work, we firstly propose to add more cases to our databases. Sec-
ondly, it would be desirable to have roughly the same number of positive and
negative cases. Finally, we recommend a revision on how thermographic variables
are being measured.
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Abstract. This paper presents a hybrid evolutionary algorithm to identify risk 
factors associated with transfusion related acute lung injury (TRALI). This 
medical condition occurs mainly in intensive care units and operating rooms, 
and the main strategy for its treatment is prevention. The proposed algorithm 
works with information from the model known as “two hits”, in which the first 
hit is the original disease and the second corresponds to the blood transfusion. 
This algorithm is based on a genetic algorithm hybridized with testor analysis. 
This research used information from 87 patients treated at the Centenary Hos-
pital Miguel Hidalgo in the city of Aguascalientes, Mexico. As a result of the 
algorithm’s application, it was found that most variables are related to the first 
hit, while only some of them belong to the second one. The analysis also re-
vealed that some variables physicians believed significant a priori, were not 
very important; among other discoveries.  

Keywords: Genetic Algorithm, Evolutionary Hybrid Algorithm, TRALI’s risk 
factors, Testor, Typical testor. 

1 Introduction 

Computer sciences and especially techniques from artificial intelligence have always 
shown their effectiveness and importance in the improving human life conditions. 
Initially, computation supported the processing of huge quantities of information1 and 
subsequently, it was applied in all branches of knowledge as a support tool. Medicine 
has not been the exception; since the development of the first expert systems, was 
evident that this area has always been of high interest to the computer sciences; My-
cin2 is an example of this interest [20]. 

                                                           
1 The reader will remain that the national census of the United States of America, 1880 took 7 

years for the information to be processed, while the 1890 census, that originally was estimated to 
take between 10 and 12 years, took a record time of 2 ½ years through the use of punched cards. 

2 Mycin was an early expert system designed to identify bacteria causing severe infections, and to 
recommend antibiotics. This system was also used for the diagnosis of blood clotting diseases.  
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This paper describes the application of a hybrid algorithm in the determination of 
risk factors for transfusion related acute lung injury, and it reveals several interesting 
results, according to expert physicians. The used approach is based on a genetic algo-
rithm hybridized with different mechanisms, including the accelerating operator, the 
improvement mechanisms, and the fitness evaluation function, which depends on the 
status of testor or typical testor of an individual. 

The approached problem has a huge solution space, since it is initially described by 
31 variables. This is traduced into 2,147,483,647 possible subsets of variables; conse-
quently the use of powerful computational tools is completely justified. 

To better understand the application presented in this paper, below in this section it 
is included a description of this syndrome, followed by a brief explanation of the main 
components of the hybridized algorithm. Next sections have been organized in the 
following way; section 2 presents the used methodology. The core of section 3 is the 
description of the hybrid evolutionary algorithm. Section 4, describes results and dis-
cussion obtained from the application of the algorithm, and finally, conclusions and 
future work are presented in section 5. 

1.1 Transfusion Related Acute Lung Injury (TRALI) 

This paper addresses the identification of risk factors for TRALI with preventive pur-
poses. This syndrome is characterized by the development of acute respiratory failure 
and pulmonary edema within 6 hours after transfusion, with a wide clinical spectrum 
of presentation. The term "transfusion-related acute lung injury" was coined in 1985 
by Popovsky et al., [14].  

According to Añon et al., although this is an under-diagnosed medical condition, 
this syndrome is considered the leading cause of transfusion-related death in the Unit-
ed States, and the second one in the United Kingdom [1]. Its low level of diagnosis, 
combined with its seriousness, makes it a syndrome that should be avoided, as Cuellar 
stated [6]. 

Since the initial description in 1951 [3], non-cardiogenic lung edema related to 
transfusion has been reported widely using different names, including non-
cardiogenic pulmonary edema, pulmonary hypersensitivity and severe allergic pul-
monary edema.  

Today, this disease has gone from being an almost unknown side effect of transfu-
sion, to the leading cause of death associated with transfusion. 

The formal definition of this medical condition was developed by the National 
Heart Lung and Blood Institute Working Group on TRALI U.S. in 2003 [24], and is 
described as an acute lung injury (ALI) temporally related to a blood transfusion, 
specifically, it occurs within the first six hours following a transfusion. 

Some of the most important elements of the TRALI´s definition according to med-
ical experts are [10]: 

1. Sudden onset of acute lung injury (ALI) 
2. Hypoxemia (PaO2/FiO2 (ratio of partial pressure of arterial O2 to the fraction of 

inspired O2) ≤300 and must be adjusted downward with increasing altitude or 
SpO2≤90% on room air or other clinical evidence) 
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3. Bilateral lung infiltrates on frontal chest radiograph 
4. No evidence of left atrial hypertension (i.e., transfusion-associated circulatory 

overload) 
5. Occurrence during or within 6 h after completion of transfusion 
6. No temporal relationship to an alternative risk factor for ALI 
7. New ALI and no other ALI risk factors present including aspiration, multiple 

trauma, pneumonia, cardiopulmonary bypass, burn injury, toxic inhalation, lung 
contusion, acute pancreatitis, drug overdose, near drowning, shock and sepsis 

8. If one or more ALI risk factors are present, possible TRALI should be diagnosed 
(in patients with an alternative ALI risk factor, TRALI is still possible). 

There are two proposed etiologies for this syndrome: the first is an immune mediated 
episode produced by transfused antibodies directed toward Human Leukocyte Anti-
gens (HLA) or Human Neutrophil Antigens (HNA). The second, is a model consisted 
of two events: the first of them is related to the clinical picture of the patient (first hit), 
and the second one is the transfusion of blood products (second hit). This model 
commonly known as "two hits" was taken as the basis for the classification of the 
studied variables. Later the reader will see that we refer to variables such as those 
related with the first hit, those related to the second hit and other variables. TRALI is 
frequently associated with the transfusion of plasma products, but can also occur in 
recipients of packed red blood cells due to the residual plasma present in the unit. 
According to Palfi et at., transfusion of blood products obtained from multiparous 
women was associated with a significantly higher incidence of hypotension, de-
creased PaO2 relationship / FIO2 and proinflammatory cytokines [13]. Therefore, 
transfusion of blood components obtained from these donors is a higher risk of induc-
ing immune-mediated TRALI [12]. Also previous transfusion or transplantation can 
lead to donor sensitization. 

Several studies have explored the prevention of TRALI using three main strategies: 

• Establishing a policy of exclusion of donors.  
• Establishing and following strict storage criteria of blood components 
• And avoiding unnecessary transfusions. 

However, while these policies are completely established on Mexican hospitals, is 
necessary to have tools that enable health specialists to prevent this condition with a 
certain degree of confidence. 

1.2 Genetic Algorithm  

Genetic algorithms (GAs) were initially developed by Holland and his students, 
around the seventies [9]. Their study was motivated by the huge success of the 
process of natural-systems adaptation. Subsequently, the ideas developed by these 
early researchers were applied to the fields of optimization and machine learning [8]. 
The success of these applications was so extraordinary, that in a few years GAs be-
came the first choice for solving complex problems.  

Genetic algorithms are the most popular class of so-called evolutionary algorithms 
whose inspiration source has been the biological evolution. In its simplest form, a 
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genetic algorithm can be described by the algorithm known as SGA. This algorithm is 
shown in Figure 1.  

  

Fig. 1. SGA 

Although the general mechanism of these algorithms is simple, it has been theoret-
ically demonstrated that when they use elitist selection mechanisms, they converge to 
the global optimum of certain functions whose domain can be an arbitrary space. 
Rudolph in 1996 generalized previous developments in convergence theory for binary 
search spaces, and Euclidean general search spaces [15]. 

In order to improve the performance of the genetic algorithm, it was hybridized 
with exploration and exploitation techniques developed in 2010 by Torres [22] and 
also used in [23]. These techniques were used for the selection of the subset of va-
riables that better describe a phenomenon. Another important concepts added to the 
GA are testor and typical testor. This kind of hybridization has proved to be very 
effective in both supervised and unsupervised learning problems as Torres et al, al-
ready evidenced [21].  

Hybridization of metaheuristics with different algorithmic ideas and sometimes 
with mechanisms from other areas is not a new idea; over the last years, a large num-
ber of algorithms that does not correspond to a pure approach have been reported. 
Hybrid metaheuristics have become a very promising field [4].  

The main idea of hybridized metaheuristics is to take advantage of their potentiali-
ties while avoiding theirs weaknesses using mechanisms or techniques from other 
sources.  

Below concepts of testor and typical testor will be described. These concepts are 
very important because they were the basis for the identification of the most TRALI-
related variables.  

1.3 Testors and Typical Testors 

The concept of typical testor appeared in the middle of the fifties in Russia [5]. One of 
its first applications was failure detection in electrical circuits, followed by problems 

Simple Genetic Algorithm

1. Let be t=0 (generation counter)
2. Initialize P(t)
3. Evaluate P(t)
4. While (stop criterion do not be reached) do

a) For i=1,…,N/2 do
• Select 2 parents from P(t)
• Apply crossover to selected parents with probability pc

• Mutate offspring with probability pm

• Insert 2 new individuals in P(t+1)
End for
End while
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as supervised classification, and variable selection related with the geological area [2]. 
Among the group of researchers who worked with this tool, the research of Dmitriev  
Zhuravlev et al., is very remarkable because they pioneered the use of typical testors 
for feature subset selection [7]. 

According to Torres [22], an easy way to describe testor is: a set of features  
required to distinguish two objects that belong to different classes. This set not neces-
sarily has to be minimal. On the other hand, typical testor is the minimum set of fea-
tures required to distinguish two objects belonging to different classes. In other 
words, if a feature is eliminated from a typical testor, it will be not more a testor [17]. 

Let us suppose U is a collection of objects, and these objects are described by a set 
of n features, and these objects belong to k classes. In order to determine the testors 
and typical testors of this collection is need to have a structure called basic matrix, 
which is based in the difference matrix.  

The difference matrix is made starting from the comparison of each feature of the 
objects from the same class against objects from the other classes. Difference matrix 
(DM) is the matrix whose content let us distinguish objects from different classes. 
DM is binary coded, using 1 if difference exists and 0 if difference doesn’t exist.  

Once the DM has been constructed, the basic matrix (BM) has to be created. BM is 
constituted by all the basic rows from DM. 

Let ip and iq, to be two rows from DM: ip is a basic row from DM, if there is not 
any row lesser than ip in DM. We say that ip<iq if ∀i  ipi ≤ iqi and ∃j such as ipj ≠iqj. 

The subset of features T of a certain BM is a testor, if when eliminate from BM all 
features except those who belong to T, there is not any zero row. The set T is typical, 
if by eliminating a feature j ∈T, T is no more testor. The set of all typical testors of 
MD is equal to the set of all typical testors of MB [11].  

Due to determining all typical testors from a certain BM is a very complex prob-
lem, several researchers have developed special algorithms like BT [18], TB [18], 
REC [19] and LEX [17] among others. This problem has an exponential complexity 
and it depends on the size of the BM [16]. 

In order to apply the concepts of testor and typical testors, it is important to estab-
lish how comparisons are going to be made. One of the most common comparison 
criterion is known as strict equality, because is applicable to any kind of domain. The 
way this kind of comparison is performed is described below. 

Let us suppose Ω={O1, O2,…,Om} is a set of m objects and I(O1), I(O2),…,I(Om) 
their descriptions on terms of their features, R={x1, x2, …, xn), where each feature xj, 
has associated a set of acceptable values Mj i.e. I(Oi)=(x1(Oi), x2(Oi), …, xn(Oi), and 
xi(Oi) ∈ Mj, j=1, 2, …, n and i=1, 2, …, m (Santiesteban and Pons, 2003).  

Each type of variable depends of the nature of its set of acceptable values; a set Mj 
could be {0,1}, the set of real numbers, the set integer numbers, etc. 

The strict comparison criterion is described in the next function: 

 Ck(xk(Oi), xk(Oj) = 0 if xk(Oi) = xk(Oj)  ; 1 other wise (1) 

In this work, this criterion was used with the whole set of variables. In order to facili-
tate the variable managing, each feature was discretized into classes according to the 
recommendation of health experts.  
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2 Methodology 

The current research was made in the “Centenary Miguel Hidalgo” hospital located in 
Aguascalientes City in Mexico. This is one of the most important health care special-
ist hospitals in the center of Mexico. The collecting task finished in year 2011. And it 
constitutes the total information from years 2007, 2008, 2009 and also 2010. 

As already mentioned, the research presented here, is based on the medical model 
known as “two hits” that consists of two main groups of variables that can be related 
with TRALI. 

These two groups are: first hit variables, and second hit variables. Nevertheless, re-
searchers found a little new group of variables than can complete the model already 
mentioned. 

At the beginning, the historic archive of patients was reviewed looking for TRALI 
cases. The period of time considered covers from 2007 to 2010, because this syn-
drome is rare and the collecting of cases is slow.  

 

Fig. 2. Cases and controls before pre-processing phase 

  

Fig. 3. General Approach 
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In figure 2 can be seen the number of cases and controls that were obtained from 
the historic archive of Miguel Hidalgo hospital. 87 cases and 87 controls were col-
lected in the way this figure illustrates. The number of cases was the total of TRALI 
cases presented in those years and per each case one control was included.  

In order to make easier the assessment of the general approach, figure 3 shows a 
scheme of it. As the reader can see, figure 3 reveals the process done with data. Once 
data were compiled, a pre-processing phase was completed. As a result of this phase, 
the number of cases and also controls were reduced because one case had missing 
values in one variable. So the total number of cases and controls used from this stage 
on ahead are shown in figure 4. 

  

Fig. 4. Cases and controls after pre-processing phase 

The pre-processing phase also influenced the number of variables in the research 
because the variables who did not contribute to risk of developing TRALI were elimi-
nated. At the beginning, researchers had 31 variables grouped as figure 5 shows.  

  

Fig. 5. Variables before the pre-processing phase 

After the pre-processing phase, the number of variables kept was only 22 and they 
were distributed according to figure 6. 

  

Fig. 6. Variables after the pre-processing phase 

Once the pre-processing phase was completed, the genetic processing began. This 
process is presented in detail in the hybrid evolutionary algorithm section. (Section 3). 

The hybrid evolutionary algorithm gave us the whole set of typical testors asso-
ciated to the learning matrix. We can say that each typical testor is formed by a set of 
variables that being together, better describe the chance of presenting TRALI by a 
patient. 
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Each typical testor was studied and they together let us computing the information-
al weight associated to each single variable. This way, not only the relationship be-
tween the variable and the syndrome (TRALI) is known, but also its dimension.  

When the measurement of the influence each variable has for presenting the syn-
drome is obtained, expert physicians analyzed the results and fixed a specific cutoff 
for the most important variables identified as the main risk factors for TRALI. 

3 Hybrid Evolutionary Algorithm 

The determination of risk factors for TRALI is performed by a system based on a 
genetic algorithm called TRALI-GA. Previous experiments [21] suggested that me-
chanisms used to hybridize this metaheuristic, work better on it than in a univariate 
marginal distribution algorithm. TRALI-GA and its components are presented in the 
follow subsections. 

3.1 TRALI-GA 

The Evolutionary Hybrid Genetic Algorithm for the identification of risk factors for 
TRALI is shown below: 

 
Algorithm – TRALI-GA 
begin  
  Initial pre-processing. 
  Generating Difference Matrix phase.  
  Generating Basic Matrix phase. 
  Generate initial population (randomly).  
  Apply accelerating operator.  
  Compute fitness.         
  If necessary 
   Apply improvement mechanism.  
   Compute fitness. 
 End if.         
  population  new initial population 
  Repeat 
     Begin /* New Generation */ 
        Repeat  
         Begin /* reproductive cycle for pairs of  
              individuals */            
           Apply selection operator. 
           Apply crossover operator. 
           Apply accelerating operator.  
           Compute fitness.  
           If necessary  
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            Apply improvement mechanism.  
             Compute fitness. 
        End if.  
           Count = Count+1; 
         End.  
        Until Count = (generation size/ 2). 
        Order of population by fitness.  
        Apply elitism. 
        Population  new population 
     End. 
  Until (stopping criterion is reached)  
  Final set of typical testors analysis. 
  Compute informational weight for each feature 
  Get final features subset selection.  
End  
 

As can be seen on previous pseudo code, the first step consisted of pre-processing, 
is made for reducing the size of the problem in terms of number of variables. After the 
pre-processing and based on related literature, three groups of variables were identi-
fied: 

1. First hit variables 
2. Second hit variables 
3. Other variables 

Once the three groups of variables were identified, and some variables were eliminat-
ed, the remained set was discretized. After that, the difference matrix was obtained. 
This matrix is formed by the differences found between each case and the others in 
the learning matrix.  

Next step consists in the generation of the basic matrix; this phase consists on find-
ing the basic difference between each individual in the difference matrix versus all 
others. This matrix conserves only the basic differences in the difference matrix. 
Some differences can be considered redundant while others are not. This concept can 
be reviewed in the section 1.3; where basic differences are represented as basic rows.  

When the basic matrix is obtained, the evolvable process begins. Each individual is 
coded by means of a binary string whose size corresponds to the number of variables. 
Each bit in the string takes the value 1 if the variable that corresponds to it is present 
or 0 if it is absent.  

The evolvable process starts with the generation of a random population that is po-
tentialized through the accelerating operator, which conserves the vital information a 
typical testor has to have according with a fast analysis of the basic matrix. This oper-
ator applies a logic OR to the actual chromosome [22].  

Once the accelerating operator is applied, the fitness of the individual is computed. 
This calculus consists of three possible weights:  the maximum value of an individual 
is assigned to its fitness when it is a typical testor. A medium weight is given when 
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the individual is a testor but not a typical testor. Finally, the minimum weight is ob-
tained for those individuals that are not typical testors, neither simple testors. 

Fitness function assignation (ff-value), is performed according to next function. 

  (2) 

Considering the value of the fitness function (based on the individual’s condition), the 
algorithm resolve if an improvement is required. Obviously, when an individual is a 
typical testor, none improvement is required, but if the individual is weighted as a sim-
ple testor, a reduction in the number of variables selected is needed; on the other hand, if 
the individual is weighted with the minimum value, an increment in the number of va-
riables selected as a components of the individual is required for its improvement. So, 
the improvement mechanism works as a guided mutation (increasing or reducing the 
number of variables of the individual). A complete description of the whole set of me-
chanisms used in this work, can be consulted in Torres et al., 2012 [23]. 

After the improvement phase was performed (if it was needed), the population is 
sorted by fitness beginning with best individuals and ending with the worst ones. The 
new population is created by means of elitism and the application of the complete set 
of operators to the current population. Then the iterative process begins. This process 
consists on the generation of new populations that continually improve the previous 
ones. When stopping criterion is reached, the final set of typical testors is obtained 
and the informational weight is computed. This last computation let us know the im-
portance of each variable. 

The TRALI-GA was hybridized using a local mechanism that let us improve a spe-
cific solution (individual), looking for a typical testor when we have a single testor. This 
could be done because we know that a simple testor have inside as a minimum one typi-
cal testor; so the mechanism try to find it deleting possible redundant variables. 

The algorithm was also strengthening using elitism to accelerate and to guarantee its 
convergence. Another special feature of this algorithm consists on the use of a global 
search operator obtained from a simple analysis of the basic matrix. This way, we res-
cue the better of the interior and exterior scale algorithms for finding typical testors.  

The use of a logical combinatory focus, joined with a genetic algorithm and the 
special mechanisms, constitutes an interesting hybridization for supervised learning. 

As an immediate result of the proposed system, we obtained an efficient explora-
tion and exploitation of the search space. 

4 Results and Discussion 

The analysis of the results from TRALI-GA, revealed that the most important va-
riables physician have to take care of, are grouped in three categories. Each category 
is presented at a different time. They are: the first hit variables, the second hit va-
riables and other variables that were found in this research. 

ff-value =
5  if the individual is not a testor or typical testor

10  if the individual is a testor
20  If the individual is a typical testor
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The original number of variables was 31, after the preprocessing this number was 
reduced to 22. Once the whole process finished, we only kept 15 variables. 

The experimental results shown that even though genetic algorithms are known as 
rapid convergence algorithms, the set of mechanisms added, let it conserves the diver-
sity required for looking typical testor in the whole solutions space. 

Experiments indicate that the algorithm found the whole set of typical testors in all 
the executions. Results are described from ten sequential executions of TRALI-GA. 

As mentioned in methodology, once the algorithm provided the risk factors for 
TRALI and their respective weigh (computed as the informational weight), expert 
physicians established the cutoff point for accepting a variable as an important risk 
factor. The cutoff point was fixed over 50%. 

The resulting variables associated with the first hit were reduced to 8 and they are 
presented in table 1. This group of variables can be detected in the original disease of 
a patient. This disease is what causes the patient to be transfused; and could be a sur-
gery, sepsis, trauma or any other medical affection.  

Table 1. First Hit Variables 

Variable Weight attached 

Age 100.00 

Base Disease 80.06 

PaO2/FiO2 100.00 

History of heart attack 60.54 

Hematological malignancy 55.08 

Lung disease 52.56 

Previous Surgery 53.31 

Previous transfusion 52.10 

Variables corresponding to the second hit are shown in table 2. These variables 
were reduced to 4. The second hit in the model of two hits, is the surgery in which the 
patient is blood transfused. Many of times, the surgery can be associated to a poly-
trauma because a crash car,  another kind of accident or disease.   

Table 2. Second Hit Variables 

Variable Weight attached 

More than 3 globular packages 50.50 

More than 3 units of fresh frozen 

plasma 
57.10 

Multiparous donor 51.47 

Fresh frozen plasma dated with 

more than 2 weeks 
57.07 
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Besides first and second hits variables, researchers wanted to know if some other 
suggestive variables could contribute to suffer TRALI; so, the genetic process looked 
for 8 variables that were labeled as “other variables”. This group was reduced to 3 and 
they are presented in table 3. 

Table 3. Other Variables 

Variable Weight attached 

Pulmonary edema 52.01 

Diuretic therapy 52.00 

Smoking habits index greater 

than 20 
57.61 

Based on the obtained results, we can conclude that TRALI is presented mostly in 
patients with predisposition and presence of risk factors related with previous cardiac 
or lung disease, smoking, and previous hematological malignancies. We also can say 
that risk increases if the blood units used to obtain the frozen fresh plasma have more 
than 2 weeks in storage. “TRALI” presented in our hospitable environment is more 
related with the use of fresh frozen plasma than the use of globular packages. This 
relationship can be associated with the time of storage of the blood component (unfor-
tunately a very frequent situation).  

Blood components donated by multiparous women had less relationship with 
TRALI than the one expected by physicians (probably because of the deficient record 
of donors in the blood bank).  Risk factors related to the medical history of a patient: 
cardiac history, previous lung disease and hematological malignancy represent a 
comparable risk to presenting TRALI. 

5 Conclusions and Future Work 

Nowadays, medicine is one of the most notorious areas for applying intelligent tech-
niques. The reason is simple: when preserving health and saving life is possible, every 
scientist is pleasure to collaborate. Artificial intelligence is being applied to medicine 
as a natural tool to discover, to strengthen or reject health theories. 

The identification of the risk factors for TRALI, is a challenging task for the artifi-
cial intelligence area because it constitutes a very difficult to diagnose syndrome. 
Actually, nowadays the Centenary Miguel Hidalgo Hospital does not routinely runs 
the tests required to diagnose this medical condition.  

As mentioned in the introduction, for long time TRALI was considered as a un-
known secondary effect associated to blood transfusion, even though currently it is 
recognized as the leading cause of transfusion-related death in the United States of 
America, and the second one in the United Kingdom. 
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Although TRALI is not easy to diagnose, physicians can take care of critical risk 
factors with an insignificant cost and big benefits; and this is why many researches in 
health care area, consider it a very transcendent topic.   

We can also say that hybridization improves the results for the problem we at-
tacked. We know that including all the knowledge we can to our algorithm, produces 
better results since search space is reduced. As an important part of the used system, it 
can be stated that the use of typical testors, the use of the accelerating operator, and 
also the use of the improvement mechanism, make possible to have a powerful tool to 
solve complex real life problems.  

Finding typical testors of a dataset is an exponential problem, so, applying a meta-
heuristic in the solution is well justified. Informational variable weight is also a very 
important concept, since it let us to qualify the importance of each variable. 

The application of the described method is also promising to other diagnostic tasks 
in medicine.  
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Abstract. Recently, many researchers  are trying to automate the automatic 
production of ontologies, realizing extraction of the information contained in 
databases using reverse engineering, however, because of the continuous evolu-
tion  of standards in relational databases, not all the characteristics presented by 
modern databases managers are still supported. Besides as databases can be im-
plemented in several ways in relational databases using different commands, 
this frequently causes differences when creating ontologies.  In this paper, is 
presented how this approach can be applied to an epidemiological database and 
the advantages of use, when realizing query exploitation. 

Keywords: Heterogeneous Databases, Semantic Web, Ontologies. 

1 Introduction 

Most of the information accessible in the web, is extracted from databases using special-
ly designed programs. The amount of information existent in this databases is more than 
70% the information of the web, this database information is commonly denominated as 
the “deep web” [1] because it is not accessible through general search engines. The 
semantic web is looking for mechanisms that permit to find, to share, and to combine 
the web information  more easily [2]. The use of ontologies permits  increment intero-
perability between several systems, and at the same time permits the use of the semantic 
technology, incrementing   the potential of the formulated queries. In this job, an anal-
ysis of several mechanisms required to produce automatically ontologies is realized. An 
analysis of  the advantages and disadvantages of exploiting semantic information for a 
common user is realized, it is described also the process required to produce ontologies, 
considering the RDF files integration as one of the fundamental Semantic Web activi-
ties. Since this paper is more related with data stored in databases, a mechanism to  
interact with this information is described; it is mentioned one of the most important 
approaches used by researchers when mapping the SQL databases schemas, and the 
subsequent process of transforming it into an ontology.  
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The process of extracting information using the information stored in SQL is a 
complex task, a relationship  between SQL and the semantic web  can be estab-
lished, starting in SQL with the relational model, continuing with the table definition, 
posteriorly  with constraints in insertions and updates and finishing with triggers, and 
in the semantic web starting with RDF files (the most simple semantic format), con-
tinuing with the RDFS (oriented to describe the Schema of the RDF), posteriorly with 
a most powerful language OWL (Ontology Web Language, suited  to describe the  
relation between the semantic data) and finishing with Rules that permit to realize 
inference in the semantic data. The state of the art is the generation of basic ontolo-
gies, this ontologies are named by Sequeda et al. [3] as “putative ontologies”. Since 
they are  simple ontologies that require refinement by domain experts. This paper is 
organized as follows: In section 2 a brief description of the alternatives to realize DB 
integration is realized; in section 3 are mentioned some advantages of realizing se-
mantic integration; in section 4 several considerations about ontologies formulation 
are mentioned, as well as the problematics to formulate ontologies based in relational 
DB's; in section 5 is described how the epidemiological relational DB is converted 
into semantic information; in section 6 are mentioned the possibilities of query ex-
ploitation using the semantic information. 

2    Database Integration 

The integration of databases  in a semantic environment, is considered a difficult task 
because the great number of variables involved in this activity, such as: Data incom-
patibility, data distribution, different semantic meaning,  mechanisms of security, 
mapping tasks for databases, different data representation and  data accuracy. In this 
review, we get focused in the use of ontologies to achieve interoperability in databas-
es, using a semantic approach. It is explained the reverse engineering process applied 
to databases, in order to manage  the content  of an entire  database in semantic files 
basically in the OWL language. Two classical approaches are derived from this 
process. The first one is related to replication of the total information contained in the 
database, and the second one  more  related to the semantic associations contained in 
every table that conforms the database,  keeping data where are produced.  

Several tools and protocols exist, the most significant advances in this area, are 
done by the OMG [4]. In the figure below, a description of different alternatives to 
create semantic information by this group is given. 

2.1 Approach to Access Data of Relational Databases Using Semantic Means 

Two main alternatives exist to realize this activity, the first choice  is the creation of 
static maps of the database schema, this process is still under development by many 
researchers and it is very promising. The second one  is a semiautomatic process, 
which transforms  the information into a semantic format. Below is presented a brief 
description for every alternative. 
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Fig. 1. Different alternatives to create and exploit semantic information 

Static Maps 
In this method, the mapping is realized over the database schema, without realizing 
physical copies of information. The structure of the relational database tables and 
attributes are mapped into corresponding classes and properties in a user-defined ontol-
ogy. The relational database schema is a tuple  R (U, D, dom, I). Where: R is known as 
a relation is defined as a set of tuples that have the same attributes, and a tuple usually 
represents information about one object; U is a finite set of attributes in a relation; D is 
the domain of the database; dom represents a function that maps  U to D, where  every 
attribute Ai in U must have valid value in Di; I is a finite set of integrity constraint, 
which restricts data instances stored in database,  two different kinds of integrities can 
be applied (entity integrity and referential integrity).  Also, two main parts composed 
the process, the first one related with the data stored in DBs and the second one, more 
related with how data  interrelates. Although the process of generating an ontology  
can be automated, actually the results produced by the technology require  a refinement 
by experts in databases and in the areas of the domain of discourse  is required.   

 
Database Conversion into a Semantic Format  
This method produces a conversion of the database and replicates data into a different 
format, commonly into triplets conformed by three elements (Subject, Predicate, and  
Object). Here, this conversion produces a great increment of the information. This 
conversion generally is realized into a RDF (Resource Description Framework) for-
mat, which is stored into repositories for being exploited using SPARQL (Sparql Pro-
tocol and RDF Query Language), several tools exist to store the RDF files produced 
into a relational database, in order to keep the data stored into a single platform (data-
base manager). The ontology creation process  can make use of  a domain ontology, 
if used, the semantic information obtained will contain  information about the do-
main selected, the URIs (Uniform Resource Identifiers) include information about the 
domain, in any case the information produced will consist by triplets in a common 
RDF format, for both cases, using a domain ontology or not, the assumption of a 
closed world (CW) is considered. 
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Semantic integration involves also techniques for matching databases schemas to 
answer complex queries that require multiple sources. Here,  the data are trans-
formed in order to exploit more the semantics of data, two different alternatives are 
of potential use. The first is similar to the  ETL approach, but using semantic data 
organization, creating a replica of the data.  The second is related to the approach 
used by the data virtualization, creating mapping files necessaries to locate data, 
but leaving data at original locations 

3.2   Why Semantic Integration 

The necessity of using semantic information  is because  the representation of data 
and the information itself is often bound tightly together,  additionally because that  
information often lacks context. Most developers often think not on the data them-
selves,   but in the structure of those data (data types, schemas, file formats, relation-
al database constructs,  and other  structures that don’t pertain directly to the infor-
mation). In tightly coupled architectures, data structures are needed since they provide 
systems a way of interacting with the information they are being fed. However, in  
standards based with loosely coupled architecture, when the barriers to application 
integration are uninvolved, instead of being helpful, these different data structure 
representations, causes  obstacles to data integration. It is because of this;  that sys-
tems transcend just  coupling the application interface and  providing  loose coupl-
ing at the semantic level [6]. 

4   Ontology Formulation 

The most common definition of an ontology is proposed by Gruber:  “a formal, ex-
plicit specification of a shared conceptualization” [7].   Formal means that the  
specification is encoded in a language whose  formal properties are well understood;  
an  explicit specification  means  that concepts and relationships in an abstract mod-
el are given explicit names and definitions. A  conceptualization in this context, is 
referred  to an abstract model of how people think about things, it is  usually re-
stricted to a particular subject area. Shared  means that the main purpose of an ontol-
ogy is to be used and reused across different applications and communities. 

Several reasons make necessary the creation of an ontology: To share common un-
derstanding of the structure of information between people and  software agents, to 
enable reuse of domain knowledge, to make domain assumptions explicit, to separate 
domain knowledge from the operational knowledge, and to analyze domain know-
ledge.  There has been much discussion on what exactly is  an ‘ontology’, however,  
there is coincidence with then next two  approaches: a) Vocabulary of terms that 
refer to the things of  interest in a given domain and b) Some specification of mean-
ing for the terms grounded in some form of logic. 

An ontology together with a set of  concrete  instances of the class constitutes a  
knowledge base. The taxonomy of classes is a primary focus in every ontology. It is 
necessary to emphasize that the ontology construction consists of the next six steps [8]:   
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1. Specification of the purpose, usage, scope and degree of formality of the ontology. 
2. Data collection using various eliciting methods. 
3. Conceptualization of domain terms (preliminary ontology). 
4. Integration to other ontologies. 
5. Formalization in an ontology language. 
6. Evaluation of completeness, consistency and redundancy. 

These steps must be considered in order to produce an ontology suited to the purpose 
pursued. 

4.1 Problematic to Model Ontologies Based in Relational Databases 

There are some impedance existent problems when a conversion to semantic data is 
required, ten different  cases of primary and foreign keys  combination must be con-
sidered, when realizing direct mapping. In the research realized by Sequeda et al. [3], 
are  mentioned  the basic considerations required to produce an automatic tool able 
to produce automatic ontologies. Other important variable to consider is the SQL 
evolution since its first version in 1986 (SQL-86)  up to the next expected release 
(SQL:2011) , since the first version, the  complexity process of interpreting in a sim-
ple way the information stored in the database  into semantic data has been increas-
ing. Since the first version of SQL in 1986, the language has evolved, permitting sup-
port of:  Distributed databases, XML, recursive triggers, object-oriented technology. 
Besides of increasing the semantic relation between data. Many of the SQL DDL 
analyzers do not support, the different versions existent between these standards, even 
the SQL92 it is considered an important challenge for semantic automation, however, 
actually  not  exists a single  product  able to support triggers using   semantic 
technology, this because of   the complexity  involved in these commands. Addi-
tionally every database software producer, implements the software with slight differ-
ences, requiring that a version for every database engine be developed. 

5 Epidemiological Database 

The epidemiological database SINAVE [9] is conformed by several databases (AIDS, 
Tuberculosis, Cancer,  Measles, Diabetes, and other diseases), the database is consti-
tuted by almost 300  tables. One table is frequently  used  by  more than one dis-
ease, this is caused because personal information about patients (such as  living plac-
es, hospital care centers and information related)  is shared frequently between these 
databases. For this paper, the Tuberculosis database was selected because all this 
information is available, was validated for experts and contains  enough data to vali-
date the method proposed. 

A simplified model conformed by seven tables is used for making the conversion 
to semantic data. 
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(owl:sameAs, or using the owl:InverseFunctionalProperty commonly named as IFP) 
which are useful to establish equivalence between data. 

The first command sameAs is useful to relate synonyms based in the structure of 
the data, the second one is to indicate a relation between the data based on the  data 
values. One example for the first definition can be the curp used in one database and 
the regist_pobl  used in other source, for the second example the association is given 
when some individuals have the same value in a specific  property, for example rfc. 

An example of the file produced using reverse engineering  is showed below. 

 

 

Fig. 5. Piece of information produced as result of converting RDB to an RDF file 

 As can be seen triplets of information are produced, the URIs increment consider-
ably the space required in this format, also the purpose of this format is more related 
to permit an automatic interchange between computers and not between humans. In 
order to make more legible this information, and to increment the interoperability 
between systems, several graphical editors have been created as Protegé, Smooth, 
Topbraid and others. An example of interpreting graphically the  produced file with  
the Smooth editor is shown below. 

 

 

Fig. 6. Using the graphic editor Swoop, to realize the smushing process 
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In the figure 6  can be seen that the seven tables existent in the relational database 
schema, were transformed into classes. Using these tools it is considerably easier to 
realize the smushing process (process of refinement and association in ontologies). 
However, much information concerning to how the database schema was designed is 
stored in the database, and because of this, the  process can be automated. It is consi-
dered a good alternative the use  of a database schema  to produce an ontology,  
because the DB schemas are formal documents that have been designed to capture a 
real world modeled by Information Systems specialists. Several authors 
[5][10][11][12][13][14] are producing different Semantic Information based in a same 
DB schema, this is not suitable, because causes uncertainty about the results obtained, 
however, this is actually happening and an agreement between these leaders must be 
done, in order to produce the same results always. OWL ontologies are formed by a 
sequence of annotations, axioms, and facts. The most essential elements are axioms 
and facts, which provide information about classes, properties and individuals Ac-
cording to Kashyap [15] the ontology construction from a relational DB requires ana-
lyzing the DB schema to determine keys, foreign keys and inclusion dependencies. In 
the  figure 7 some of the 86 elements that conform DatatypeProperties and Ob-
jectProperties of the ontology are shown. However, as can be seen the name of the  
 

 

Fig. 7. Tuberculosis ontology using a CW assumption 

elements that conform the  tuberculosis ontology are given considering a close world 
CW (conception), because of this, the names used to describe the properties of objects 
and datatypes were defined only to be of practical use and efficiency in Spanish, the 
analysis realized was considering the point of view of the databases analysts, and a 
description of the meaning of every name was used to permit interchange concepts 
with the system users. On the opposite side considering an open world (OW) the 
analysis is directed to permit the data interchange between different actors because of 
this, the analysis, is realized considering the interoperability of the ontology. This two 
different points of views OW and CW consider different depth level of analysis, the 
OW is more standardized and consider a deeper  analysis, for example the ontologies 
produced by the IDO developers [19] supported by the  Burroughs Wellcome 
Fund and the National Institute of Allergy and Infectious Diseases. Produce ontolo-
gies based in a core ontology denominated IDO (Infection Disease Ontology), the 
ontology for tuberculosis and others shown in the figure 8, are  parts of the subdo-
main specific IDO, still in development. 
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7 Conclusions 

Extraction of  information stored in  relational databases using reverse engineering 
to  transform it into semantic information,  requires that the database be at least in 
3NF (third normal form), because this ensure that the  design is realized adequately, 
This process (3NF) involves having all the information atomized, an adequate use  of 
primary keys and a correct association between tables must be assured. Once the ex-
traction of information is realized, an  additional processing  must be done in order 
to get a useful ontology. It is necessary to work with the steps recommended by Du 
Bois [8] for ontology creation, this is not a trivial task. The ontology elaboration re-
quires to parse the SQL script and start identifying the relevant elements needed to 
create the ontology. The incubator group W3C [4] still research thorough the 
RDB2RDF group how to  improve the automatic conversion of data, the integration 
of information from several repositories, storage optimization, and query optimization 
Important initiatives as the project SQL2OWL looks of interests [3]. However, still it 
is not available to be evaluated.  

It is important to conclude that from two alternatives to produce ontologies, we 
consider that “Direct-mapping” as the most  important alternative to be analyzed for 
database designers. It is important to mention that the automatic generation of ontolo-
gies is still in development [17],  a standardization is fundamental in this area, even 
the ontologies produced manually are not totally accepted by the community of ontol-
ogy producers as can be seen in the research done by Todorov and Geibel [16]. The  
analyzed tools, recently produced by developers in the semantic web area, still require 
to realize certain activities manually, the W3C community in semantic web has de-
veloped important  products as the D2RSERVER [18], this software able to trans-
form relational data into RDF formats,  produces direct mapping of relational sche-
mas,  but it is not specifically an ontology language. Also, several initiatives are pro-
posed to improve queries performance and support of queries when exists incomplete 
information. One of the beauties of  this semantic integration is the increment of 
possibilities for query exploitation, in terms of simplicity and  great potential to es-
tablish relations between data. 

References 

1. An, J., Geller, J., Wu, Y., Choon, S.: Semantic Deep Web: Automatic Attribute Extraction 
from the Deep Web Data Sources (2007) ACM 1-59593-480 

2. Berners Lee, T., Fischetti, M.: Weaving the web, vol. 12. Harper, SanFrancisco (1999) 
3. Sequeda, J., Tirmizi, S., Corcho, O., Miranker, D.: Survey of directly Mapping SQL data-

bases to the Semantic Web. The Knowledge Engineering Review 26(4), 445–486 (2011) 
4. W3C Semantic Web Activity, http://www.w3.org/2001/sw/ 
5. Doan, A., Halevy, A.: Semantic-Integration Research in the Database Community. AI 

Magazine 26(1) (2005) 
6. Noy, N.F.: Semantic Integration: A Survey of Ontology-Based Approaches. SIGMOD 

Record 33(4) (December 2004) 
7. Gruber, T.: A translation approach to portable ontology specifications. Knowledge Acqui-

sition 5, 199–220 (1993) 



 Generation and Exploitation of Semantic Information 457 

8. Du Bois, B.: Towards an ontology of factors influencing reverse engineering. In: STEP 
2005: Pro-ceedings of the 13th IEEE International Workshop on Software Technology and 
Engineering Practice, USA, pp. 74–80 (2005) 

9. Organización Panamericana de la Salud, Oficina Regional de la Organización Mundial de 
la Salud, OMS/OPS Estrategia de Cooperación con el País México (Noviembre 2005), 
http://www.who.int/countryfocus/cooperation_strategy/ccs_mex
_es.pdf  

10. Astrova, I.: Reverse Engineering of Relational Databases to Ontologies. In: Bussler, C.J., 
Davies, J., Fensel, D., Studer, R. (eds.) ESWS 2004. LNCS, vol. 3053, pp. 327–341. 
Springer, Heidelberg (2004) 

11. Bucella, A., Penabad, M.R., Rodriguez, F.J., Fariña, A.C., Cechich, A.: From relational da-
tabases to OWL ontologies. In: Proceedings of the 6th Russian Conference on Digital Li-
braries, Pushchino Rusia (2004) 

12. Li, M., Du, X., Wang, S.: Learning ontology from relational database. In: Proceedings of 
the 4th international Conference on Machine Learning and Cybernetics, Guangzhou, China 
(2005) 

13. Lubyte, L., Tessaris, S.: Automatic Extraction of Ontologies Wrapping Relational Data 
Sources. In: Bhowmick, S.S., Küng, J., Wagner, R. (eds.) DEXA 2009. LNCS, vol. 5690, 
pp. 128–142. Springer, Heidelberg (2009) 

14. Stojanovic, L., Stojanovic, N., Volz, R.: A reverse engineering approach for migrating data 
intensive web sites to the Semantic Web. In: Proceedings of the IFIP 17th World Comput-
er Congress – Tc12 Stream on Intelligent Information Processing, Deventer, The Nether-
lands (2002) 

15. Kashyap, V.: Design and creation of ontologies for environmental information retrieval. 
In: 12th Workshop on Knowledge Acquisition Modeling and Management (KAW 1999), 
Banff, Canada (October 1999), http://sern.ucalgary.ca/ksi/kaw/KAW99/ 
papers/Kashyap1/kashyap.pdf 

16. Todorov, K., Geibel, P.: Ontology Mapping via structural and Instance-Based Similarity 
Measures. In: Third International Workshop on Ontology Matching, OM 2008 (2008) 

17. O’Leary, D.: Different Firms, Different Ontologies, and No one Best Ontology. IEEE In-
telligent Systems, 72–78 (September/October 2000) 

18. W3C RDB2RDF Incubator Group (January 08, 2009), http://www.w3.org/2005/ 
Incubator/rdb2rdf/RDB2RDF_SurveyReport.pdf  

19. IDO developers, The infectious Disease Ontology, http://infectiousdiseaseon 
tology.org/page/Main_Page (last access June 2012) 



A Graph Cellular Automata Model to Study

the Spreading of an Infectious Disease

Maria Jose Fresnadillo Mart́ınez1, Enrique Garćıa Merino2,
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Abstract. A mathematical model based on cellular automata on graphs
to simulate a general epidemic spreading is presented in this paper.
Specifically, it is a SIR-type model where the population is divided into
susceptible, infected and recovered individuals.

1 Introduction

As is well known infectious diseases are those caused by pathogens (virus, bac-
teria, epiphytes) or parasites (protozoans, worms) and which can spread in the
population. They have been an human enemy from time immemorial. Epidemics
and pandemics can place sudden and intense demands on health systems: commu-
nicable diseases such as measles, influenza, tuberculosis, etc. are a common fact
of modern life. Currently, they are events of concern and interest to many people
worldwide: Remember epidemics such as Lyme diseases, toxic-shock syndrome,
hepatitis C and E, AIDS, SARS, the Ebola virus, Avian Flu, and more recently
the outbreak due to N1H1 virus. They can disrupt economic activity and devel-
opment. The effects of high disease mortality on mean life span and of disease
debilitation and mortality on the economy in afflicted countries are considerable.

As a consequence, the importance of understanding the dynamics and evolu-
tion of infectious diseases is steadily increasing in the contemporary world. The
study, design and analysis of mathematical models to simulate epidemic spread-
ing has a long history (see [9,19] although the crucial moment in the mathemati-
cal epidemiology was reached in 1927 when Kermack and McKendrick (see [13])
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introduced its famous model based on a system of ordinary differential equations
to study the transmission of the Great Plague occurred in London from 1665
to 1666. It is the first compartmental model; the population is divided into dif-
ferent compartments or classes: susceptibles (individuals which are susceptible
to the disease), infected (individuals which have been infected by the disease
and are infectious) and recovered (individuals which are removed from infected
compartment). Consequently, it is a SIR model where susceptible individuals are
infected and the individuals leaving the infective compartment become immune,
dead or removed by an isolation policy.

Since then, several mathematical models have been appeared in the literature
(see [12,23] and references therein). The majority of mathematical models to sim-
ulate epidemic spreading are based on the use of differential equations (see, for
example, [6] and references therein). Unfortunately, these models exhibit some
important drawbacks since they do not take into account spatial factors such
as population density, they neglect the local character of the spreading process,
they do not include variable susceptibility of individuals, they cannot compre-
hensively depict complex contagion patterns (which are mostly caused by the
human interaction induced by modern transportation), etc. As a consequence,
this can lead to unrealistic results, such as, for example, endemic patterns re-
laying on very small densities of individuals, which are called “atto-foxes” or
“nano-hawks” (see [16]).

Other mathematical models are based on a particular type of finite state
machines called cellular automata. Cellular automata (CA for short) are simple
models of computation capable to simulate physical, biological or environmental
complex phenomena (see, for example, [22,25]).

CA were introduce by J. von Neumann and S. Ulam in the 50’s and their
motivation was to obtain a better formal understanding of biological systems that
are composed of many identical objects that are relatively simple. The pattern
evolution of a cellular automata is the result of the interactions of its objects.
Cellular automata have been studied from a dynamical system perspective, from
a logic, automata and language theoretic perspective and through ergodic theory.

Roughly speaking, a cellular automaton consists of a discrete spatial lattice
of sites called cells, each one endowed at each time t with a state from a finite
state set. The state of each cell is updated in discrete time steps according to a
local transition function which depends on the states of the cells in some neigh-
borhood around it. As the lattice is finite, some type of boundary conditions
must be imposed. As is mentioned above, the usual topologies of CAs are chains
and regular lattices; nevertheless, particular properties of two-dimensional lattice
space exhibit some drawbacks: connection topology among the cells is restricted
to predetermined homogeneous lattice, etc. As a consequence, although that is
the standard paradigm for cellular automata, other topologies must be consid-
ered when the phenomenon to simulate therefore requires it. In this sense the
topologies based on graphs are very important and useful: the nodes of the graph
stand for the cells of the CA, and the neighborhood of a particular cell/node is
constituted by the nodes adjacent to that one.
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The CA-based models for epidemiological spreading eliminate the last men-
tioned shortcomings exhibited by the models based on ODEs, and are specially
suitable for computer simulations. They have been used by several researches as
an efficient alternative method to simulate epidemic spreading (see, for example,
[1,3,5,7,8,17,18,20,24]), apart from another works appeared in the life sciences
and computing literature). Of special interest are the CA-epidemic proposals
modeling the motion of individuals (see, for example [2,4,14]). In the majority
of these CA models the individuals are assumed to be distributed in the cellu-
lar space (defined as an homogeneous lattice) such that each cell stands for an
individual of the population.

Here, we introduce a new mathematical model to simulate epidemic spreading.
It is a SIR model and is based on cellular automata on graphs. In each cell several
individuals are considered instead of only one individual, as is stated in the
majority of proposals appeared in the literature. Consequently, each cell stands
for a town or a city and its state is obtained from the fraction of the number of
individuals which are susceptible, infected, or recovered from the disease.

The model introduced in this work can be considered as the continuation and
improvement of the models shown in previous works of the authors. Specifically,
in [10,11] a SIS and SIR models based on cellular automata endowed with the
traditional topology (Von Neumann and Moore neighborhoods) was presented.
Also, an improved SIS model was published in [15] considering topologies based
on graphs. There are few works dealing with the use of cellular automata to sim-
ulate epidemic spreading considering each cell as an urban centre or a portion of
land. Maybe the first paper was due to Sirakoulis, Karafyllidis and Thanailakis
(see [21]) and in this work the basis concepts was stated although some draw-
backs (related to the motion of individuals) was also presented.

The rest of the paper is organized as follows: In section 2 the basic theory
about cellular automata on graphs is stated; The mathematical model to simu-
late the epidemic spreading is introduced in section 3. An illustrative simulation
is presented in section 4, and finally, the conclusions and further work is pre-
sented in section 5.

2 Cellular Automata on Graphs

A graph G is a pair (V,E) where V = {v1, v2, . . . , vn} is an ordered non-empty
finite set of elements called nodes (or vertices), and E is a finite family of pairs
of elements of V called edges. Two nodes of the graph, vi, vj ∈ V , are said to
be adjacent (or neighbors) if there exists an edge in E of the form (vi, vj). We
consider undirected graphs, that is, (vi, vj) = (vj , vi) ∈ E. A graph G is called
simple if there is not two edges of G with the same ends and no loops exist, i.e.
edges whose start and end is located at the same node.

If V = {v1, . . . , vn}, the adjacency matrix of G is the n×n matrix, A = (aij),
where

aij =

{
1, if (vi, vj) ∈ E
0, if (vi, vj) /∈ E
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As this work deals with undirected graphs, the adjacency matrix is symmetric.
The neighborhood of a node v ∈ V , Nv, is the set of all nodes of G which are

adjacent to v, that is, Nv = {u ∈ V such that (v, u) ∈ E}. The degree of a node
v, dv, is the number of its neighbors.

A cellular automaton on an undirected graph G = (V,E) is a 4-tuple A =
(V, S,N, f). The set V defines the cellular space of the CA such that each node
stands for a cell the cellular automaton. S is the finite set of states that can be
assumed by the nodes at each step of time. The state of the node v at time step t
is denoted by stv ∈ S, and it changes accordingly to the local transition function
f . N is the neighborhood function which assigns to each node its neighborhood,
that is:

N : V → 2V

vi "→ N (vi) = Nvi =
{
vi1 , vi2 , . . . , vidv

}
Finally, the local transition function f calculates the state of every node at a
particular time step t + 1 from the states of the its neighbors at the previous
time step t, that is:

st+1
v = f

(
stvi1 , s

t
vi2

, . . . , stvidv

)
∈ S,

where Nv =
{
vi1 , vi2 , . . . , vidv

}
.

3 The SIR Mathematical Model

In the mathematical epidemiological model introduced in this work the popula-
tion is divided into three classes: those who are susceptible to the disease, those
who are infected and those who have recovered and are immune to the disease.
Moreover, the population is located at city centres which stand for the nodes of
a graph G. If there is some type of transport connection between two of these
cities, the associated nodes are connected by an edge. The following assumptions
are also made:

1. The population of each node remains constant over time, that is, no births
or deaths are taking into account. Moreover, the population distribution is
inhomogeneous where Pu is the number of individuals of the node u ∈ V ,
and P = max {Pu, u ∈ V }.

2. The transmission of the disease is through direct physical contact: touching
an infected person, including sexual contact.

3. The population are able to move from its node to another one and return to
the origin node at every step of time.

As the model introduced in this work is a SIR model, then the state of the node
u ∈ V at time step t is the triple stu = (St

u, I
t
u, R

t
u) ∈ Q × Q × Q = S, where

St
u ∈ [0, 1] stands for the fraction of susceptible individuals of the node u at time

t, Itu ∈ [0, 1] stands for the fraction of infected individuals of the node u at time
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t, and Rt
u ∈ [0, 1] stands for the fraction of recovered individuals of the node u

at time step t. Consequently, the transition function of the CA is as follows:

stu = f
(
st−1
v1 , . . . , st−1

vdu

)
=
(
St
u, I

t
u, R

t
u

)
=
(
(d ◦ fS)

(
st−1
v1 , . . . , st−1

vγu

)
, (d ◦ fI)

(
st−1
v1 , . . . , st−1

vγu

)
, (d ◦ fR)

(
st−1
v1 , . . . , st−1

vγu

))
The ground where the epidemic is spreading is modeled as a weighted graph
where each node stands for a city or a town, and the arc between two nodes
represents the connection between the corresponding cities. In this sense, the
connection factor between the nodes u and v is the weight associated to the
edge (u, v) ∈ E and it is denoted by wuv. It depends on the transportation
capacity of the public and non-public transport; Consequently:

wuv =
huv

max {hxy, ∀x, y ∈ V } ∈ [0, 1] ,

where huv is the total amount of population wich move from u to v during a
time step.

The infected individuals of u at time step t is given by the sum of the following
terms:

– The infected individuals at the previous time step which have not been
recovered.

– The susceptible individuals which have been infected during the time step. In
this case we have to take into account the recovery rate r ∈ [0, 1]. These new
sick individuals of u can be infected both by the infected individuals of u or
by the infected individuals of the neighbor nodes of u which have moved to u
during the time step. In the first case, only the rate of transmission, p ∈ [0, 1],
is involved, whereas in the second case we have to consider the connection
factors between the nodes, and the population and movement factor of each
node. Moreover we also consider the susceptible individuals of u moved to
a neightbor node during the step of time and infected in this neighbor node
by its corresponding infected individuals; in this case ηu ∈ [0, 1] yields the
portion of moved susceptible individuals from u to its neighbor nodes. Note
that

∑
v∈Vu

ηuv = ηu.

As a consequence the mean-field equation for infected individuals is the following:

fI

(
st−1
v1 , . . . , st−1

vγu

)
= (1− r) It−1

u + p (1− ηu)S
t−1
u It−1

u

+ p (1− ηu)S
t−1
u

∑
v∈Vu

Pv

P
wvuI

t−1
v

+ pSt−1
u

∑
v∈Vu

(1− wvu) ηuvI
t−1
v . (1)

On the other hand, the susceptible individuals of each node is given by the
difference of the susceptible individuals of the node at the previous time step
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and the susceptible individuals which have been infected as is mentioned above.
As a consequence, the following equation holds:

fS

(
st−1
v1 , . . . , st−1

vγu

)
= St−1

u − p (1− ηu)S
t−1
u It−1

u

− p (1− ηu)S
t−1
u

∑
v∈Vu

Pv

P
wvuI

t−1
v

− pSt−1
u

∑
v∈Vu

(1− wvu) ηuvI
t−1
v . (2)

Finally, the recovered individuals of a node at a particular time step is given by
the recovered individuals at the previous time step plus the infected individuals
which have been recovered during the time step, that is:

fR

(
st−1
v1 , . . . , st−1

vγu

)
= Rt−1

u + rIt−1
u . (3)

Note that, as a simple calculus shows:

Itu + St
u +Rt

u = It−1
u + St−1

u +Rt−1
u = Pu, (4)

and consequently equation (3) can be substitute for the following equation:

fR

(
st−1
v1 , . . . , st−1

vγu

)
= 1− Itu − St

u. (5)

Moreover, as

fS

(
st−1
v1 , . . . , st−1

vγu

)
∈ [0, 1] ,

fI

(
st−1
v1 , . . . , st−1

vγu

)
∈ [0, 1] (6)

and fR

(
st−1
v1 , . . . , st−1

vγu

)
∈ [0, 1], then a discretization function d : [0, 1] → Q

must be used in order to get a finite state set. In our case, the discretization
function used is the following:

d : [0, 1] −→ Q (7)

x "−→ d (x) =
[100 · x]
100

where [m] stands for the nearest integer to m. As a consequence,

Q = {0, 0.01, 0.02, . . . , 0.99, 1} . (8)

4 An Illustrative Simulation

In this simulation we will suppose that the epidemic is spreading over n cities
forming a complete graph Kn. A complete graph is a graph in which each pair



464 M.J. Fresnadillo Mart́ınez et al.

of graph nodes is connected by an edge (that is, each city is connected with each

others). The complete graph with n nodes is denoted by Kn and has n(n−1)
2

edges. The adjacency matrix A of the complete graph Kn takes the particularly
simple form of all 1s with 0s on the diagonal.

For the sake of simplicity this example deals with the complete graphK6, that
is, only n = 6 cities are involved in the spreading of the epidemic: u1, . . . , u6. In
Figure 1 the graph topology of this example is shown.

Fig. 1. Complete graph K6

Moreover, the parameters used in this example are merely illustrative and
they do not correspond to a particular infectious disease. We will consider the
following initial configuration:

S0
u1

= 0.8, I0u1
= 0.2, R0

u1
= 0,

S0
ui

= 1, I0ui
= R0

ui
= 0, 2 ≤ i ≤ n.

That is, there is only one node at time t = 0 with infected population. Moreover,
the parameters used are:

p = 0.5, r = 0.6,

ηui = 0.25, 1 ≤ i ≤ 6 with ηuiv = 0.05 ∀v ∈ Nui .

Note that it is assume that ηuiv = ηui/dui for each i. Moreover, let us suppose
that the population of each node is the same: Pui = 100 with 1 ≤ i ≤ 6, and also
the transport capacity between two nodes is the same: wuiuj = 1 for 1 ≤ i, j ≤ 6.
Note that this example deals with an homogeneous-symmetric case.

In Figure 2, the evolution of the number of susceptible, infected and recovered
individuals is shown.

In Table 1, the necessary conditions for epidemic spreading from a single node
u to a neighbor node v are shown. In the first, second and third column some
different and arbitrary values of the parameters p, ηu and wu are taken. In the
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Fig. 2. Top: Evolution of the proportion of the susceptible, infected and recovered
population in the node u1. Middle: Evolution of the susceptible, infected and recovered
population in the nodes u2, . . . , u6. Bottom: Evolution of total number of susceptible,
infected and recovered individuals.
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fourth column, the minimun state of the node u to produce epidemic spreading
is shown, and finally in the fifth column the state of the neighbor node (when
the spreading occurs) at the following state of time is given.

Table 1. Necessary conditions for epidemic spreading in the case of K6

p ηu wu I0u I1v

0.25 0.25 0.5 0.84 0.08
0.25 0.25 1 0.53 0.1
0.25 0.5 1. 0.8 0.1
0.5 0.25 0.5 0.47 0.09
0.5 0.25 1 0.27 1
0.5 0.5 0.5 0.67 0.09
0.5 0.5 1 0.4 0.1
0.5 0.75 1 0.8 0.1
0.75 0.25 0.5 0.33 1
0.75 0.25 1 0.18 0.1
0.75 0.5 0.5 0.47 1
0.75 0.5 1 0.27 0.1
0.75 0.75 0.5 0.84 0.09
0.75 0.75 1 0.53 0.1
1 0.25 0.5 0.25 0.1
1 0.25 1 0.13 0.1
1 0.5 0.5 0.36 0.1
1 0.5 1 0.2 0.1
1 0.75 0.5 0.67 0.1
1 0.75 1 0.4 0.1

5 Conclusions

In this work a new SIR-epidemiological model based on cellular automata on
graphs has been proposed. The main characteristics of this model are the fol-
lowing:

– Each node of the graph stand for a group of individuals placed on a city or
town.

– These individuals are classified into three compartments: susceptible, in-
fected and recovered. As a consequence, the state of the each node at a
particular time step is the 3-tupla formed by the portion of susceptible,
infected and recovered individuals at this time.

– It is suppose that the transmission of the disease is through direct physical
contact between an infected and a susceptible individual.

– The population is able to move from a node to another one.
– The local transition function of the cellular automata is non-linear and it

involves the following parameters: the recovery rate, the rate of transmis-
sion, the movement factor for susceptible individuals, the connection factor
between the nodes and the population of each node.
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The laboratory simulations obtained seem to be in agreement with the expected
behavior of a real epidemic.

Future work will aim to extend the paradigm presented in this work to other
compartmental models as SIRS, SEIR, etc. Moreover, the study of the introduc-
tion in the model of new parameters and vaccination effect must be taken into
account.
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Abstract. This paper reports on the design and development of a novel
interactive system for managing this cooperation between remote wards
in a children’s hospital. This work focuses on the design of a decision-
making system that aids in assembling surgical teams. Surgical team
rosters were modelled using fuzzy inference methods in order to include
existing personal preferences and to achieve greater efficiency in using
hospital’s resources. The design of the system is based on user studies
and simulations were performed to test the feasibility of the solution. In
this interdisciplinary endeavour, the research team combined knowledge
from the fields of interaction design, ubiquitous computing, operations
research and fuzzy modelling to tackle a real-life problem in a medical
safety-critical setting.

1 Introduction

The research described in this paper is a product of a cooperation scheme with
one of Poland’s leading institutions in the field of prenatal cardiology, a very
young and rapidly developing field of medical science. The research team has
spent a considerable amount of time with the physicians at the Polish Mothers
Memorial Hospital (PMMH) discussing their daily practices and identifying their
needs in terms of IT.

Several times a month, during an ultrasound or echocardiography examina-
tion, an extraordinary procedure is invoked in one of the hospital’s diagnosis
units. This action may require at least three wards in two buildings to coop-
erate, the details of previous work on improving the process are available in
[1].

This paper focuses on solving a related problem of choosing the proper per-
sonnel for a given procedure, especially in a case where surgeons of different spe-
cialities work towards a common goal. User studies conducted by the research
team give reason to suspect that the automation of the surgical team scheduling
process and optimising operating theatre occupancy may significantly contribute
to increasing the operational efficiency of the unit under investigation.

I. Batyrshin and M. González Mendoza (Eds.): MICAI 2012, Part I, LNAI 7629, pp. 469–479, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



470 A. Romanowski et al.

2 Problem Background

2.1 Infrastructural Obstacles to Seamless Cooperation

The PMMH is a facility of considerable size consisting mainly of the paediatric
hospital and the maternity hospital. These are located in separate buildings and
connected with an underground tunnel (See Fig. 1). The physical distance be-
tween the two locations is the first obstacle on the road to seamless cooperation.
The other barriers are of administrative and financial nature.

Fig. 1. Placement of the key divisions within the hospital

2.2 Assembling Surgical Teams

Currently, there are no dedicated means of communication between the three
institutions involved that would help managing interinstitutional involvement
in surgeries. There is no system in place that would clearly indicate that an
exceptional case is in progress and the communication is prone to the usual
technical difficulties connected with using phones. The vast experience of the
physicians and nurses is the most important factor as virtually no technical
assistance is provided for the task of promptly assembling the required medical
team. The personnel at the hospital use their exceptional organisational skills
and the safety of the patient is always assured, yet this part of the process can
be easily identified as an area that can be improved.

2.3 Related Work

Optimising hospital resources and perfecting clinical schedules is a well-analysed
problem and several approaches have been used. Hospitals are generally consid-
ered a safety-critical environment and clinical systems are usually subject to
evaluation limitations [2]. Several theoretical models have been developed. Usu-
ally this works focus on: limiting costs and optimising resources in long-term
planning [3], predicting surgery times [4] or improving schedules [5].

Context-aware applications along with pervasive computing can benefit sig-
nificantly from applying artificial intelligence methods. Among others, fuzzy set
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theory and fuzzy logic can be used as a tool for representing and processing an
imprecise contextual information [6]. Nowadays, fuzzy techniques are an inher-
ent element of ambient intelligence systems [7] and situation-aware systems [8],
[9]. Moreover, some recent works (e.g. [10], [11] and [12]), prove that the fuzzy
set theory and fuzzy logic may be a team building tool. There exists a story of
applying fuzzy inference in medical environments [13].

2.4 User Study Methodology

The information on the day-to-day operations in the PMMH and other units of
interest was obtained through working closely with the doctors through exten-
sive needfinding. The research team conducted numerous interviews, shadowing
sessions and panel discussions to identify the shortcomings of the present IT so-
lutions and find areas for potential improvement. The prototype design takes the
physicians’ input into account as the doctors have been involved in the process
of creating the solution.

3 Overall Solution Description

The solution facilitates notifying the institutions, assembling medical teams and
exchanging opinions between physicians. To eliminate time loss, it was decided
to use context-aware technologies as their application in medical environments
may be highly beneficial to the medical staff [14]. As shown in [15] activity
management combined with interface familiarity may play a crucial role in this
case. Furthermore, an inference system that aids assembling surgical teams is in
place.

The system itself is a quite straightforward design, largely limited due to our
determination to minimise the interference with the hospital’s regular operations.
The overall infrastructure with reference to the hospital room can be seen in
Fig. 2.

3.1 Improvements

A prototype system has been implemented and preliminary tests have been con-
ducted. The system is to make several improvements in the clinical process.

Notifications and Communication. The first area for improvement was no-
tifying the doctors of the emergency in progress. The system can be used to
receive the notification of an emergency and, instead of issuing a ward-wide
alarm, the nurses can quickly assemble a surgical team and notify the squad by
automated text messages (as per request of the medical staff). The process is
aided by the fuzzy inference system.

Bluetooth proximity enables the surgeons to continue with their ward duties
and only refer to the touchscreens when new information is available.
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Fig. 2. Context-aware infrastructure distributed in the clinical environment

Sharing Imaging Data. Bluetooth proximity is also the key to how imaging
data is shared within the system. The surgeon scheduled to perform is only
required to approach the touchscreen to receive all the available data. Having
been notified by the system, the surgeon may review the streamed images at the
screen and discuss the process with the examiner.

Scheduling Surgeries and Managing Surgical Teams. The implemented
system includes a tool for aiding ward management by assembling surgical teams
and managing operating theatre schedules. This paper features a thorough de-
scription of the solution as it uses fuzzy inference for assuring that proper per-
sonnel is selected at appropriate times.

4 A System for Choosing the Proper Surgical Team

Fig. 3 presents a functional diagram of the surgical team manager software. This
tool helps choosing surgical team rosters, taking several factors into account, e.g.
issues related to procedure complexity or time limitations.

Moreover, the module is designed to record the teams’ performances in surgery,
so storing new data in the knowledge base. A feedback loop is included in the
design for future improvement of the system based on interpersonal relation
modifications inferred from past surgery data.

4.1 Description of the Decision Process

The system consists of several decision blocks which utilise both crisp rules and
fuzzy inference. The overall composition can be seen in Fig. 3. In each step, the
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Fig. 3. An overview diagram of the surgical team manager. AC — availability check,
CC — choice of consultant, PR — personal relations.

potential staff pool is reduced with a complete surgical team at the end of the
process. The individual blocks are described below.

The system is provided with direct, case-specific input from the head nurse. It
also contains information on the specific conditions of the ward (e.g. maximum
operating capacities) and the current schedule of both surgeon and operating
theatres. The initial input includes the type of the surgery, the severity of the
case and any special circumstances.

AC (availability check, crisp logic) is a decision step where the entire staff
pool is analysed for minimum required skills and current availability. The teams
must be chosen from doctors and staff who are not performing other surgeries
and not on holiday. In this manner, the staff pool is limited to those members
whose participation requires advanced decision making.

In CC (choice of consultant, fuzzy logic), the system limits the potential staff
pool by comparing the complexity of the procedure with the experience of the
staff thus assuring proper supervision by a consultant. The knowledge base is
consulted for past success rates and current work loads in order to find the most
suitable lead surgeon.

PR (personal relations, fuzzy logic) is responsible for making inferences based
on the personal relation between the staff. The method used is described further
in this chapter and it is the core issue addressed in this paper.

When a satisfactory surgical team is assembled, the suggestion is communi-
cated to the user and the personnel can be notified by means of SMS messages or
fixed-line telephony. A feedback loop is used in the design since the head nurse
may want to alter the squad of the teams or the reasoning system may produce
unsatisfactory results in the first instantiation (e.g. a fully competent team is
assembled, yet there is a known rivalry between the chief surgeon and the chosen
assistant). A given team member is eliminated form the process (by means of
choosing the one whose schedule is most busy or experience most limited) and
the reasoning procedure is repeated.
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4.2 Modelling the Staff’s Personal Preferences with Fuzzy Logic

Due to the inherently approximate nature of personal relationships within sur-
gical team, teh authors suggest using an approch that provides a framework for
approximate reasoning — fuzzy logic [16]. In case of the system under consider-
ation, degrees of truth are used to describe social relations between the potential
members of the surgical team. For instance, let us assume that a social relation
matrix is available for almost all potential team members. Such a matrix would
contain a set of values that one could interpret as a personal preference relation
between persons A and B, defined as LIKE(A,B) with the following properties:

– if person A does not know person B then

LIKE(A,B) = 0 (1)

– personal preferences are not always reciprocated and may be asymmetric

∃(A,B ∈ Personnel) : LIKE(A,B) �= LIKE(B,A) (2)

Fig. 4. The fuzzy variable likingF and its labels (linguistic variables)

A sample social preference relation matrix for an anonymised personnel group is
presented in Table 1. This example assumes that the relation is defined on range
from -50 (profound hostility) to 50 (declared friendship).

It is worth noting that the values contained within the table where obtained
using a single-survey study. One may try obtain more precise values using data
mining techniques on past success rates or apply more complex psychological
analyses. This discussion, however, is beyond the scope of this article. To utilize
the fuzzy logic approach, a the fuzzy variable likingF is defined with reference
to the fuzzy sets (labels), depicted in Fig. 4.

At this point, every crisp social preference relation is expressed in terms of
likingF (a fuzzy description). The following form is used:

likingF (l) = {μfriend(l);μacquaintance(l);μneutral(l);μreluctance(l);μhostility(l)}
(3)
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Table 1. The social preference matrix for potential surgical team members
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Surgeons Brenda 45 -25 28 0 30 15 35 3 9 15 25
Amias 35 10 30 30 15 30 35 30 20 0 35
Caryl -30 40 0 35 20 25 -10 35 5 30 -15

Anesth. Rosalin 25 35 -15 0 0 0 25 15 10 0
Arn -10 40 30 0 0 0 5 -10 0 35

Assistants Eddy 35 10 35 -10 0 10 15
Emma 15 30 20 0 0 15 20
Zaria 35 35 5 30 20 10 0

Staff Zoey 25 15 10 5 5 30 15 30
Radcliff 5 -10 0 15 0 25 -5 15
Davey 0 0 4 0 0 0 0 30
Mike 25 35 -15 0 35 30 15 30

whereμN is a characteristic function (i.e. themembership function) of the fuzzy set
N and l is the LIKE relation from Table 1.. With such a definition, every relation
LIKE(◦) has its individual fuzzy description likingF which consists of 5 values.

For instance, let us consider two surgeons (Caryl and Amias) with defined so-
cial preference relations LIKE(Caryl, Amias) = 40 and LIKE(Amias, Caryl) =
10. On the basis of Eq. 3 and Fig. 4, one can infer that Caryl considers Amias
more a friend (μfriend = 0.6; μcolleague = 0.4) than an acquaintance, however
Amias is rather neutral to Caryl (μneutral = 0.6;μacquaintance = 0.4).

When every personal preference relation in Table 1 can be expressed with
fuzzy logic, a measure of the surgical team’s cooperative capability can be derived.
The measure the authors used is:

GF (T ) =

∨
(A,B) ∈ P (T )

mutualFlikingF (A,B) (4)

where T denotes the surgical team, (A,B) are pairs of team members, P (T ) is
the set of all team member pairs of T . The fuzzy operator ∧ was implemented in
a classical way — by using max. Similarly, the operator ∨ (used below) utilises
min. In Eq. 4 the cooparative capability of the team is expressed as a fuzzy
sum of the relation likingF . The new operator mutualFR defined in Eq. 5 can
be interpreted as a mutualisation of the relation R between persons A and B.
The mutualisation is accomplished by means of selecting the most pessimistic
version of the personal preference relation likingF . In:

mutualFlikingF (A,B) = likingF (min(LIKE(A,B), LIKE(B,A))) (5)

min is not fuzzy operator, but an implementation of the worst case of the liking
relation. For Caryl and Amias (see Table 1), mutualF will be equal to:
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mutualFlikingF (Caryl, Amias) = likingF (10) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
μfriend = 0;
μacquaintance = 0.5;
μneutral = 0.5;
μreluctance = 0
μhostility = 0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(6)

The approach can be further extended by introducing weights to the relations
between particular team members. A sample solution is presented in Fig. 5. It

Fig. 5. Sample weight distribution of personal preference relations in a surgical team

can be clearly seen that the personal relations between the lead surgeon and the
practitioner is key while less importance is assigned to the personal preferences
of the assisting staff. The presented weight are based on user studies performed
by the authors. Eq. 4 can be extended with the use of relation weights by using:

GF (T ) =

{
μL

L ∈ LABELS(likingF )
:

∑
(A,B)∈P (T )W (A,B)μmutualF

likingF
(A,B),L∑

(A,B)∈P (T )W (A,B)

}
(7)

where W(A,B) is the weight of the personal preference relation between A and
B, assuming that W (A,B) = W (B,A). Eq. 7 is a weighted average of the
importance of the personal preference relation with weight defined in Fig. 5.

Finally, in order to obtain a scalar measure of the cooperative capability of
the team the fuzzy quantity GF (T ) must be defuzzyfied. The authors suggest
using the Center of Gravity method for performing this task.

G(T ) =

∑
x

∨
L ∈ LABELS(GF (T ))

μGF (T ),L(x)x∑
x

∨
L ∈ LABELS(GF (T ))

μGF (T ),L(x)

(8)
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The value obtained as a result of Eq. 8 will belong to the same interval as the
values of the liking relation in Table 1. The lower the measure of the operational
capability G(T ) of the team, the lower the probability of assembling such a team
in practice should be.

5 Simulation Results and Discussion

5.1 Evaluation

The authors performed three types of numerical simulations to evaluate the
feasibility of the system. The experiment uses the following assumptions:

– A surgical team consists of 8 members — 2 surgeons, 1 anaesthesiologist, 2
assisting nurses, 3 members of technical staff on standby

– The available staff pool consists of 12 people

Using elementary combinatorics the total number of 1728 possible teams was
computed. All of these rosters were evaluated using the suggested reasoning
techniques. Table 2 presents the outcomes of the simulation. By analysing the

Table 2. An overview of simulations results for an eight-member surgical team chosen
from a staff pool of 12 in terms of the operational efficiency G(T ). LS — lead surgeon,
SS — secondary surgeon, AN — anaesthesiologist, A1, A2— surgical assistants, S1,
S2, S3 — assisting staff.

G(T ) Team count Two sample surgical teams for a given G(T )

LS SS AN A1 A2 S1 S2 S3

34.26 6 Amias Caryl Arn Zaria Eddy Zoe Davey Mike
Caryl Amias Arn Eddy Zaria Davey Radcliff Mike

32.52 6 Brenda Amias Rosalin Eddy Emma Mike Radcliff Zoey
Amias Brenda Rosalin Emma Zaria Radcliff Mike Zony

32.14 12 Brenda Amias Rosalin Eddy Zaria Davey Radcliff Zoey
Amias Brenda Rosalin Emma Zaria Radcliff Davey Zoey

31.59 24 Brenda Amias Rosalin Eddy Emma Davey Mike Radcliff
Brenda Amias Rosalin Eddy Emma Mike Zoey Radcliff

31.16 4 Amias Caryl Rosalin Zaria Eddy Mike Davey Zoey
Caryl Amias Rosalin Eddy Zaria Davey Radcliff Zoey

-3.43 36 Brenda Caryl Arn Eddy Zaria Davey Mike Radcliff
Caryl Brenda Arn Zaria Eddy Zoey Radcliff Davey

-3.35 12 Brenda Caryl Arn Eddy Zaria Mike Davey Zoey
Brenda Caryl Arn Eddy Zaria Mike Davey Radcliff

-2.34 20 Caryl Brenda Rosalin Eddy Emma Davey Zoey Radcliff
Caryl Brenda Rosalin Eddy Emma Davey Radcliff Zoey

-2.33 4 Brenda Caryl Rosalin Emma Eddy Davey Radcliff Zoey
Brenda Caryl Rosalin Emma Eddy Mike Radcliff Zoey

-2.32 12 Brenda Caryl Rosalin Emma Eddy Radcliff Mike Davey
Caryl Brenda Rosalin Eddy Emma Radcliff Mike Davey
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results of the simulation, the relationship matrix (Table 1) and the weight dis-
tributions (Fig. 5), it can be observed that the surgical staff can be classified
into two borderline cases. The first case concerns team variants where Caryl and
Brenda are fond of Amias and the feelings are reciprocated. The second case
involves the hostile relationship between Caryl and Brenda.

Even though such situations are clearly undesirable in a hospital setting, they
play a crucial role in the algorithm and largely affect the operational efficiency
G(T ). Table 2 shows that teams containing the Amias-Caryl and Amias-Brenda
pairs received best grades, while those that include the Caryl-Brenda duo are
deemed least appropriate. The two surgeons are at the core of the team and
this fact translates to the central value of this pair when calcuating operational
efficiency. Other personnel have limited influence on the final G(T ). In several
cases, the precise roles of team members do not affect the overall grade (e.g.
there are 24 teams with (G(T ) = 31.59434). In such cases, scheduling may be
deciding factor or the teams can be chosen at random.

5.2 Discussion

While evaluating the interactive system is a risky and complicated endeavour in
a hospital environment, several components of the solution can be safely tested.
A further investigation on how data sharing and notifications work in a clinical
environment is still in progress, but the surgery team management solution was
evaluated using generated mock sets based on real-life data. Furthermore, a
mock classification of surgery types and severities was created. The simulated
performance of the system was satisfactory with personal conflicts being avoided
at all times.

The possibility of introducing the solution to the clinical environments raises
several questions. Firstly, test subjects have reported that the task of provid-
ing the system with data on the procedure to be performed was a particularly
complex task. Furthermore, the personnel responsible for assembling the surgical
team is often unable to assess the severity of the case. Consequently, additional
input from a physician is required. This, in turn, may contribute to decreasing
the operational efficiency of the unit.

6 Conclusions

This paper introduced a system that aids in assembling surgical teams. The key
contribution is the idea of including the social relationships between surgical
staff in the decision process. This is facilitated by the application fuzzy logic
machine reasoning to model the interpersonal relations within a surgical clinic.

The outcomes of the project are a product of extensive cooperation with
doctors for one of Poland’s largest maternity hospitals. The problem of choosing
proper personnel for surgical procedures has a particular impact on the wards’
operational efficiency on a daily basis.
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The suggested system design address these issues and provides a convenient
automated tool for use in medical work environments. The feasibility of the
solution is proven by simulation experiments.

It is believed that, in the proximate future, the knowledge base of the system
will be extended as result of the ongoing process of digitising medical records.
Consequently, it can be concluded that a future scenario of inter-speciality co-
operation within clinical hospitals will include the automatic selection and no-
tification of relevant personnel for a given procedure.
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Jesús, Linares-Flores I-194

Katrenko, Sophia II-12
Kaur, Baljeet I-407
Kempf, Karl G. II-421
Khoudour, Louahdi I-131
Klockmann, Heidi II-12
Kriheli, Boris II-399
Kucharski, Jacek I-469
Kumar, Nitin I-87
Kuri-Morales, Angel II-292

La Cruz, Azael Martinez-De II-200
León, Maikel II-188
León-Borges, Jose A. II-115
Levner, Eugene II-399
Li, Hongmin II-421
Licea, Guillermo II-456
Liu, Wen Yu II-386
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Medina-Urrea, Alfonso II-46
Melin, Patricia II-247, II-259, II-362,

II-374
Méndez-Cruz, Carlos-Francisco II-46
Mendoza, Miguel González I-298
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Ramirez-Pedraza, Alfonso I-285
Rana, Bharti I-205
Rangel-Valdez, Nelson II-127
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