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Abstract. We address in this paper the adaptation problem in senti-
ment classification. As we know, available labeled data required by sen-
timent classifiers does not always exist. Given a set of labeled data from
different domains and a collection of unlabeled data of the target domain,
it would be interesting to determine which subset of those domains has
a feature distribution similar to the target domain. In this way, in the
absence of labeled data for a particular target domain, it would be plau-
sible to make use of the labeled data corresponding to the most similar
domains.

1 Introduction

A huge volume of opinionated text is nowadays a common scenario in the Web. It
is precisely this enormous information that represents a great sandbox for devel-
oping practical applications for the industry and the government. For example,
before buying a product or service, people look for someone else’s experiences
about the product on the web, i.e. opinions. The same occurs with services
provided by government or industry. In this way, persons and organizations are
interested in the use of opinionated text for decision optimization: persons taking
care of their money, and organizations getting significant feedbacks for improving
their products or services [2].

This increasing interest in the use of opinionated text demands automated
opinion discovery and classification systems. Sentiment classification is basically
a text classification task in which, instead of assigning one topic to the text,
the attitude of the reviewer with respect to the text is determined. As emotions
are not only described in many ways but also differently interpreted by persons,
sentiment classification is one of the most defiant problems in computational
linguistics.

To cope with the linguistic challenge demanded by the automatic classifica-
tion of emotions, diverse machine learning techniques have been applied. Most
of the current work has been concerned with the use of supervised classification
techniques which require large amounts of labeled training data [12],[5]. How-
ever, as labeling data is time-consuming, in some domains only limited training
data exists. As training data might be limited, it could be fruitful revealing to
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investigate how existing resources could be used to train a classifier in different
domains.

Since sentiment in different domains can be expressed in very different ways,
training a classifier using data from one domain may fail when testing against
data from another, different domain. In other words, we face greater difficulty
when the available training instances differ from the target domain. Aue and
Gamon illustrate how the accuracy of a classifier trained on a different domain
drops significantly compared to the performance of a classifier trained on its
own native domain [1]. Thus, to determine which subset of outside domains
has a feature distribution most similar to the target domain is of paramount
importance.

In this paper, it is proposed a framework for estimating which subset of la-
beled corpora domains has a feature distribution similar to the unlabeled target
domain. Our approach gets its inspiration from the task of identifying the author
of a given document -authorship attribution [6]. To be more specific, given a set
of labeled data from different domains, a domain’s profile is created by informa-
tion extracted from the reviews corresponding to each domain. Once the profiles
have been defined, an unlabeled review, corresponding to the target domain, is
associated with the domain whose profile is most similar to the review. Thus, the
specification of the linguistic terms to be extracted from each review is crucial
for the definition of each domain’s profile as well as the similarity metric used
to identify unseen reviews.

We evaluate the proposed method with a data collection of several domains
[17]. In particular, we used data from 4 different domains: Books, Movies, Music,
and Phones. The feature distribution for each of the held-out domains is gener-
ated using profiles created on data from the other three domains. We then verify
the feature distribution with classifiers based on the profile of each of the three
domains and tested on the held-out domain (target domain). The results of the
experimentation show how a feature distribution based on the semantic orienta-
tion of available datasets is a plausible option for the classification of unlabeled
reviews.

The rest of the paper is organized as follows. The next section makes a brief re-
view of of relatedwork on the problem of domain adaptation in sentiment analysis.
Section 3 describes in detail the proposed method for the creation of each domains
profile and themetrics for computing the similarity between unlabeled reviews and
domains profiles. Then, the setup and results of the experimentation are exhibited
and discussed in section 4. Finally, conclusions are given in section 5.

2 Related Work

There is substantial work in sentiment classification using different strategies.
Indeed, diverse machine learning techniques have been applied to automatically
classify opinions. In this paper we briefly describe some of the preceding works
into customizing sentiment classifiers to new domains we briefly mention some
interesting works. One of the first works in this specific topic was carried out by
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Aue and Gamon [1]. Their work is based on multiple ways of fusion of labeled
data from other domains and unlabeled data from the target domain. The best
results were obtained with an approach based on bootstrapping techniques. It
is important to notice our investigation was initially proposed in this previous
work.

Yang et al. [20] also deal with domain adaptation in their opinion detection
system. Subjective and objective sentences from movies and products reviews
were used as the training data for the task of opinion detection across the blog
posts. Multiple feature vectors based on n-grams were used in the experimen-
tation. Only those features highly ranked in both domains were considered as
generic features for the classification task. Likewise, Blitzer et al. [4] cope with
the domain adaptation problem by extending an algorithm for sentiment classi-
fier by making use of pivot features that relate the source and target domains.
This relationship is defined in terms of frequency and mutual information esti-
mation.

Shou-Shan et al. [14] propose an interesting algorithm for multi-domain sen-
timent classification based on the combination of learners for specific domains
called member classifiers. The combination of these member classifiers is done
according to two types of rules: fixed and trained rules. The purpose of the com-
bination process is to obtain and to make available global information to the
final classifier.

3 Proposed Method

In this section, we describe in detail our approach to estimate the subset of
different domains with a feature distribution similar to the target domain. As
we previously said, our approach gets inspiration from the task of identifying
the author of a given document, that is, authorship attribution [16]. As Figure 1
shows, there are two key elements in the framework. First, the creation of each
domains profile requires the definition of the linguistic terms to be extracted from
each review as well as the associated information of each term, i.e. frequency,
semantic orientation. Second, the similarity metric used to get a clearer view
on how distant the unlabeled reviews are from each previously defined profile.
We analyze in this work two different ways to define a domain profile: a domain
profile based on the presence of the subjective terms among diverse domains,
and the semantic orientation of the subjective terms used as an alternative way
to portray the profile of a particular domain.

3.1 Domain Profile

The first step to estimate the similarity distribution among domains is the cre-
ation of each domain’s profile. Thus, to determine the granularity of the linguistic
terms to be extracted from each review is crucial for the definition of a profile.
Most of the previous work in sentiment classification makes use of n-grams mod-
els for the representation of the reviews ([12], [13], [20]). Also, another common
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Fig. 1. Domain recognition

scenario is the use of linguistic patterns for the extraction of specific linguistic
terms [19]. Since these patterns are based on adjectives and adverbs as good
indicators of subjectivity and opinions, they represent a plausible alternative
to look for an optimal subset of features. We use in this work a combined ap-
proach: a phrase pattern-based method which relies on bigrams and a small set
of particular rules proposed by [15].

In fact, our method extracts bigrams as a way to incorporate elemental con-
text in the analysis. But we don’t extract any bigrams. We extract only those
bigrams matched by the set of rules proposed by [15]. The key point in these
rules is the consideration of the context that surrounds the subjective words [12].
For example, phrases such as “nice” and “not very nice” denote opposite emo-
tions. Thus, the rules are basically applied to adjectives and adverbs and operate
against only the three leading contextual word positions. It is also important to
observe that the application of the rules is carried out in sequential order. Table
1 shows the rules along with some examples.

In this way, in order to obtain the subjective expressions matched by the lin-
guistic patterns, the set of sentences corresponding to each review was submitted
to a tagger: The Stanford Tagger [18]. Thus, a particular domain profile is the
set of subjective bigrams extracted from their corresponding reviews.

To give a more formal definition, let d represents a specific domain. Then, a
domain profile (dp) is defined as follows:

dp = {t | t is a subjective term extracted from each r where r ∈ d} (1)

3.2 Similarity Distribution

To estimate the similarity domain distribution a new unlabeled review and a do-
main profile are compared. A straightforward and common way to estimate the
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Table 1. Steck’s patterns

Rule Example

Three leading positions preced-
ing an adjective and attempts to
match negations

is not very nice

To match the first leading word
that is not a preposition, con-
junction, or punctuation mark

movie was just bizarre

Applies when the trailing posi-
tion is identified as a noun

good actor

similarity between documents represented by vectors is based on the number of
overlapping terms where the Dice, Cosine, and Jaccard coefficients are common
metrics. Also, a recent interesting work on social bookmarking makes use of the
coefficients to measure the similarity between users of portals for sharing scien-
tific references amongst researchers [8]. However, we observe in this work from a
different perspective the intersection of the linguistic terms between different do-
mains and new unlabeled reviews. Two schemes are particularly analyzed: one is
based on authorship attribution and the other one relies on semantic orientation.

Presence. In the base model of authorship attribution the use of normalized
and un-normalized number of overlapping terms is commonly used as similarity
measures [10]. However, we focus our attention on an interesting alternative to
the base model for authorship identification suggested by Escalante [6]. Besides
considering the number of overlapping terms, the basic idea is to assign a par-
ticular weight to each term according to their use across the profiles for different
domains. This is precisely the approach that has been adapted in our work to
estimate the similarity domain distribution.

Now, if we have k different domains, a domain profile, represented as dpk, is
defined for each particular domain. Then, the weight associated to each t com-
mon term between an unseen review and a particular domain profile is defined
as follows:

wt =
1

∑k
i=1 at(t, dpi)

(2)

where at(t, pi) represents a presence function defined as:

at(t, dpi) =

⎧
⎨

⎩

1 if t ∈ dpi

0 otherwise
(3)

These expressions show how prolific terms among different domains are penal-
ized with an irrelevant weight, whereas those terms whose occurrence is not so
common among the profiles strongly influences the assignation of an unlabeled
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review to a particular domain. Thus, the similarity measure between a domain
profile and an unseen review is defined as follows:

sim(r, dpk) =
1

n
×

n∑

i=1

wi (4)

where n represents the number of terms that overlap between the domain profile
dpk and the unseen r review. In other words:

n = r ∩ dpk (5)

As we can see, the similarity value in (4) is not only obtained with the total of
the common terms’ weights. This total is normalized by n overlapping terms in
order to reduce the impact of a review with a large number of subjective terms.
Thus, the unseen r review will be assigned to the domain profile with the largest
similarity value among k different domains.

Semantic Orientation. An alternative approach to estimate the similarity do-
main distribution is the incorporation of the semantic orientation of the linguistic
elements used in the representation of the reviews. The classic Turney’s work
[19] makes use of a search engine to determine the semantic orientation of the
extracted phrases by using PMI between the phrase and polarity words. How-
ever, since opinion lexicons are resources that associate words with sentiment
orientation, the use of opinion lexicons is also another option for the estimation
of the semantic orientation of the terms.

Basically, there are two alternatives to incorporate semantic lexicons in senti-
ment analysis. First, the use of SentiWordNet (SWN), an extension of WordNet
with information about the sentiment of words where each synset has a positive,
negative and objectivity score [7], is increasingly common in sentiment analy-
sis. For example, Keefe makes use of SWN in order to propose feature selection
methods to reduce the huge number of features found in opinion corpora [9].
Manually created opinion lexicons are another alternative. [12] uses this option
with a group of students where they chose the polarity of the terms. In this way,
the document’s polarity is given by counting positive and negative terms.

In this work we don’t make use of SWN and don’t manually create a semantic
lexicon either. In our phrase pattern-based method, we automatically construct
two semantic lexicons for each domain to determine the semantic orientation
of each subjective term: the positive and the negative semantic lexicons. The
positive lexicon (PL) is automatically created with the whole set of extracted
terms corresponding to the positives reviews. In a similar way, the negative
semantic lexicon (NL) is also defined. Thus, the semantic orientation (so) of
each particular subjective term (t) is estimated according to:

Let ρ be the number of times t occurs in PL

and η be the number of times t occurs in NL,

the degree of subjectivity is described as:
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μ = ρ− η (6)

Then, the semantic orientation associated with each common term corresponding
to a particular domain profile (dp) is defined as:

so(t, dp) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 if μ > 0

−1 if μ < 0

0 otherwise

(7)

Once the semantic orientation of a subjective term has been stated, we can now
to determine the weight associated to each common term across different domain
profiles. Assuming we have k different domains and its corresponding domain
profile dpk, the weight associated to each common term between a an unseen
review and a particular domain profile is defined as follows:

wt =

k∑

i=1

so(t, dpi) (8)

This expression shows how the weight of a term is determined by the subjec-
tivity that such term entails across diverse domains rather than a specific do-
main. Terms with different polarity across domains (i.e. positive sentiment in
one domain and negative sentiment in another) exhibit an irrelevant weight,
whereas those terms with regular polarity among the profiles strongly influences
the assignation of an unlabeled review to a particular domain. Thus, the sim-
ilarity measure between a domain profile and an unseen review is defined as
follows:

sim(r, dpk) = |
n∑

i=1

wi| (9)

As we can see, the similarity value in (9) is not only obtained with the total
of the common terms’ weights. The absolute value of this total is used in order
to emphasize the magnitude of the subjectivity that a review entails. Thus, the
unseen r review will be assigned to the domain profile with the largest similarity
value among k different domains.

As we can see, the similarity value in (9) is obtained with the total of the
common terms’ weights in order to emphasize the magnitude of the subjectivity
that a review entails. Thus, the unseen r review will be assigned to the domain
profile with the largest similarity value among k different domains.

4 Experimental Evaluation

We use for our experimental trial the collection of Epinions reviews1 developed
by Taboada et al. [17]. From the whole collection, four domains were selected:

1 www.epinions.com

www.epinions.com
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books, movies, music and phones. There are 50 opinions per category, and since
there are 25 reviews per polarity within each category, the baseline accuracy
for each domain is 50%. The set of sentences corresponding to each review was
submitted to the Stanford Tagger [18] for the specification of the subjective
terms to be extracted from each review.

4.1 Similarity Distributions Results

In order to observe the subset of domains with a feature distribution similar to
the target domain, each of the selected domains play the role of target domain.
For example, to obtain the feature distribution similar to Books, the set of
opinions corresponding to Books play the role of unseen reviews to be identified
across the Movies, Music, and Phones domains.

Two methods have been described in Section 3 to estimate such similarity
distributions. The results of the first method based on the presence of the sub-
jective expressions across the different domain’s profiles are shown in Figure 2.
The results are displayed in such a way that the column corresponding to each
target domain is the lowest one. We observe for example how Music reviews
exhibits a feature distribution more similar to Movies than Books.

Fig. 2. Presence distribution

In the same way the results of the second method based on the semantic
orientation of the subjective expressions across the different domains’ profiles
are shown in Figure 3. Also, the results are displayed in such a way that the
column corresponding to each target domain is the lowest one. In this case we
observe for example how Movies reviews exhibits a feature distribution more
similar to Books than Music.
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Fig. 3. Semantic orientation distribution

4.2 Analysis and Discussion

By observing the similarity distributions displayed in Figures 1 and 2, we can ap-
preciate some coincidences and differences. For example, we can see how Movies
show a feature distribution more similar to Books in both methods, even tough
the results in the semantic orientation distribution are more evident. The same
occurs when we obtain the distribution for Music: we can see how Movies show
a feature distribution more similar to Music in both methods, but the results in
the distribution based on presence are more palpable.

On the other hand, the distributions for Movies and Phones differ. For exam-
ple, we can see how Music show a feature distribution more similar to Movies
in the distribution based on presence, but the results in the semantic orienta-
tion distribution show Books as the most similar dataset. And the same occurs
in Phones. We can see how Music show a feature distribution more similar to
Phones in the distribution based on presence, but the results in the semantic
orientation distribution show Books as the most similar dataset.

Once we obtained the similarity distributions for each target domain, we want
to corroborate such distributions. In other words, we want to observe if, for exam-
ple, Movies reviews represent a better option to classify Music rather than Books
reviews. In order to carry out this corroboration, we evaluate the performance
for each target domain using a classifier based on the common features between
the unseen reviews of the target domain and each of the foreign domains. We
implement two different methods to evaluate the performance.

The first experiment is based on 5-fold cross-validation and the use of support
vector machines (SVM). As we know, SVM is a hyperplane classifier that has
proved to be a useful approach to cope with natural text affairs [12]. Table 2
shows the SVM classifier accuracy for each target domain. Table 2 exhibits how
the use of Movies reviews (60.00%) represent a better option to classify Music
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rather than Books reviews (56.00%). Taking into account that the baseline accu-
racy for each domain is 50%, the performance for unseen reviews from Music and
Movies is poor, whereas for unseen reviews from Books and Phones a plausible
performance is obtained.

Table 2. Scores obtained with SVM

Books Movies Music Phones

Books 69.39% 65.31% 61.22%

Movies 42.00% 48.00% 32.00%

Music 56.00% 60.00% 60.00%

Phones 79.60% 79.60% 77.60%

The second evaluation method portrays more optimist results. This alterna-
tive evaluation is based on the use of the two semantic lexicons created for the
definition of each domain profile with a different approach: instead of using such
domain profiles to identify unseen reviews, we use them to classify the unseen
reviews. In this way, we determine the semantic orientation of each subjective
term to represent an unseen review as a feature set that denotes features inten-
sity rather than features presence. The classification of the unseen review r is
then defined in a similar way to the expression (9).

Table 3 shows the accuracy results of classifiers based on semantic orientation
for each target domain. In this Table 3 we see for example how the use of Books
reviews represents a better option to classify Movies rather than Music reviews.
Likewise, by comparing Table 2 and Table 3, we see how the results obtained
with classifiers based on the semantic orientation of the common features also
represent a plausible alternative.

However, the most important point has been to observe how the information
provided by the similarity distributions (Figure 2 and Figure 3) allows selecting
domains with a feature distribution similar to the unlabeled target domain.
To cope with the problem of domain adaptation is important to make a deep
analysis of the characteristics of the unlabeled target domain. These provide
relevant information not only for the selection of the best learning algorithm [3],
but also for the selection of domains with a feature distribution similar to the
target domain. In this way, the use of metalearning techniques by Shou-Shan et
al. [14] can be enriched by knowledge such as the performance distribution of
dissimilar domains to the target data.

Table 3. Scores obtained with SO

Books Movies Music Phones

Books 65.31% 59.18% 59.18%

Movies 72.00% 62.00% 56.00%

Music 68.00% 74.00% 52.00%

Phones 77.55% 51.02% 65.31%
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5 Conclusions and Future Work

In this paper, we approached the adaptation problem in sentiment classification
by determining the subset of domains with a feature distribution similar to the
unlabeled target domain. In particular, our approach intends to show how the
estimation of similarity distribution among different domains provides useful in-
formation for the classification of unlabeled reviews. Our framework is based on
the definition of domains’ profiles as well as similarity metrics used to identify
unseen reviews. The results show how a feature distribution based on the seman-
tic orientation of available datasets is a plausible option for the classification of
unlabeled reviews.

As part of our future work, we intend to explore the behavior of our method
with different datasets. In particular, we are interested in the use of the dataset
collected by Blitzer et al. [4]. This dataset is basically a collection of product
reviews from four domains: books, DVDs, electronics, and kitchen appliances.
Since each domain contains 1,000 positive and 1,000 negative reviews, we think
this collection is worth our attention.

Finally, we also intend to deep in the exploration of a meta-level system to
identify the most similar datasets for a given input dataset [3]. The purpose is to
understand the connection between learning algorithms and the characteristics
of the data under analysis.
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