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Abstract. This paper presents some experiments of evaluation of a sta-
tistical stemming algorithm based on morphological segmentation. The
method estimates affixality of word fragments. It combines three indexes
associated to possible cuts. This unsupervised and language-independent
method has been easily adapted to generate an effective morphological
stemmer. This stemmer has been coupled with Cortex, an automatic
summarization system, in order to generate summaries in English, Span-
ish and French. Summaries have been evaluated using ROUGE. The
results of this extrinsic evaluation show that our stemming algorithm
outperforms several classical systems.

Keywords: Automatic summarization, Affixality Measurements, Mor-
phological Segmentation, Statistical Stemming, CORTEX.

1 Introduction

Discovering linguistic units in Natural Languages has been a long-standing hu-
man task. Now, automatic approaches are used to conduct this work. Despite
rule-based approaches for word processing are widely used, there is a renewed in-
terest in morphological methods. Corpora of morphologically complex languages,
such as agglutinative ones, can be processed in order to discover morphemes. Sim-
ple strategies are not suitable for this kind of languages. Also, corpora for lan-
guages, which have not been computationally studied, appear every day. Then,
this paper presents a method for unsupervised learning of morphology.

A morphologist tries to collect morphological units from languages, among
other tasks. Roughly, two types of units are considered in this paper: stems and
affixes. On the one hand, a stem is the part of a word stripped of affixes, it carries
lexical content. On the other hand, affixes carry either grammatical information
or information to produce another word. Finally, by its position, affixes can be
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classified in prefixes, before the stem; and suffixes, following it. In morphologi-
cally complex languages, words can be recursively formed by stems and affixes.
Thus, this paper deals with discovering stems and suffixes, i.e. morphological
segmentation and its evaluation. We propose an extrinsic evaluation by means
of a Natural Language Processing (NLP) task. We developed a stemmer to test
some procedures to eliminate suffixes from a word. The stemmer is coupled with
an automatic text summarizer. Lastly, summaries are evaluated with ROUGE,
a semi-automatic evaluation system.

2 State of the Art

2.1 Morphological Segmentation

Morphological segmentation tries to discover morphological units (morphs) from
a sequence of symbols of language. This problem is closely dependent on lan-
guage. Nonetheless, computational approaches have made traditionally simplistic
assumptions such as a word has a simple structure as prefix-stem-suffix [1].

The first work for unsupervised discovery of morphemes is due to Zellig Har-
ris [2]. His approach consisted in counting distinct symbols preceding/following
a possible morphological boundary. Thus, high frequency corresponds to true
morphological boundaries. After Harris’s work, many approaches have been pro-
posed. A wide review of methods can be seen in [3,4,5]. A large majority of them
sees morphology as a lexicon of words. Their aim is to reduce the redundancy in
the lexicon. A method that follows this idea was proposed in [6,7]. This employs
Minimum Description Length (MDL) analysis as a strategy for obtaining the
lowest redundancy in the lexicon. Hence, the best morphology is obtained when
the description length of the data is the lowest. To control the quality of seg-
mentations, this method uses combinatorial structures named signatures. Also,
signatures are involved in calculating the description length. This approach has
been implemented in a computational program named Linguistica.1

Another method that searches also an optimal morphological model has been
presented in [8,1,9,10]. The set of methods developed in these papers has been
called Morfessor. It has been formulated for agglutinative languages such as
Finnish. Regarding [10], it incorporates a morphotactic analysis for each word.
Thus, given some initial segmentation, four possible categories are assigned:
prefix, suffix, stem, and no-morph. The method uses Maximum a Posteriori
(MAP) framework, which is essentially equivalent to MDL. In order to as-
sign those categories, each word is represented by a Hidden Markov Model
(HMM).

An effort for obtaining a minimal model of inflectional morphology for Spanish
is exposed in [11,12] It uses genetic algorithms for finding the best lexicon. The
fitness function is based on MDL principles.

1 http://linguistica.uchicago.edu

http://linguistica.uchicago.edu
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2.2 Stemming Works

In general, stemming algorithms aim to remove inflectional and derivational suf-
fixes from words. In many tasks of NLP, such as information retrieval, question-
answering, or automatic summarization, stemming is an important part of text
preprocessing. Often, a document is represented as a Vector Space Model. Then,
in order to improve performance, conflating similar words is preferred.

Thus, language dependent approaches based on handmade rules are widely
used, for instance [13]. In fact, the Porter’s stemmer [14] is utilized in many
NLP systems for European languages. In this approach, a set of removing rules
is proposed, where suffixes are substituted by other ones, even the null suffix. A
short example from [14] (Step 3) is listed in (1).

(1) a. ICITI → IC (electriciti → electric)
b. ICAL → IC (electrical → electric)
c. FUL → null (hopeful → hope)

However, information requirements in more languages have emerged. Also, ag-
glutinative languages need strategies for stemming different from simply suffix
removal. These facts hold research attention in unsupervised approaches, in-
stead of adapting Porter’s rules. Furthermore, some works have focused on the
disadvantages of rule-based approaches, like [15].

A review of stemming methods can be found in [16]. A language indepen-
dent approach [17] presents a clustering based unsupervised technique named
YASS. A distance function is used in order to measure orthographical similarity,
and to assign a low distance value to related words. Other methods which use
graphs are [18,19]. The former splits words from a text at all possible positions.
Then, segmentations are represented as a directed graph. An algorithm is used
to estimate prefix and suffix scores to maximize the probability of a prefix-suffix
pair. On the other hand, a method that uses frequency of n-grams of letters as
strategy of stemming is presented in [20].

A word regularization process close to stemming is lemmatization. Given a
group of words grammatically related, this process selects a representative of
them (lemma). However, [21] has stressed some problems in NLP tasks. Also,
it presents an unsupervised algorithm based on word clustering by means of
a similarity matrix that searches a lemma for a group of words semantically
related. Finally, there has been a strong interest in stemming evaluation. For
instance, [15] made an evaluation of some stemming algorithms for information
retrieval. This work showed that stemming improves performance significantly
in short documents. We found similar conclusions in [22], where five stemming
algorithms were evaluated using the SMART text retrieval system.

3 Affixality Measurements

A brief description of affixality measurements is presented in this section. In
[5,23] these measurements are exposed with more detail for Spanish. Also, its
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application in unrelated languages could be found in [24] for Czech, and [25]
for the Amerindian Languages Chuj and Tarahumara. The idea behind this
approach is to quantify the affixality of a word segment. In other words, it
tries to estimate the combinatorial force of linguistics units. One expects that
higher values of that affixality correspond to morphological segmentations. It
is clear that, regarding other methods, this one is not guided for searching an
optimal morphological model. Actually, three statistical measurements are used
for computing the affixality. They are presented below.

3.1 Entropy

Harris’s idea revealed that uncertainty is a good indicator of morphological cuts.
This idea is closely related to Shannon’s concept of information content (entropy)
[26]. Therefore, given ai,j ::bi,j as a word segmentation,2 and Bi,j a set of all
segments combined with ai,j the entropy is obtained as follows:

H (ai,j :: Bi,j) = −
∑

p (bk,j) × log2 (p (bk,j)) (1)

where k = 1, 2, 3, . . . |Bi,j | and each bk,j ∈ Bi,j . As it was tested in [23], peaks of
entropy from right to left are good indicators of a suffix segmentation.

3.2 Economy Principle

Morphological phenomena work as economical systems. Fewer units are com-
bined at one level in order to create a great number of another units at the next
level (Economy Principle). Thus, we can expect that word stems belong to a big
set of relatively infrequent units, and affixes to a small set of frequent ones.

In [27] a quantification of this economy was proposed. Here, a reformulation
is presented. Given a word segmentation ai,j ::bi,j, let Ai,j be the set of segments
which alternate with bi,j (ai,j ∈ Ai,j), and Bi,j a set of segments which alter-
nate with ai,j (bi,j ∈ Bi,j). Now, let Ap

i,j be the set of segments which are likely
prefixes, and Bs

i,j the set of segments which are likely suffixes. Thus, the econ-
omy of a segmentation is formulated in two ways, depending on type of morph
hypothesized:

Kp
i,j = 1 − |Ai,j | − |Ap

i,j |
|Bs

i,j |
; Ks

i,j = 1 − |Bi,j | − |Bs
i,j |

|Ap
i,j |

(2)

3.3 Numbers of Squares

A square is found in language when four expressions, let say A, B, C, D, are
combined to form AC, BC, AD, and BD. This concept was proposed by Joseph
Greenberg in [28]. An example in Spanish would be abarc::aba, camin::aba,
abarc::aron, camin::aron. Hence, let ci,j be the number of squares found in seg-
ment j of the word i.
2 We use :: as a segmentation mark.



50 C.-F. Méndez-Cruz et al.

3.4 Measurements Combined

Then, affixality is estimated by a combination of the three measurements previ-
ously explained. Consequently, an average of normalized values is calculated as
a combination strategy:

AFn (sx) =
cx/max ci + kx/max ki + hx/max hi

3
(3)

An important fact is that no explicit distinction between inflection and derivation
is involved in the procedure of affixality calculation. In addition, affixality could
be obtained either from left to right or conversely. Left to right affixality permits
us to discover prefixes, while right to left affixality fits in better with suffixes.
For calculating these measurements only raw text is necessary as a training
corpus. In our experiments we will evaluate three differents sizes (see section
5.1). An example of the affixality index for a Spanish word is shown in Table 1.
The affixality index has been used in previous work for gathering affix catalogs
[5,23]. The idea is to split a word in two segments, taking the highest value as the
cut. For instance, in Table 1 the cut occurs between the stem UTILIZADO∼ and
the suffix ∼S (UTILIZADO::S). Our first interest is proposing a segmentation
strategy which leads us to discover all morphs (in this paper suffixes).

Table 1. Affixality for Spanish word: UTILIZADOS (masculine and plural form of past
participle of verb TO UTILIZE)

U T I L I Z A D O S
« 0.079 0.0698 0.1291 0.1566 0.3066 0.7137 0.1556 0.8097 0.8231

« Right to left affixality

4 Methodology

In this section, we describe a simple approach, based on the affixality index to
morphological segmentation. Then, we propose an extrinsic evaluation strategy
by state-of-art automatic summarizer.

4.1 Morphological Segmentation by Affixality Measurements

Once the affixality index has been obtained, we can choose different ways to
discover morphological segments. Regarding that, [23] propounded four strate-
gies: (1) max(affixality), (2) affixality > a threshold, (3) affixality > 0, and (4)
max(affixality) recursively. Here, we use a simple peak-valley strategy for seg-
mentation. Given a set of affixality indexes inside a word afk

i , let afk
i−1 < afk

i >
afk

i+1 be a peak of affixality from left to right, where k is the length of the word
plus one: the ending of the word.
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Furthermore, we used two heuristic strategies. First, we start searching for a
peak of affixality at i = 3. Second, the ending of a word has zero affixality, i.e.
afk = 0. The first assumption let us avoid stem over-segmentation, whereas the
second assumption allows one-letter suffixes at the end of a word. For instance,
from Table 1 we obtained the segmentation UTILIZ::ADO::S. There are some
disadvantages to this approach. For example, slight peaks could be taking into
account as possible morphological cuts. Once the new morphological segmenta-
tion strategy is proposed, an evaluation will be required. There are two criteria
for evaluation: intrinsic and extrinsic [29]. Intrinsic evaluation for morphological
segmentation requires comparison to a morphological gold standard. Despite it is
possible to find some handmade segmentation corpus, we suggest for this paper
an extrinsic evaluation.

A natural purpose for morphological segmentation is stemming. In [30] highest
affixality values were suggested for word truncation. The proposed evaluation
showed that this approach outperforms the Porter’s stemmer. In that paper, the
affixality was calculated only with economy and entropy measurements. In this
paper, we additionally use squares. Alternatively, our goal consists in testing
two strategies that generate two possible cuts. First, truncating at the rightmost
peak of the word (UTILIZ::ADO::S > UTILIZADO∼) would result in inflectional
stemming. Second, truncating at leftmost peak (UTILIZ::ADO::S > UTILIZ∼)
would result in derivational-inflectional stemming.

4.2 Automatic Summarization Like Extrinsic Evaluation Task

An automatic summarization task was selected for this extrinsic evaluation. Par-
ticularly, the Cortex system was chosen for this purpose. Its modular architec-
ture allowed us to adapt easily the new stemmer. Preprocessing texts is the first
step in Cortex. Texts are filtered, and words are lemmatized by means of a
dictionary. The number of words in the dictionary is for English 97K, for Span-
ish 624K and for French 194K. Instead of this lemmatization stage, the Porter’s
stemmer could be used.3 Even both processes could be sequentially applied. In
this step, our stemmer has been coupled with Cortex.

4.3 Cortex Summarizer

An automatic text summarizer extracts the most relevant sentences from a text
[31]. The Cortex system generates summaries from texts represented in Vector
Space Model. A decision algorithm combines several metrics in order to score
sentences. After filtering, a frequency matrix γ is constructed: each element
γμ

i of this matrix represents the number of occurrences of the word i in the
sentence μ; 1 ≤ i ≤ M words, 1 ≤ μ ≤ P sentences. Matrix ξ represents the
presence/absence of terms in a sentence μ.

3 Specifically, a Perl implementations from Lingua-Stem-Snowball,
http://snowball.tartarus.org/

http://snowball.tartarus.org/
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γ =

⎡

⎢⎢⎢⎣

γ1
1 γ1

2 . . . γ1
i . . . γ1

M

γ2
1 γ2

2 . . . γ2
i . . . γ2

M
...

...
. . .

...
. . .

...
γP
1 γP

2 . . . γP
i . . . γP

M

⎤

⎥⎥⎥⎦ , γμ
i ∈ {0, 1, 2, . . .} (4)

4.4 The Metrics

Important mathematical and statistical information can be extracted from the
matrices γ and ξ. Cortex uses Γ metrics calculated on frequencies, entropy,
Hamming and hybrid values. See [32] for more information of Cortex’s metrics.

1. Frequency measures
(a) Term Frequency: Fμ =

∑M
i=1 γ

μ
i

(b) Interactivity of segments: Iμ =
∑M

i=1
ξμ

i �=0

∑P
j=1
j �=μ

ξj
i

(c) Sum of probability frequencies: Δμ =
∑M

i=1 piγ
μ
i ; pi = word’s i probabil-

ity
2. Entropy. Eμ = −∑M

i=1
ξμ

i �=0
pi log2 pi

3. Measures of Hamming. These metrics use a Hamming matrixH , a square
matrix M ×M :

Hm
n =

P∑

j=1

{
1 if ξj

m �= ξj
n

0 elsewhere

}
for m ∈ [2,M ]

n ∈ [1,m] (5)

(a) Hamming distances: Ψμ =
∑M

m=2
ξμ

m �=0

∑m
n=1
ξμ

n �=0
Hm

n

(b) Hamming weight of segments: φμ =
∑M

i=1 ξ
μ
i

(c) Sum of Hamming weight of words per segment: Θμ =
∑M

i=1
ξμ

i �=0
ψi; every

word. ψi =
∑P

μ=1 ξ
μ
i

(d) Hamming heavy weight: Πμ = φμΘμ

(e) Sum of Hamming weights of words by frequency: Ωμ =
∑M

i=1 ψiγ
μ
i

4. Titles. θμ = cos
(∑M

i=1 γμ
i Title

‖γμ‖‖Title‖
)

4.5 Decision Algorithm (DA)

The Decision Algorithm combines all normalized sentence scores. Two averages
are calculated: λμ > 0.5, and λμ < 0.5 (λμ = 0.5 is ignored):

μ∑
α =

Γ∑

ν=1‖λν
μ‖>0.5

(��λν
μ

��− 0.5
)
;

μ∑
β =

Γ∑

ν=1‖λν
μ‖<0.5

(
0.5 −��λν

μ

��) (6)
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ν is the index of the metrics,
∑Γ

ν is the sum of the absolute differences between
‖λ‖ and 0.5,

∑μ
α are the "positive" normalized metrics,

∑μ
β the "negative"

normalized metrics and Γ the number of metrics used. The score of each sentence
is calculated as follows:

If

(
μ∑
α >

μ∑
β

)

then Λμ = 0.5 +
∑μ

α

Γ
else Λμ = 0.5 −

∑μ
β

Γ

All sentences are sorted using Λμ;μ = 1, · · · , P . The compression rate τ deter-
mines the final size of the summary.

5 Experiments and Results

5.1 Design of Experiments

In order to evaluate our stemmer, we performed some experiments involving (i)
three different stemming strategies, (ii) corpora in different languages: English,
Spanish and French, and (iii) different sizes of training corpora: 100K, 200K, and
500K word tokens. Our stemmer is compared to Cortex’s lemmatizer (lemm),
the Porter’s stemmer used by Cortex (stem), and both methods sequentially
applied (lems). In addition, we included no stemming at all (raw) and fixed
truncation at 6 characters (fixed). Respecting to our stemmer, we tested three
possible cuts of a word based on morphological segmentation, all of them with the
three sizes of training corpora: highest affixality value (vM100, vM200, vM500),
first peak of affixality at right (R100, R200, R500), and first peak of affixality
at left (L100, L200, L500).

Summaries were evaluated using ROUGE (Recall-Oriented Understudy for
Gisting Evaluation) [33]. This semi-automatic evaluation system calculates a
score of similarity between a candidate summary and several human summaries.
We evaluated them using bigrams (ROUGE-2) and skip bigrams (ROUGE-SU4).

5.2 Corpora

Three sets of documents were selected for the evaluation in English, Spanish and
French. For English, 50 clusters from DUC 20044 were used, specifically the Task
2 - Short multi-document summaries focused by TDT events. The clusters con-
tained on average 10 documents from the AP newswire and the New York Times.
Four human summaries per cluster were available for summaries evaluation. For
Spanish, 8 biomedical articles were collected from the specialized journal Medi-
cina Clínica.5 In this case, we evaluated automatic summaries against author’s
4 http://duc.nist.gov/duc2004
5 http://www.elsevier.es/revistas/ctl_servlet?_f=7032&revistaid=2

http://duc.nist.gov/duc2004
http://www.elsevier.es/revistas/ctl_servlet?_f=7032&revistaid=2
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abstracts. Regarding French evaluation, we utilized Canadien French Sociologi-
cal Articles corpus [34] from the specialized e-journal Perspectives interdisci-
plinaires sur le travail et la santé (PISTES).6 50 sociological articles constituted
this corpus. One human abstract per text was used for evaluation.

Regarding training corpora, we used different texts than those in the eval-
uation task. We constituted three sets of documents of 100K, 200K and 500K
word tokens per each language. For English, we selected 24 documents from
INEX 2012 Tweet Contextualization Track.7 Each document was formed by pas-
sages from Wikipedia that contextualized a tweet query. For Spanish, we used
the Corpus del Español Mexicano Contemporáneo, CEMC [35], a well-balanced
text collection from different sources. Finally, for the French corpus we gath-
ered texts from several sources. First, two corpora from DÉfi Fouille de Textes
(DEFT’07) were included. Second, we used aVoiraLire (3 460 critiques of books,
films, comics and shows) and relectures (1 484 reviews of scientific articles). Also,
the book Pensée, essais, maximes et correspondance de J. Joubert was included.
At last, 2 472 phrases of texts of Jules Verne were considered.

5.3 Results

The ROUGE metrics obtained on the three corpora are plotted in Figures 1 and
2. For Spanish (Figure 1(a)) and French (Figure 1(b)), we can observe that the
method L500 obtained the best score.

(a) Spanish corpus (b) French corpus

Fig. 1. Content evaluation for Spanish and French corpus

On the other hand, first peak of affixality at right and the highest value of
affixality methods obtained lower scores. It means that Cortex performs well
for Spanish and French with a derivational-inflectional stemmer. By comparison,
this method (L500) was the worst on English corpus (see Figure 2). In fact, the
6 http://www.pistes.uqam.ca/index.html
7 https://inex.mmci.uni-saarland.de/tracks/qa/

http://www.pistes.uqam.ca/index.html
https://inex.mmci.uni-saarland.de/tracks/qa/
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truncating methods at the end of the word appeared more successful, for instance
vM100, R100. This suggests a correlation between the segmentation approach
and the morphological complexity.

Fig. 2. Content evaluation for English corpus

Surprisingly, the raw method performed as good as Cortex’s strategies (lemm,
lems), and overcame stem and some affixality approaches for Spanish. Besides,
in this language also the fixed method was better than the Porter’s stemmer.
Similar situation was found in French (see Figure 1(b)), where the raw method
defeated the stem method. Consequently, Cortex works better while word nor-
malization increases. This could explain the first position of lemm (a dictionary
method) for English.

Regarding corpus sizes, position of L500 in Spanish and French evaluation
proposes that an improvement is obtained increasing the size of the training
corpus. Nevertheless, for English it is not true. We can explain this because of
the relatively simple inflectional morphology of this language. Lastly, we can
observe for all languages coincidences between the highest affixality method and
first peak method of affixality at right. This situation is due to the fact that the
most affixality segments are inflection suffixes, in fact, the leftmost suffixes.

6 Conclusions and Future Work

We have presented a study of statistical stemming through morphological seg-
mentation. This unsupervised and language-independent approach uses affixal-
ity measurements for unsupervised learning of morphology. Our results confirm
a correlation between the stemming strategy and the morphological complex-
ity of a language. It means that the rule-based stemming loses effectiveness as
the morphological complexity increases. In this manner, our statistical stem-
mer outperforms, for Spanish and French, Porter’s and based-dictionary stem-
ming strategies. In consequence, morphological stemmers should be taken into
account.
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Regarding morphological segmentation, there is always room for some im-
provement. Different strategies for segmenting should be tested. Even though,
results of extrinsic evaluation by means of automatic summarization seem to be
promising, an intrinsic evaluation against a gold standard should be done. In the
future we will evaluate our method by using FRESA [34,36], it will allow us to
test in different corpora avoiding having human summaries.

Acknowledgments. We thank El Colegio de México A.C. for allowing us to use
the CEMC corpus. This work was partially supported by a CONACyT grant.
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