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1 Introduction

Ambient noise, room reflections or the presence of multiple interfering talkers are
acoustic factors that can make daily communication challenging. Normal-hearing,
NH, people can nevertheless typically communicate almost effortlessly in such
adverse conditions [1]. In contrast, hearing-impaired, HI, people often experience
major speech-communication difficulties, even when they use hearing aids, HAs. The
auditory system uses various acoustic cues, such as common temporal onsets and
offsets, spectral content, harmonicity as well as spatial information, to decompose
an acoustic scene into its components belonging to the different sound sources [1].

The underlying processes involved in auditory scene analysis are still not very
well understood; in particular, the effects of hearing impairment on speech com-
munication in adverse listening conditions have not yet been clarified. The present
study focuses on the processing of spatial cues in the auditory system. Whereas the
processing of relatively simple spatial sounds is reasonably well-understood in NH
listeners, the consequences of hearing impairment for the processing and perception
of spatial sounds is not well understood. An important question is, for example, how
sensorineural hearing loss, occurring at a peripheral processing level and representing
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the most common type of impairment, affects the processing of spatial cues and the
perception of localization. A better understanding of the representation of spatial
information in the impaired auditory system could also help understanding the diffi-
culties that the HI listeners experience when communicating in adverse conditions.

For NH listeners, localization of single anechoic sounds has been widely studied
and can be well predicted by existing binaural, cross-correlation-based models—
compare [2–4]. In contrast, only very few studies have considered auditory localiza-
tion in noisy conditions—for instance, [5–11]—as well as in reverberant environ-
ments—such as [12–15]. Most of these studies found that localization is mainly
affected at low signal-to-noise ratios, SNR, and largely limited by audibility, but a
more detailed understanding of the limiting factors are still missing. It is generally
assumed that the auditory system has developed various strategies for robust local-
ization in these challenging conditions, which includes the (weighted) integration of
localization information across time, frequency, and auditory cues, as well as the sup-
pression of wall reflections. The localization of broadband noise with interaural time
differences, ITD, that vary across frequency has been described by [16–18], among
others. Several studies have shown that localization accuracy is modified by signals
preceding and succeeding in time—see [19]. Based on a binaural localization model
[20] proposes that, when background noise is present, integration of localization
information across time and/or frequency is required. The integration of localiza-
tion information across ITDs and interaural level differences, ILD, is, for example,
reflected in trading experiments—compare [3]. Different auditory mechanisms that
help a listener to localize sounds in reverberant environments are summarized by the
precedence effect, PE,—see, for instance [21]. In order to model some aspects of
these more advanced auditory processes, mechanisms such as contra-lateral inhibi-
tion [22] as well as cue selection [23] have been proposed.

Localization in HI listeners can be reduced as a result of different factors [24–27].
ITD discrimination thresholds may be decreased in HI listeners [28, 29] although
thresholds vary largely across subjects and may be even as low as for NH listeners
[24, 30, 31]. Localization performance in quiet is only reduced in listeners with uni-
lateral hearing loss or substantial low-frequency hearing loss, for instance, [32–34],
or with conductive hearing loss [27]. In [35] it is shown that horizontal localization of
click-trains in HI listeners is basically as good as in NH listeners when the stimuli are
presented at most comfortable levels. However, the performance drops at lower levels
due to reduced sensitivity—as measured by an audiogram. Considering horizontal
localization, [36] showed that HI listeners show poorer performance than NH listeners
when localizing click trains in directional white noise. This decrease in performance
is most likely linked to a decrease in audibility, which is caused by a decrease in sensi-
tivity as well as an increase in the amount of temporal and spectral masking—see [25,
27]. Several studies have investigated the PE in HI listeners by measuring the localiza-
tion dominance of the direct sound over a reflection. In general, the results vary largely
across both HI and NH listeners, such that most studies could not reveal any signifi-
cant reduction in localization dominance in HI listeners. However, a recent study by
[37] showed a significant reduction in localization dominance in a large number of HI
subjects which was highly correlated with hearing loss. In [38], it is pointed out that,
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for ongoing sounds, the fine structure of the signal is important for the PE to operate.
Given that fine-structure processing is often impaired in HI listeners, it is expected that
the PE is less effective. Since cognitive processes may affect localization in natural
environments [39], it may be speculated that reduced cognitive capabilities as well as
reduced working memory capacity, as often observed in elderly HI listeners will also
compromise localization in complex acoustic environments—see [27]. In addition to
the above laboratory-based psychoacoustic evidence, questionnaire-based field stud-
ies revealed that HI listeners experience localization difficulties in their daily life,
which is more severe with increasing hearing loss [40, 41]. Hence, although auditory
localization in HI listeners has been widely studied, the detailed underlying processes,
particularly in challenging acoustic environments, are still poorly understood.

Sound localization with bilateral HAs, has been widely studied with differ-
ent device types, listening configurations, source signals, algorithms, and micro-
phone positions. For moderate to severe hearing losses, HA amplification effectively
restores audibility up to about 4 kHz and, therefore, enables localization—see, for
instance [26]. Subjective studies based on questionnaires generally reported a clear
benefit in localization when a second HA is applied [41, 42]. When audibility is
not an issue, most psychoacoustic studies agree that, when compared to the unaided
case, bilateral amplification slightly deteriorates sound localization performance in
the frontal horizontal plane [26, 43–45]. Undisturbed horizontal localization per-
formance has only been reported for HI listeners with rather normal low-frequency
hearing and open HA fittings [45, 46], namely, listeners that have access to natural
localization cues at low frequencies. According to [47], front-back localization is
disturbed by any type of HA due to the obstruction of the pinna by the earmold
or the actual HA module. In [47] and [26] it is reported that horizontal localiza-
tion, in particular front-back confusions, improved for listeners with remaining low-
and high-frequency hearing, when no earmold occluded the ear canal and, there-
fore, natural localization cues were available. In [46] and [48], neither a benefit nor a
detrimental effect on front-back confusions has been found for various types of HAs.
This contradiction to the findings of [26] may be due to the fact that the later studies
applied HAs with an increased bandwidth of 7–8 kHz instead of 5–6 kHz. Both stud-
ies also reported that behind-the-ear devices, BTE, produce an increased number of
front-back confusions relative to in-the-canal, ITC, in-the-ear, ITE, or in-the-pinna,
ITP, devices. In [44] it is reported that the front-back confusions as observed in BTE–
HAs can be reduced by applying directional microphones, such as cardiods, instead
of omni-directional microphones—in particular at high-frequencies. Moreover, [44]
showed that independent bilateral wide-dynamic-range compression, WDRC, can
slightly reduce horizontal localization performance due to compressed ILDs. This
effect should be removed when a binaural signal link is applied to coordinate the
WDRCs at the two HAs. Super-directional beamformers, which combine the signals
arriving at all microphones of the left and right HAs, are able to preserve local-
ization in simple acoustical environments—compare [48–50]. However, it is still
unclear how well they preserve localization in complex and, in particular, reverber-
ant environments. Hence, HAs have a significant effect on auditory localization, but
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how a given device, type of fitting, compensation strategy, and/or advanced signal
processing, affect an individual HI listener, is not well understood.

In order to better understand the consequences of an individual’s hearing loss,
including the effect of a HA, an auditory localization model framework would be
useful. If successful, such a framework could then also be used to test and optimize
the signal processing and compensation strategies applied in a HA for an individual
HI listener. As a first step into this direction, a binaural signal processing model
framework is proposed in this chapter. The approach is novel as it analyses NH
versus individualized HI processing in conditions of signal detection and localiza-
tion in noisy and/or reverberant situations. The peripheral processing in the model
includes the dual-resonance nonlinear, DRNL filterbank proposed in earlier monau-
ral studies [51]. The characteristics of the peripheral processor can be adjusted in
both channels—representing the left and the right ear—such that it accounts for
sensorineural hearing impairment due to a loss of cochlear compression. Such com-
pression loss is commonly associated with broader auditory filters, i.e., decreased
frequency selectivity and reduced sensitivity in terms of audibility. The binaural
processor of the model is an equalization-and-cancellation, EC, processor similar to
the one proposed by [52]. For the back end, depending on the particular task and
outcome measure, the model assumes an optimal detector in conditions of signal
detection or discrimination, or a localization unit for the prediction of sound source
localization. The localization back end also includes a cue-selection mechanism
inspired by the work proposed in [23], selecting reliable spatial information from a
complex spatial-excitation pattern.

The overall structure of the model and the main properties of the individual
processing steps will be presented first, including the simulation of hearing loss
in the peripheral processing stage of the model. The model will be evaluated in
classical conditions of binaural signal detection, and then be applied to localization
conditions with two concurrent talkers in anechoic and reverberant rooms, assum-
ing either NH or specific types of hearing impairment. Finally, effects of HA signal
processing on sound localization will be considered and the benefits and limitations
of current compensation strategies for restoring spatial cues will be discussed in the
framework of the presented model.

2 Binaural Signal Processing Model

2.1 Overall Structure

A block diagram of the processing model is shown in Fig. 1. When appropriate,
incoming signals entering the ears can be convolved with binaural room impulse
responses, BRIR, and/or applied to individual left- and right-channel HA process-
ing. The structure of the model is similar to previous signal-driven binaural models
and can be divided into three parts, namely, peripheral, binaural and central process-
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Fig. 1 Block diagram of the proposed model. At the input to the model, the signals can be processed
by a HA algorithm or convolved with BRIRs. The left- and it right-ear input signals are processed in
the peripheral processor, that is, middle-ear transformation, basilar-membrane filtering, filterbank,
inner hair-cell transformation, and logarithmic compression, and then compared in an EC-type
binaural processor. Two different pathways to the central processor are considered. The optimal
detector deals with signal-detection conditions. The cue selector extracts the spatial positions of
external sound sources

ing. The peripheral processing includes middle-ear transformation, spectral filtering,
hair-cell transduction and logarithmic compression. The output of the left and right
channels feed an EC type binaural processor that outputs binaural-activity maps along
an internal ITD, and ILD, dimension, denoted by τ and α, respectively. The informa-
tion on the binaural-activity map is then either evaluated by an optimal detector, to
predict binaural detection, such as ITD and ILD thresholds or tone-in-noise detection
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thresholds, or by a cue selection mechanism that outputs localization information.
The details of the processing are presented in the following sections.

2.2 Peripheral Processing

The peripheral processing of the model consists of four main stages. The middle-ear
filter simulates the middle-ear transduction and corresponds to the processing pro-
posed by [51]. It is realized by a 512-point finite-impulse-response filter of which the
coefficients have been fitted to empirical stapes-displacement measurements reported
by [53]. Essentially, it is a symmetric bandpass filter that peaks at 800 Hz and has
20-dB/decade slopes.

The processing on the basilar membrane, BM, is simulated by a DRNL filterbank,
as proposed in [51]. The nonlinearities of the filterbank are reflected as a change in
filter bandwidth with level and by the nonlinear input/output, I/O, function in response
to tones. The bandwidth of the filter is equal to that of a 4th-order gammatone filter
at low stimulation levels and increases with level. Typical I/O functions for on-
frequency stimulation, i.e., at the characteristic frequency, consists of three segments
a linear segment for input levels below 30–40 dB SPL, a compressive segment for
levels between 30–40 and 60–70 dB SPL, and a linear or near-linear segment for
higher input levels. The transition levels between the linear and compressive parts
depend on the frequency and the individual listener to which the DRNL parameters
are fitted to—outlined further below. An illustration of the auditory filter shapes and
I/O functions can be found in Fig. 2 of [54].

The hair-cell transduction process is roughly estimated by a half-wave rec-
tification and a second-order lowpass filter with a cutoff frequency of 1 kHz,
as used in several previously described auditory models—for instance, [52, 54,
55]. The main effect of this stage is to reduce information on the temporal fine
structure, TFS, and extract the envelope of the stimulus representation at high
frequencies.

The last stage of the peripheral processor is a static logarithmic compression.
This reflects a simplification of the processing assumed in the models of [55, 56]
and [52], where a combination of adaptation loops has been considered to result in
either a close-to-logarithmic compression for the processing of stationary portions
in the stimuli or in linear processing for the fluctuating portions of the stimuli. The
adaptation loops enabled the original models to account for intensity discrimina-
tion as well as forward masking data. Such adaptive properties were not consid-
ered in the model proposed here. The logarithmic compression used in the present
model generates a linear internal mapping of the sound pressure levels of the stimuli.
Such a mapping, in combination with the level equalization stage in the binaural
processor—described below—realizes an internal representation of the ILDs that
corresponds to the ILDs of the acoustic input signals.

A key feature of the proposed model is that the peripheral part can be adapted
to approximate the processing of individual NH and HI listeners. The increase in
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Fig. 2 Left I/O functions of the DRNL module. Right I/O functions of the entire peripheral processor
Functions are shown for NH (solid curves) and HI8 (dashed curves) at 500 Hz (circles) and 4 kHz
(diamonds). The dotted curves in the right panel represent results obtained without the presence of
audibility noise

absolute hearing threshold, a reduction or loss of peripheral, BM, compression and
a broadening of the auditory filters are accounted for in the peripheral processor.
The absolute hearing threshold is partly determined in the model by the gain in the
DRNL. A frequency-dependent noise, referred to here as audibility noise, was added
to the input signals to simulate increased absolute thresholds. The audibility noise
was assumed to be independent across ears and across frequency. The level of the
noise was adjusted using the optimal-detector back end of the model framework, such
that the detection thresholds for 300-ms pure tones corresponded to the considered
individual listener’s audiogram. The loss of compression and the associated increase
in auditory filter bandwidths were accounted for through a fit of several parameters
of the DRNL model to results from temporal masking curves in different conditions,
as described in detail in [57].

An average NH listener with an audiogram as reflected in the ISO standard [58]
was chosen to represent NH. The DRNL parameters for normal and impaired hearing
were taken from [57]. In particular, subject HI8 was chosen for the present study. This
listener was considered to have lost compression and had elevated hearing thresholds
of 40 and 60 dB HL at 500 and 4 kHz, respectively.

Figure 2 depicts the I/O functions of the DRNL stage for NH and for HI8 at
500 Hz and 4 kHz. The absence of compression for subject HI8 is reflected by the
linear functions at both frequencies. The associated reduced frequency selectivity for
this listener can be seen in Fig. 9 of [57]. Further, Fig. 2 shows the corresponding I/O
functions for the entire peripheral processing block, where the dotted curves represent
the I/O functions without the presence of audibility noise, reflecting logarithmic
functions of the form {output = a*log(b*input +1)}, with a and b depending on
frequency and the DRNL parameters. The presence of the audibility noise produces
a constant output value for input levels below the absolute hearing thresholds at the
respective frequency for the individual listener.
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2.3 The Binaural Processor

The binaural stage represents an EC processor—see, for instance [52, 59] or [60]. It
is implemented in a similar way as in the binaural processing model of [52]. It differs,
however, from the model in [52] in the way that ILDs are coded. The preprocessed
left- and right-ear signals are compared in the binaural stage at their respective
frequency channels. The binaural processor consists of an array of excitation-and-
inhibition, EI, units, each assigned with a characteristic ITD, τ [ms], and a character-
istic ILD, α [dB]. As a result, the binaural processor realizes a discrete equalization
in time and level, followed by the cancellation operation that calculates the difference
between the equalized left- and right-ear signals. The difference is squared to obtain
the power of the binaural signal. The output of a single EI unit is thus expressed as
follows,

E(i, t, τ, α) = ((Li , (t + τ/2) + α/2) − (Ri (t − τ/2) − α/2))2 . (1)

Here, Li (t) denotes the left-ear preprocessed signal from frequency channel i, and
Ri (t) denotes the corresponding right-ear preprocessed signal. In contrast to the
binaural processor in [52], internal ILDs, α, are linearly processed. This processing,
in combination with the logarithmic mapping of level realized by the logarithmic
compression of in the peripheral processor, provides a mapping of the physical ILDs
into α-values. Furthermore, a 30-ms long double-sided exponential window limits
the temporal resolution of the binaural processor, a phenomenon often referred to as
binaural sluggishness [61].

The binaural processor outputs frequency- and time-dependent binaural-activity
maps along the τ - and α-axes, whereby the activity, E, provides an estimate of the
interaural coherence. A null activity corresponds to interaural signals that are per-
fectly correlated, and an increasing activity reflects a reduced interaural coherence.
The location of the minimum activity, thus, provides an estimate of the considered
source direction. The resolution limit of the model is provided by a constant-variance
internal noise added to the binaural-activity map as an independent signal at the out-
put of each EI elements.

2.4 Central Processing

Two central processors are integrated in the model and applied to the output of the
monaural and binaural preprocessing: an optimal detector, effective in conditions of
signal detection, and a localization device including a spatial-cue selection process
for the prediction of sound source localization in adverse conditions.

The optimal detector corresponds to the one described in [52]. The binaural detec-
tor retrieves the information provided in the binaural-activity map. Following the
monaural signal paths, a 10-ms-long double-sided exponential window is applied
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before the detection stage to limit monaural temporal resolution in both channels.
Furthermore, a similar integrator with a time constant of 30 ms is part of the binaural-
activity map generation. Both monaural and binaural information are optimally com-
bined across time and frequency channels. Details of the implementation can be found
in [52].

The activity represented in the binaural-activity map is minimal at those values
of τ and α that correspond to the ITD and ILD created by the sound sources. The
localization of a sound source is therefore achieved by finding the τ and α values
corresponding to points of minimum activity, PMAs, on the binaural-activity map.
For convenience, the extracted τ - and α-value of the PMAs will be referred to as
ITD and ILD throughout this chapter. The amount of activity at the PMA provides
a measure of the interaural cross-correlation1 or coherence whereby a low activ-
ity refers to a high coherence. Based on this coherence measure, a cue-selection
mechanism that is similar to the one proposed by [23] is implemented here. The
cue selector is used to disentangle spatial information in adverse acoustic conditions
including room reverberation, multiple talkers or background noise. Consequently,
only instantaneous localization predictions that provide a coherence that is above
a pre-defined threshold are considered, that is, PMAs on the binaural-activity map
that are below a pre-defined threshold. The threshold depends on frequency and
the considered acoustic environment—see [23]. The cue-selection operation is thus
assumed to increase the reliability of the localization estimation.

3 Model Evaluation

3.1 ITD and ILD Detection

Here the model’s ability to predict just-noticeable difference for ITDs and ILDs is
studied. Model predictions for ITD and ILD detection thresholds are shown in Fig. 3.
The left panel of Fig. 3 shows ITD detection thresholds as obtained with 1-ERB-wide
noise band stimuli as a function of the center frequency of the noise between 150 and
1.5 kHz. For the measured and simulated data, a 2-down 1-up adaptive procedure was
used in combination with a 3-alternative forced-choice paradigm. Each presentation
interval was 300 ms long. The predicted frequency dependence of the ITD threshold
corresponds well to that observed in the measured data. The threshold function shows
the well-known pattern with a minimum at about 1 kHz. The threshold decrease
with increasing frequencies up to 1 kHz results from the constant absolute-phase
sensitivity of the model. The threshold increases for frequencies above 1 kHz, which
is due to the increasing loss of temporal fine structure that leads to loss of information
regarding the carrier signal. The effects is modeled by low-pass filtering in the hair-
cell transduction stage.

1 The term interaural coherence denotes the amplitude of the normalized interaural cross-correlation
function for maximum ITDs of ±1 ms.
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Fig. 3 Left ITD-detection thresholds as a function of the center frequency of one-ERB-wide noise
bands. Own data represented by diamonds and data from [62] by squares. Right ILD detection
thresholds. Experimental data are represented by open symbols and model data by filled symbols

Figure 3 shows measured and simulated ILD thresholds. The model accounts for
the data very well for frequencies up to about 1 kHz but discrepancies can be observed
at higher frequencies. Above 2 kHz, the model predicts an increasing ILD threshold
up to about 4 dB, with increasing frequency, whereas the measured data stay roughly
constant within 1–2 dB. The properties of the assumed middle-ear transfer function,
the DRNL filter and the hair-cell transduction stage cause the continuous increase
of the simulated ILD threshold. While the discrepancies should be minimized in
future model developments, they are considered moderate for the purpose of the
present study. However, one of the consequences of the mismatch is that the cue-
selection mechanism will slightly underestimate the reliability of ILD information
above 1 kHz.

3.2 Localization with Normal Hearing

The baseline localization ability of the model is presented for a NH listener in an
anechoic environment and in a room. Similar to [23], the acoustic scenario consists
of two concurrent talkers located in the horizontal plane. Each talker utters a different
phonetically balanced sentence taken from [63] recorded by the same male speaker.
The waveforms of the anechoic-speech excerpts of the two talkers are shown in
Fig. 4. The speech signals are 2 s long and were sampled at 16 kHz. Due to the
intrinsic amplitude modulations in speech signals, the energy fluctuations over time
can greatly differ between the two talkers. These specific waveforms were chosen to
have instants where only one speaker dominates as well as instants when the speech
signals overlap.

Two acoustic environments were considered an anechoic environment and a rever-
berant room. In the anechoic environment, the location of the speaker was simulated
by imposing ITDs corresponding to the difference in arrival time at the two ears [64]
and imposing ILDs taken from measurements of [65]. The two talkers were sym-
metrically located at ±45◦ azimuth angle in the horizontal plane, which corresponds
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Fig. 4 Temporal waveforms of the left and right interfering speaker—taken from [63]

to ITDs of ±0.375 ms and ILDs of ±5 dB assuming a head diameter of 18 cm. All
localization simulations were conducted without internal binaural noise.

The information as received, processed, and selected by the cue-selection mech-
anism as a function of time is shown in Fig. 5 at 500 Hz and 4 kHz. The minimum
activity, MA, on the binaural-activity map is shown in the top panels. The middle and
bottom panels show the position of the PMAs, map along the τ -axis—corresponding
to the estimated ITD of the sound sources—and along the α-axis—corresponding to
the estimated ILD of the sound sources. As in [23], a cue-selection threshold was
arbitrarily chosen for each frequency, represented by the horizontal dashed line in the
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top panels. Bold lines indicate the EI activity below the selection threshold and the
corresponding time instants were considered as moments at which the localization
information was reliable. At these time instants, the estimated ITD and ILD were
selected by the cue-selection mechanism—bold sections of the curve in the middle
and bottom panels. For this anechoic acoustical scenario, 65–75 % of the localization
information was selected by the cue-selection mechanism. Localization information
was rejected when the MA was higher than the selection thresholds, which occurred
when both speakers were simultaneously speaking, for example at time 0.5, 1.4 or
1.6 s.

The ITDs and ILDs that were estimated as reliable by the cue-selection mechanism
were accumulated in time into histograms—Fig. 6. ITD and ILD histograms are
shown for 500 Hz and 4 kHz. Both histograms show two peaks matching the actual
locations of the two speakers represented by the dashed lines. The two-dimensional
histograms, shown in the top-right part of each panel, combine the individual ITD
and ILD histograms. Grey shades code the frequency of the selected ITDs and ILDs,
with darker areas representing a large number of occurrences. At both frequencies,
two distinct darker spots are visible and represent the localization estimates of the
two speakers. The size of the darker spots, reflecting the localization blur, strongly
depends on the duration of the temporal integrator of the binaural processor for this
simulation, which was conducted in an anechoic environment and for a NH listener.
A shorter integration time would increase the localization blur. Moreover, the statistic
of the ITDs and ILDs could also be used as an input parameter to other processing
stages as for instance a speech processor, as discussed in [66], this volume.

The localization of the two speakers was also simulated for a reverberant room.
The same two speech signals as considered for the simulations in the anechoic envi-
ronment were convolved with binaural room impulse responses, BRIR. The speakers
were placed at a distance of 1 m and, as in the anechoic environment, at ±45◦ on the
horizontal plane in front of the listener. The BRIRs were derived from a simulated
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Fig. 6 Histograms of the selected ITDs and ILDs at 500 and 4 kHz. The stimuli consisted of two
talkers symmetrically separated by 45◦ on the horizontal plane in an anechoic environment with
the actual sound locations indicated by the dashed lines. The source location estimates are shown
for a NH listener in the top-right window of each panel by the distinct darker spots
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cafeteria with a reverberation time of about 0.45 s. The cafeteria was simulated with
the room-acoustic simulation software ODEON and translated into binaural signals
using a HRTF data set measured with a Bruel and Kjær 4128C head-and-torso sim-
ulator, HATS, with purpose built behind-the-ear, BTE, HA dummies from Phonak
mounted above the HATS’ pinnae [67]. Here, the BRIRs recorded with the HATS
in-ear microphones were used—mind that in Sect. 4, which considers the effect of
HA, the corresponding BRIRs recorded with the frontal BTE microphones are used.

Figure 7 shows the ITD and ILD histograms as well as the localization estimates
for the simulation in the reverberant environment. The layout of the figure corre-
sponds to that of Fig. 6. As in the anechoic environment, the two-dimensional his-
tograms show two distinct darker spots representing the location estimates of the
two speakers, although the localization blur is larger here. This increase is due to
the reflections on hard surfaces that occur in the reverberant room and reduce the
correlation between the left and right ear signals [68]. Due to the room reflections,
the activity on the binaural-activity map is elevated and the cue selection thresholds
were increased by about 30 % relative to simulations in the anechoic condition. For
this room condition, the cue-selection mechanism evaluated that only 40–60 % of
the information were reliable, that is, about 10–20 % less than under the anechoic
condition.

3.3 Localization with Hearing Impairment

The effect of peripheral hearing impairment on localization is discussed in the fol-
lowing. First, the effects of a loss of sensitivity in anechoic environment are analyzed
in the framework of the model. Then, the effect of reduced frequency selectivity on
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spectral cues and on the internal representation of the ILDs is studied. The acoustical
scenarios are the same as the ones considered above for NH.

Effects of Reduced Sensitivity

The simulations estimate a HI impaired listener with hearing thresholds of 40 and
60 dB HL at 500 and 4 kHz, respectively, corresponding to HI8 in [57].

Figure 8 indicates the information received, processed and selected by the cue-
selection mechanism in the simulations for the listener with reduced sensitivity. The
corresponding results for the NH listener were shown in Fig. 5. As visible in the
top panels, the loss of sensitivity leads to an overall increase and a compression
of the dynamic range of activity in the PMAs. Consequently, the activity fluctuates
only slightly around its average value which lies above the cue-selection threshold,
effectively de-activating the localization ability of the model. Assuming the same cue-
selection threshold for NH and HI listeners, the simulations suggest that it should be
difficult to reliably evaluate the localization of the two speakers for the considered HI
listener. Furthermore, for the simulation of the HI listener, even if the cue-selection
threshold was increased, the cue-selection mechanism would still be greatly impaired
due to compression in the activity.

Figure 9 shows the time-accumulated histograms of the ITDs and ILDs. Because
the reduced sensitivity de-activated the cue-selection mechanism, all ITDs and ILDs
of the PMAs were considered here. At 500 Hz the ITD and ILD histograms are
more similar to a single Gaussian distribution rather than a bimodal distribution. The
two-dimensional histogram in the top-right corner shows a single cloud of spatial
information, indicating a low interaural correlation of the input signals of the binaural
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processor. Thus, this estimate of a single diffuse sound source is a result of the reduced
sensitivity modeled by the audibility noise, which was assumed independent between
the left and right ear. In a condition of a severe sensitivity loss, the audibility noise
dominates the internal representations and causes the decorrelated pattern on the
binaural-activity maps.

The audibility noise is less dominant at 4 kHz where the ITD histogram shows
two peaks at the actual positions of the two talkers. The ILD histogram, however,
is very narrow and centered on the median position. It should be mentioned that
impaired temporal coding or impaired binaural processing, as for example repre-
sented by an increased ITD jitter, has not been considered in the present study.
These factors could further deteriorate the representation of ITD cues, as further dis-
cussed in Sect. 5. Additional simulations considering various degrees of sensitivity
loss—not reported here—showed that the blur on sound source localization esti-
mates gradually increases with increasing sensitivity loss until—as shown here—the
audibility noise dominates and individual sources become undistinguishable. Since
most listeners with a symmetric sensorineural hearing loss are able to successfully
localize anechoic sound sources—when presented at moderate sound levels—only
very little localization information seems to be sufficient for accurate localization.
As the amount of localization information is significantly reduced in NH listeners
when moving from the anechoic to the reverberant condition—see Sect. 3.2—the
already reduced localization information available in HI listeners in anechoic condi-
tions suggests that localization will be further reduced in reverberant condition and
localization would break down. However, in order to further investigate the effect
of HL on localization in reverberant conditions, experimental data are required that
allows quantitative comparison with corresponding model predictions.

http://dx.doi.org/10.1007/978-3-642-37762-4_3
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Fig. 10 Excitation pattern of the BRIR calculated with the DRNL filterbank, considered for an NH
listener and for an HI listener, assuming 20 % broader auditory filters

Effects of Reduced Frequency Selectivity

Beyond the loss of sensitivity, the model can be used to analyze the consequences of
broadening of the auditory filters on localization in rooms where the filtering realized
by HRTFs or BRIRs provides spectral cues that contribute to the estimation of the
sound-source direction—for instance [3].

HRTFs have a very fine spectral resolution. Auditory filters have, however, band-
widths ranging from about 25 Hz at low frequencies to 2200 Hz at high frequencies
[69]. Spectral cues are therefore not available to the binaural system with as fine
a spectral resolution as represented in HRTFs. This reduction of spectral cue reso-
lution could be even stronger for HI listeners, whose auditory filters are typically
broader [25].

In order to investigate the effect of reduced frequency selectivity on spectral
cues, the spectral decomposition of the left ear response of one of the BRIR used
for localization predictions in Sect. 3.2 was calculated with the DRNL filterbank
considered either for a NH listener or for a HI listener with 20 % broader auditory
filters—see listener HI8 in [57].

As auditory-filter bandwidth increases with level in the DRNL, the function was
amplified to reach a level corresponding to 65 dB SPL. The RMS power at the output
of each filter of the filterbank was calculated as a function center frequency of the
filter to form an auditory-based excitation pattern. To isolate the effect of reduced
frequency selectivity, no loss of sensitivity was included. Thus, the audibility noise
was the same in the NH and HI listener models.

The excitation patterns of the BRIR for both the NH and HI listener are shown
in Fig. 10. Due to the difference in gain in the DRNL between the two listeners—
compare left panel of Fig. 2—the curve for the HI listener has been shifted up by

http://dx.doi.org/10.1007/978-3-642-37762-4_3
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Fig. 11 Histograms of the internal representation of all ILDs present on the binaural-activity map.
Left NH listener. Right HI listener with 20 % broader auditory filter. Stimuli consisted of two talkers
symmetrically separated by 45◦ on the horizontal plane in a reverberant room

8 dB to simplify the comparison. In line with previous studies simulating the effect of
spectral smearing in HI listeners—for instance [70]—the present simulations show
that the excitation pattern obtained for the HI listener is much smoother than the one
calculated for the NH listener. The difference between the two patterns can amount
to 1–2 dB at individual frequencies. Due to the nonlinear nature of the DRNL, this
difference will be even larger for lower levels. This spectral smoothing suggests that
the broadening of the auditory filters will reduce spatial spectral cues.

The consequence of the auditory-filter broadening is also represented in the
binaural-activity maps. Figure 11 shows the ILD histogram at 4 kHz for a NH listener
and a HI listener with a normal audiogram and 20 % broader filter. These histograms
contain all ILDs of the PMAs present on the binaural-activity map without cue-
selection. See the right panel of Fig. 7 for a representation of the selected ILDs
and the estimated sound source locations for the NH listener when cue-selection is
employed. For the NH listener model, the ILD histogram has a Gaussian-like shape
with a range that spans 14 dB from −7 to +7 dB. However, for the HI listener model,
the ILD range spans 8 dB, that is, −4.5 to +3.5 dB. The analysis provided in the
present study also suggests that ITDs remain largely unaltered by cochlear broaden-
ing, which is consistent with the idea that they are more determined by properties
of the temporal waveform of the stimuli. Although these results indicate that filter
broadening impairs the internal representation of ILDs, further investigations are
required to study the effect of frequency selectivity on sound localization in more
detail.
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4 Evaluation of Hearing-Aid Signal Processing Regarding
Localization

The proposed model framework may be used to evaluate the effect of HA, processing
on the internal representation of spatial cues and on the localization performance in
adverse conditions. The evaluation reported in this section uses the same adverse
conditions as already used before, namely, two talkers placed at ±45◦ azimuth angle
in the horizontal plane in an anechoic environment.

The basic function of a HA is to provide amplification and to restore audibility.
Due to the limited range of input levels for HI listeners, this process is combined with
a WDRC in modern HAs. Some potential benefits and drawbacks of the amplification
and WDRC processing are evaluated here in the context of localization and in the
framework of the presented model.

The same HI listener model with hearing thresholds of 40 and 60 dB HL at 500
Hz and 4 kHz as in Sect. 3.3 was considered. The only change was the addition of
HA processing of the input signals of the model. The HA processing was simu-
lated by a model of two binaurally unlinked 30-channel compressive HAs, which
were implemented according to [71] and fitted to the audiogram of the modeled
HI listener—see HI8 in [57]—using the NAL-NL2 prescription [27]. The simulated
HAs were BTE–HAs with omnidirectional directivity and fitted with tight ear molds.
The attack time constant was set to 5 ms, the release time constant to 50 ms, and
moderate channel coupling was applied, that is, the parameters were set to cD = 0.2
and cU = 0.7. With regard to the model parameters, the cue-selection threshold was
the same as in the simulations for the NH and HI listeners, and the audibility noise
level was the same as for the simulations with the non-aided HI listener with reduced
audibility—Sect. 3.2.

The corresponding internal representations of the stimuli are shown in Fig. 12.
A comparison with Figs. 5 and 8 illustrates the effect of HA processing. Restoring
the audibility partially recovers the dynamic range in the EI activity at the PMAs
and causes an overall decrease of activity, with information passing below the cue-
selection thresholds (top panels). This outcome is the result of the amplification of
the signals by the HAs, which increases the level of the internal representation of the
speech signal as compared to the audibility noise. The ILDs and ITDs of the PMAs,
shown in the middle and bottom panels, are also more similar to those observed in
Fig. 5 for the NH subject, even though some differences remain.

As a result of the HA processing, the EI activity has decreased and the cue-
selection mechanism can successfully operate for the HI listener. The corresponding
localization results are shown in Fig. 13. The ITDs of the two speakers can be success-
fully predicted at both frequencies. However, the ILDs are only partially recovered
and generally underestimated. Assuming the same cue-selection threshold as used
for simulations with the NH listener, only 20–30 % of the information was selected
for this aided HI listener, suggesting a less reliable localization estimation than for
the NH listener.

http://dx.doi.org/10.1007/978-3-642-37762-4_3
http://dx.doi.org/10.1007/978-3-642-37762-4_3
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Fig. 12 Top Activity on binaural-activity maps at the PMAs. Middle: (top), ILD positions of the
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Fig. 13 Histograms of the ITDs and ILDs present on the binaural-activity maps for a simulated
aided HI listener with hearing thresholds of 40 and 60 dB HL at 500 Hz and 4 kHz, respectively. The
stimuli were the same as in Figs. 6 and 9. The source-location estimates are shown in the top-right
window of each panel by the distinct darker spots

Although not reported here, in the case that two linear HAs or two binaurally
linked HAs are fitted to the HI listener, the estimated ILDs are slightly increased but
no systematic improvement in the cue-selection mechanism can be observed. Further
research is required to better understand the effect of compression in general as well
as binaurally coordinated compression.
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5 Summary and Conclusion

In the present study, a new binaural model framework was proposed that aims at
predicting sound localization in NH, HI and aided HI listeners. The preprocessing of
the model consists of a non-linear peripheral processor and an EC binaural proces-
sor. EC based binaural processors have traditionally been used to predict binaural
tone-in-noise detection—for example, [60, 72]—as well as ITD and ILD detection
and discrimination—[72]. Since the proposed model applies a monaural and binaural
processor that is very similar to the ones described in [57] and [52], the model frame-
work is able to predict various aspects of monaural and binaural detection. In the
present study, the EC binaural processor was applied to predict localization. In the
binaural-activity maps generated by the EC processor, a low activity reflects a high
interaural correlation and estimates of the positions of sound sources were derived
from the positions of the PMAs. In the model, localization in adverse conditions was
achieved with the EC-processor followed by a cue-selection mechanism inspired by
the cross-correlation- based framework proposed by [23]. The cue-selection mech-
anism was used to evaluate the reliability of the localization information estimated
by the positions of the PMAs.

The proposed framework was used to estimate the effects of peripheral hearing
impairment on localization. In the current version of the model, hearing impairment
was simulated in terms of either reduced audibility or loss of cochlear compression
associated with reduced frequency selectivity. Limited audibility was simulated by
adding an internal audibility noise to the model input signals. The corresponding
predictions showed that the localization estimates, became increasingly blurry with
decreasing input-signal to audibility-noise ratio. The simulations also showed that
a reduction in audibility impaired the assumed cue-selection mechanism due to an
increase and a compression of activity in the PMAs. Future research needs to address
a broader range of hearing losses, including asymmetric HLs.

The effects of a simulated loss of compression and the resulting broadening of the
auditory filters on localization were tested under a reverberant-room condition. The
reduced frequency selectivity led to a spectral smearing of the spectral cues provided
by the BRIRs and an alteration of the locations of the PMAs on the binaural-activity
map such that the internal representation of the ILDs was mostly located around the
median plane. The internal representation of the ITD was, however, hardly affected
by the loss of compression.

The study also considered the potential benefit of basic HAs for localization. While
the primary function of a HA is to restore audibility, it was shown that including
HA processing to the inputs of the model of hearing impairment improves the cues
available for localization. In the model, restoring audibility leads to an increase of
the signal to-noise ratio at the input and, thus, to an increased reliability of the
spatial cues. The analysis also indicated that restoring audibility was beneficial for
the assumed cue-selection process as it helped to restore the dynamic range in the
PMA activity to that seen in the NH model. Further research is required to better
understand the effect of more advanced HAs on localization. In particular, the effect



Modeling Horizontal Localization of Complex Sounds 141

of coordinated compression of bilaterally-fitted HAs should be considered as well as
the effect of signal-enhancement strategies such as super-directional beamformers
or dereverberation algorithms—compare [27, 73].

The gradual removal of TFS in the hair-cell stage was found to be well suited
to predict the increase of ITD detection thresholds above 1 kHz. However, as the
ITD of the PMAs is present in both the signal envelope and TFS and, because no
binaural noise was considered in the localization simulations, the ITD of the PMAs
at high frequency was not limited. This model prediction should be experimentally
investigated for NH and HI listeners in future work. Furthermore, the model cur-
rently evaluates localization information in individual auditory channels. However,
most signals, such as speech, are broadband, and a spectral integration of the spatial
information is performed by the hearing system [18]. The nature and modeling of
this spectral integration requires further study.

The proposed model framework is a first step towards the development of a dedi-
cated research tool for investigating and understanding the processing of spatial cues
in adverse listening conditions, with the long-term goal of contributing to solving of
the cocktail-party problem for NH and HI listeners. Future work will be pursued to
extend the model and to validate it experimentally.
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