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Foreword

Professor Dr. Carlo Batini
Department of Informatics, Systems and Communication
University of Milan Bicocca,
Milan
Italy

A book on Quality issues in the management of Web Information has to deal with a
potentially wide number of issues. The concept of quality is pervasive, so pervasive
that it is even difficult to provide a shared and usable definition of the concept of
quality. The difficulty is reduced (not too much. . . ) if we delimit the area of con-
sidered technologies and related resources. This book is focused on web retrieval
technologies and on the information resource, that web retrieval technologies ac-
cess and manipulate to provide knowledge access services to human beings and
computer applications.

Information is in turn a pervasive concept, that is inherently related to other two
concepts, data and knowledge. We can say with Boisot [1999] that “data is discrim-
ination between physical states of things (black, white, etc.) that may convey or not
convey information to an agent. Whether it does so or not depends on the agent’s
prior stock of knowledge. . . .. thus, whereas data can be characterized by a property
of things, knowledge is a property of agents. . . information establishes a relationship
between things and agents.”

The world is dirty, and also the Web, often a too vivid and faithful representation
of the world, is dirty. Yet, the Web is and will be more and more in the future,
the most accessed source of knowledge for the human beings. From this scenario,
we can understand why the issue of information quality is of growing relevance in
Computer Science literature and Information Systems applications, and in a wide
spectrum of research areas and real life applications.

The issue of quality has been historically investigated first in the simplest case,
data stored in databases, structured in domains and tables, and managed in
transactional applications, under the rigid control of the organization. The second
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age corresponds to the dispersion of data of interest for the organization in a multi-
plicity of databases, heterogeneous in format, content and semantics, that lead typ-
ically to represent in the information systems of the organization the same entity
of the real world with multiple heterogeneous representations, characterized usually
by different levels of quality.

A number of dimensions and related metrics have been proposed to formally
characterize quality of data in these two scenarios. An analysis of the literature on
data quality (see Batini and Scannapieco [2006] and Batini et al. [2009]), reports
more than 50 dimensions and about 100 metrics, and at least 12 methodologies
for the assessment and improvement of data quality in Information Systems us-
ing the database technology. Among dimensions, the most relevant are accuracy,
currency, completeness and consistency, for the definitions see Batini and Scan-
napieco [2006]. Techniques range from record linkage and entity identification, to
data cleansing, quality driven query answering, edit imputation and correction, out-
lier identification. With the advent of networks and the planetary diffusions of the
Web, new types of information systems and data access and usage paradigms had
to be considered. Among information systems, cooperative information systems al-
low different autonomous organizations to share data, applications and services,
while peer-to-peer systems are characterized by higher autonomy and heterogeneity
and absence of common management of data. Among new data access and usage
paradigms, the evolution of information systems to cover a wide range of infor-
mation representations, such as semi structured texts, unstructured texts, maps, im-
ages, videos, sounds, lead to develop access mechanisms where searches are based
on metadata, tags and full-text indexing, giving rise to the Information retrieval re-
search discipline.

In the area of data and information quality, the above diversification resulted in
the investigation of dimensions, methodologies and techniques that cover all of the
above mentioned types of information representations, previously in the world of
single-organization information systems and cooperative information systems, and
now in the different articulations of peer-to-peer information systems and the im-
mense world of the Web. And while a fil rouge can be identified among dimensions
defined in the different types of information representations (see Batini et al. [2012]
for a discussion), when the other coordinates are considered (types of information
systems and the Web), the need arises to consider new dimensions and new tech-
niques. Among dimensions and related determinants, due to the uncontrolled and
“anarchic” character of the Web, the attention is shifted to dimensions such as trust-
worthiness, provenance, authority, age and popularity (see e.g. for a discussion on
Ramachandran et al. [2009]) that refer to quality of sources, besides the data and
information they convey.

Focusing on the main theme of this volume, techniques are a wide range and
cover issues such as quality driven retrieval, quality aware similarity search, quality
of volunteered geographical information systems, quality based knowledge discov-
ery in specific domains, quality of web engines. Such techniques are investigated in
several papers of the present volume.
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Preface

This main focus of this book is on the quality issue in the management of informa-
tion used in Web applications. A variety of tasks are concerned with and affected by
the assessment of quality. The chapters included in this book are related to the tasks
of Information Retrieval, Geographic Information Retrieval, Information Filtering
and Knowledge Extraction. These areas demonstrate that by modelling and exploit-
ing the quality dimensions of the information objects considered, it is possible to
improve systems’ effectiveness.

The problem of assessing the quality of textual information has been investigated
for a long time. Several distinct proposals have been formulated. There is not a sin-
gle unifying consensual definition of a texts’ suitability for the task in hand. The
problem of texts’ quality assessment may be considered in relation to the informa-
tion content itself (objective criteria), or from the user point of view. For example,
in the context of Information Retrieval it is clear that the relevance of the documents
to a request depends on several aspects. These are related to the distinct properties
of the documents, the search, the user who formulated the query and the users who
accessed the documents previously. It may include other information such as user
ratings and tags, and the context of both documents and queries. One of the rele-
vance dimensions may be related to the quality of documents. In case of Web pages
well known algorithms (such as PageRank) have been defined.

This book has been organised into nine chapters. It includes recent contributions
related to quality-based information management on the Web. Academic and ap-
plied researchers working on the issue of information quality will find the book
a valuable reference resource. The methods, models and systems proposed in this
book can inspire and motivate further research on important issues. It is hoped that
final year undergraduate, masters and PhD students in computer science, and infor-
mation systems will find in this book an excellent compiled reference text for their
future studies.
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Chapter 1 
An Introduction to Quality Issues in the 
Management of Web Information 

Gabriella Pasi, Gloria Bordogna, and Lakhmi C. Jain 

1 Introduction 

Since a long time information Quality Assessment is a crucial issue in organiza-
tions, where it relates to the ability of the organization to adequately fulfil the 
needs and expectations of its customers and users (Batini et al. 2008). In this con-
text the evaluation of data quality has been the main concern (Batini and Scan-
napieco 2006). In recent years the quality issue has been increasingly concerned 
with the evaluation of information contained in several media sources such as 
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texts, videos, images and sound. The advent of the Web has in fact produced a 
massive quantity of multimedia documents, the quality of which is not guaranteed 
due to the uncontrolled method used in their generation. This has raised the prob-
lem of determining how to assess the quality of information on the Web, which 
includes the important aspect of evaluating the information sources. With this 
being the aim, the assessment of information quality should include all of the 
above mentioned aspects with appropriate dimensions and metrics.  

In the literature, several quality dimensions have been identified for both the 
texts and web pages but an adequate unifying vocabulary is not yet available. 
Many synonyms and distinct terms are used to identify the same dimensions (Ep-
pler and Witting, 2000).  For example, by the expression “contextual quality” one 
may indicate the source reputation, and the accessibility of the web site, and the 
in-link and out-link structure of the web page. The intrinsic quality is often named 
“representative quality”, which is dependent on concepts such as conciseness, the 
depth, the readability, grammar correctness and other factors such as timeliness. 

Last but not least, the ISO defines the concept of information quality as “the to-
tality of the characteristics of an entity that bear on its ability to satisfy both the 
stated and implied needs"[ISO 8402] (Devillers and Jeansoulin, 2010). This 
means that the quality of information is strictly related to the use of the informa-
tion itself. Then according to (Devillers and Jeansoulin, 2010) it may be seen as an 
external measure. Thus, when evaluating the quality of documents it is essential to 
take into account both the purpose and the use for which the information is 
needed. That is, both the task and the query context.  

For example, a mobile user searching on the Internet for “Japanese Restaurants 
in Milan” would be willing to first retrieve the web pages dealing with highly 
regarded Japanese restaurants close to the current location, as detected by any 
mobile device with which (s)he is equipped. To answer this user's need an infor-
mation retrieval system, besides the restaurant quality assessment should also take 
into account a number of aspects such as opinions of other users who have already 
visited the restaurant, and the evaluations of specific journals/associations. If  
in fact the restaurant is evaluated by trusted journals and associations, these  
opinions are also an important factor. 

Another example is the case of a user looking for a suitable camera to purchase. 
(S)he will probably trust more “higher quality” web pages. These will compare  
the prices of the cameras which have the particular wanted characteristics if the 
cameras have been evaluated by many knowledgeable users and, more specifi-
cally, those who are professional photographers. These are examples in which the 
quality assessment of web information represents an especially important issue.  

2 Chapters Included in the Book 

In this volume several recent contributions related to the issue of quality-
assessment for Web Based information are included.  
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Chapter 2 presents an approach for a quality based indexing data structure. 
Metric space access methods are also reviewed. It is shown how they may be ap-
plied in the context of Quality Aware Information Retrieval.  

In Chapter 3 the issue of quality related to the task of collaborative filtering is 
considered. Quality is considered from the perspective of performance prediction. 
In particular, the performance of a collaborative filtering system is predicted, 
based on rules learned by using a machine learning approach. 

Chapter 4 presents a novel soft computing technique for the semi-automated 
cleansing of Points of Interest (POIs) in spatial databases with Volunteered Geo-
graphic Information (VGI), to obtain spatial information of a higher quality. 

Chapter 5 addresses the issue related to the integration and usage of Volunteered 
GI within collaborative open datasets to attain spatially-aware Information Re-
trieval. This goes beyond the traditional Gazetteers-based approach. This Chapter 
pays particular attention to the crucial issue of quality assessment of open ontolo-
gies, as well as that of crowd sourced data. 

Chapter 6 proposes the use of a novel approach to perform quality-based index-
ing and searching of facts present in news sources available on the Web. News-
FactFinder is defined and developed to provide users with factual information  
relevant to a particular query, where a sentence level search is applied. 

Chapter 7 presents a selection of quality-oriented Web-based tools for analyz-
ing biomedical literature. Which includes PolySearch, FACTA and Kleio. Point-
wise Mutual Information (PMI), which is a measure used to discover the strength 
of a particular relationship, is also analysed to provide an indication of the strength 
of users’ queries and a concept in a knowledge source. 

Chapter 8 proposes an intentionally simple composite index of information 
quality, in the so called Medical Information Reliability (MIR) index. This index 
considers the attitudes of potential and actual consumers towards taking into ac-
count information quality. It is intended as “trust indicator” of online sources of 
medical information. 

Chapter 9 presents some techniques for evaluating the quality of Web search 
engines' ability when used to effectively retrieve information. It identifies those 
factors that lead to a need for new evaluation methods besides the traditional one 
based on Recall and Precision. 
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Chapter 2

Inverted File-Based General Metric Space
Indexing for Quality-Aware Similarity
Search in Information Retrieval

Daniel Blank and Andreas Henrich

Abstract. The notion of quality in its broadest sense is central to informa-
tion retrieval (IR) where a user’s information need is to be fulfilled as good
as possible. A user searching for cars on sale in Bamberg might be interested
in car dealers geographically close to Bamberg with high user ratings. The
buyer might already know or trust a person who trusts the particular dealer.
Furthermore, the cars which are sold by the dealer should offer a high quality
on different levels—the type of car in general as well as the car to be bought.
If the buyer can only travel to Bamberg on weekends, availability of the car
dealer becomes another important factor. As this example shows, the inte-
gration of various quality aspects in IR is challenging but essential.

Thus, there is a need for scalable and efficient indexing and retrieval tech-
niques which can cope with such search situations. Here, metric space access
methods (MAMs) present a flexible indexing paradigm. We will briefly review
these techniques and show how they can be applied in the context of quality-
aware IR. Furthermore, we will present IF4MI which is purely based on the
inverted file concept and thus inherently provides a multi-feature MAM. It
can make use of extensive knowledge in the field of inverted file-based index-
ing and represents a versatile indexing technique for quality-aware IR.

1 Introduction

The relevance of documents (we use images as a running example) to infor-
mation needs depends on various aspects and many different context factors
are applied in IR, e.g. the geographic location where and the time when an
image was taken, EXIF tags describing the exposure time and thus stylistic
properties of an image, to name only a few. Some aspects directly refer to
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Table 1 Access methods for different types of information

type of information representation similarity access method

unstructured text textual IR model inverted file
structured text textual IR (XML) model inverted file

numbers, date & time numeric 1-d difference e.g. B+-tree
(geo-)spatial numeric 2-d specific distance SAM

spatial numeric δ -d specific distance SAM
complex objects black box distance metric MAM
complex objects black box distance NAM

the quality of an entity involved in the IR process such as user ratings, trust
measures, and for example page rank values [6] as an indicator for page qual-
ity. Considering and applying these aspects during search can enhance the
search process and thus better result quality. From an indexing perspective
it is thus worthwhile to design comprehensive access methods which can deal
with the heterogeneity of these quality and/or context factors and which also
keep track with the requirements according to efficiency and scalability.

Table 1 gives a brief overview of different types of information involved in
a retrieval process and how they are typically indexed. The dominating index
structure for unstructured text which can be optimized according to the ap-
plied IR model is the inverted file (cf. [50]). Retrieval systems for structured
text are also often based on the inverted file (cf. [24]). Date & time infor-
mation is usually represented as 1-dimensional numeric values. A concrete
time stamp can for example be represented as an integer denoting the differ-
ence between the current time and midnight, January 1, 1970 in days, hours,
minutes, or seconds. Thus, corresponding information can be indexed in a
B+-tree (cf. [1]) or any similar structure. In opposition, geospatial informa-
tion is frequently represented in terms of 2-dimensional spatial coordinates
which are typically indexed in multi-dimensional (spatial) access methods
(SAMs; for an overview cf. [35]). Interestingly, IR libraries such as Apache
Lucene (http://lucene.apache.org/) relying on the inverted file concept
have been extended to support the indexing of 1-dimensional numeric in-
formation in order to perform e.g. numeric range queries [36]. In addition,
geospatial extensions for Apache Lucene are available.

What is missing in order to build a comprehensive access structure for ex-
act search which inherently supports the indexing of all the above-mentioned
types of information in an inverted file is the ability to index and search
δ -dimensional feature vectors (in many scenarios δ � 2) and even more com-
plex objects (e.g. features for content-based image retrieval (CBIR), music
IR, video retrieval, retrieval of DNA sequences, etc.).

In some settings, the representation of a feature object is not necessarily a
feature vector. More complex objects may arise from feature modeling. Thus,
metric access methods (MAMs) treat the feature representation as a black
box and only rely on a distance metric which is capable of comparing different

http://lucene.apache.org/
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objects. But also in situations where feature objects can be modeled as vectors
(e.g. in CBIR) it might be desirable to use a certain distance metric which
cannot be indexed by SAMs. There are also scenarios where the similarity of
feature objects can best be modeled by non-metric distances (cf. [38]). While
we will discuss and present MAMs in the following, we should stress that
some of the approximation techniques for MAMs (cf. Sect. 2.3) can also be
successfully applied in the context of non-metric access methods (NAMs) [38].

Our approach IF4MI is not only a single-feature MAM, but inherently
provides a multi-feature MAM as will be explained in the following. It can be
helpful in the context of quality-aware IR along two possible directions. We
will describe these directions in sections 1.1 and 1.2 with the help of a small
example scenario when searching for cars. The contribution of our chapter
will in more detail be outlined in Sect. 1.3.

1.1 Indexing Feature Objects for Quality-Aware IR

MAMs can be applied for indexing tasks in various domains. In Sect. 4 we will
use IF4MI to build a CBIR system. Within the thematic focus of this book
chapter MAMs can also be used to index different kinds of quality profiles
in the form of structured objects. For example, we could assume a database
filled with car quality profiles (cf. Fig. 1). We thus can retrieve the k most
similar profiles according to a given query profile when the similarity between
different profiles can be modeled by a metric distance function.

<car_quality>

<manufacturer>

<certificates>

<production>

<ISO_TS_16949/>

<ISO_9001/>

<VDA_6.4/>

</production>

<environment>

<ISO_14001/>

</environment>

</certificates>

</manufacturer>

<milage>

<longlasting/>

</milage>

</car_quality>

<car_quality>

<manufacturer>

<certificates>

<production>

<ISO_TS_16949/>

</production>

</certificates>

</manufacturer>

<milage>

<shortlasting/>

</milage>

</car_quality>

Fig. 1 Car quality profiles which could be indexed by MAMs
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Distance metrics for tree-structured data are described in [2, 13]. In [10]
for example user profiles are modeled as concept trees which are matched
against document profiles in order to recommend relevant research papers to
interested authors. In general, examples for quality-aware IR could be the
indexing of quality profiles, user profiles, trust profiles, etc. MAMs are also
used for the indexing of graph-based models supporting for example search for
similar business process models[23], 3D object models [8], video models [25],
or function-call graphs to detect malware programs [21].

1.2 Applying Quality Measures as Filters

IF4MI inherently provides a multi-feature MAM grounded on the inverted
file concept. Additional filters can be used in combination with traditional
query processing as described in Sect. 3. If we for example index the above-
mentioned car quality profiles or car images, we could use a special tag such
as cabrio as additional textual filter criterion (cf. Sect. 4.6). Quality measures
for images—which can also be used as filter criteria—are for example de-
scribed in [15] where the authors try to capture aesthetics and emotions and
in [22] where page rank ideas are applied to identify the most characteristic
image(s) for product search. These quality aspects can be incorporated into
the inverted file structure similar to traditional page rank values (cf. [14]).

By doing so, we can build a multi-feature MAM which is able to index
many different types of information as well as context and quality factors in
a single structure.

1.3 Contribution

The contribution of this chapter is as follows:

• We give a brief overview on MAMs.
• We outline IF4MI—a flexible MAM suitable for quality-aware IR—and

describe its main building principles and algorithms at heart.
• We compare IF4MI with two existing MAMs—an M-tree [12] and a PM-

tree [40] implementation—showing that IF4MI can outperform these ap-
proaches in certain scenarios according to the number of necessary distance
computations.

• We apply the space partitioning technique of the Metric Index—which
we consider a current state-of-the-art MAM—showing that its pruning
power can be brought to IF4MI and thus inverted files without relying
on a mechanism which maps feature objects to one-dimensional values for
storing them in adequate data structures such as a B+-tree.

• We present a heuristic to boost runtime performance of pivot filtering—
frequently used by and applicable to many MAMs in order to avoid un-
necessary distance computations.
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• IF4MI can benefit from the extensive knowledge in the field of inverted
file-based query processing. To give just one example, we show how the
execution of multi-feature queries combining similarity search with a spe-
cific filter criterion can benefit from the inverted file concept. This opens
doors for the application of quality-based filters essential in the context of
quality-aware IR.

2 Related Work

Many similarity search problems can be modeled in general metric spaces
where no assumption is made about the representation of the feature ob-
jects. MAMs only rely on the use of a metric distance. Thus, they provide a
flexible basis for a quality-aware IR framework. On the one hand, approximate
MAMs have been proposed which are based on the inverted file—the de facto
standard index structure for text retrieval. On the other hand, there are many
exact hierarchical and multi-step MAMs. We try to connect these two worlds
and present IF4MI. In this section, we will further introduce MAMs and give
an overview on related work in the field of MAMs (cf. also [11, 20, 35, 49]).

A metric space M is defined as a pair M = (D,d). D represents the domain
of objects o∈O with O⊂D and d :D×D→R corresponds to a metric distance
function which satisfies the metric postulates ∀x,y,z ∈ D [49]:

d(x,y) = 0 ⇐⇒ x = y identity

d(x,y)> 0 ⇐⇒ x 	= y non-negativity

d(x,y) = d(y,x) symmetry

d(x,y)+ d(y,z)≥ d(x,z) triangle inequality

Range and k -nearest neighbor (k -NN) queries which are defined in the fol-
lowing are amongst the most popular types of similarity queries in IR. A
query object q ∈ D provides the basis for retrieving similar objects from the
database O.

A range query with query object q ∈ D and search radius r ∈ R
+ retrieves

all database objects from O which are within distance r from q, i.e. {o ∈
O |d(q,o) ≤ r}. The subspace V ⊂ D for which ∀v ∈ V : d(q,v) ≤ r and ∀v′ ∈
D\V : d(q,v′)> r is called the query ball [38].

In some scenarios it might be difficult to explicitly specify the search radius
r. Instead, one might be interested in the k closest database objects from q.

A k-nearest neighbor query (k -NN query) retrieves the k closest database
objects from q, i.e. a set K ⊂ O with ∀o ∈ K,o′ ∈ O\K : d(q,o) ≤ d(q,o′) and
|K|= k. In the following |O| � k is assumed.

Many MAMs rely on a set C = {ci|1 ≤ i ≤ n} of reference objects (also
called pivots or centers) in order to structure the feature space. Within ball
partitioning methods [49] the feature space is partitioned by usually multiple
hyperspheres. In contrast, many structures relying on generalized hyperplane
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partitioning [49] compute the nidx (1 ≤ nidx ≤ n) closest reference object(s)
and assign o to the corresponding cluster(s).

In the field of MAMs, it is often assumed that the number of necessary
distance computations at query time is the dominating cost factor [37]. To
reduce these costs, the triangle inequality is usually used in combination
with distances which have been precomputed at indexing time in order to
prune regions of the feature space or individual feature objects from search.
Various pruning constraints are applied [11, 20, 35, 49]. We describe them
in the context of range queries in Sect. 3 following the notation of [49]. How
these pruning criteria are used for k -NN queries in case of IF4MI is also
outlined in Sect. 3.

2.1 Purely Object-Pivot Based MAMs

The Approximating and Eliminating Search Algorithm (AESA) [45, 46] is
an indexing technique storing all O(|O|2) object-to-object distances. Dur-
ing query processing, database objects are iteratively selected as pivots (one
per round) according to certain criteria and the pre-computed distances are
used for the pruning of irrelevant database objects by applying pivot filtering
(cf. Sect. 3 and formula 1 on page 15). Those database objects which cannot
be pruned have to be evaluated against the query. Besides its O(|O|2) space
complexity, the construction time complexity of AESA is also O(|O|2) [11].
For a long time, AESA has been considered to require the least number of
distance computations amongst all MAMs [18, 41]. Thus, it can be consid-
ered as a best case comparison baseline for various MAMs. Only recently,
two approaches have emerged which claim to be able to outperform AESA
in this regard (cf. [18, 41]).

In order to overcome the quadratic space complexity of AESA, Linear
AESA (LAESA) [28] has been proposed which applies a set of n pivots with
n  |O|. Only object-pivot distances are stored and used in order to prune ir-
relevant database objects. LAESA-based query processing is similar to object
pruning in the posting lists of our approach (cf. Sect. 4). In future work we will
take a closer look at improvements which have been proposed in the context
of LAESA (for references cf. [11, 20]) to further improve our approach—for
example by indexing the pivots themselves.

2.2 Tree-Based MAMs

Amongst the most prominent tree-based MAMs is the M-tree [12]. Feature
objects are administered at the leaf nodes. Inner node entries consist of a
routing object, a pointer to a subtree, a maximum distance of objects in the
subtree from the routing object, and a distance from the routing object to
the routing object of the parent node entry. While traversing the balanced
tree structure during query processing, irrelevant subtrees are pruned if they



2 Inverted File-Based General Metric Space Indexing 11

do not intersect with the query ball. The PM-tree [40] can be envisaged as
an extension of the M-tree. Additional preselected pivots are applied in order
to support more restrictive pruning (cf. Sect. 4.2). Therefore, subregions of
the feature space are in case of the PM-tree represented more precisely by
intersections of a hyper-sphere and multiple hyper-rings (in contrast to the
M-tree where they are represented only by a hyper-sphere). Pivot filtering is
additionally applied at the leaf level where database objects are administered.

SSSTree [7] is a recent approach which applies generalized hyperplane par-
titioning. The heart of SSSTree is a dynamic pivot selection technique which
adapts to the intrinsic dimensionality (cf. Sect. 4) of the metric space. In
experiments in [7], the SSSTree outperforms other techniques based on gen-
eralized hyperplane partitioning such as different variants of GNAT [5].

Recently, the Metric Index has been proposed [31, 32]. Similar to IF4MI,
the Metric Index combines ball partitioning and generalized hyperplane par-
titioning. The Metric Index adopts the idea of permutation-based indexing
(PBI) where lists of cluster IDs i sorted according to ascending d(ci,o) dis-
tances provide the basis for representing the clusters. A small number of m
reference objects together with an additional parameter l (1≤ l ≤m) denoting
that the l closest centers are used for computing the PBI-based representa-
tions is sufficient to achieve a very fine-grained cluster structure with a high
number of cluster cells.

Figure 2 outlines the space partitioning technique of the Metric Index
where m = 4 reference objects are used and only the two closest (l = 2)
centers are applied for computing the PBI-based representations. Cluster
Γx,y hereby denotes that database objects within this cluster are closest to
cluster center cx and second closest to center cy. Theoretically, at most
ml = m · (m− 1) · . . . · (m − l + 1) clusters are thus possible. Usually, not all
of them exist, e.g. cluster Γ1,4 and Γ4,1 are missing in Fig. 2. Based on the
permutation-based representations and thus assignments to clusters, database
objects are mapped to one-dimensional keys which are then indexed in a
B+-tree. If a cluster cannot be pruned during query processing, the search
radius is mapped to a key interval of the underlying B+-tree which is then
queried. Experiments in [31, 32] show better performance of the Metric In-
dex compared to the PM-tree according to the number of necessary distance
computations.

IF4MI, presented in more detail in Sect. 3, is in some respect similar to
the Metric Index which, however, uses a smaller number of centers (m  n)
in combination with PBI techniques. In case of the Metric Index, the clus-
ter to which an object o belongs can thus be computed with only m dis-
tance computations whereas IF4MI requires—without further optimization—
n distance computations. At first glance, the permutation-based space par-
titioning seems beneficial. But, compared to the Metric Index IF4MI is able
to apply different pruning constraints more extensively. This might lead to
better pruning of irrelevant clusters. O(2n2) additional space seems afford-
able in our case (cf. Sect. 4). We will evaluate the influence of individual
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Fig. 2 Outline of the space partitioning applied by the Metric Index with m = 4
and l = 2. Cluster Γ1,4 and cluster Γ4,1 do not exist. Lines are drawn for visualization
purpose. They cannot always be determined in a metric space.

pruning constraints on the retrieval performance in more detail in future
work. In Sect. 4.4 we evaluate the application of a cluster structure similar to
the one of the Metric Index within the inverted file-based IF4MI approach.
It appears that IF4MI without PBI is competitive with the Metric Index and
that furthermore PBI can also be used with IF4MI.

2.3 Inexact MAMs with Inverted Files

There are different approaches for fast approximate similarity search in gen-
eral metric spaces. A recent approach offering probabilistic guarantees pro-
poses locality sensitive hashing for metric spaces [43]. Many other approaches
follow the idea of PBI assuming that two objects are similar if their permuta-
tions of cluster IDs ordered according to ascending d(ci,o) are similar. In [17],
permutations are indexed in a prefix tree. Query processing relies on match-
ing the prefix of the query permutation to subtrees. Other inexact approaches
applying PBI are based on inverted files. These approaches are outlined in
the following in more detail.

Gennaro et al. [19] maps every center ci to a posting list. Object IDs are
added to the posting lists of the nidx closest cluster centers. A posting stores
a virtual term frequency similar to the term frequency in traditional text
retrieval. To compute the virtual term frequency, all n centers are sorted by
ascending distance d(ci,o). A virtual term frequency of nidx is assigned to
the posting of o in the posting list of the closest center; a value of nidx − 1 is
assigned to the posting of o in the posting list of the second closest center, etc.
Query processing is similar to text retrieval purely based on term frequency.
The query is transformed so that the closest center gets a weight nq, the
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second closest a weight nq−1, etc. Different numbers of reference objects can
be used to compute the permutation of cluster IDs (n), term frequency during
indexing (nidx), and query weights (nq) with 1 ≤ nq ≤ nidx ≤ n.

Sznajder et al. [42] presents the Metric Inverted Index. Multiple features
are indexed in a more independent way compared to [19]. Clustering is used
to determine a set of n lexicon entries (i.e. cluster centers) per feature. For
every feature, object references of o are added to the posting lists of the
closest centers. Similarly, a set of matching posting lists is computed for the
query. Query modes based on Boolean retrieval are then applied. Feature-
specific scores are combined with an aggregate function. The same authors
also propose Pivots Crossing Approximation [26] being conceptually similar
to [42].

It should be noted that the use of inverted files for content-based media
retrieval has been introduced many years ago (cf. e.g. [29]). Nevertheless, the
approaches presented in this section cannot guarantee exact results. Heuris-
tics are applied to find a balance between adequate retrieval quality and
acceptable computational complexity. In this regard, we see IF4MI as a first
step toward a scalable and efficient retrieval framework which allows both—
exact as well as approximate query processing. It is part of future work to
extend it with heuristics to further minimize computational complexity while
at the same time ensuring adequate retrieval quality.

3 Outline of IF4MI

The basic idea of IF4MI is rather simple. We use n pivot objects and maintain
a list for each pivot containing references to objects for which this pivot is the
closest among all pivots. On this basis, IF4MI uses different pruning criteria
applicable in the context of MAMs. These criteria are used to prune certain
regions of the feature space (i.e. complete lists of the structure) or individual
feature objects from search. We briefly outline these criteria in the context
of range queries following the notation of [49]. They are in detail described
in [11, 20, 35, 49]. How these pruning criteria are used for k -NN queries in
case of IF4MI is also shown in this section.

If a query lies in the cell of center c∗, i.e. reference object c∗ is the closest
center out of the set C of all available reference objects according to a given
query object q, we can prune—by exploiting the triangle inequality—any clus-
ter Γi (and hence all objects within the very cluster) if d(ci,q)−d(c∗,q)> 2r,
where r corresponds to the search radius (double-pivot distance constraint).

If a maximum cluster radius rmax
i for a cluster Γi is given, i.e. the maximum

distance of any object o in the cluster from its center ci, the very cluster can
be pruned if d(ci,q)− r > rmax

i (range-pivot distance constraint). A similar
condition can be applied according to the minimum cluster radius rmin

i , i.e.
the minimum distance of any object o within the cluster from its center ci.
We can prune cluster Γi if d(ci,q)+ r < rmin

i .
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The range-pivot distance constraint can also be used in an inter-cluster
way. Two matrices MAX and MIN are applied to store maximum and min-
imum cluster radii rmax

i, j and rmin
i, j respectively for i, j ∈ {1, . . . ,n} where rmax

i, j
represents the maximum distance from any object out of cluster Γi to clus-
ter center c j and rmin

i, j represents the minimum distance from any object out

of cluster Γi to cluster center c j. Elements rmax
i,i and rmin

i,i on the diagonal of
the matrices MAX and MIN thus capture the maximum cluster radius rmax

i
and minimum cluster radius rmin

i of cluster Γi respectively as described above.
Cluster Γi can be pruned if there exists a cluster Γj for which d(c j,q)+r < rmin

i, j
or d(c j,q)− r > rmax

i, j [47].
Fig. 3 visualizes a search situation performing a range query with query

radius r where cluster Γ2 can be successfully pruned. By solely using the
double-pivot distance constraint, cluster Γ2 cannot be pruned since the query
ball V intersects cluster Γ2. (For visualization purposes the cluster border
between Γ1 and Γ2 is drawn as a solid line.) If we administer for every cluster
only the minimum and maximum cluster radius of objects in the cluster
(shown by the hyper-ring H2,2 around cluster center c2 in Fig. 3), cluster Γ2

can still not be pruned. The matrices MIN and MAX are thus necessary to
successfully prune cluster Γ2. If we also apply the radii rmin

2,1 and rmax
2,1 , i.e. the

minimum and maximum distance of feature objects in cluster Γ2 from c1, it
can be determined that there are in fact no relevant feature objects in the
intersection area of the query ball V and the hyper-ring H2,2. The region of
possible feature objects is thus limited to the two intersection areas of H2,2

and H2,1 and since the query ball V does not intersect any of these regions,
cluster Γ2 does not contain any database objects relevant to the query.

Fig. 3 Cluster pruning example demonstrating the usefulness of MIN and MAX



2 Inverted File-Based General Metric Space Indexing 15

A further pruning constraint can be applied on an object level rather than
a cluster level. If |d(ci,q)−d(ci,o)|> r, object o can be pruned without com-
puting d(q,o). This is called the object-pivot distance constraint. Hence, dis-
tance computations between the query object q and a feature object o can be
avoided at the price of storing distance values d(ci,o) which are often anyway
computed during the insertion of o into the index structure. Usually, d(ci,o)
values are stored for multiple cluster centers ci. Hence, the computation of
d(q,o) can be skipped if the condition in formula 1 is fulfilled. This so called
pivot filtering is a direct application of the object-pivot distance constraint.

max
ci

|d(ci,q)− d(ci,o)| > r pivot filtering (1)

IF4MI makes use of all the above-mentioned pruning criteria. We use a set of
n reference objects and assign a feature object o to its closest cluster center
c∗ = arg minci∈C d(ci,o). Cluster IDs cid(ci) are used as virtual terms. Hence,
we obtain a lexicon of size n (cf. Fig. 4). During insertion, an object reference
oid(o) is only inserted into the posting list of c∗. Note that every object ID is
thus contained only in a single posting list of the inverted index. By default,
the postings of a posting list are sorted by oid(o) in increasing order.
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Fig. 4 Outline of IF4MI structure

Two additional matrices MAX and MIN as explained before are admin-
istered in main memory and used for cluster pruning, i.e. pruning of posting
lists without processing them. This requires O(2n2) additional space. At the
object level, i.e. for each posting, we maintain up to n object-pivot distances
d(ci,o). By doing so we can apply pivot filtering when traversing posting lists
which could not be pruned before. An algorithm for k -NN queries with q as
the query object is outlined in Fig. 5.
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L: list of 〈cid(ci),d(ci,q)〉 pairs sorted by ascending d(ci,q)
topk[]: array of length k with 〈oid(o),d(q,o)〉 pairs,

initially: d(q,o) = ∞ for all entries
n: total number of centers used
pos: position counter for L, initially set to 0

while topk[k− 1].d ≥ (L[pos].d −L[0].d)/2 do
if !clusterPruningPossible(L[pos].cid) then

processPostingList(L[pos].cid, topk)
end
pos = pos+1
if pos == n then

break
end

end

Fig. 5 Algorithm for k -NN queries

The while-condition is a direct application of the double-pivot distance con-
straint. From the fact that L is ordered by ascending distance values d(ci,q)
it follows that the search can stop as soon as the condition is not fulfilled
for the first time since L[pos].d monotonically increases with increasing pos.
In the next line it is checked if the cluster with ID L[pos].cid can be pruned.
Here, the range-pivot distance constraint is tested with the help of MAX and
MIN in an intra- as well as inter-cluster fashion. If a cluster cannot be pruned
its posting list is processed and pivot filtering is applied to the objects when-
ever possible. If an object cannot be pruned d(q,o) has to be computed and
topk is possibly updated. Hereby, the current search radius (i.e. topk[k−1].d)
used for object and cluster pruning might also be updated. The algorithm for
range queries is straightforward.

As mentioned before, we consider the Metric Index [31, 32] as a current
state-of-the-art MAM. Its superior performance according to the number of
necessary distance computations is influenced by the fact that it applies all the
pruning constraints outlined above. IF4MI uses the same pruning constraints.
However, an obvious difference between IF4MI and the Metric Index is the
space partitioning used by these approaches. Thus, we extend IF4MI by ap-
plying the space partitioning of the Metric Index (cf. Sect. 2.2 and Fig. 2) and
compare it with the initial space partitioning of IF4MI. Results are shown in
Sect. 4.4. We use the algorithm outlined in [30] to map l-permutations which
identify the clusters of the Metric Index to integers in the range of [0,ml −1]
in order to be able to store minimum and maximum cluster radii in the
two matrices MAX and MIN as before. Query processing is implemented in
form of a k -NN algorithm similar to the one described in [32] which relies on
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a priority queue ordering clusters by a penalty score. This penalty score cap-
tures the “proximity” between a cluster and the query object.

4 Experiments

Retrieval performance of IF4MI is analyzed in detail in Sect. 4.1. Sect. 4.2
shows that IF4MI can in certain scenarios outperform the M-tree [12] and the
PM-tree [40]—two alternative MAMs—according to the number of necessary
distance computations. The memory requirements of the different approaches
are analyzed in Sect. 4.3. In Sect. 4.4, we compare our approach with the
Metric Index [32] and apply its space partitioning technique to our inverted
file-based approach. Many MAMs such as the PM-tree, the Metric Index,
and IF4MI rely on pivot filtering. In Sect. 4.5, we present a heuristic in order
to reduce the number of centers ci which need to be tested when applying
pivot filtering. This heuristic is not limited to IF4MI and can be applied
within various MAMs. Finally, Sect. 4.6 analyzes the benefits of IF4MI when
performing multi-feature queries comprised of a k -NN similarity query and
an additional filter criterion.

In the following, we assume a CBIR task. Experiments are based on the
CoPhIR dataset [4]. Our collection consists of the first 100,000 images from
CoPhIR archive no. 1. Twenty runs with varying sets of cluster centers are
performed which are randomly chosen from the remaining images of the first
archive. In each run we use the same set of 200 query objects randomly se-
lected from CoPhIR archive no. 106. We thus perform 200 20-NN queries per
run. We use the features which come with the CoPhIR dataset (distances
in brackets according to [27]): ScalableColor (L1), ColorStructure (L1), Col-
orLayout (weighted L2), EdgeHistogram (variant of L1), and Homogeneous-
Texture (variant of L1).

The difficulty of an indexing task in metric spaces can be characterized
by the intrinsic dimensionality defined as ρ = μ2/(2σ2) where μ represents
the mean and σ2 corresponds to the variance of the histogram of pairwise
distances [11]. We prepared four feature combinations with different values of
ρ : FC1 (ColorLayout only, ρ = 4.4), FC2 (EdgeHistogram only, ρ = 7.7), FC3

(ColorLayout and EdgeHistogram, ρ = 10.9), FC4 (all features, ρ = 13.7). In
case of FC3 and FC4 features were normalized and weighted equally.

4.1 Retrieval Performance of IF4MI

At first, we consider the number of distance computations as the dominating
cost factor. This is in correspondence with much of the literature in the field of
MAMs [37]. In addition, it is motivated by the fact that IF4MI can be used
as a main-memory indexing technique following the general trend toward
in-memory databases [34], because of IF4MI’s potential for a relatively small
index size. (The memory requirements of IF4MI will be analyzed in Sect. 4.3.)
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Fig. 6 Necessary distance computations and pruned feature objects

Of course, IF4MI can also be applied as a disk-based index. In this case,
cluster pruning is beneficial in order to avoid the unnecessary scanning of
posting lists which are stored on disk. When clusters cannot be pruned from
query processing and posting lists are accessed, object pruning comes into
place in order to further reduce the number of database objects for which
distances d(q,o) have to be computed.
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Fig. 6 shows the average fraction of distance computations, the average
fraction of pruned objects via cluster pruning, and the average fraction of
pruned objects via object pruning. 100% correspond to |O|+ n = 100,000
+ 1024 = 101,024 because the number of distance computations is always
at least n = 1024 since the list L (cf. the algorithm in Fig. 5) is computed
during query processing in any case. IF(n,n′) will in the following denote the
parameter values of IF4MI with n indicating the total number of reference
objects used and n′ (n′ ≤ n) indicating the number of d(ci,o) distances stored
and used for pivot filtering (cf. Sect. 3).

In case of IF(1024,1024) based on 1024 cluster centers 1024 precomputed
d(ci,o) distances stored in the postings are used for object pruning (cf. Fig. 6).
For IF(1024,128) cluster pruning is still based on the whole set of n = 1024
centers while only n′ = 128 randomly chosen centers and thus 128 precom-
puted d(ci,o) distances are applied for pivot filtering. Of course, reducing the
number of distance values stored in the postings for example from 1024 to
128 reduces the memory size of the index and I/O cost in case of the posting
lists being stored on secondary memory. But, at the same time, the number
of distance computations increases since fewer objects can be pruned. Both,
n′ and n are tuning parameters of IF4MI and a more detailed analysis in this
regard is part of the remainder of this section.

IF([1024],1024)—corresponding to the rightmost bar in each group in
Fig. 6—is a parameter setting similar to LAESA (cf. Sect. 2.1) where no clus-
ter pruning is applied at all although the cluster structure based on 1024 ref-
erence objects is used for indexing. All posting lists are in this case processed
in order to prune objects based on n′ = 1024 precomputed d(ci,o) distances.
From Fig. 6 it can be observed that pivot filtering at the posting level is very
effective. IF(1024,1024) requires the same amount of distance computations
as IF([1024],1024). Nevertheless, the latter is more expensive w.r.t. disk I/O
costs since no database objects are pruned via cluster pruning. Of course,
especially in a setting where the posting lists are administered on secondary
memory, we would like to reduce the number of pruned objects through more
effective cluster pruning instead of massively relying on object pruning and
thus disk I/O reads. The parameter settings in Fig. 6 with n′ < n represent
compromises reducing disk I/O costs while increasing the number of distance
computations. An optimal value for n′ can be found based on the computa-
tional complexity of the distance measure, the available storage space, and
the general scenario of a main memory or secondary memory based index.

To give an impression, Fig. 7 shows—for a randomly selected run—the
number of postings per posting list. For this particular run only a single
cluster does not contain any postings. We can see that the distribution of the
number of postings per cluster is skew. It is likely to be influenced by the
technique used for choosing the reference objects. Thus, we will focus on this
issue in more detail in future work when analyzing different pivot selection
techniques (cf. e.g. [7, 9, 49]).
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In order to further analyze the characteristics of IF4MI we vary the pa-
rameters n and n′. Fig. 8 thus shows the fraction of necessary distance com-
putations compared to a sequential scan for different parameter values of n
and n′. Results are shown for FC4 only. It can be observed that increasing
n and thus the number of clusters only pays off—according to the number
of necessary distance computations—if n′ is relatively small (e.g. n′ ≤ 40). In
these situations there is a steady decrease in the fraction of distance com-
putations with increasing n, especially when n′ is very small such as in case
of IF(n,1). For bigger numbers of n′ (e.g. n′ = 128) pivot filtering is able to
prune large amounts of irrelevant database objects and thus a very small
n = 256 already offers the best retrieval performance amongst the measured
parameter settings. The increase in the fraction of distance computations for
n′ = 128 when n becomes large can be explained by the fact that n distance
computations are already performed per query before actually entering the
pruning process when computing the list L outlined in the algorithm pre-
sented in Fig. 5 on page 16. Here, the space partitioning used by the Metric
Index is a suitable alternative when a larger number of clusters is desired (cf.
Sect. 2.2 and Sect. 4.4).

As can be observed from Fig. 8, a large number of clusters is inevitable
to reduce the number of distance computations when memory requirements
do not permit the use of a sufficient number of reference objects for pivot
filtering. Otherwise, whenever it is affordable to apply a rather large number
of reference objects (e.g. n′ = 128), the influence of choosing an adequate n is
not that crucial, and even a small n = 256 leads to a reduction in the total
number of distance computations; IF(256,128) performs best amongst the
different parameter setting displayed in Fig. 8.
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Fig. 8 Fraction of distance computations compared to a sequential scan when
varying n and n′ for IF4MI(n,n′)

In order to reduce disk I/O costs when storing the posting lists of IF4MI on
secondary memory, it becomes crucial to prune as many clusters as possible
from search. Tab. 2 shows for a randomly selected run the average number of
pruned clusters for different values of n. In case of many clusters (i.e. n= 8192)
almost 50% of the clusters are pruned. However, the remaining 50% have to
be read from disk.

Table 2 Number of pruned clusters of IF4MI for different values of n

n empty clusters pruned empty clusters pruned clusters total

256 0 0.00 39.53
512 0 0.00 104.22
1024 1 0.97 270.58
2048 15 13.85 682.24
4096 76 70.87 1677.94
8192 395 369.14 3948.21

Fig. 9 shows for IF(n,40)—when varying the number n of reference objects
used—the average number of necessary distance computations as well as the
average number of database objects being pruned from search by cluster and
object pruning. It can be observed that larger numbers of clusters lead to more
objects being pruned by cluster pruning. On the other hand, less database
objects are to be pruned by object pruning. A larger number of clusters might
thus justify the use of fewer reference objects for object pruning.
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Fig. 9 Successfully and unsuccessfully pruned database objects for IF(n,40)

4.2 Comparing the Retrieval Performance of IF4MI
with the M-Tree and PM-Tree

In order to compare IF4MI with alternative approaches we use the M-tree
library from http://mufin.fi.muni.cz/trac/mtree/ and acknowledge its
contributors. This library already provides some improvements to the original
M-tree [12] such as a PM-tree implementation [40], a multi-way insertion
algorithm [39], and an improved split policy [44]. The node size of the M-
tree is set to 4096 byte which is the default block size of many current file
systems, since we assume a secondary memory based index which is in large
parts stored on disk and thus disk I/O might become a cost factor that cannot
be ignored in addition to the number of necessary distance computations.

In contrast to the M-tree, the PM-tree relies on two parameters nhr and
npd. Inner node entries of the PM-tree apply a set of nhr reference objects in
order to be able to trim the covering region of a subtree through nhr hyper-
rings. A hyper-ring is hereby described by a reference object ci and a pair
of minimum and maximum distances of the database objects in the subtree
from ci. Therefore, O(nhr) additional space has to be administered per node
entry in the inner nodes of a PM-tree. The second parameter npd affects
the representation of the leaf nodes. A set of npd reference objects is used in
order to be able to apply pivot filtering. Hence, npd additional d(ci,o) distance
values are stored per feature object in a leaf node entry.

Fig. 10 visualizes the fraction of necessary distance computations compared
to a sequential scan for different M-tree and PM-tree versions (assuming a
block size of 4096 byte) as well as for IF4MI. Different approaches use the
same set of x reference objects for pivot filtering in order to make results
more comparable. The PM-tree, denoted as PM(nhr,npd), corresponds to an

http://mufin.fi.muni.cz/trac/mtree/
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Fig. 10 Distance computations compared to a sequential scan for PM(nhr ,x) [block
size set to 4096 byte] and IF(n,x)

M-tree if both npd = 0 and nhr = 0. PM′(0,0) refers to the M-tree using the
multi-way insertion algorithm (cf. [39]).

We can observe the benefits of applying pivots since from Fig. 10 the differ-
ences in the number of distance computations between the M-tree approaches
which do not apply pivots—PM(0,0) and PM′(0,0)—and the approaches that
do so (PM-tree and IF4MI) are clearly noticeable in case of for example
x = 128. Furthermore, under the current parameter setting, IF(1024,x) with
x = 40 and x = 128 is able to outperform the corresponding M-tree and PM-
tree approaches when considering the necessary distance computations. It
was not feasible to include results for e.g. PM(1024,x) in Fig. 10 because of
the dramatically increased memory requirements.

Fig. 11 visualizes the fraction of distance computations in relation to a se-
quential scan for different tree-based approaches when varying the node/block
size of the trees. In case of PM(128,128)1 and a block size of 2048 byte, there
are many nodes with only a single entry since 128 · 8 byte (i.e. half of the
block size) is already occupied for storing the hyper-rings. In Fig. 11, accord-
ing to the number of necessary distance computations, larger block sizes than
2048 byte are more promising. It can be observed that when solely trying to
reduce the total number of distance computations an intermediate block size
performs best amongst the measured block sizes for the M-tree approaches

1 We included measurements for PM(128,128) since measurements for PM(256,128)
and a block size of 2048 byte failed because of increased memory requirements.
Nevertheless, for block sizes of 4096 byte and larger, these measurements as well
as those of the other PM-tree settings displayed in Fig. 10 show a similar trend
with less distance computations the higher the block size.
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(16384 byte for PM(0,0) and 8192 byte for PM′(0,0)). Thus, from this per-
spective, there seems to be an adequate clustering, i.e. assignment to subtrees,
where feature objects are grouped under a common node entry which can suc-
cessfully be pruned during search. With larger block sizes, a high branching
factor might lead to a less adequate clustering and thus an increase in the
number of necessary distance computations (cf. 32768 or 65536 for PM′(0,0)
in Fig. 11). When applying a PM-tree, i.e. PM(128,128), the number of dis-
tance computations does not increase again in case of larger block sizes. Pivot
filtering applied at the leaf level seems capable of still pruning many feature
objects from search. A similar effect has been observed in Fig. 6 for IF4MI
(e.g. IF([1024],1024)). Also the hyper-rings maintained in the inner nodes
might lead to a more effective pruning of sub-trees.
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Fig. 11 Influence of different block sizes on the number of distance computations
in relation to a sequential scan for the tree-based approaches

It might be argued that especially in case of a main memory-based indexing
scenario, a PM-tree approach with a big enough block size and an adequate
number of feature objects used for pivot filtering (e.g. npd = 128) might be
used instead of IF4MI as well, since the performance of IF4MI according
to the number of distance computations can be achieved (cf. Fig. 8). In this
context, it is however important to notice that also an approach purely based
on pivot filtering such as e.g. LAESA (cf. Sect. 2.1) might fit the needs when
the only goal is to reduce the number of distance computations and other
costs such as disk I/O are ignored. Here, the memory requirements of the
different approaches become important. They are analyzed in the following
Sect. 4.3.
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4.3 Memory Requirements of the Different
Approaches

IF4MI is currently built as a disk-based Lucene index which can be switched
toward a main-memory index. The space complexity of IF4MI consists of
several parts. n′ · |O| precomputed distance values are stored in the posting
lists of the inverted index since only n′ instead of n distance values are stored
per indexed database object. Besides this, O(2n2) additional space is used for
storing MIN and MAX. Furthermore, a negligible small amount of directory
information is maintained in main memory. Finally, the database objects are
stored in a separate field of the index (e.g. approx. ω = 0.5 KB per database
object in case of FC4). The total memory requirements of IF4MI can thus be
determined by formula 2, where α represents the storage space needed for a
single distance value, e.g. 4 bytes when no binning technique is applied. This
leads for example to approx. 110 MB in case of IF(1024,128) which is also
measured in Tab. 3.

SIF4MI(n,n′) = α · (n′ · |O|+ 2n2)+ω · |O| (2)

Table 3 Memory requirements of IF4MI as measured during the experiments

memory requirements

IF(1024,16) 65.1 MB
IF(1024,40) 74.8 MB
IF(1024,128) 110.0 MB

The memory requirements of IF4MI can easily be estimated in advance
with the use of formula 2 as well as formula 3 when adapted to the space
partitioning of the Metric Index (cf. Sect. 4.4). Thus, depending on the run-
time complexity of the distance measure and the available main memory,
adequate numbers of applied reference objects (i.e. parameter values for n
and n′) can be determined. It should also be noted that with an unoptimized
implementation, query response time for the hardest feature combination FC4

is on average 0.5 s in case of IF(1024,1024) (single CPU on Intel i7 860, 8MB
cache, 2.8 GHz).

When estimating the memory requirements of the M-tree the following
statistics are used:

There are |O| = 100,000 database objects to be indexed. The size of an
inner node entry is considered to be 512 byte and a leaf node entry is esti-
mated to occupy 508 byte (cf. Tab. 4). If a block size of 4096 byte is assumed,
8 entries fit in inner as well as leaf nodes. Of course, not all of the nodes
are fully occupied. In the following calculations, an average load factor of
ln(2) ≈ 69.3% is assumed (cf. [48]). This results—on average—in 5.54 and
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Table 4 Memory requirements for M-tree node entries

internal node entry

routing object 500 byte
reference to subtree 4 byte
radius 4 byte
distance to parent 4 byte

sum: 512 byte

leaf node entry

routing object 500 byte
distance to parent 4 byte
object identifier 4 byte

sum: 508 byte

5.59 node entries for inner and leaf nodes respectively2. Using these num-
bers, the outcome is an estimated M-tree index size of 89.4 MB. So, more
memory is needed in comparison with IF(1024,40) (cf. Tab. 3) while at the
same time leading to more distance computations (cf. Fig. 10).

Of course, the PM-tree approaches need more memory compared to the
M-tree for representing the hyper-rings in the inner nodes and storing the
object-pivot distances in the leaf nodes. Memory requirements considerably
increase with increasing nhr since nhr additional distance pairs have to be
administered for every entry of a PM-tree inner node.

In large-scale scenarios with potentially millions of database objects where
it is inevitable to store parts of the index on secondary memory, there might
be the need for adapting the node size of the tree structures to the physical
block size of the underlying file system in order to reduce disk I/O costs. As
shown before, for a typical block size of 4096 byte, when analyzing only the
number of necessary distance computations, IF4MI can outperform the PM-
tree. Furthermore, the storage space required by the reference objects within
the nodes of a tree-based index structure might become a serious problem.
When applying MAMs, no assumption is made about the representation of
the database objects, thus they might become arbitrary complex according
to memory requirements. Of course, references could be used instead of the
objects themselves. However, this would require additional disk accesses.

4.4 Using the Space Partitioning of the Metric Index

Table 5 compares different space partitioning approaches. MImod(m, l) hereby
denotes the variant of IF4MI where the space partitioning of the Metric
Index is applied. In contrast to the original Metric Index, MImod(m, l) is
built upon the inverted file library and does not rely on the mechanism for
mapping feature objects to one dimensional values for storing them in a B+-
tree. MImod(m, l) can on the lowest cluster level theoretically maintain up to
ml clusters. Each cluster on level l is thus mapped to a single posting list, and

2 We believe that this is an optimistic estimate which leads to an underestimation
of the true M-tree index size. As an indicator, the M-tree library offers statistics
which show that the average number of leaf node entries is 4.94 for PM(0,0) and
3.24 for PM′(0,0).
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thus an object reference is only stored in a single posting list. In the posting
lists, the d(ci,o) values used for pivot filtering are stored as before.

The parameters of MImod are set to m = 40 and l = 3. Experiments in [32]
based on the CoPhIR dataset show that a static structure with a fix value
of l = 3 already achieves good retrieval performance and even a dynamic
tree structure evolving by limiting the number of feature objects per clus-
ter cell can only slightly improve retrieval results according to the number
of necessary distance computations. In order to compare MImod(40,3) with
IF4MI both approaches use the same set of pivots for pivot filtering and thus
n′ = m = 40. The value of n is set to 347—which is the maximum possible
value so that the memory size of IF(n,40) remains below the corresponding
memory requirements of MImod(40,3). Results according to the number of
necessary distance computations are similar (cf. Tab. 5) which was expected
since the same set of reference objects is used for pivot filtering and the same
pruning constraints are applied. Retrieval performance of the static Metric
Index is thus possible for IF4MI and IF4MI can be extended to follow the
space partitioning of the Metric Index.

Table 5 Comparison of IF4MI and Metric Index based space partitioning

distance computations memory requirements

MImod(40,3) 58,828.3 66.50 MB
IF(347,40) 58,822.0 66.49 MB

To show that the similar performance of IF(347,40) and MImod(40,3) ac-
cording to the number of necessary distance computations is not completely
due to the pruning power of pivot filtering, Fig. 12 visualizes the number of
database objects which are pruned by cluster pruning. It can be observed that
MImod(40,3) offers a slightly better pruning power according to cluster prun-
ing. However, IF(347,40) can compensate this by excluding more database
objects through pivot filtering. The remaining numbers of necessary distance
computations in Fig. 12 correspond to the numbers displayed in Tab. 5. The
height of the MImod(40,3) bar in Fig. 12 is 347-40 = 307 units smaller than
the height of the IF(347,40) bar, since for every query IF(347,40) requires 347
distance computations to compute the list L (cf. algorithm in Fig. 5) whereas
MImod(40,3) needs only 40 distance computations to determine the cluster
where the query lies in.

The memory requirements of MImod(m, l) can also be determined with the
help of formula 2 on page 25. Since n′ = m and since the number of clus-
ters resulting from the l-permutations is ml , the memory requirements of
MImod(m, l) are:

SMImod(m,l) = α · (m · |O|+ 2 ·ml)+ω · |O| (3)
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and MImod(40,3)

4.5 Improvements to Pivot Filtering

Pivot filtering (cf. formula 1 on page 15) is applied by different MAMs such as
the Metric Index, the PM-tree, and IF4MI. There are analyses of how to best
choose pivots ci (cf. e.g. [7, 9, 49]). In this section, it is analyzed how to best
evaluate the condition outlined in formula 1. This is of special importance to
IF4MI since the number of reference objects used for pivot filtering might be
large. In this section, four different strategies are analyzed for determining
the order in which the centers ci should be processed to break as soon as
the object-pivot distance constraint used in formula 1 is fulfilled for the first
time.

Random: In this case no specialized strategy for determining the best order
of how to evaluate different centers ci is applied. Thus, the centers ci are
processed from i = 1,2, . . . ,n which corresponds to a random ordering since
centers are initially chosen at random. This random ordering represents the
baseline technique against which the three alternative approaches presented
in the following are compared.

Lq Reverse and Lq Order: When performing pivot filtering, lower bound

distances ďi = |d(ci,q)−d(ci,o)| of the true distance d(q,o) are computed with
the help of reference objects ci in order to determine if the possibly expensive
computation of d(q,o) can be avoided. The consideration of the cluster centers
ci in the above formula can be stopped as soon as ďi > r is fulfilled for the
first time with r denoting the current search radius (cf. formula 1). Thus,
it is desirable to first check centers ci with large lower bound distances ďi.
An analysis of the formula ďi = |d(ci,q)− d(ci,o)| shows that the resulting
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different pivot filtering heuristics in case of IF(1024,1024)

absolute value can be high either because d(ci,q) is high and d(ci,o) is low
or because d(ci,q) is low and d(ci,o) is high. As a consequence, especially
medium values for d(ci,q) are candidates with a limited potential for selective
lower bounds. Since the list Lq (denoted as L in the algorithm presented
in Fig. 5 on page 16) is anyway computed at the beginning of the query
process, Lq can directly be applied exploiting this observation. Lq reverse
corresponds to an ordering of the centers ci by decreasing distance d(ci,q)—
in opposition to the increasing ordering denoted as Lq order typical for many
scenarios (cf. e.g. [16] or the algorithm in Fig. 5). Results in Fig. 13 indicate
that both strategies cannot outperform the processing of the reference objects
in random order. Thus, a hybrid combination is investigated, too.

Lq Alternate: Here, the two approaches Lq reverse and Lq order are com-
bined. Therefore, the centers are chosen from Lq which is anyway computed
during query processing in an alternate fashion. First, the center at position
n−1 of the list Lq is selected, then it is proceeded with the center at position
0, center at position n− 2, center at position 1, and so on. Consequences for
query processing can be observed from Fig. 13. This approach clearly out-
performs the other techniques. In case of FC4, if a database object can be
successfully pruned from query processing by applying pivot filtering, approx-
imately 55 lower bound distances are computed on average compared to 146
without optimization. Since on average 42,198.1 database objects are pruned
for this particular setting (cf. object pruning for FC4 and IF(1024,1024) in
Fig. 6), the number of lower bound distance computations can—on average—
be reduced per query from approx. 6.2 to 2.3 million.
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Instead of using Lq and thus d(ci,q), the decision of choosing reference
objects for pivot filtering could also be based on Lo, i.e. an ordering of all
ci ∈C according to d(ci,o). Lo is computed during the insertion of a database
object o but not explicitly present in the current index structure at query
time. Cluster indexes i could be stored in addition to now sorted d(ci,o) values
(either in Lo order or reversely) in order to be able to compute the lower bound
distances without having to recompute Lo at query time. Alternatively, with
the initial design of an individual posting as displayed in Fig. 4, the list of
d(ci,o) values could be sorted at query time in order to identify the largest
value, the smallest, the second largest, the second smallest, etc. While the first
alternative would increase the size of the index, the second would negatively
influence runtime performance. Furthermore, initial measurements indicate
that an alternate strategy based on Lo cannot outperform Lq alternate.

4.6 Processing Filter Queries

Recent studies in CBIR such as [33] indicate that query processing purely
based on content-based techniques is not sufficient for effective retrieval. Tex-
tual information provides an important additional search criterion which is
frequently applied. Not only in the domain of CBIR, it is necessary to in-
tegrate various search criteria and filter searches. The same applies for web
search engines where for example file type, language, or date are recognized
as important filter criteria.

In this section, it is shown how IF4MI can benefit from the extensive knowl-
edge in the field of inverted files. The skip pointers are used in order to make
query processing more efficient since they prevent the unnecessary reading
of posting list entries. Textual filter conditions are performed in combination
with content-based k -NN queries. Therefore, also the tags of the CoPhIR col-
lection are indexed. Of course, instead of applying tags as filters, various other
aspects (as depicted in Sect. 1) are also possible—especially in the context of
quality-aware IR.

We analyze a random run with 200 queries. The queries are constructed
as follows: We use randomly chosen images as described in Sect. 4 and define
the tag with the highest document frequency among all tags associated with
the image as our filtering query term. Among the 200 randomly chosen query
images only 138 are tagged at all, leaving 138 test queries.

IF4MI based query processing considers the inverted list representing im-
age content properties only, if the document frequency of the filter term is
higher than the number of clusters n. Otherwise, the number of distance cal-
culations d(ci,q) in order to compute the list L (cf. the algorithm outlined in
Fig. 5) already exceeds the number of necessary distance computations when
calculating the object-query distances d(q,o) directly for all objects fulfilling
the textual filter criterion. As shown in the gray shaded row of Tab. 6, only for
26 query images the document frequency of the most frequent tag is higher
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than 1024, only for 70 query images the document frequency of the most
frequent tag is higher than 512, and only for 88 query images the document
frequency of the most frequent tag is higher than 256.

Table 6 (white background) shows for FC4 how many postings can be
skipped when performing 20-NN queries and additionally applying a textual
query filter. The default parameter values of Lucene such as a skip interval of
16 are directly applied without optimization. We can see that with decreas-
ing n the number of skipped postings increases. This is especially beneficial
in case of a main-memory index when not disk access but the reading and
decoding of posting lists becomes the dominating cost factor [3]. It should be
noted that e.g. for x = 512 an average value of approx. 25,000 skips does not
mean that approx. 75,000 database objects are accessed since cluster prun-
ing is applied and posting lists are excluded from query processing whenever
possible. In order to benefit from skipping—under the assumption that dis-
tance computations are the dominant cost factor—one might also think of a
simultaneous maintenance of multiple indexes with different values of n such
as 1024, 512, 256, etc.

Table 6 Skipped postings for IF(n,*) in case of textual filter queries

n=1024 n=512 n=256

#queries 26 70 88
average 9,765.9 24,855.2 35,670.0
minimum 2,494 5,017 9,779
maximum 19,906 67,655 72,680
median 7,631 20,046 32,775
1st quartile 6,212.0 13,514.3 23,623.0
3rd quartile 15,401 28,877.5 43,896

5 Conclusion and Outlook

In this chapter IF4MI has been presented—an exact MAM based on inverted
files. To our best knowledge it is the first metric access method which brings
the accuracy of existing MAMs to inverted files allowing for exact k -NN and
range queries. In addition, it has been shown that IF4MI can outperform an
M-tree and a PM-tree implementation under typical parameter settings ac-
cording to the number of necessary distance computations. Moreover, IF4MI
can compete with the Metric Index without relying on an underlying B+-tree
or a similar data structure. IF4MI can benefit from the extensive knowledge
in the field of inverted files and e.g. inherently provides a multi-feature MAM
which opens doors for a wide range of quality-aware IR applications.

It is our goal to build a flexible, scalable retrieval framework based on
IF4MI and thus inverted files supporting multiple search criteria (text, me-
dia content, date & time, geographic data, quality aspects), different data
types (quality profiles, multimedia objects, plain and structured text), and
various query modes (similarity search, faceted search, etc.). In this regard,
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it will be interesting to analyze how IF4MI can integrate with powerful soft-
ware libraries such as Elasticsearch (http://www.elasticsearch.org/) and
Katta (http://katta.sourceforge.net/) according to distributed large-
scale query processing, Apache Solr (http://lucene.apache.org/solr/)
according to faceted search capabilities, etc.
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ric Spaces. ACM Comput. Surv. 33(3), 273–321 (2001)

12. Ciaccia, P., Patella, M., Zezula, P.: M-tree: An Efficient Access Method for
Similarity Search in Metric Spaces. In: Proc. of the 23rd Intl. Conf. on Very
Large Data Bases, pp. 426–435. Morgan Kaufmann, Athens (1997)

13. Connor, R., Simeoni, F., Iakovos, M., Moss, R.: A bounded distance metric for
comparing tree structure. Inf. Syst. 36(4), 748–764 (2011)

14. Croft, W.B., Metzler, D., Strohman, T.: Search Engines – Information Retrieval
in Practice. Pearson, Upper Saddle River (2010)

15. Datta, R., Li, J., Wang, J.Z.: Algorithmic inferencing of aesthetics and emo-
tion in natural images: An exposition. In: Proc. of the Intl. Conf. on Image
Processing, pp. 105–108. IEEE, San Diego (2008)

http://www.elasticsearch.org/
http://katta.sourceforge.net/
http://lucene.apache.org/solr/
http://arxiv.org/abs/0905.4627v2


2 Inverted File-Based General Metric Space Indexing 33

16. Eisenhardt, M., Müller, W., Henrich, A., Blank, D., El Allali, S.: Clustering-
based source selection for efficient image retrieval in peer-to-peer networks. In:
Proc. of the 8th Intl. Symp. onMultimedia, pp. 823–830. IEEE, San Diego (2006)

17. Esuli, A.: MiPai: Using the PP-Index to Build an Efficient and Scalable Simi-
larity Search System. In: Proc. of the 2nd Intl. Workshop on Similarity Search
and Applications, pp. 146–148. IEEE, Washington, DC (2009)

18. Figueroa, K., Chavez, E., Navarro, G., Paredes, R.: Speeding up spatial approx-
imation search in metric spaces. J. Exp. Algorithmics 14, 6:3.6–6:3.21 (2010)

19. Gennaro, C., Amato, G., Bolettieri, P., Savino, P.: An Approach to Content-
Based Image Retrieval Based on the Lucene Search Engine Library. In: Lalmas,
M., Jose, J., Rauber, A., Sebastiani, F., Frommholz, I. (eds.) ECDL 2010.
LNCS, vol. 6273, pp. 55–66. Springer, Heidelberg (2010)

20. Hetland, M.L.: The Basic Principles of Metric Indexing. In: Coello, C.A.C.,
Dehuri, S., Ghosh, S. (eds.) Swarm Intelligence for Multi-objective Problems
in Data Mining. SCI, vol. 242, pp. 199–232. Springer, Heidelberg (2009)

21. Hu, X., Chiueh, T.C., Shin, K.G.: Large-scale malware indexing using function-
call graphs. In: Proc. of the 16th ACM Conf. on Computer and Communications
Security, pp. 611–620. ACM, New York (2009)

22. Jing, Y., Baluja, S.: Pagerank for product image search. In: Proc. of the 17th
Intl. Conf. on World Wide Web, pp. 307–316. ACM, New York (2008)

23. Kunze, M., Weske, M.: Metric trees for efficient similarity search in large process
model repositories. In: Muehlen, M.z., Su, J. (eds.) BPM 2010 Workshops.
LNBIP, vol. 66, pp. 535–546. Springer, Heidelberg (2011)

24. Lalmas, M.: XML retrieval. Synthesis Lectures on Information Concepts, Re-
trieval and Services. Morgan & Claypool Publishers (2009),
http://www.morganclaypool.com/doi/abs/10.2200/

S00203ED1V01Y200907ICR007

25. Lee, J.: A graph-based approach for modeling and indexing video data. In:
Proc. of the 8th IEEE Intl. Symp. on Multimedia, Washington, DC, USA, pp.
348–355 (2006)

26. Mamou, J., Mass, Y., Shmueli-Scheuer, M., Sznajder, B.: A Unified Inverted
Index for an Efficient Image and Text Retrieval. In: Proc. of the 32nd Intl.
Conf. on Research and Development in Information Retrieval, pp. 814–815.
ACM, New York

27. Manjunath, B.S., Salembier, P., Sikora, T. (eds.): Introduction to MPEG-7:
Multimedia Content Description Interface. Wiley & Sons (2002)
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Chapter 3
Performance Prediction for Quality
Recommendations

Josephine Griffith, Colm O’Riordan, and Humphrey Sorensen

Abstract. Work in the area of collaborative filtering continues to predominantly
focus on prediction accuracy as a measure of the quality of the systems. Other mea-
sures of quality of these systems have been explored but not to the same extent.
The work described in this chapter considers quality from the perspective of per-
formance prediction. Per user, the performance of a collaborative filtering system is
predicted based on rules learned by a machine learning approach. The experiments
outlined aim, using three different datasets, to firstly learn the rules for performance
prediction and to secondly test the accuracy of the rules produced. Results show
good performance prediction accuracy can be found for all three datasets. The work
does not step too far from the idea of prediction accuracy as a measure of quality
but it does consider prediction accuracy from a different perspective, that of pre-
dicting the performance of a collaborative filtering system, per user, in advance of
recommendation.

1 Introduction

The original foundations of collaborative filtering came from the idea of “automat-
ing the word of mouth process” that commonly occurs within social networks, where
people will seek recommendations from people with whom they share similar pref-
erences [29].

Given a set of users, a set of items, and a set of ratings, collaborative filtering
(CF) systems attempt to recommend items to users based on user ratings. Collab-
orative filtering systems traditionally make use of one type of information, that is,
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prior ratings, or implicit indications of ratings, that users have given to items. How-
ever, additional information, such as content and explicit social information, has
also been used. To date, application domains have predominantly been concerned
with recommending items for sale (e.g. music, movies, books, restaurants) and with
small amounts of text such as Usenet articles, email messages and bookmarks to
websites. The datasets within these domains have their own characteristics, but they
can be predominantly distinguished by the fact that they are both large and sparse,
i.e., in a typical domain, there are many users and many items but any given user
rates only a small percentage of all the items in the dataset.

Similar to software quality in general, and information retrieval system quality
specifically, measures of collaborative filtering quality typically are linked to a sys-
tem’s superiority or non inferiority in meeting a set of requirements with respect
to one or more metrics. These measures have important consequences in that the
relative merits of systems and algorithms can be compared empirically and assur-
ances of quality with respect to these metrics can be associated with systems and
algorithms.

Whilst viewing quality in terms of predictive accuracy is the focus of the ma-
jority of collaborative filtering studies, a user-centric view of quality has also been
considered where measures such as perceived accuracy, novelty, transparency, and
trustworthiness are considered [25].

The work described in this chapter also aims to view quality from a perspective
different to that of pure predictive accuracy. The motivation of the work comes from
the fact that recommender systems are increasingly becoming more prevalent to
the extent that, rather than being a tool useful in dealing with information overload,
they are becoming another source of information overload. Users are often presented
with too many recommendations, too frequently, and often without being given any
control over the quality of the recommendations. We believe that good recommender
systems can distinguish themselves by only supplying recommendations when there
is an associated level of confidence that the recommendations are of a sufficient
quality for a particular user.

We believe that collaborative filtering recommender systems have information at
their disposal which can allow them to predict whether a user is likely to receive
good recommendations or not. In the scenario proposed here, a collaborative filter-
ing system could, prior to recommendation, predict the performance it is likely to
achieve per user. If the predicted performance for a user is high, the system could
produce recommendations. However, if the predicted performance is low, the system
should, unless requested otherwise by a user, desist from making recommendations
to that user. The idea is that a user is likely to have more confidence in a system
which has indicated that its recommendations are poor, and the user may be moti-
vated to return to the system and enter more information to the system in the hope of
receiving better recommendations. This is in contrast to a system which will present
recommendations to a user irrespective of how good these recommendations are and
may cause users to lose confidence in the system when they are recommended items
that they know they do not like.
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Performance prediction has become an established field in the area of IR where
techniques are used to predict the accuracy of the results that are likely to be
achieved given some input query [35], [37]. This can be informative for users al-
lowing them to put more or less credence in the results returned by a system. The
information can also be used to modify the query in advance of retrieval so as to
improve performance if possible. In the collaborative filtering domain, Bellogı́n et
al. directly map the idea of a “clarity score” from IR to the collaborative filtering
domain with the aim of improving the performance of the system [4].

The focus of the work described in this chapter is also performance prediction in
a collaborative filtering domain. The aim is to predict, per user, the performance of
a collaborative filtering system so that this information could be presented to a user
in advance of recommendation. The performance prediction approach involves de-
riving statistical measures from the user rating information in the dataset and using
a machine learning approach to learn general rules about the predictive accuracy of
these derived measures.

The outline of the chapter is as follows: Section 2 presents an overview of the
quality measures used in information retrieval and collaborative filtering in addition
to an overview of the area of performance prediction in collaborative filtering and
information retrieval. An overview of the three datasets used in the work described
here is given in Section 3. Section 4 presents details of the performance prediction
approach proposed and Section 5 outlines how the performance prediction approach
is evaluated. Results are presented in Section 6 and conclusions are presented in
Section 7.

2 Previous Work

The quality of the results returned from information retrieval and recommender
systems is predominantly measured in terms of these system’s superiority or non
inferiority in satisfying a set of requirements. This evaluation approach allows
experiments to be repeated and allows the rigorous and scientific comparison of
systems and their underlying algorithms.

Systems have information at their disposal which can be used to offer feedback
to users on the predicted, or likely, quality (or accuracy) of the results that will be
returned to them. Recent work in IR in the area of performance prediction does this
by aiming to predict the accuracy of the results that are likely to be achieved given
some input query [35], [37] and these ideas from IR have also been adapted to the
collaborative filtering domain [4].

This section briefly overviews the main themes in information retrieval and col-
laborative filtering evaluation. Work in the area of performance prediction in both
information retrieval and collaborative filtering is also presented.
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2.1 Evaluating Information Retrieval Quality

In information retrieval, given a user query, a document collection and an IR sys-
tem, the quality of the retrieval system is usually defined in terms of retrieving doc-
uments relevant to the query and not retrieving documents which are not relevant
to the query. Systems are generally evaluated using metrics such as precision and
recall [28].

In addition, some systems also consider the relative quality of the information
returned, ranking results based on both predictive accuracy metrics and information
quality measures. Information quality measures have included link analysis of hy-
perlinked documents, finding authorities and hubs and incorporating user behaviour
[38], [18], [1].

2.2 Evaluating Collaborative Filtering Quality: Predictive
Accuracy Focus

A number of studies have been carried out in order to compare, from a predictive
accuracy perspective, the quality of the recommendations produced by various col-
laborative filtering algorithms. Intermediate steps within a particular approach can
also be evaluated. In most work, metrics are used to measure the ability of the sys-
tem to provide a recommendation on a given item (coverage) and to measure the
correctness of the recommendations generated for a given item by the system (accu-
racy). Herlocker et al. provide a comprehensive review of many suitable evaluation
metrics [15]. The most commonly used metrics include mean absolute error (MAE),
normalised MAE (NMAE), and root mean square error (RMSE) which compare the
exact rating value given to an item by a user to the exact value predicted for the item
by the system. The closer the two values are, the lower the error. The MAE score is
defined as:

∑N
i=1 |(pi − ri)|

N
(1)

where for N test items, on which the system returns predictions, pi is the predicted
rating for item i from the collaborative filtering system and ri is the actual rating
given by a user to item i.

Other evaluation metrics which have been used include Pearson correlation,
Spearman rank correlation, area underneath an ROC-4 and ROC-5 curve, half life
utility metric and the mean average precision at the top−N documents returned.

The difference between the systems evaluated by these metrics lies in the un-
derlying algorithms and approaches used. One large body of collaborative filtering
work investigates the difference in prediction accuracy when different weighting
schemes per user are used. The weighting schemes typically try to model some un-
derlying bias or feature of the dataset with many approaches weighting the rating
values. For example, items that are rated frequently by many users are penalised
by giving the items a lower weight [6], [36]; items with a high rating variance are
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weighted higher and items with a low rating variance are weighted lower [14], [36];
using the idea of a tf-idf weighting scheme from information retrieval for row nor-
malisation of the dataset [17] or as part of a probabilistic framework [32]; learning
the optional weights to assign to items [7], [16], [27]; giving a higher weighting
to user neighbours who have provided good recommendations in the past [23]; and
giving a higher weight to items which are recommended more frequently [11].

More recent work in collaborative filtering has abandoned these approaches in
favour of latent factor models, such as matrix factorization techniques. These tech-
niques have shown better accuracy than previous techniques [20].

2.3 Evaluating Collaborative Filtering Quality: User-Centric
Focus

McNee et al. claim that the focus on predictive accuracy as a measure of recom-
mender system quality has been detrimental to the field [22]. They claim that the
most accurate recommendations are not necessarily the most useful from a user per-
spective. Despite the very strong focus on algorithms and predictive accuracy, some
work does focus on quality from a user’s perspective. The metrics used are more
subjective, relying as they do on a user’s opinion of the system in addition to the
user’s opinion of the actual recommendations.

Swearingen and Sinha evaluated the quality of six recommender systems from a
user perspective but the user study was too small (with only 19 users) to draw any
conclusive results [30]. A larger study with 210 users and seven recommender sys-
tems was carried out by Cremonesi et al. [8]. Each recommender system differed in
the algorithm they used but each had the same user interface and the same dataset
in an effort to reduce the number of factors that might influence results. The focus
of the work was to compare the user’s perceived quality of the results (in terms
of accuracy, novelty and overall satisfaction) against the evaluated quality of the
results using standard accuracy metrics. Results show that the user’s perceived ac-
curacy of the recommendations did not correlate with the evaluated accuracy of the
recommendations.

Other user-centric studies have focused on including explanation interfaces [31];
generating a more diverse list of recommendations [39]; motivating users to rate
items [3] and motivating users to state preferences [21].

Pu and Chen develop an overall model to allow for user evaluation of recom-
mender system quality so that different studies can use a common set of measures.
The model can thus facilitate meaningful comparisons between studies [25]. The
model contains eight different categories of measures: perceived quality of recom-
mended items; interaction adequacy; interface adequacy; perceived ease of use; per-
ceived usefulness; control/transparency; attitude; and behavioural intentions. The
perceived quality of the recommended items category consists of measures such as
perceived accuracy, familiarity, novelty, attractiveness, enjoyableness, diversity and
content compatibility. Each measure is represented by a questionnaire statement.
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Users in a study can indicate their answers to each of the questions using a 1-5
Likert scale (1 indicating “strongly disagree” and 5 indicating “strongly agree”).

2.4 Performance Prediction in Information Retrieval

Query performance prediction in information retrieval aims to predict the effective-
ness of a given query with respect to a retrieval system and a document collection
[35], [37]. If query performance can be predicted in advance of, or during, retrieval,
then retrieval results may be improved for specific types of queries. Two categories
of performance prediction algorithms are studied: pre-retrieval and post-retrieval.
The aim of pre-retrieval performance prediction is to estimate the performance of
a query before any documents are retrieved. In comparison, post-retrieval perfor-
mance prediction uses the ranked list of documents, or performance scores, returned
from the search system to predict performance.

Examples of post-retrieval approaches are those proposed by Cronen-Townsend
et al. using a clarity score [9], those proposed by Amati et al. using a measure of
query difficulty to predict query performance [2] and approaches using the distribu-
tions of scores in the ranked list of documents returned by the system [24], [10].

He and Ounis present a pre-retrieval approach using a list of statistical values
which can be derived from the query prior to retrieval [13]. Pre-retrieval approaches
are generally less computationally expensive than post-retrieval approaches but as
they are not using the returned information from the search system they are also
generally less accurate than post-retrieval approaches.

2.5 Performance Prediction in Collaborative Filtering

In earlier, related work, the idea proposed is that a collaborative filtering system has
the information available to provide evidence as to whether the recommendations
produced by the system are likely to be weakly or strongly supported [12]. A user
can thus be provided with the information with which to judge the quality of the
recommendations which have been produced. The information used to obtain this
evidence is already available in the collaborative filtering dataset and some of the
information is calculated as part of the recommendation process. In that work, six
features were extracted from the collaborative filtering dataset and analysed with
respect to their effect on recommendation accuracy [12]. Each feature value above
a set threshold was used to provide one piece of “evidence” with respect to the
likely accuracy of the system in producing recommendations. Thresholds were cho-
sen based on the analysis of the effect of the features on prediction accuracy. The
more positive or negative pieces of evidence that exist for a given user, the more
likely that the recommendation results will be accurate (for positive evidence) or
inaccurate (for negative evidence). Results showed that a large percentage of users
were correctly identified as having weak or strong evidence. The results suggested
that it was worthwhile to investigate these and other features (and their effects) in
more detail.
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Bellogı́n et al. apply techniques from the area of performance prediction in in-
formation retrieval to the collaborative filtering domain [4]. They modify the clarity
score used in performance prediction in IR to define performance predictors for rec-
ommender systems. The clarity score can be viewed as the difference between a user
model and the background model. The idea is that a user model which is close to
the background model (i.e. similar to the background model) is a sign of ambiguity
as it is too similar to the background model to be distinguished from it.

In further experiments, Bellogı́n et al. use the clarity score to dynamically weight
neighbour’s contributions based on the prediction of the neighbour’s performance
using the clarity score [5]. A CF system using this dynamic weighting is compared
to a standard CF approach without dynamic neighbour weighting. Results showed
improved accuracy when using small neighbourhood sizes and comparable accuracy
with larger neighbourhood sizes.

3 Datasets

Three datasets are used to test the proposed performance prediction approach:
Movielens [14], Bookcrossing [39] and Lastfm [19]. These datasets were chosen
as they vary sufficiently from each other in terms of basic characteristics such as
number of users, number of items and sparsity. The Lastfm dataset differs from the
other two datasets in that the number of times a user listens to a music track (the
playcount) is stored rather than a discrete value for an item which would explicitly
indicate preference. A brief summary of the datasets is outlined in Table 1.

Table 1 Comparison of datasets

Movielens Bookcrossing Lastfm
Domain Movies Books Music
Num. Users 943 77805 3080
Num. Items 1682 185968 30520
%Sparsity 87.66% 99.9% 99.1%
Value Range 1-5 1-10 1 to 7939

The distribution of the ratings for Movielens, the playcounts for Lastfm, and the
ratings for Bookcrossing are shown in Figures 1, 2 and 3 respectively. The Movie-
lens and Bookcrossing dataset distributions show a similar trend with a large pro-
portion of the ratings associated with higher (“liked”) values. This indicates that
users were more likely to rate positively than negatively. In comparison, the Lastfm
dataset has a very long tail distribution due to the playcount being stored rather than
a discrete rating value being stored. The majority of playcounts are in the range
[1− 100], specifically, approximately 94% of playcounts are in the range [1− 90]
and approximately 86% of playcounts are in the range [1− 50].

Our intuition was that it did not make sense to work with the raw playcount data
given this long tail distribution. In a collaborative filtering scenario it would mean
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Fig. 2 Distribution of Lastfm playcounts
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that the relatively few ratings in the long tail would bias the results for the majority
of users. Various normalisations were considered for the Lastfm dataset with the
motivation to map the playcount values to ratings in a set range where the majority
of playcounts would be distinguished more clearly from each other. After some
experimentation, the log normalisation shown in Equation 2 was used.

ratingvalue = log10(1+ playcount) (2)

With this normalisation, values are in the range [0.3− 3.89]. These real values are
then mapped to discrete values in the range [1− 12] based on 12 “buckets”, where
the first 11 buckets contain values in steps of 0.3, e.g. playcounts in the range>= 0.3
and < 0.6 are mapped to 1, playcounts in the range >= 0.6 and < 0.9 are mapped
to 2, etc. The final bucket (with value 12) contains playcount values >= 3.6. Figure
4 shows the new distribution of the dataset using this normalisation and mapping.
The long tail of the distribution still exists but, up to when the long tail begins at
values 5 and 6, the ratings show a distribution more similar to the Movielens and
Bookcrossing distributions.
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Fig. 4 Distribution of log normalised Lastfm playcounts

Table 2 Average MAEs for each dataset

Movielens Lastfm Bookcrossing
Avg. MAE 0.728 0.629 5.89

Table 2 lists the average MAEs for each dataset. A standard collaborative filter-
ing test approach is used to find these MAE values where a portion of test users
and a portion of their items are removed. A Pearson correlation nearest neighbour-
hood approach is used to find neighbours and a weighted average of the neighbour’s
ratings are used to generate recommendations for the removed test items. The pre-
dicted values are compared to the actual values in the removed test portion to find
the MAE values. MAE results are averaged over 10 runs. Bookcrossing has a very
high MAE in comparison to the MAEs for the other two datasets. This is a result of
the high sparsity in the Bookcrossing dataset and has been shown in other studies
also [33].
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4 Performance Prediction Approach

The aim of the performance prediction work described in this chapter attempts to
test the validity of a collaborative filtering performance prediction approach. It does
not attempt to improve the prediction result by incorporating the performance pre-
diction information in the collaborative filtering algorithm, as Bellogı́n et al. do [4].
In addition, the approach used is different to the approach used by Bellogı́n et al.
The work described here does not directly map concepts such as the clarity score
from IR to collaborative filtering. Instead statistical measures of the user rating in-
formation are derived from the dataset and a machine learning approach is used to
learn general rules about the predictive accuracy of the derived statistical values.

Figure 5 outlines a general overview of the approach where, per user, derived
measures of the user’s rating information, along with the rating information of other
users, is used in a simple rule which returns a prediction on how well the system
can produce recommendations for the user. The three different datasets outlined in
Section 3 are tested with this scenario.

Extract
rating

information
from

all ratings

Extract
rating

information
from
user

ratings

Predict
accuracy
of output
for user

Rules

Fig. 5 Performance prediction scenario in a collaborative filtering domain

4.1 Learning the Performance Prediction Rules

Figure 6 gives an overview of the steps involved in learning, per dataset, some sim-
ple rules which can be used to predict, per user, the performance of the system.

Initially a holdout set of test users (up to 10% depending on the dataset) are
removed to be used to evaluate the rules learned (as will be described in Section 5).
The remainder of the dataset comprises the training data.

4.1.1 Extract Rating Information

Based on previous work, a number of aspects of the user rating information, called
features, are extracted from the collaborative filtering datasets [12]. The motivation
is to choose aspects of the user rating history that would seem likely to affect a user’s
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Fig. 6 Steps to learn the performance prediction rules

prediction accuracy. The data extracted range from simple calculations (such as the
average user rating) to values derived using some item and neighbour information.
The first set of features (features 1 to 6 and feature 10) are standard collaborative
filtering measures, i.e. find similar users based on the ratings received by items. The
remaining set of features tie together the relationship between users and the items
they have rated: that is, to what degree a user “stands out” in the dataset in terms of
the items they have rated.

A list of the 11 features follows, with details and formulas where required:

1. Number of ratings a user has given.
2. Average rating a user has given.
3. Standard deviation of the average rating a user has given.
4. Number of neighbours a user has. This is calculated by first using a Pearson

correlation similarity measure to find the similarity between users. Any user
with similarity to the current user above a set threshold (in this case 0.1) is
counted as a neighbour.

5. Average similarity to the top closest 30 neighbours (using the Pearson correla-
tion similarity values from feature 4 and, having ordered by similarity, picking
the top 30 users).

6. The clustering coefficient of a user’s group, i.e., the level of connectedness be-
tween a user’s neighbours, defined for some user a as:

2 ∗ actual+ n
n2 − n

(3)

where n is the number of neighbours of user a (as found in feature 4) and actual
is the number of user a’s neighbours who are neighbours with each other (us-
ing the same similarity as in feature 4). This measures the cohesiveness of a
neighbourhood.

7. The popularity of the items the user has rated, which is based on the number of
ratings each item has received (and not considering the actual rating value). The
formula per user a is:

∑M
i=1 numratingsi

M
(4)
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for M items rated by the user a and numratingsi is the number of ratings item i
has received from all users in the dataset.

8. How well-liked by all users are the items rated by the current user. This measure
is calculated using the actual rating value given to items. The formula used per
user a is:

∑M
i=1 avgvali

M
(5)

for M items rated by the user a and avgvali is the average rating value item i has
received from all users in the dataset who have rated item i.

9. The importance, or influence, of a user in a dataset. This is based on the idea of
term frequency and inverse document frequency from information retrieval and
is the proportion of items the user has rated multiplied by how frequently-rated
those items are in the dataset. Frequently-rated items get low values (similar to
the IDF component in IR where frequently occurring terms across all documents
receive lower scores). The formula used is:

numratingsa

numitems
×

M

∑
i=1

(
log

numusers
numratingsi

)
(6)

for M items rated by the user a, where numitems is the number of items in the
dataset and numratingsa is the number of ratings user a has given, i.e. this is the
ratio of the number of ratings the user actually gave over the number of ratings
the user could have given (all items); numusers is the number of users in the
dataset and numratingsi is the number of ratings item i received, i.e., this is the
ratio of the number of ratings an item could have received (a rating from all
users in the dataset) over the number of ratings it actually received.

10. The average Jaccard co-efficient per user with all other users with whom they
have co-rated items. The Jaccard coefficient is a measure of the similarity of
two sets. In this case, for two users the sets, u1 and u2, are the items rated by the
two users, and the Jaccard coefficient is calculated by:

|u1 ∩u2|
|u1 ∪u2| (7)

that is, the number of items co-rated by both users divided by the number of
items rated by both users. For example, if two sample users have each rated the
same items, and no other items, their Jaccard coefficient is 1.

11. The average item entropy of the items a user has rated. The formula used to
calculate the entropy of an item x is:

−
n

∑
i=1

Pr(xi) log2 Pr(xi) (8)

where Pr(xi) is the probability of xi, for i = 1 . . .n for the n possible values of
the item, x.
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The feature values are all normalised by min/max normalisation such that each value
is in the range [0.0-1.0].

4.1.2 Collaborative Filtering Technique

For each user, in each of the three datasets, the feature values outlined in Section
4.1.1 are extracted. In addition, some score which represents how well a collab-
orative filtering system can predict items for these users is required for learning.
The machine learning approach will learn over this score, ideally associating some
feature values with low scores and other features values with high scores, and thus
finding the predictive power of the features in terms of the accuracy score.

This experiment requires a measurement which is comparable across the three
datasets, and which can be suitably averaged so that it can be used as a score over
which the machine learning approach will learn. Initial experiments performed us-
ing the MAE (see Equation 1) found it was suitable as it is reasonably strict while
being widely-used and well-understood.

In order to obtain an MAE score per training user, a collaborative filtering system
is required to produce recommendations for a portion of ratings removed from the
training user’s ratings. Any standard collaborative filtering technique can be used.
For this experiment, a nearest neighbour collaborative filtering technique was used
using Pearson correlation to find similar neighbours and using a weighted average
of the neighbour’s ratings of test items to produce recommendations.

4.1.3 Create Training Tuples

For this experiment the percentage of test to training users for the collaborative
filtering approach was kept constant at up to 10% test users per run. Using only
this 10% would result in a small training file for the machine learning approach.
The solution was to repeatedly re-run the collaborative filtering approach on an
additional 10% of test users until most of the users had been picked from the dataset
(the original holdout set of test users is not used). For each test user, 10% of their
rated items is chosen as the test items and the remaining portion of the dataset is
used to predict values for the removed ratings of the test items. The average MAE
over these test items (comparing actual with predicted scores) is calculated for each
test user. For any given user, their user ID along with their average MAE value and
the 11 aforementioned features (from Section 4.1.1) comprise the user tuples in the
training dataset.

4.1.4 Machine Learning Technique

All the data in this experiment is numeric. The target variable (the MAE) is known
for each training tuple and therefore a supervised machine learning approach is
suited to the problem. Often a neural network approach would be used in the classifi-
cation scenario where labeled numeric data exists. However, we wish to understand
the underlying patterns and correlations between the feature values and precision
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scores. We therefore require a technique which will produce one or more rules. The
technique used is regression trees which are similar to ordinary decision trees ex-
cept they can be used with numeric data [34]. The regression tree used is the model
tree inducer M5′ [26]. The machine learning package WEKA is used which has an
implementation of M5′ [34].

The results of choosing attribute selection prior to running the M5′ approach was
also tested. Attribute selection reduces the complexity of the rules, that is, the num-
ber of features used in the rules. As a result of attribute selection, the most predictive
features with respect to the class (MAE) are chosen. This results in simpler rules.
As the rules are to be used either prior to, or in conjunction with, producing recom-
mendations, the quicker a performance prediction can be generated the better. Thus,
simpler rules are better in this case.

5 Evaluation: Testing the Rules

To test whether the rules produced by the machine learning technique are predic-
tive of system performance the holdout set of test users are used. Figure 7 gives
an overview of the steps involved in the comparison of the actual and predicted
performance for the holdout set of test users.

Holdout set 
of test users CF approach

to produce 
recommendations

and calculate 
actual MAEs

Learned
rules + rating
information

to predict MAEs

Compare
actual
and

predicted
MAEs

Fig. 7 Steps to test the performance prediction rules

Firstly a predicted MAE based on the feature values and the learned rules are
produced for each user in the holdout set. These are the predicted MAE values with
one prediction value per user. A collaborative filtering system is used to produce
predictions for a set of items for the same users. An MAE score is calculated based
on the ratings the user has given the items versus the ratings the collaborative fil-
tering approach produced. The collaborative filtering run is repeated 10 times per
user where for each run, up to 10% of the user’s items are randomly chosen as the
test items. Finally accuracy scores per user are averaged over the 10 runs. This is
the actual MAEs and again there is one (averaged) MAE value per user. Thus there
are two lists per dataset where each list contains a user ID and an associated MAE
score: the actual accuracy list, where the MAE scores are based on the average of
10 runs of the collaborative filtering system; and the predicted accuracy list, where
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the MAE scores are based on the learned rules and feature values. Both lists, actual
MAEs and predicted MAEs, are sorted by user ID and are compared to ascertain
how accurate the performance prediction approach is. This comparison is done by:

1. finding the Pearson correlation between the two lists.
2. finding the MAE between the two lists.
3. dividing the actual MAE list into two sets, based on the average MAE (avgmae)

for the dataset (as shown in Table 2). All values below this threshold (i.e.,
< avgmae) are considered as cases where the system returned good results. All
values at or above the threshold are considered as cases where the system re-
turned poor results. The idea is then to compare the level of agreement of the
actual scores in both sets with the corresponding predicted scores for the same
users. This approach does not penalise small variations in MAE (apart from small
variations at the threshold value) and thus gives a less strict comparison of the
actual and predicted lists in terms of the percentage of good results predicted
correctly and the percentage of poor results predicted correctly.

6 Results

6.1 Movielens

For the Movielens dataset, using the training data and with no attribute selection
chosen prior to learning (i.e. all 11 feature values are used) the rule found is:

mae = 1.15× stdev− 0.49× sim30neighs
−0.19× cluscoe f f + 0.78

(9)

where stdev is the standard deviation of the user’s ratings and sim30neighs is the
average similarity to the top closest 30 neighbours and cluscoe f f is the clustering
coefficient of a user’s group. The mean absolute error of the rule on the training data
is 0.1528.

When choosing to first select the best features with attribute selection, the fea-
tures found are stdev and sim30neighs and the rule found (with mean absolute error
of 0.15) is:

mae = 1.17 ∗ stdev− 0.47∗ sim30neighs+0.62 (10)

There are 94 test users in the holdout test set for the Movielens dataset. Using these
users, actual MAEs are found by producing recommendations for the user’s test
items using the collaborative filtering testing scenario. Predicted MAEs are found
using the rule with two attributes in Equation 10. The two lists of predicted and
actual MAEs are compared. The results from the three evaluation scenarios are:

• The Pearson correlation of the two lists is 0.819, thus showing a high correlation
between the actual and predicted accuracy scores.

• The MAE of the two lists is 0.075 which shows a very low error between the
actual and predicted accuracy scores.
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• Taking the threshold between poor and good recommendations to be the best av-
erage found with the dataset, 0.728, the percentage of accuracy scores predicted
correctly as good (with MAE scores < 0.728) is 85.9%. The percentage of accu-
racy scores predicted correctly as poor (>= 0.728) is 94.5%. This indicates that
for a high percentage of the test users, performance was predicted correctly as
good or poor.

6.2 Lastfm

For the Lastfm dataset, with no attribute selection, the rule learned is long and unus-
able for the task of quickly producing a performance prediction score. When choos-
ing attribute selection before learning the rules, 3 attributes are chosen: 1) standard
deviation, 2) the number of ratings, and 3) how well-liked by all users are the items
rated by the current user. The rule found consists of 3 sub-rules (with a mean abso-
lute error of 0.105). There are 308 test users in the holdout test set for the Lastfm
dataset. Using these withheld test users, actual MAEs are found using the collabo-
rative filtering testing scenario and predicted MAEs are found using the rule with
three attributes. The results of comparing the actual and predicted MAEs using the
three evaluation scenarios are:

• The Pearson correlation of the two lists is 0.807, thus showing a high correlation
between the actual and predicted accuracy scores.

• The MAE of the two lists is 0.067 which shows a very low error between the
actual and predicted accuracy scores.

• Taking the threshold between poor and good recommendations to be the best
average found with the dataset, 0.629, the percentage of accuracy scores cor-
rectly predicted as good is 88.7%. The percentage of accuracy scores correctly
predicted as poor is 85.7%. Again for this dataset, performance can be predicted
correctly as good or poor for a high percentage of the test users.

6.3 Bookcrossing

For the Bookcrossing dataset, with no attribute selection, the rule learned is again
too long to be useful for the task. When choosing attribute selection before learning,
four attributes are chosen: 1) the number of ratings, 2) the number of neighbours,
3) the popularity of items the user has rated, and 4) the average Jaccard coefficient
of the items the user has rated. The rule found with these four attributes has quite
a high error, with an MAE of 1.66. As a result we were not expecting the results
to be as good as they were with the other two datasets. Using the withheld 139
Bookcrossing test users, and finding the actual and predicted MAE scores as before,
the results from comparing the lists are:

• The Pearson correlation between the two lists of predicted and actual MAE
scores is 0.768 which is a reasonably high correlation.
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• The MAE of the two lists is 0.807 which is relatively high error, and thus shows
inaccuracies between the two lists.

• Using the best average MAE found for the dataset (see Table 2), the percent-
age correctly identified as good (< 5.89) is 70% and the percentage correctly
identified as poor is 79.7%.

6.4 Performance Prediction Scenario

Given the results outlined in the previous sections we can be confident of good per-
formance prediction results in at least two of the datasets (Movielens and Lastfm).
Although not tested in this work, the good results for the two datasets suggest that
the following user scenario would be a viable approach to performance prediction:

1. Perform pre-processing steps per dataset to learn rules to extract the user feature
values, to find the average MAE per train user and per dataset, and to create the
training tuples.

2. Per user, use the learned rule, and feature values for that user, to produce a per-
formance prediction score.

3. The performance prediction score can be returned to the user with an explana-
tion of what it means (e.g., a lower MAE score is better) or a prediction of good
or poor performance can be given. This can be produced by comparing the pre-
dicted MAE value to the average MAE value for the dataset. As in the evaluation
scenario, if the predicted MAE is lower than the average MAE then a prediction
of good can be returned. If the predicted MAE is equal to or higher than the
average MAE then a prediction of poor can be returned.

7 Conclusions

The experiment described in this paper views an aspect of collaborative filtering
quality in terms of a performance prediction approach.

The approach outlined extracts user rating information (feature values) that de-
scribe the user in the dataset. The user feature values are used, in conjunction with an
MAE score, to learn rules. These rules, using some feature values, can predict the
performance of the system per user. Three datasets were investigated: Movielens,
Lastfm and Bookcrossing.

Given the differences in the dataset characteristics it is not surprising that there
is no full agreement in terms of the features selected and the rules found for each
dataset. However there are some very similar trends in the features selected and
some of the same features are selected across datasets. Despite 11 features, some of
which are relatively complex, it is some of the simpler features which are selected.
For example, the number of ratings feature is chosen for the Lastfm and Bookcross-
ing datasets; the standard deviation feature is chosen for the Movielens and Lastfm
datasets; a feature based on neighbours, sim30neighs and the number of neighbours,
is chosen for the Movielens and Bookcrossing datasets; and a feature based on how
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popular and well-liked the items a user has rated are, is chosen in the Lastfm and
Bookcrossing datasets.

Results for both the Movielens and Lastfm datasets are very encouraging show-
ing good performance across all evaluation methods. For the two strictest evalua-
tions, high correlations of 0.819 and 0.807 respectively and low MAEs of 0.075
and 0.067 respectively were found. As expected, given the error associated with the
Bookcrossing rule, the results for Bookcrossing were not as good as this.

Future work will consider additional datasets and a quicker performance pre-
diction approach. Although it is acceptable to do some initial computationally ex-
pensive work per dataset, ideally the performance prediction per user must be very
quick to warrant its use. Future work will also consider how stable the learned rules
are when new ratings are added to the dataset.
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Chapter 4
Automated Cleansing of POI Databases

Guy De Tré, Daan Van Britsom, Tom Matthé, and Antoon Bronselaer

Abstract. In the context of geographic information systems (GIS), points of interest
(POIs) are descriptions that denote geographical locations which might be of interest
for some user purposes. Examples are public transport facilities, historical buildings,
hotels and restaurants, recreation areas, hospitals etc. Because information gather-
ing with respect to POIs is usually resource consuming, the user community is often
involved in this task. In general, POI data originate from different sources (or users)
and are therefore vulnerable to imperfections which might have a negative impact
on data quality. Different POIs referring to, or describing the same physical geo-
graphical location might exist. Such POIs are said to be coreferent POIs. Coreferent
POIs must be avoided as they could harm the data(base) quality and integrity. In
this chapter, a novel soft computing technique for the (semi-)automated cleansing
of POI databases is proposed. The proposed technique consists of two consecutive
main steps: the detection of collections of coreferent POIs and the fusion, for each
collection, of all coreferent POIs into a single consistent POI that represents all the
POIs in the collection. The technique is based on fuzzy set theory, whereas possi-
bility theory is used to cope with the uncertainties in the data. It can be used as a
component of (semi-)automated data quality improvement strategies for databases
and other information sources.

1 Introduction

Geographic information systems are characterized by a tremendous amount of data,
which must be collected, processed and represented in an efficient, user-friendly
way. Moreover, some of these data must regularly be actualised as geographic
objects like roads, buildings or borderlines often change. A specific kind of
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information concerns the description of geographic locations or entities at geo-
graphic locations. In general, such information is modelled by objects which are
called points of interest (POIs). Examples of POIs are objects that describe historical
buildings, public services, hotels, restaurants and bars, panoramic views, interesting
places to visit, etc. Usually, POIs contain information about location (coordinates)
and a short textual description, but also other information such as the category the
POI belongs to, multimedia like pictures and video and meta-data like the creator’s
name, the timestamp of creation, the file size, etc. can be provided.

In practice and due to their specific content, POI databases often contain data that
are obtained from different heterogeneous sources, of which some might be main-
tained by user communities. User communities are often involved in data collection
processes in cases where detailed, not commonly known data have to be inserted
and maintained. When POIs originate from different sources or are entered by a
user community, taking care of data consistency and correctness needs special at-
tention. Indeed, such data are extremely vulnerable to errors, which might among
others be due to uncertainty, imprecision, vagueness or missing information.

A problem that seriously harms the overall quality of a geographical information
system (GIS) occurs when different POIs, denoting the same geographic entity, are
inserted in the system. Such POIs are called coreferent POIs: they differ from each
other, but all describe the same geographic location or object at a geographic loca-
tion. Coreferent POIs can introduce uncertainty and inconsistency in the data, result
in a storage and data processing overhead and moreover can cause low quality or,
even worser, incorrect information retrieval results [26].

It is therefore important and relevant to develop techniques to detect coreferent
POIs. Once detected, the problem of coreference has to be solved. Two basic ap-
proaches can be identified. In the first approach, the existence of coreferent POIs is
prevented with techniques that, e.g., inform users about POIs that are detected to be
in the neighbourhood of a new POI. As such, it is up to the user to check and ver-
ify whether the insertion makes sense. In the second approach, which is handled in
more detail in this chapter, the responsibility for the correctness of the database is to
a considerable extent shifted to the database management system. Coreferent POIs
have to be merged (or fused) by the database management system into one single,
consistent POI and the duplicates have to be removed. Perhaps, the simplest merg-
ing strategy is to keep one of the coreferent POIs and then remove all the others. As
this simple merging strategy often introduces an information loss, more advanced
merging techniques are required.

The research described in this chapter contributes to as well automatic detec-
tion, as automatic merging of coreferent POIs. The automatic detection of coreferent
POIs has been approached as an uncertain Boolean problem. This means that two
POIs are either coreferent or not (i.e., a boolean matter), but uncertainty about this
decision must be dealt with. In order to determine this uncertainty, the POI structure
is decomposed into elementary attributes (i.e., atomic sub objects). In this chapter it
has been explicitly assumed that all POIs share the same structure. Thus, the issue of
POI schema matching is not taken into account here. For each elementary attribute,
an elementary evaluator is allocated. Such an evaluator determines the uncertainty
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about the coreference of two values of the attribute’s domain (which is the set of
all allowed values for the attribute). The returned uncertainty is modelled by a pos-
sibilistic truth value [35, 18]. Because the POI’s coordinates are among the main
characteristics of a POI, special attention is paid to the detection of co-location of
POIs, i.e., the definition of an appropriate evaluator for geographic coordinates. To
obtain the overall uncertainty on the coreference of two POIs, the elementary eval-
uators are applied and their resulting possibilistic truth values are aggregated. For
this aggregation, a variant of the Sugeno integral, as presented in [8] is used. The
proposed merging approach for coreferent POIs uses the possibilistic truth values
that are returned from the elementary evaluations and the aggregation, to determine
how and which parts of two coreferent POIs should be merged to obtain a single
deduplicated POI. Different strategies are described in the chapter.

The presented work also contributes to research on data quality issues in infor-
mation retrieval by studying techniques that allow to automatically improve the data
quality of information sources. Although applied in the context of geographic POI
databases, the presented techniques can also be used and further extended for coref-
erence detection and handling in other data sources and web sources. An improved
data quality on its turn will automatically lead to better database query and informa-
tion retrieval results. In cases where the data sources are read-only and hence can
not be updated, coreference handling can be postponed until the data querying or in-
formation retrieval results are retrieved. Coreferent results can then be automatically
filtered out and adequately handled before presenting them to the users.

The remainder of the paper is structured as follows. In Section 2, a brief overview
of related work is given. Next, in Section 3, some preliminary definitions and nota-
tions with respect to objects and POIs are presented. Then, in Section 4 the prob-
lem of determining the uncertainty about the coreference of two POIs is dealt with.
Herewith special attention is respectively paid to the definition of evaluators for
atomic objects (in Subsection 4.1), the determination of the uncertainty about the
co-location of two POIs in a two-dimensional space (in Subsection 4.2), and the
computation of the overall uncertainty about the coreference of the overall POIs,
i.e., the definition of aggregators for complex objects (in Subsection 4.3). Section 5,
discusses the problem of merging two coreferent objects. Some general merge func-
tions are described. These general functions allow one to develop a specific merge
technique for POIs. The presented techniques for the detection and merging of coref-
erent POIs are illustrated in Section 6. Finally, in Section 7, some conclusions and
indications for further work are given.

2 Related Work

Both the topics of coreference detection and of the merging of coreferent data have
already been studied from different perspectives. In the next subsections we briefly
give an overview of related work in these areas.
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2.1 Coreference Detection

Coreference detection is already being studied since the late ’60s, at which time it
was commonly described as record linkage. A basic work on record linkage is [25].
Both traditional and fuzzy approaches exist.

In traditional approaches, coreference detection is typically done by means of a
clustering method. An example is the DBSCAN algorithm [24]. When applying the
DBSCAN algorithm to a POI database, clusters of coreferent POIs are expanded
by adding similar POIs. Similarity between POIs is often determined by means of
some multidimensional similarity measure, which is a weighted linear combination
of spatial, linguistic and semantic measures. Spatial similarity is usually measured
by calculating the distance between two POIs [34] and map this to inverse values in
the interval [0,1], where 1 denotes an identical location and 0 represents the maxi-
mal distance. Linguistic similarity is usually measured by applying the Jaro-Winkler
or another string comparison metric [29, 43] and semantic similarity can be com-
puted by comparing the relative positions of the concepts under consideration in a
taxonomic ontology structure [37].

In fuzzy approaches, the problem of detecting coreferent POIs is usually ad-
dressed by considering that duplicates are due to uncertainty and by explicitly han-
dling this uncertainty by means of fuzzy set theory [47] and its related possibility
theory [48, 21] (see, e.g., [40, 20]). Fuzzy ranges are then used to model spatial
uncertainty about the co-location of two POIs. In [40], rectangular ranges are used,
whereas in [20] context dependent circular ranges are proposed that are based on the
scales of the maps in which the POIs are entered. In the remainder of this chapter,
fuzzy set theory is used to further enhance spatial similarity measures so that these
better cope with imperfections in the descriptions (of the locations) of the POIs. The
problem of detecting co-location and merging of co-located data is also somewhat
related to issues of conflation in GIS (see, e.g., [27]). Conflation is the complex pro-
cess of combining information from two digital maps to produce a third map which
is better than either of its component sources. In [36] the software agent technol-
ogy paradigm has been applied as a conflation solution. Agent system techniques
are hereby combined with expert system techniques to provide a feasible system
architecture for distributed conflation.

2.2 Merging of Coreferent Data

The scientific foundations of POI merging lay in the research on information fusion,
which deals with the combination of information provided by independent sources
into one piece of information. The challenge hereby is to resolve inconsistencies
between the different sources. An interesting aspect of information fusion is its ap-
plicability in many different contexts.

In a mathematical context, information fusion has led to the development of nu-
merous aggregation operators such as generalized means [45, 23], t-norms and t-
conorms [22] and uninorms [46]. Aggregation operators fuse information that is
represented as an element of a complete lattice (L,≤). The information typically
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expresses facts, for example the opinion or score of an agent. A flexible spatial data
fusion approach based on a generalized ordered weighted averaging operator re-
flecting the concept of a fuzzy majority is presented in [16, 5]. Next to aggregation
operators, a significant body of research deals with the case where deductive knowl-
edge, such as inference rules and (integrity) constraints is used to combine informa-
tion from different sources. Hereby, each source is considered to be a propositional
belief base modelled as a first-order theory (see, e.g., [4, 1, 2, 31, 32, 30]). A typical
difference between propositional belief bases and aggregation operators, is the pres-
ence of non-factual knowledge, such as inference rules and integrity constraints. As
a consequence, the interest here is to combine all information in a maximal first-
order theory. Such a setting occurs, amongst others, in heterogeneous databases [7].
A third type of information fusion deals with the case where each source provides
knowledge by means of a possibility distribution (see, e.g., [38, 19]). In this case, it
is assumed that the different sources have to cope with imprecision and/or incom-
plete knowledge and the key question is how uncertainty can be processed when
dealing with different sources, that can provide conflicting information. Other ap-
proaches include heterogeneous data source fusion based on semantic rules (e.g.,
[33]) or ontologies (e.g., [6]).

Despite these related research areas, surprisingly the problem of merging coref-
erent data has not been as deeply investigated as the problem of coreference detec-
tion. An interesting overview of information combination operators for data fusion
is given in [3]. In [12] the properties of object merging functions are investigated
and a general framework for the merging of coreferent objects is proposed. In this
paper we investigate and illustrate how this general framework can be applied in the
context of POI merging.

3 Some Preliminaries

In this section we give some basic definitions and properties of objects and points of
interest (POIs). These definitions form the formal basis for the techniques presented
in the remainder of the chapter.

3.1 Basic Concepts on Objects

A fundamental concept in this chapter is that of an object. An object is axiomatically
defined as a piece of data that describes an entity. A distinction is made between
atomic and complex objects. Atomic objects are objects of which the universe is
non compound, while complex objects belong to a universe O that is composed
of non compound universes, i.e., O = U1 × ·· · ×Un. The appropriate universe of
entities is denoted by E and the link between objects and entities is formalised by a
surjective function ρ : O → E . Objects that refer to the same entity in E through ρ
are said to be coreferent. Formally:

∀(o1,o1) ∈ O2 : (o1 ↔ o2)⇔ (ρ(o1) = ρ(o2)) . (1)
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The universe of an object is always equipped with a label function l : O → L ,
where L represents the appropriate set of labels. The label of a universe represents
the class of entities that objects in the universe are describing. For example, consider
l(R) =‘latitude’, then we know that objects in R are describing entities of the class
‘latitude’, i.e., describe the geographic latitude coordinate of a location on the earth’s
surface.

In addition, complex objects are equipped with a tree structure in the sense that
there exist logical groups of labels that belong together. For example, in objects that
describe geographic entities, the universes with label ‘street’, ‘house number’, and
‘postal code’ form a logical group, i.e., the address. Formally, for a complex universe
O and with the understanding that P(U) denotes the power set of U (i.e., the set of
all subsets of U , including the empty set and U itself), there exists a function:

λ : P ({l (Ui)}i=1...n)→{0,1}. (2)

such that λ indicates for each group of labels, whether these labels form a logical
group or not. As the structure that corresponds to λ must be a tree structure, some
constraints must be satisfied. The labels themselves must represent leaf nodes and
the root node is given by the set of all labels, which means that:

∀i ∈ {1, . . . ,n} : λ ({l(Ui)}) = 1 (3)

λ ({l(U1), . . . , l(Un)}) = 1. (4)

Also, the parent child relation must be respected. In terms of λ , this means that for
two arbitrary sets of labels, the following constraint must be satisfied:

(λ (A) = λ (B) = 1)⇒ (A ⊆ B∨B ⊆ A∨A∩B = /0) (5)

which states that two logical groups A and B are either connected through the an-
cestor relation or are disjoint.

3.2 Basic Concepts on POIs

Reconsider the universe of entities E . A point of interest (or POI) is axiomatically
understood as a piece of data that describes a geographic entity in the real world
that is modelled by E . A POI is hence a special kind of complex object which is
commonly used to describe an interesting location (or an entity at an interesting
location).

By applying the function ρ that has been introduced in the previous subsection
we obtain that two POIs POI1 and POI2 are coreferent, i.e., POI1 ↔ POI2 iff

(POI1 ↔ POI2)⇔ (ρ(POI1) = ρ(POI2)) . (6)

Note that with the previous assumptions, we aim to keep the automated cleansing
approach as general as possible and thus applicable to any data(base) model. The
only requirements are that the data(base) model should support the modelling of
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complex objects which belong to a compound universe O = U1 × ·· · ×Un and for
which there exists a label function l. The universe O is moreover equipped with a
tree structure that is modelled by a function λ , which specifies logical groups of
labels that belong together.

Example 1. An example of a compound universe that can be used to model POIs is

OPOI =U1 ×U2 ×U3 ×U4 ×U5 ×U6

where

U1 = S

U2 = S

U3 = [−90,90]

U5 = [−180,180]

U5 = S

U6 =C.

Herewith, S is the set of all character strings and C is an enumerated list of allowed
POI types. The label function l is specified as follows

∀u ∈U1 : l(u) = identifier

∀u ∈U2 : l(u) = name

∀u ∈U3 : l(u) = latitude

∀u ∈U4 : l(u) = longitude

∀u ∈U5 : l(u) = description

∀u ∈U6 : l(u) = type

∀o ∈ OPOI : l(u) = POI.

The tree structure that is specified on OPOI is given by the function λ which is
specified as follows (all subsets of labels that are not explicitly mentioned map to
0):

λ ({l(U1)}) = λ ({identi f ier}) = 1

λ ({l(U2)}) = λ ({name}) = 1

λ ({l(U3)}) = λ ({latitude}) = 1

λ ({l(U4)}) = λ ({longitude}) = 1

λ ({l(U5)}) = λ ({description}) = 1

λ ({l(U6)}) = λ ({type}) = 1

λ ({identi f ier,name, latitude, longitude,description, type})= 1

λ ({l(U3), l(U4)}) = λ ({latitude, longitude})= 1.
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Fig. 1 Tree structure on labels corresponding to the mappings of Example 1

The tree structure corresponding to these mappings is presented in Figure 1. The
semantics of the POIs under consideration can then be described as follows. The
element of U1 is the unique identifier of the POI, the element of U2 is the name
of the POI. The elements of U3 and U4 are connected to each other and together
represent the location of the POI, which is given by a latitude and a longitude. Both
latitudes and longitudes are expressed in decimal degrees (where 0.000001 degrees
corresponds to 0.111 metre). The element of U5 is a free description, provided by
the user and modelled by full text. Finally, the element of U6 is the type (or category)
of the POI. It is assumed that this type is chosen from a given list. �

Because each POI is an element of a universe O =U1 ×·· ·×Un, it can be denoted
by a n-tuple (u1, . . . ,un), where ui ∈Ui, i = 1, . . . ,n.

Example 2. Reconsider the POI structure as introduced in Example 1. The following
four 6-tuples are illustrations of POIs.

(POI1, ‘Friday market’,51.056934,3.727112, ‘Friday Market, Ghent’, ‘Market’)

(POI2, ‘St-Bavo’,51.053036,3.727015, ‘St-Bavo’s Cathedral, Ghent’, ‘Church’)

(POI3, ‘Ghent cathedral’,51.053177,3.726382, ‘St-Bavo Cathedral’, ‘Cathedral’)

(POI4, ‘St-Bavo’,51.033333,3.700000, ‘St-Bavo – Ghent’, ‘Cathedral’).

POI2, POI3 and POI4 are examples of coreferent POIs. All four POIs have a differ-
ent location. �

4 Detection of Coreferent POIs

In this section, the problem of determining the uncertainty about the coreference of
two POIs is dealt with. A possibilistic solution for finding coreferent objects con-
sists of finding functions that express the uncertainty of coreference by means of
possibilistic truth values [35, 42, 17, 18], which are possibility distributions over
the Boolean domain B = {T,F}. Thus, for a given Boolean proposition p, the pos-
sibilistic truth value (or PTV) p̃:

p̃ =
{
(T,μ p̃(T )),(F,μ p̃(F))

}
(7)
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expresses the possibility that p is true (T) and the possibility that p is false (F).
The domain of all possibilistic truth values is denoted F (B), i.e., the power set of
normalised fuzzy sets over B. In what follows, we shall adopt the couple shorthand
notation for possibilistic truth values, i.e., p̃ = (μ p̃(T ),μ p̃(F)). Let us define the
order relation ≥ on the set F (B) as follows:

p̃ ≥ q̃ ⇔
{

μ p̃(F)≤ μq̃(F), if μ p̃(T ) = μq̃(T ) = 1
μq̃(T )≤ μ p̃(T ), else

(8)

An evaluator is a function that estimates a possibilistic truth value in order to express
uncertainty about coreference [9].

Given a universe of objects O, an evaluator over O is defined as a function EO:

EO : O2 → F (B) (9)

An evaluator compares two objects and yields a possibilistic truth value that ex-
presses both the possibility that the objects are coreferent and the possibility that
the objects are not coreferent. An evaluator is

• Reflexive if and only if:

∀(o1,o2) ∈ O2 : (o1 = o2)⇒ (EO(o1,o2) = (1,0)) (10)

• Strong reflexive if and only if:

∀(o1,o2) ∈ O2 : (o1 = o2)⇔ (EO(o1,o2) = (1,0)) (11)

• Commutative if and only if:

∀(o1,o2) ∈ O2 : EO(o1,o2) = EO(o2,o1) (12)

In what follows, evaluators are always assumed to be commutative and at least
reflexive. Finally, an evaluator is called transitive if and only if, for every triplet
(o1,o2,o3) ∈ O3:

1− μEO(o1,o3)(F)≥ min
(
1− μEO(o1,o2)(F),1− μEO(o2,o3)(F)

)
1− μEO(o1,o3)(T )≥ min

(
1− μEO(o1,o2)(F),1− μEO(o2,o3)(T )

)
1− μEO(o1,o3)(T )≥ min

(
1− μEO(o1,o2)(T ),1− μEO(o2,o3)(F)

)
.

In the next subsections we successively describe evaluators for atomic objects, eval-
uators for determining co-location and evaluators for complex objects.

4.1 Elementary Evaluators for Atomic Objects

When it comes to the evaluation of atomic objects (i.e., objects with a non com-
pound universe), some existing approaches are useful in the detection of coreferent
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POIs. More specifically, the comparison of character strings and numerical data has
already been studied extensively and is the basis for the development of general pur-
pose evaluators for character strings and numerical data. Such evaluators are briefly
introduced in the next subsections.

4.1.1 Evaluators for Character Strings

First, syntactical evaluators have been proposed. These evaluators allow for the
comparison of two character strings, taking into account the occurrence of spelling
errors, abbreviations, . . . [10, 13]. Hereby, strings are decomposed into a multiset
of substrings. These multisets are then compared such that similarities between el-
ements are taken into account [9]. The evaluators are called ‘syntactical’, because
they decide upon coreference of two objects by comparing the syntactical construc-
tion of objects. Syntactical evaluators for strings are for example well suited for
comparison of POI names and descriptions.

Secondly, semantical evaluators have been proposed [11]. As opposed to syntac-
tical evaluators, semantical evaluators reject the idea that a decision of coreference
must be based on a syntactical similarity between two objects. Instead, it accepts
the fact that the existence of some (semantical) relationship between two objects
can be sufficient to decide that these objects are coreferent. Examples of such rela-
tionships are the synonym relationship, the specification/generalization relationship,
. . . In [11], an approach is proposed for the dynamical discovery of (semantical) rela-
tionships between objects. In the case of POIs, semantical evaluators are well suited
for the comparison of POI types.

4.1.2 Evaluators for Numerical Data

Evaluators for character strings can also be used for coreference detection of nu-
merical data too. Indeed, coreferent numerical values refer to the same number, but
can differ from each other due to typing errors or uncertainty. A typical example are
telephone numbers or bank account numbers. In such cases, depending on the con-
text in which the numbers are used, either syntactical and/or semantical evaluators
can be applied for coreference detection.

Correferency of numerical data can also be due to imprecision. In such a case
the difference between two numbers can be used as the basis for evaluation. If two
numbers a and b are close enough, i.e., if |a−b| ≤ ε , then a and b can be considered
as being coreferent, else they are not considered to be coreferent. Hereby, ε acts as
a threshold value and depends on the application under consideration. An example
on how the value of ε can be determined is given in the next subsection.

4.2 Evaluators for Co-location

Next to these general purpose evaluators described in the previous subsection, the
case of POIs requires some case-specific evaluators for the comparison of locations.
More details on these evaluators are discussed below.
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Perhaps the most important aspect of a POI is its registered geographic location.
POI’s are considered to be zero dimensional objects, whereas geographic entities
in the real world are generally two or three dimensional objects and hence can be
denoted by multiple locations. Consider for example all locations of the surface
of a bridge, park or lake or all locations in a building. To construct the POI, one
of these locations has to be chosen as the representative location (or point). The
location of a POI is hence, due to its nature, already very vulnerable to imprecision
what is one of the main causes for coreferency. Beside of this inherent imprecision,
coreferent POIs can also be assigned to different locations due to uncertainty or a
lack of information.

In the remainder of this subsection a soft technique for estimating the uncertainty
about the co-location of two POIs is presented. First, a basic technique commonly
used in fuzzy geographic applications is presented. Secondly, this basic technique
is further enhanced in order to explicitly cope with the scale at which the POI is
entered by the user.

4.2.1 Basic Technique

The geographic location of a POI is usually modelled in a two-dimensional space
by means of a latitude lat and longitude lon, as has been illustrated in Example 1.
Consider two POIs POI1 and POI2 with locations (lat1, lon1) and (lat2, lon2) re-
spectively. In geographic applications, the distance (in metres) between the two lo-
cations is usually approximately computed by

d(POI1,POI2) = 2Rarcsin(h) (13)

where R = 6367000 is the radius of the earth in metres and

h = min

(
1,

√
sin2

(
latr

2 − latr
1

2

)
+ cos(latr

1)cos(latr
2)sin2

(
lonr

2 − lonr
1

2

))

with latr
j =

π
180

lat j and lonr
j =

π
180

lon j, for j = 1,2, being the conversions in

radians of lat j and lon j [39]. The higher the precision of the measurement of the
latitude and longitude, the higher the precision of this distance.

From a theoretical point of view, POIs are considered to be geographic locations.
Hence, two POIs are considered to be co-located if their distance equals zero. In
practice however, one has to deal with imperfect positioning specifications of loca-
tions. Therefore, it is more realistic to consider two POIs as being co-located if they
refer to the same area and are thus close enough. In traditional approaches ‘close
enough’ is usually modelled by a threshold ε > 0, such that two POIs POI1 and
POI2 are ε-close if and only if

d(POI1,POI2)≤ ε. (14)
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The problem with such a single threshold is that it puts a hard constraint on the
distance, which implies an ‘all or nothing’ approach: depending on the choice for ε ,
two POIs will be considered as being co-located or not. If an inadequate threshold
value is chosen, this will yield in a bad decision. A single threshold neither offers
the flexibility to use different criteria in different contexts.

Fuzzy sets [47] have been used to soften the aforementioned hard constraint. In
general, a fuzzy set with a membership function με−close, as presented in Figure 2,
is used to model ‘close enough’. This membership function is defined by

με−close : [0,+∞]→ [0,1]

d �→

⎧⎪⎪⎨
⎪⎪⎩

1 , if d ≤ ε
δ − d
δ − ε

, if ε < d ≤ δ

0 , if d > δ .

(15)

The extent to which two POIs POI1 and POI2 are considered to be co-located is
then given by με−close(d(POI1,POI2)). Hence, for distances below ε , με−close de-
notes co-location, for distances larger than δ no co-location is assumed, whereas
for distances between ε and δ , there is a gradual transition from co-location to no
co-location. Other membership function definitions can be used.

4.2.2 Enhanced Technique

A practical problem with fuzzy approaches as described above, is that the member-
ship function has to reflect reality as adequate as possible. This implies that ade-
quate values for ε and δ must be chosen. Values that are too stringent (too small)
will result in false negatives, i.e., some POIs will falsely be identified as not being
co-located, whereas values that are too soft (too large) will result in false positives,
i.e., some POIs will falsely be identified as being co-located. In this subsection, it
is considered that different POIs can originate from different sources or users. Such
a situation often occurs in practical cases where data of different origins have to
be collected and combined. Under this consideration, it makes sense to study how

Fig. 2 Fuzzy set with membership function με−close for representing ‘close enough’
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the parameters ε and δ are influenced by the context in which the POI has been
originally registered. Eq. (15) can then be further enhanced in order to better reflect
the imperfection and the context of the placement of the POI.

In practice, the exact coordinates of the location of a POI will not always be
known. In such a case, the location of the POI has to be approximated. When user
communities are involved in the construction and maintenance of a POI database,
users might be asked to denote the position of the POI on a map. User communities
are often involved when the content of the database changes regularly, which is for
example the case with locations of speed control devices, locations that denote dan-
gerous road conditions, and locations that denote interesting points to visit during
walking or cycling activities.

If POI locations are entered via geographic maps the quality of the data will to
some extent depend on the context the user is working in. Next, we focus on two
aspects of this work context, namely scale and precision, and show how explicitly
coping with these can help to improve Eq. (15).

If users work with maps on computer screens or screens of mobile devices when
entering or maintaining (locations of) POIs, they work with a representation of (a
part of) the real world that is drawn at a specific scale (1 : s), which means, e.g.,
that 1 cm on the scale corresponds to s cm in reality. For example, a map of Europe
on a computer screen can be drawn at scale (1 : 15000000), a map of Belgium at
scale (1 : 1000000) and a map of Ghent at scale (1 : 125000). It is clear that the
precision with which a user can place a POI on a map depends on the scale of the
map. Denoting a POI that represents the Eiffel tower on a map of Europe will be less
precise than on a map of France, which on its turn will be less precise than on a map
of Paris. On the other hand, depending on his or her knowledge about the location
of the new POI the user can zoom-in or zoom-out on the map to enter the POI
at the map with the most appropriate detail for the user. Considering the different
scales used in the different sources or used by different users, a scale (1 : smin)
corresponding to the most detailed level and a scale (1 : smax) corresponding to the
least detailed level can be determined. Hence, all occurring scales (1 : s) will be
within the range (1 : smin)≤ (1 : s)≤ (1 : smax).

Another aspect to take into account is the precision with which the user can
denote the location of a POI on the screen. Usually, when working at an appropriate
scale (1 : s), the user will be able to place a point on the screen with a precision of
a couple of centimetres, i.e., the exact location of the point will be within a circle
with the denoted point as centre and radius ds. This radius can be considered to be
a parameter that depends on the scale (1 : s) and the user’s abilities for accurately
denoting the POI on the screen. Therefore, in practical applications, ds could be
adjustable by the user or by a user feedback mechanism.

The scales (1 : s), smin ≤ s ≤ smax, and corresponding radiuses ds can now be used
to further enhance the definition of the membership function με−close that is used in
Eq. (15).
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Estimating the Value of ε

In order to better approach reality, ε should reflect the maximum distance for which
two POIs are indistinguishable and hence must be considered as being co-located.

If no further information about the geographical area of the POI is available, then
the POI is positioned at the location that is entered by the user and modelled by its
latitude and longitude. Two POIs are then indistinguishable if they are mapped to
the same latitude and longitude. The maximum precision can be approximated by
the dot pitch of the screen and be used to estimate the value of ε . The dot pitch dp

of a screen is defined as the diagonal distance between two pixels on the screen and
usually has a standard value of 0.28mm. Considering the minimum scale (1 : smin),
the value of ε can then be approximated by

ε = dpsmin. (16)

If information about the geographical area of the POI is given, then the length l of
the diagonal of the minimum bounding rectangle that surrounds this area can be used
to approximate ε . Indeed, all POIs that are placed in the rectangle can reasonably be
considered as being co-located. If the POI location of POI1 and POI2 is respectively
entered at a scale (1 : s1) and (1 : s2), the value of ε can be approximated by

ε = max(
l
2

s1,
l
2

s2) (17)

where the maximum operator is used to take the roughest, largest approximation
(which is due to the least precise scale) in cases where both POIs were entered at a
different scale.

Estimating the Value of δ

Taking into account the scale (1 : s1) and precision ds1 with which a user entered
POI1 and the scale (1 : s2) and precision ds2 with which POI2 was entered, the value
of δ can be defined by

δ = ε +max(s1ds1 ,s2ds2) (18)

where the maximum operator is again used to take the roughest approximation in
cases where both POIs were entered at a different scale. With this definition the
precisions ds1 and ds2 are handled in a pessimistic way. Alternative definitions for δ
are possible.

4.2.3 Evaluator for Co-location

The membership function με−close can now be used to define an evaluator Eloc for
the determination of co-location. Such an evaluator should satisfy Eq. (9) and hence
result in a PTV, expressing the uncertainty about the colocation of two locations of
POIs.
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A proposal for a simple definition for Eloc is

Eloc : ([−90,90]× [−180,180])2 → F (B)

((lat1, lon1),(lat2, lon2)) �→ (μ p̃(T ),μ p̃(F)) (19)

where the membership grades μ p̃(T ) and μ p̃(F) are defined by

μ p̃(T ) =
με−close(d)

max(με−close(d),1− με−close(d))
(20)

μ p̃(F) =
1− με−close(d)

max(με−close(d),1− με−close(d))
. (21)

where the distance d = d((lat1, lon1),(lat2, lon2)) is computed using Eq. (13) and
the membership function με−close is defined by Eq. (15) with the parameter values
ε and δ being estimated as described above. An example of the use of the evaluator
Eloc is given in Section 6.

The evaluator Eloc can be used as a component of a technique to determine
whether two POIs are coreferent or not. The resulting PTVs as obtained by Eq. (20)
and (21), then denote a measure for the uncertainty about the co-location or spatial
similarity of the POIs.

4.3 Evaluators for Complex Objects

Once atomic objects have been compared, a comparison of complex objects can be
performed by aggregating the results of atomic comparisons. For that purpose, an
extension of the Sugeno integral to the domain of PTVs has been proposed [8].

This integral uses two fuzzy measures (γT and γF ). The measure γT (resp.
γF ) provides the conditional necessity that two complex objects are (not) coref-
erent, given that some set of attributes are (not) coreferent. In the case of POIs,
γT ({‘name’, ‘type’}) is a number in the unit interval that represents the necessity
that two POIs are coreferent, provided that their names and types are coreferent.
Similarly, γF({‘name’, ‘type’}) is a number in the unit interval that represents the
necessity that two POIs are not coreferent, provided that their names and types are
not coreferent. As required by the definition of fuzzy measures, γT and γF are nor-
malised between /0 and L and are monotonic.

It is noted that the fuzzy measures can be used to take structural information of
objects into account. For example, it can be reflected in γT and γF that street, zip
code and city together constitute an address by introducing dependencies between
these atomic objects. This can be easily automated by usage of the function λ as
introduced by Eq. (2).

The Sugeno integral introduced in [8] combines conditional necessity (γT and
γF ) with marginal necessity (the PTVs obtained from atomic comparison) into one
PTV that reflects the uncertainty about the fact that two complex objects are coref-
erent. The inference used for this combination is purely possibilistic in nature and
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is therefore a valid and well suited aggregation method for PTVs in the case of
coreference.

With the understanding that P̃ denotes a finite set of PTVs P̃ = { p̃1, . . . , p̃n}, the
Sugeno integral of P̃ with respect to γT and γF is defined by

SγT,F (P̃) : F (B)n → F (B) : P̃ �→ p̃ (22)

so that

μ p̃(T ) = Posp̃(T )

= 1−Necp̃(F)

= 1−
n∨

i=1

Nec
(

P̃(i)F = F
)
∧ γF

(
P̃(i)F

)

= 1−
n∨

i=1

(
min

p̃∈P̃
(i)F

(1− μ p̃(T ))

)
∧ γF

(
P̃(i)F

)

and

μ p̃(F) = Posp̃(F)

= 1−Necp̃(T )

= 1−
n∨

i=1

Nec
(

P̃(i)T = T
)
∧ γT

(
P̃(i)T

)

= 1−
n∨

i=1

(
min

p̃∈P̃
(i)T

(1− μ p̃(F))

)
∧ γT

(
P̃(i)T

)

where .()T and .()F are permutations on the elements of P̃. With the understanding
that p̃(i)T (resp. p̃(i)F ) denotes the ith element of the permutation .()T (resp. .()F ) and
that ≤ is the order relation for PTVs as defined by Eq. 8, the permutations .()T and
.()F are defined as follows:

∀i ∈ {1, . . . ,n− 1} : p̃(i+1)T ≤ p̃(i)T . (23)

In other words .()T is a permutation that orders the elements of P̃ according to largest
PTV first. Furthermore the permutation .()F on the elements of P̃ is defined by

∀i ∈ {1, . . . ,n− 1} : p̃(i)F ≤ p̃(i+1)F . (24)

This is the reciproque permutation of .()T .
More details about (the use of) the Sugeno integral can be found in [8].
Because a POI is considered to be a special kind of a complex object, the evalu-

ators for complex objects can be used to determine the PTV expressing the overall
uncertainty that two POIs are coreferent or not. This will be illustrated in Section 6.
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5 Merging of Coreferent POIs

Once coreferent POIs are detected, their duplicate information should be removed
and their non-duplicate information should be merged. The challenges hereby are to
avoid information loss and to resolve the inconsistencies that might exist among the
different coreferent data.

A general merge function for coreferent objects of a universe O has been formally
defined by

ϖO : M (O)→ O (25)

where M (O) denotes the set of all multisets drawn from the universe O [13, 15].
The merge function thus takes a multiset of objects and produces one single object
as a result. As proposed by Yager [44], a multiset M over O is hereby characterized
by a counting function ωM : O → N. For v ∈ O, ωM(v) then represents the number
of times that v occurs in M.

In the next Subsections 5.1 and 5.2, specific merge functions for atomic and com-
plex objects will be defined. These functions will then be further fine-tuned for the
purpose of POI merging in Subsection 5.3. More information on the properties of
the proposed functions is given in [13].

5.1 Merge Functions for Atomic Objects

Let us first introduce merge functions ϖU where U is a non compound universe.
Recall that the context in which ϖU is to be used, is that of coreference. As such, we
can assume that upon merge time, an evaluator EU is available. Let M be a multiset
of coreferent objects that are identified by a coreference detection framework. Then,
for each object u ∈ M, |M| = ∑u∈U ωM(u) PTVs can be calculated by comparing u
with all objects in M. Due to reflexivity of EU , the PTV (1,0) occurs at least ωM(u)
times. As such, for each object u ∈ M a collection of PTVs is obtained where each
p̃ indicates the uncertainty about the proposition that two objects are coreferent. In
[28], a method is proposed to construct a possibility distribution πN (a fuzzy integer)
from a collection of PTVs. Hereby, πN(k) indicates the possibility that exactly k
propositions are true. Hence, for each element u ∈ M, a possibility distribution πu

N

can be constructed, where πu
N
(n) represents the possibility that ‘exactly n values in

M are coreferent with u’.
The method described in [28] has been used for the construction of a confidence

based merge function as it allows to express the uncertainty about the number of
coreferent objects according to a given evaluator EU . It works as follows. Let P be a
set of independent Boolean propositions and let P̃ be the multiset of corresponding
PTVs which results from the evaluation of the proposition in P. Then, the quantity
of true propositions in P is modelled by the possibility distribution πN such that:

πN(k) = min( sup
{

α ∈ [0,1]||{p ∈ P|μ p̃(T )≥ α}| ≥ k
}
,

sup
{

α ∈ [0,1]||{p ∈ P|μ p̃(F)< α}| ≥ k
})

. (26)
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Eq. (26) states that the possibility πN(k) is the minimum of the possibility that at
least k propositions are true and the possibility that at most |P|− k propositions are
false. The possibility πN(k) can be efficiently calculated by adopting the following
notations. For a multiset P̃, let p̃(i) denote the ith largest PTV with respect to the
order relation defined in Eq. (8). The following then holds:

πN(k) =

⎧⎪⎨
⎪⎩

μ p̃(k)(F) , if k = 0
μ p̃(k)(T ) , if k = |M|
min

(
μ p̃(k)(T ),μ p̃(k+1)

(F)
)
, else

(27)

Figure 3 shows two example multisets, each consisting of five PTVs (μ p̃(T ),μ p̃(F)),
where ◦ denotes the possibility μ p̃(T ) of T and × denotes the possibility μ p̃(F) of
F . The derived possibility distributions πN, computed using Eq. (27), are shown be-
low the PTVs. Note that the membership functions of the derived fuzzy integers πN

are always convex.
Applying this method allows us to express the number of coreferent objects, ac-

cording to the evaluator EU . Hence, although we already know that objects in M
are coreferent, the distributions πN express the uncertainty about this statement, at
least, according to the evaluator EU . Based on these observations, a merge func-
tion can be defined, considering that the result of the merging should be the object
which has the highest number of coreferent objects according to EU . We then obtain
a merging technique where the uncertainty model of EU is used to choose the best
representative.

Fig. 3 Two example sets of five PTVs (μp̃(T ),μp̃(F)) where ◦ and × respectively denote
μp̃(T ) and μp̃(F) (top) and their corresponding derived fuzzy integer (bottom)
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For this purpose, a method for comparing fuzzy integers is required. Many meth-
ods have been proposed. The most common technique is to defuzzify the fuzzy in-
teger, for example by means of the center of gravity [22]. Fuzzy integers are then
compared by comparing the results of defuzzification. The method that we shall
adopt here, is not based on defuzzification, but is rather possibilistic in nature. We
propose two order relations for fuzzy integers, one constructed from the viewpoint
of possibility and one constructed from the viewpoint of necessity.

For two fuzzy integers, ñ and m̃, the sup-order relation ≺sup is defined by

ñ ≺sup m̃ ⇔ sup ñα < sup m̃α . (28)

Hereby, ñα is the α-cut of ñ where α is chosen such that:

α = sup{x|sup ñx 	= supm̃x}.

Also, for two fuzzy integers, ñ and m̃, the inf-order relation ≺inf is defined by

ñ ≺inf m̃ ⇔ inf ñα < inf m̃α . (29)

Hereby, ñα is the α-cut of ñ where α is chosen such that:

α = sup{x| inf ñx 	= infm̃x}.

The sup-order of fuzzy integers searches for the highest α , such that the α-cuts have
a different supremum and then chooses the fuzzy number for which the α-cut has
the higher supremum. It can be seen that this method is equivalent to first searching
the fuzzy integers that have the maximal k, say kmax, for which πN(kmax) = 1. If
multiple such fuzzy integers exist, the decision is obtained by applying the leximax-
operator on the sequence πN(kmax + 1), . . . ,πN(|M|). The dual is true for ≺inf. Note
that both ≺sup and ≺inf are partial orders. If multiple fuzzy numbers are equivalent,
a random choice is made. Note that two non-equal convex fuzzy integers are always
comparable by either ≺inf or ≺sup.

Consider the fuzzy integers shown in Figure 3. The order relation ≺sup denotes
the leftmost fuzzy integer as the largest, because the 1-cut of the leftmost fuzzy in-
teger has a higher supremum (4) than the rightmost (3). However, the order relation
≺inf denotes the rightmost fuzzy integer as the largest, because the 0.2-cut (denoted
by the dashed line) of the leftmost fuzzy number has a lower infimum (2) than the
0.2-cut of the rightmost fuzzy integer (3).

Using the order of fuzzy integers, it is possible to define a merge function ϖU ,
which is driven by an evaluator EU for atomic universes U . For example, using the
order relation ≺sup, the confidence-based merge function ϖU for coreferent objects
of an atomic universe U has been defined by

ϖU(M) = argmax
u∈M

πu
N

(30)
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where πu
N

is a possibility distribution, representing a fuzzy integer, that is obtained
from the multiset P̃u of PTVs for which

∀u′ ∈ M : ωP̃u
(EU(u,u

′)) = ωM(u′).

As such, ϖU(M) selects the object u ∈ M that has the largest corresponding fuzzy
number πu

N
according to the order relation ≺sup. Selecting the largest fuzzy number

hereby reflects that the object with the largest confidence has been chosen as the
result of the merging. Illustrations of such merge functions for atomic objects are
given in Subsection 6.2.

5.2 Merge Functions for Complex Objects

In order to merge coreferent objects of a complex, composite universum O, a com-
posite merge function is used. A possible strategy in doing so is to consider an
evaluator EO and to construct merge functions for complex universes as explained
in the previous subsection.

Another way of defining composite merge functions is to combine the projection
operator on the compound universe O with merge functions for the atomic universes.
Doing so, yields the following definition.

Consider a complex universe O =U1 ×·· ·×Un. A composite merge function ϖO

over O is defined by
ϖO : M (O)→ O (31)

where
ϖO(M) = (ϖU1 (Proj1 (M)) , . . . ,ϖUn (Projn (M)))

with Proji(M) ∈ M (Ui) such that

ωProji(M)(u) = ∑
o∈M∧oi=u

ωM(o).

5.3 Merging of Coreferent POIs

The general merge strategies presented in the previous subsections can be used to
develop a merge technique for coreferent POIs. Because POIs are complex objects
(as specified in Subsection 3.2), a composite merge function as defined by Eq. (31)
can be used to merge coreferent POIs.

This approach is motivated by the fact that we prefer to keep only the best (par-
tial) information from each coreferent POI in the resulting merged POI. Hence,
we do not prefer to select and preserve one of the existing POIs as the result of
the merging operation. With this strategy, we explicitly opt to cleanse the (regu-
lar) POI database without introducing uncertain data in it. Indeed, alternatively one
might also choose to work with a ‘fuzzy’ POI database in which uncertainty about
the possible values of the POI attributes is explicitly stored. As such the informa-
tive richness of the many sources provided by the user communities can be better
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maintained. However, such an approach will result in POIs that are more difficult
to interpret and to process. For that reason this approach is not further considered
within the scope of the work presented in this chapter.

In order to specify the composite merge function in accordance with Eq. (31),
merge functions for atomic objects, handling locational, descriptive and categorical
data must be provided. The use and selection of such merge functions is discussed
in the next subsections.

5.3.1 Merging of Locational Data

In POIs, locational data is usually specified by means of a latitude and a longitude
value, each of them being modelled by an atomic object, respectively taken from the
atomic universa [−90,90] and [−180,180] (cf. Example 1). Because POIs are often
descriptions of geographic areas (buildings, parks, lakes, etc.) latitude and longitude
data are often imprecise. A good merge function for latitude and longitude data has
to reduce this imprecision as good as possible. Hence, an aggregation function like
arithmetic mean could be a good candidate. Two situations are distinguished:

• If we have no information about the scale 1 : s of the map on which the POIs are
entered by the user (or if no map is used to enter POIs), then the latitude value
lat (resp. longitude value lon) of the merged POI, resulting from the merging of
the coreferent POIs POI1, . . . ,POIn is obtained by taking the arithmetic mean of
the latitudes lati, i = 1, . . . ,n (resp. longitudes loni) of all coreferent POIs, i.e.,

lat =
∑i=1,n lati

n
, lon =

∑i=1,n loni

n
. (32)

Alternatively, to eliminate the impact of outliers, the median of the latitudes (resp.
longitudes) can be taken as merge result.

• If the POI locations have been inserted by users using maps, then we have scale
information and only the latitudes (resp. longitudes) of the POIs at the most de-
tailed scale are considered in the computation of the arithmetic means, i.e.,

lat =
∑ i=1,n

si=smin

lati

∑ i=1,n
si=smin

1
, lon =

∑ i=1,n
si=smin

loni

∑ i=1,n
si=smin

1
(33)

where 1 : si is the scale at which POIi is entered and smin =min{si|i= 1,2, . . . ,n}.

This approach guarantees that only POIs that are entered at the scale with the highest
precision among the scales that are used for the coreferent POIs under consideration
are involved in the merge operation.

5.3.2 Merging of Descriptive Data

For descriptive, atomic POI components, a confidence-based merge function, as de-
fined by Eq. (30) can be used. This is motivated by the assumption that the descrip-
tion for which the possible quantity of coreferent descriptions is maximised, is a
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good candidate for the merge result. Indeed, because for this description we have
the highest confidence that it is coreferent with most of the other descriptions.

On the one hand, by selecting only one description from the descriptions of the
coreferent POIs, the risk for an inconsistent description in the merged POI is min-
imised as one could assume that users most likely provide consistent descriptions.
However, on the other hand, by neglecting the descriptions of the non-selected POIs,
information not present in the description of the selected POI might be lost. A so-
lution for this is to a apply a multi-document summarising technique to the descrip-
tions of all coreferent POIs. Such summarising techniques have been described in
[41, 15].

5.3.3 Merging of Categorical Data

For atomic POI components that contain categorical data, a confidence-based merge
function, as defined by Eq. (30) can also be used. This is motivated by the assump-
tion that the category for which the possible quantity of coreferent descriptions is
maximised, is a good candidate for the merge result.

The underlying assumption at this point is that if different category labels are
used in the coreferent POIs, these are most likely the result of user mistakes. Hence,
keeping only the label for which the confidence is the highest might be a good merge
strategy.

Alternatively, if the category labels are organised in a hierarchical structure, re-
flecting category-subcategory relationships, then the most common ancestor of the
category labels in the coreferent POIs, might be taken as the merge result. In such a
case, there is less chance for mistakes, but specific category label information might
get lost.

6 An Illustrative Example

To illustrate the corefence detection and merging of POIs as described in the previ-
ous sections, the POIs of Example 2 are reconsidered. First we deal with coreference
detection in Subsection 6.1, next in Subsection 6.2 the merging is illustrated.

6.1 Illustration of Coreference Detection

As illustrated in Example 1, the POIs under consideration are objects of a complex
universe OPOI = U1 ×U2 ×U3 ×U4 ×U5 ×U6 that consists of six non compound
universa U1, . . . ,U6 of which only the five universa U2, . . . ,U6 are relevant with re-
spect to corefence detection. Indeed, the univere U1 is used to model the identifier
of a POI which by definition should be unique and which is either provided by the
user or generated by the system. Hence it is assumed that the semantics of the iden-
tifier do not contribute to the coreference detection process. In the next example, we
illustrate POI coreference detection on the basis of the universa U2, . . . ,U6.
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Example 3. Consider the four POIs of Example 2 and assume that all of them have
been entered by users using a map interface. POI1, POI2 and POI3 are entered at
scale 1 : 10000 which corresponds to a street map of Ghent, whereas POI4 is en-
tered at scale 1 : 1000000 which corresponds to a map of Belgium. The latitude,
longitude, scale, radius of screen precision, and parameter value for ε of these POIs
(cf. Subsection 4.2.2) are summarised in Table 1. The minimum scale supported is
assumed to be 1 : 10000. For all POIs, the same precision ds = 0.01m is used. This
precision is assumed to be provided by the user (or could alternatively be set by
default in the system).

Table 1 Information about the POIs used in Example 3

POI lat lon 1 : s ds ε = dpsmin

POI1 51.056934 3.727112 1:10000 0.01m 2.8m
POI2 51.053036 3.727015 1:10000 0.01m 2.8m
POI3 51.053177 3.726382 1:10000 0.01m 2.8m
POI4 51.033333 3.700000 1:1000000 0.01m 2.8m

We now present the calculation of the uncertainty of coreference for objects of
each of the constituting relevant universa U2, . . . ,U6.

• Coreference detection for objects of the universum U2. This universum is used
to model the name of the POI. As explained before, the uncertainty of coreference
for names is preferably determined by means of a syntactical evaluator Ename. By
using the evaluators described in [10, 12], the PTVs (μ p̃(T ),μ p̃(F)) in Table 2
are obtained. These PTVs express the uncertainty about the coreference of the
names of the POIs under consideration, i.e., POI1, POI2, POI3 and POI4. From
these results it can be seen that the names of POI2 and POI4 are certainly corefer-
ent because reflexivity of the evaluator requires that equal object value are certain
to be coreferent. In addition, other POI names are certainly not coreferent, due to
a lack of sufficient syntactical similarities between names.

Table 2 Uncertainty about the coreference of the names of POIx and POIy

POIx POIy Ename(POIx,POIy)

POI1 POI2 (0,1)
POI1 POI3 (0,1)
POI1 POI4 (0,1)
POI2 POI3 (0,1)
POI2 POI4 (1,0)
POI3 POI4 (0,1)
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• Coreference detection for objects of the universa U3 and U4. Universa U3 and
U4 are respectively used to model the latitude and longitude of a POI. In order to
apply the techniques presented in Subsection 4.2 both the latitude and longitude
of a POI have to be considered together. An evaluator elocation, which uses Eq. 19,
is applied to compute the PTV that reflects the (un)certainty about the co-location
of two POIs. Table 3 gives an overview of the results obtained from the applica-
tion of the evaluator Elocation for the POIs under consideration. The third column
gives the distances between the POIs as computed by using Eq. (13). The fourth
column contains the values for the parameter δ as computed by using Eq. (18).
Whereas the last column represents the resulting PTVs (μ p̃(T ),μ p̃(F)) denot-
ing the (un)certainty about the co-location of the POIs as obtained by applying
Eq. 19.

Table 3 Uncertainty about the co-location of POIx and POIy

POIx POIy d(POIx,POIy) δ = ε +max(s1ds1 ,s2ds2) Elocation(POIx,POIy)

POI1 POI2 433.2m 102.8m (0,1)
POI1 POI3 420.6m 102.8m (0,1)
POI1 POI4 3235.2m 10002.8m (1,0.48)
POI2 POI3 46.9m 102.8m (1,0.79)
POI2 POI4 2890.8m 10002.8m (1,0.41)
POI3 POI4 2874.1m 10002.8m (1,0.40)

These results reflect that POI1 is not co-located with POI2 and POI3, which is
reflected by the PTV (0,1). Remind that it has been assumed in the example that
POI4 is entered at scale 1 : 1000000, which is less precise than scale 1 : 10000.
This makes that there is no certainty about the co-location of POI4 with POI1,
POI2 and POI3 what is respectively reflected in the PTVs (1,0.48), (1,0.41) and
(1,0.40). Due to their possibilistic interpretation each of these PTVs expresses
that it is either completely possible that there is co-location (μ p̃(T ) = 1) or that it
is either to a lower extent possible that there is no co-location (μ p̃(F) resp. being
equal to 0.48, 0.41 and 0.40). Likewise, the PTV (1,0.79) expresses that it is ei-
ther completely possible (μ p̃(T ) = 1) that POI2 and POI3 are co-located, or that
it is either possible to a lower extent μ p̃(F) = 0.79 that these are not co-located.
This rather high value of 0.79 is due to the pessimistic assumption of ε being only
2.8m, where Saint-Bavo cathedral has a diagonal of about 110m. Alternatively,
using Eq. (17), we obtain that ε = 55m and applying Eq. (18) yields δ = 155m.
So, using this alternative approach, the resulting PTV becomes {(T,1)}, what
corresponds to true and illustrates the efficiency of Eq. (17).

• Coreference detection for objects of the universum U5. Universum U5 is used
to model the description of the POI. Similarly as for the name, the coreference
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detection for the description of a POI is preferably done using a syntactical eval-
uator Edescr. The PTVs in Table 4 show the uncertainty about coreference of the
descriptions of the POIs under consideration and are obtained by applying the
evaluators that have been described in [10, 12]. From these results it follows that

Table 4 Uncertainty about the coreference of the descriptions of POIx and POIy

POIx POIy Edescr(POIx,POIy)

POI1 POI2 (0.5,1)
POI1 POI3 (0,1)
POI1 POI4 (0.3,1)
POI2 POI3 (1,0.1)
POI2 POI4 (1,0.1)
POI3 POI4 (1,0.1)

the POI description of POI1 is certainly not coreferent with that of POI3 (PTV
(0,1)). There is also higher confidence that this description is not coreferent with
that of POI2 (μ p̃(F) = 1 in PTV (0.5,1)) and POI4 (μ p̃(F) = 1 in PTV (0.3,1))
than there is confidence that the description of POI1 is coreferent with the de-
scription of POI2 (μ p̃(T ) = 0.5 in PTV (0.5,1)) and the description of POI4

(μ p̃(T ) = 0.3 in PTV (0.3,1)). Furthermore, there is higher confidence that the
descriptions of POI2, POI3 and POI4 are coreferent (PTVs (1,0.1)) than there is
confidence that these descriptions are not coreferent.

• Coreference detection for objects of the universum U6. Universum U6 is used
to model the category class of the POI. As opposed to the POI name and de-
scription, the type of the POIs is compared in a semantical manner. Therefore, a
binary relation R between POI types is constructed dynamically as described in
[11]. Then, based on this binary relation, uncertainty about category values can
be inferred using the semantic evaluator Ecategory. Table 5 presents the results of
these computations.

As can be seen, because of the PTV (0,1) the category value of POI1 (‘Mar-
ket’) is not coreferent with the category values of POI2 (‘Church’), POI3 (‘Cathe-
dral’) and POI4 (‘Cathedral’). The category values of POI3 and POI4 are the
same (‘Cathedral’) and therefore coreferent, what is reflected by the PTV (1,0).
Furthermore, the category value of POI3 and POI4 (‘Cathedral’) is connected
through an ‘is-a’ relation with the category value of POI2 (‘Church’). This con-
nection is reflected in the binary relation R (not shown in the chapter) and re-
sulted in a PTV (1,0.5) describing that there is higher confidence that the value
‘Church’ is related to the value ‘Cathedral’ (μ p̃(T ) = 1 in PTV (1,0.5)) than
there is confidence that both values are not coreferent (μ p̃(F) = 0.5 in PTV
(1,0.5)).
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Table 5 Uncertainty about the coreference of the category values of POIx and POIy

POIx POIy Ecategory(POIx,POIy)

POI1 POI2 (0,1)
POI1 POI3 (0,1)
POI1 POI4 (0,1)
POI2 POI3 (1,0.5)
POI2 POI4 (1,0.5)
POI3 POI4 (1,0)

Finally, given the above uncertainties about the coreference for all the objects of the
universa U2, . . . ,U6 (i.e., marginal possibilities), the uncertainty about the corefer-
ence of POIs can be calculated using a complex evaluator EPOI . For that purpose, an
aggregation technique based on the Sugeno integral is used. As has been proposed in
[8], such an approach requires two necessity measures γT and γF . These fuzzy mea-
sure γT (resp. γF ) evaluates subsets of POI attributes and expresses the necessity that
coreference of the values of the attributes in the set implies coreference (resp. does
not imply coreference) of the POIs containing those values. The necessity measures
used in this example are given as shown in Table 6. The given measures reflect that
marginal knowledge about less than three attributes is considered to provide us with
no necessity at all about the coreference of the POIs. However, marginal knowledge
of three or more attributes allows us to infer necessity about (non) coreference. Note
that the fuzzy measures satisfy the normalisation constraint:

∀L ∈ L : min
(
γT (L),γF (

L
))

= 0. (34)

Combining the conditional necessity as given in Table 6 with the marginal necessi-
ties that can be derived from the marginal PTVs from Tables 2, 3, 4 and 5 is then
done using the Sugeno integral for PTVs, which is defined by Eq. (22). Applying
the Sugeno integral with the PTVs from Tables 2, 3, 4 and 5 leads to the aggregated
PTVs shown in Table 7. More details about (the use of) the Sugeno integral are
given in [8]. �

6.2 Illustration of Merging

Reconsider the POIs of Example 2. Based on the coreference detection results pre-
sented in Table 7, we can safely conclude that POI2, POI3 and POI4 are coreferent
(to some extent). In the next example we illustrate the merging of these three coref-
erent POIs.

Example 4. By applying the techniques described in Section 5, the merging of coref-
erent POIs is done in two steps. In the first step, merge functions for the relevant
universa U2, . . . ,U6 are specified and applied.
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Table 6 The given necessity measures γT and γF used in the Sugeno integral in order to re-
flect how conditional knowledge about the values of POI attribute subsets leads to knowledge
about the coreferece of the POIs

L ⊆ L γT (L) γF(L)

/0 0 0

{name} 0 0
{location} 0 0
{description} 0 0
{type} 0 0

{name, location} 0 0
{name, description} 0 0
{name, type} 0 0
{location, description} 0 0
{location, type} 0 0
{description, type} 0 0

{name, location, description} 0.9 1
{name, location, type} 0.6 1
{name, description, type} 0 1
{location, description, type} 0.8 1

{name, location, description, type} 1 1

Table 7 Overall uncertainty about the coreference of POIx and POIy

POIx POIy EPOI(POIx,POIy)

POI1 POI2 (0,1)
POI1 POI3 (0,1)
POI1 POI4 (0.3,1)
POI2 POI3 (1,0.79)
POI2 POI4 (1,0.41)
POI3 POI4 (1,0.40)

• Merging of objects of the universum U2. Objects of the universe U2 repre-
sent POI names. The names of the coreferent POIs POI2, POI3 and POI4 are
respectively, ‘St-Bavo’, ‘Ghent cathedral’ and ‘St-Bavo’. Reconsider the PTVs
obtained from the coreference detection of POI names given in Table 2. By ap-
plying Eq. (30), it is obtained that the name with the largest possible quantity of
coreferent names is ‘St-Bavo’.

Indeed, for each coreferent POI POIi, the corresponding fuzzy number πPOIi
N

is obtained as follows:
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– For POI2:

Ename(POI2,POI2) = (1,0)

Ename(POI2,POI3) = (0,1)

Ename(POI2,POI4) = (1,0).

This allows us to construct the multiset P̃ = {(1,0),(1,0),(0,1),(1,0)} where
the first POI (1,0) is added to obtain a correct modelling for πPOIi

N
(0). Apply-

ing Eq. (8) yields the ordered list of POIs

[(1,0),(1,0),(1,0),(0,1)].

Applying Eq. (27) then yields

πPOI2
N

(0) = 0

πPOI2
N

(1) = min(1,0) = 0

πPOI2
N

(2) = min(1,1) = 1

πPOI2
N

(3) = 0.

– For POI3:

Ename(POI3,POI3) = (1,0)

Ename(POI3,POI2) = (0,1)

Ename(POI3,POI4) = (0,1).

This allows us to construct the extended multiset P̃ = {(1,0),(1,0),(0,1),
(0,1)} and the ordered list of POIs

[(1,0),(1,0),(0,1),(0,1)].

Applying Eq. (27) then yields

πPOI3
N

(0) = 0

πPOI3
N

(1) = min(1,1) = 1

πPOI3
N

(2) = min(0,1) = 0

πPOI3
N

(3) = 0.

– For POI4:

Ename(POI4,POI4) = (1,0)

Ename(POI4,POI2) = (1,0)

Ename(POI4,POI3) = (0,1).
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This yields the extended multiset P̃ = {(1,0),(1,0),(1,0),(0,1)} and the or-
dered list of POIs

[(1,0),(1,0),(1,0),(0,1)].

Applying Eq. (27) then yields

πPOI4
N

(0) = 0

πPOI4
N

(1) = min(1,0) = 0

πPOI4
N

(2) = min(1,1) = 1

πPOI4
N

(3) = 0.

Applying Eq. (28) results in

πPOI3
N

≺sup πPOI2
N

and πPOI3
N

≺sup πPOI4
N

Such that using Eq. (30) returns

ϖname({POI2,POI3,POI4}) = arg max
u∈{POI2,POI3,POI4}

πu
N
= POI2 or POI4.

Hence the name with the largest possible quantity of coreferent names is the
name of POI2 or POI4, which is in both cases ‘St-Bavo’. So, the merged value
for the POI name is ‘St-Bavo’. As a side effect of this merge technique the (less
specific) information ‘Ghent cathedral’ is lost.

• Merging of objects of the universa U3 and U4. Universa U3 and U4 together
model the location of a POI. These universa were handled together in the coref-
erence detection process. Recall from Table 1 that POI2 and POI3 have been
entered at scale 1 : 10000, whereas POI4 has been entered at a less detailed map
scale 1 : 1000000. Because we have scale information and not all coreferent POIs
have been entered at the same scale, Eq. (33) can be used to compute the latitude
and longitude value of the merged POI. Hereby, only the information related to
the most detailed scale, i.e., the data from POIs POI2 and POI3, are considered.
Using the data given in Table 1, this yields

lat =
51.053036+ 51.053177

2
= 51.053106

and

lon =
3.727015+ 3.726382

2
= 3.726699.

The differences between the latitude and longitude of POI2 and POI3 are inher-
ent to the fact that both POIs are representing (the geographical area of) St.-Bavo
cathedral, which has a diagonal of about 110m, at a scale with a precision of
0.01m.
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• Merging of objects of the universum U5. Objects of the universe U5 represent
POI descriptions. The descriptions of the coreferent POIs POI2, POI3 and POI4

are respectively, ‘St-Bavo’s Cathedral, Ghent’, ‘St-Bavo Cathedral’ and ‘St-Bavo
– Ghent’. The same technique as previously used for POI names can be applied.
Hence, Eq. (30) can now be applied with the PTVs obtained from the coreference
detection of POI descriptions given in Table 4.
For each coreferent POI POIi, the corresponding fuzzy number πPOIi

N
is obtained

as follows:

– For POI2:

Edescr(POI2,POI2) = (1,0)

Edescr(POI2,POI3) = (1,0.1)

Edescr(POI2,POI4) = (1,0.1).

This allows us to construct the extended multiset P̃ = {(1,0),(1,0),(1,0.1),
(1,0.1)} and the ordered list of POIs

[(1,0),(1,0),(1,0.1),(1,0.1)].

Applying Eq. (27) then yields

πPOI2
N

(0) = 0

πPOI2
N

(1) = min(1,0.1) = 0.1

πPOI2
N

(2) = min(1,0.1) = 0.1

πPOI2
N

(3) = 1.

– For POI3:

Edescr(POI3,POI3) = (1,0)

Edescr(POI3,POI2) = (1,0.1)

Edescr(POI3,POI4) = (1,0.1).

This yields the extended multiset P̃ = {(1,0),(1,0),(1,0.1),(1,0.1)} and the
ordered list of POIs

[(1,0),(1,0),(1,0.1),(1,0.1)].

Applying Eq. (27) then yields

πPOI3
N

(0) = 0

πPOI3
N

(1) = min(1,0.1) = 0.1

πPOI3
N

(2) = min(1,0.1) = 0.1

πPOI3
N

(3) = 1.
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– For POI4:

Edescr(POI4,POI4) = (1,0)

Edescr(POI4,POI2) = (1,0.1)

Edescr(POI4,POI3) = (1,0.1).

This yields the extended multiset P̃ = {(1,0),(1,0),(1,0.1),(1,0.1)} and the
ordered list of POIs

[(1,0),(1,0),(1,0.1),(1,0.1)].

Applying Eq. (27) then yields

πPOI4
N

(0) = 0

πPOI4
N

(1) = min(1,0.1) = 0.1

πPOI4
N

(2) = min(1,0.1) = 0.1

πPOI4
N

(3) = 1.

Using Eq. (30) returns

ϖdescr({POI2,POI3,POI4}) = arg max
u∈{POI2,POI3,POI4}

πu
N
= POI2 or POI3 or POI4.

Hence, all three descriptions qualify as the description with the largest possible
quantity of coreferent descriptions. A choice has to be made. Considering the
fact that we want to minimise information loss, the description which consists of
most characters will be chosen in such a case. So, the merged value for descrip-
tion becomes ‘St-Bavo’s Cathedral, Ghent’.

• Merging of objects of the universum U6. Objects of the universe U6 represent
the categorical data about the POI. For categorical data, the same confidence-
based merge technique as used before is applied. The POI categories in the
coreferent POIs POI2, POI3 and POI4 are respectively, ‘Church’, ‘Cathedral’
and ‘Cathedral’. Using the PTVs obtained from the coreference detection of POI
(category) types given in Table 5 yields that the type with the largest possible
quantity of coreferent types is ‘Cathedral’. This follows from the following com-
putations.
For each coreferent POI POIi, the corresponding fuzzy number πPOIi

N
is obtained

as follows:

– For POI2:

Ecategory(POI2,POI2) = (1,0)

Ecategory(POI2,POI3) = (1,0.5)

Ecategory(POI2,POI4) = (1,0.5).



86 G. De Tré et al.

This allows us to construct the extended multiset P̃ = {(1,0),(1,0),(1,0.5),
(1,0.5)} and the ordered list of POIs

[(1,0),(1,0),(1,0.5),(1,0.5)].

Applying Eq. (27) then yields

πPOI2
N

(0) = 0

πPOI2
N

(1) = min(1,0.5) = 0.5

πPOI2
N

(2) = min(1,0.5) = 0.5

πPOI2
N

(3) = 1.

– For POI3:

Ecategory(POI3,POI3) = (1,0)

Ecategory(POI3,POI2) = (1,0.5)

Ecategory(POI3,POI4) = (1,0).

This allows us to construct the extended multiset P̃ = {(1,0),(1,0),(1,0.5),
(1,0)} and the ordered list of POIs

[(1,0),(1,0),(1,0),(1,0.5)].

Applying Eq. (27) then yields

πPOI3
N

(0) = 0

πPOI3
N

(1) = min(1,0) = 0

πPOI3
N

(2) = min(1,0.5) = 0.5

πPOI3
N

(3) = 1.

– For POI4:

Ecategory(POI4,POI4) = (1,0)

Ecategory(POI4,POI2) = (1,0.5)

Ecategory(POI4,POI3) = (1,0).

This allows us to construct the extended multiset P̃ = {(1,0),(1,0),(1,0.5),
(1,0)} and the ordered list of POIs

[(1,0),(1,0),(1,0),(1,0.5)].

Applying Eq. (27) then yields
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πPOI4
N

(0) = 0

πPOI4
N

(1) = min(1,0) = 0

πPOI4
N

(2) = min(1,0.5) = 0.5

πPOI4
N

(3) = 1.

Such that using Eq. (30) returns

ϖcategory({POI2,POI3,POI4}) = arg max
u∈{POI2,POI3,POI4}

πu
N
= POI3 or POI4.

Thus, the type with the largest possible quantity of coreferent types is the type of
POI3 or POI4, which is in both cases ‘Cathedral’. Hence, the incorrect category
value ‘Church’ is neglected by the merge strategy.

In the second step, the results of the previous merge operations are combined using
the composite merge function given by Eq. (31). The resulting merged POI then
finally becomes

(POImerge, ‘St-Bavo’,51.053106,3.726699,

‘St-Bavo’s Cathedral, Ghent’, ‘Cathedral’).

This POI gives a consistent description of St-Bavo’s cathedral. �

The case study presented above is limited, though chosen for exemplifying the pre-
sented coreference detection and merging mechanisms. Other, more specific and
statistically relevant tests, covering more extended data sets, have been performed
and published in [14]. These tests proof the efficiency of the presented methods in
terms of precision and recall as compared to the other methods presented in the
literature.

7 Conclusions and Further Work

7.1 Contribution

In this chapter, a novel soft computing approach to cleanse POI databases is de-
scribed. In essence, this approach consists of two parts. In the first part, the un-
certainty about the potential coreference of two POIs is estimated and subsets of
potentially coreferent POIs are identified (two POIs are considered to be coreferent
if they describe the same geographical location or object at a geographical loca-
tion). In the second part, coreferent POIs are merged into a new POI which acts as
a representation of all information present in the coreferent POIs.

At the basis of the approach is the concept of evaluators for coreference detec-
tion. Such an evaluator takes two objects as input and returns an estimation of the
(un)certainty that these objects are coreferent, expressed by means of a possibilistic
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truth value (PTV). Evaluators have been proposed for atomic objects, co-location
detection and complex objects.

The specific evaluators for co-location detection are especially suited for cases
where latitude and longitude coordinates of POIs are entered by users using a map
interface, which is often the case with POI databases that are maintained by a user
community. The evaluators allow to explicitly cope with the context (scale and pre-
cision) with which the locational data have been entered. Fuzzy ranges are used to
determine in a flexible way whether two POI locations can be considered to be close
enough to conclude that they are co-located.

Coreferent POIs are merged using merge functions. A merge function takes a
finite number of objects as input and returns a (new) object that acts as a represen-
tation of the input objects. Merge functions have been proposed for atomic objects
and complex objects. The presented merge functions for atomic objects are based on
an evaluator. Complex objects are merged using a composite merge function. Typi-
cal for composite merge functions is that they do not preserve any of the coreferent
POIs, but combine the best (most confident) parts of each of them to construct a
novel, merged POI.

7.2 Context

The presented work contributes to research on data quality issues in information
retrieval. On the one hand it offers automatic data cleansing techniques which could
be developed further and generalised in order to improve data quality in information
sources. Information retrieval processes could benefit from an improved data quality
and provide better results as the data quality will be propagated in data processing
results.

On the other hand such data cleansing techniques can also be applied to cleanse
the results of information retrieval operations that run on unclean data. Coreference
detection techniques can be used to detect coreferent results, which in their turn
eventually can be merged using merging techniques.

Moreover, the computed uncertainty measures obtained from the coreference de-
tection can be communicated to the users as an indication of the quality of the re-
trieval results.

The presented approach is based on soft computing techniques and allows to
reflect human reasoning with respect to coreference detection and object merging in
an adequate way. This leads to more justifiable results as compared to those obtained
by using existing approaches. This is the main advantage of the proposed approach.
Statistically relevant experiments on different data sets reported in [14] reveal that
the proposed techniques for coreference detection overall perform better in terms of
precision and recall than the related techniques that were mentioned in Section 2.
More extended tests to validate the performance of the proposed merge techniques
are required and are currently under development. Note that such tests are more
difficult to implement as the ground truth for object merging is much more difficult
to obtain.
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7.3 Further Work

Further research is required and planned. The techniques presented in this chapter
have been specifically developed for the cleansing of POI databases. An impor-
tant aspect that will be further investigated is the generalisation of the approach so
that it will become applicable for the cleansing of other, more general databases.
For that purpose, among others, it is worth investigating whether other aggrega-
tion techniques like, e.g., the technique used in logic scoring of preference (LSP)
which is based on the generalized conjunction/disjunction (GCD) function [23], of-
fer better aggregation facilities for coreference detection than the approach based
on the Sugeno integral. Furthermore, the desired mathematical properties of merge
functions should be better understood and new families of merging functions able
to model different kinds of desired behavior should be developed. For example, in
some cases it might be preferable to keep as much information as possible in the
resulting merged object. In such cases, rather than selecting the most confident part,
the merging function should concatenate, summarise or combine all available data
in an intelligent way.

Another aspect to investigate further concerns the optimization of the object com-
parison technique. Optimization is possible as not all pairs in a set of objects must
necessarily be checked to detect all coreferent objects. Moreover, not all compo-
nents of a complex object must necessarily in all cases be evaluated to come to a
conclusion regarding coreference.
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Chapter 5
A Survey of Volunteered Open Geo-Knowledge
Bases in the Semantic Web

Andrea Ballatore, David C. Wilson, and Michela Bertolotto

Abstract. Over the past decade, rapid advances in web technologies, coupled with
innovative models of spatial data collection and consumption, have generated a
robust growth in geo-referenced information, resulting in spatial information over-
load. Increasing ‘geographic intelligence’ in traditional text-based information re-
trieval has become a prominent approach to respond to this issue and to fulfill users’
spatial information needs. Numerous efforts in the Semantic Geospatial Web, Vol-
unteered Geographic Information (VGI), and the Linking Open Data initiative have
converged in a constellation of open knowledge bases, freely available online. In
this article, we survey these open knowledge bases, focusing on their geospatial di-
mension. Particular attention is devoted to the crucial issue of the quality of geo-
knowledge bases, as well as of crowdsourced data. A new knowledge base, the
OpenStreetMap Semantic Network, is outlined as our contribution to this area. Re-
search directions in information integration and Geographic Information Retrieval
(GIR) are then reviewed, with a critical discussion of their current limitations and
future prospects.

1 Introduction

In 1998, U.S. Vice President Al Gore delivered a speech at the California
Science Center about what he named Digital Earth, a “multi-resolution, three-
dimensional representation of the planet, into which we can embed vast quantities of
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geo-referenced data” [47, p. 89]. Much of the unprecedented amount of informa-
tion produced and released on the Internet is about a specific place on the Earth.
However, Gore pointed out, most of this informational wealth is generated and left
untapped. Among the key aspects that would enable a more efficient exploitation of
geo-data, interoperability and metadata were considered of particular importance.
Multiple data sources should be combined together using a common framework,
and metadata should describe online resources in a clear, standardised way [47].

Over the past 14 years, several geospatial initiatives have been undertaken, ori-
ented towards the implementation of the Digital Earth [45]. The Open Geospatial
Consortium (OGC)1 has defined and promoted several standards to distribute geo-
graphic data, while the Global Spatial Data Infrastructure (GSDI) association aims
at fostering “spatial data infrastructures that support sustainable social, economic,
and environmental systems integrated from local to global scales” [1, p. 1]. Despite
these efforts, standard formats are often ignored in favour of application-specific
formats. As Fonseca et al. put it, heterogeneity emerges spontaneously in a free
market of ideas and products, and standards cannot reduce it by decree [33].

The spectacular growth of unstructured information online has affected all do-
mains, prompting Tim Berners-Lee to envisage the advent of the so-called Semantic
Web [10]. The Semantic Web project aims to develop a standard semantic format to
describe online data, originating a network of machine-readable, semantically clear
documents. Data semantics is expressed in predicate logic-based languages such as
RDF,2 in large collections of statements about real world entities. This vision was
further formalised through the Linked Data initiative, which promotes the release of
datasets in an inter-connected web of semantic data [12].

The information explosion in geographic data has not only been quantitative, but
also qualitative [113]. With the rise of Web 2.0, Internet users have become active
producers of geo-referenced information, utilising collaborative web tools in large
projects [85]. Several collaborative efforts emerged to create and maintain large
datasets, resulting in crowdsourcing, impacting initially on non-spatial information
and subsequently also on the geographic domain [61]. In the geospatial context, the
term ‘neogeography’ has been used in order to refer to this rapid and complex nexus
of technological and social practices [106]. Goodchild termed the crowdsourcing
of geographic information as Volunteered Geographic Information (VGI), empha-
sising its production through voluntary labour [44]. Haklay et al. have surveyed VGI
projects [53], while Coleman et al. have discussed the practices and motivations of
‘produsers’, users/producers of geographic data [25]. In addition, Sui used the term
‘wikification’ to describe the practice of crowdsourcing of non-textual data, emulat-
ing the Wikipedia model in the geographic domain [104].

The impact of neogeography is not restricted to non-profit, academic organisa-
tions. Private institutions such as Google, Microsoft, and Yahoo! are progressively
offering facilities for sharing geo-data, expanding their services beyond the

1 http://www.opengeospatial.org (acc. June 5, 2012).
2 http://www.w3.org/RDF (acc. June 5, 2012).

http://www.opengeospatial.org
http://www.w3.org/RDF
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routing systems that dominated the first phase of web-based Geographic Information
Systems (GIS).3 In this sense, geo-wikification is identifiable in the growth of web
services allowing users, with some degree of freedom, to create or edit spatial data.
As Priedhorsky notes, however, most interactive geo-services are essentially ‘digital
graffiti,’ i.e. annotations on a static geographic image [90]. Beyond the specificities
of each case, it can be argued that all neogeographic and VGI phenomena share the
characteristics of being volunteered, crowdsourced, wikified, and web-based.

Even though the popular claim that 80% of information is geo-referenced has
been questioned [51], it can be stated safely that, over the past decade, geo-
information has experienced a remarkable growth [71]. As happened in other fields
subject to an information explosion and subsequently to information overload, the
issue of semantics of geo-data – or lack thereof – has become critical. The deluge of
semantically ambiguous geo-data caused Egenhofer to advocate the emergence of a
Semantic Geospatial Web, a spatial extension of the Semantic Web [29]. In Egen-
hofer’s view, this new framework for geospatial information retrieval should rely
on the semantics of spatial and terminological ontologies. Thanks to inter-operable
semantic representations of the data, the Semantic Geospatial Web will increase the
relevance and quality of results in geographic retrieval systems.

As a result of the synergy between crowdsourcing, VGI, and the Semantic
Geospatial Web, several large-scale collaborative projects have emerged. While
Wikipedia4 is without doubt the most visible text-based crowdsourcing project,
OpenStreetMap (OSM) has applied the wiki model to create an open world vec-
tor map [54]. Several geo-knowledge bases have then been created by structuring
existing datasets into Semantic Web formats: the projects LinkedGeoData, GeoN-
ames, and GeoWordNet are salient examples [6, 41]. Research efforts have been
undertaken on the development, maintenance, and merging of open geo-knowledge
bases, to enhance the geographic intelligence of information retrieval systems, be-
yond the traditional text-based techniques [33, 113, 6, 31].

Moreover, GIR has attempted to increase the geographic awareness of text-based
information retrieval systems. On top of traditional flat gazetteers (dictionaries of
toponyms and geo-coordinates), GIR has started exploiting geo-knowledge bases
to reduce the ambiguity of geographic terms and enable spatial reasoning [67, 86].
Despite these efforts, the knowledge contained in such computational artifacts is left
largely untapped. We believe that these open geo-knowledge bases have potential in
addressing the challenges of GIR, and deserve particular attention. For this reason,
we provide a survey of currently active knowledge bases with particular emphasis on
their geospatial content, and we review the state of the art in information integration
and GIR, including our contribution to these areas.

The remainder of this chapter is organised as follows: Section 2 surveys the con-
stellation of online open knowledge bases containing geographic knowledge. Ap-
plications of geo-knowledge bases are discussed in Section 3, from recent efforts in

3 See http://maps.google.com, http://www.bing.com/maps,
http://maps.yahoo.com

4 http://www.wikipedia.org (acc. June 5, 2012).

http://maps.google.com
http://www.bing.com/maps
http://maps.yahoo.com
http://www.wikipedia.org
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ontology alignment and merging (Section 3.1), to ontology-powered GIR (Section
3.2). Section 4 presents our work in this area, describing the OSM Semantic Net-
work5 and the semantic expansion of the OSM dataset, connecting it to DBpedia, in
order to enrich spatial data with a richer knowledge base [8]. The issue of quality of
geo-knowledge bases is discussed in Section 5, and Section 6 offers a review of cur-
rent limitations of these computational artifacts that need particular consideration in
their usage. Finally, Section 7 discusses the challenges lying ahead in this field and
the further research required to identify solutions to these challenges.

2 Survey of Open Linked Geo-Knowledge Bases

This section provides a survey of open, collaborative geo-knowledge bases, which
constitute an important part of semantic technologies. To avoid terminological con-
fusion, it is beneficial to provide a definition of the related and sometimes overlap-
ping terms used in knowledge representation. A ‘knowledge base’ is a collection
of facts about a domain of interest, typically organised to perform automatic infer-
ences [50]. A knowledge base contains a terminological conceptualisation (typically
called ‘ontology’) and a set of individuals. Widely used both in philosophy and in
computer science, the meaning of the term ‘ontology’ is particularly difficult to
define [99]. Among the many definitions, “an explicit specification of a conceptu-
alization” and “shared understanding of some domain of interest” are of particular
relevance, as they stress the presence of an explicit formalisation, and the general
aim of being understood within a given domain [50, p. 587]. Winter notes that on-
tologies became part of Geographic Information Science (GIScience) towards the
end of the 20th century [112].

A ‘thesaurus’ is a list of words grouped together according to similarity of
their meaning [92], whilst a digital ‘gazetteer’ is specifically geographic, and con-
tains toponyms, categories, and spatial footprints of geographic features [59]. In
the Web 2.0 jargon, a ‘folksonomy’ is a crowdsourced classification of online ob-
jects, based on an open tagging process [109]. Finally, a ‘semantic network,’ a
term which originated in psychology, is a graph whose vertices represent con-
cepts, and whose edges represent semantic relations between concepts [91].6 We
define a ‘geo-knowledge base’ as a knowledge base containing some geographic
information.

In the context of geographic information, a knowledge base is generally made
up of an ontology, defining classes and their relationships (abstract geographic con-
cepts such as ‘lake’), and then populated with instances of these classes, gener-
ally referring to individual entities (e.g. Lake Victoria and Lake Balaton). In this
survey, we restrict the scope to projects having global coverage, discussing their

5 http://wiki.openstreetmap.org/wiki/OSMSemanticNetwork
(acc. June 5, 2012).

6 Unlike ontologies, semantic networks focus on psycho-linguistic aspects of the terms.
However, some knowledge bases, such as WordNet, defy this distinction by showing as-
pects of both ontologies and semantic networks.

http://wiki.openstreetmap.org/wiki/OSMSemanticNetwork
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spatial content. These knowledge bases are the result of combined efforts in crowd-
sourcing, VGI, and the Semantic Geospatial Web, and offer useful resources for
GIR, and other areas of geo-science.

The Semantic Web and the Linked Data initiatives promote the adoption of se-
mantic formats, which can be used to add an open, machine readable semantic
structure to online data [12, 46]. In this context, several collaborative projects have
emerged, resulting in a growing number of freely available geo-knowledge bases.
Among these numerous resources, we focus on eleven datasets that have a global
scope (as opposed to local projects), are mostly generated through crowdsourcing,
released under Creative Commons/Open Database licences,7 and which are avail-
able as fully downloadable dumps in popular Semantic Web formats such as OWL
and RDF. Some of the selected projects are focused specifically on geographic data
(e.g. GeoNames and OpenStreetMap), while others are more general-purpose but
contain valuable geographic knowledge (e.g. DBpedia and Freebase). These knowl-
edge bases provide open datasets, and are inter-connected with one another. Our
own contribution to this area of research, the OSM Semantic Network, is described
in Section 4. Relevant characteristics of each knowledge base are summarised in
Table 1.

CONCEPTNET. This semantic network is focused on natural language processing
and understanding [58]. ConceptNet is a large semantic network, whose nodes
represent concepts in the form of words or short phrases of natural language. The
graph edges represent labelled relationships. Each statement in ConceptNet has
justifications pointing to it, explaining where it comes from and how reliable the
information seems to be. The ontology includes 1.6 million assertions gathered
from Wikipedia, Wiktionary, WordNet, and the 700,000 sentences from the Open
Mind Common Sense project [97]. Efforts to encode ConceptNet in RDF are
being undertaken [48].

DBPEDIA. One of the leading projects of the Semantic Web, DBpedia is a Se-
mantic Web version of Wikipedia [5]. The knowledge base currently contains 3.6
million entities, encoded in a billion RDF triples, including 526,000 places. As
DBpedia is strongly interconnected with other knowledge bases (e.g. WordNet
W3C, GeoNames, LinkedGeoData), it is considered the central hub of Linked
Data.

FREEBASE. Designed as an open repository of structured data, Freebase allows
web communities to build data-driven applications [13]. The knowledge base is
structured around terms (classes), and unique entities (instances), where an entity
can be a specific person, a place, or a thing, and is described by facts. It currently
contains 22 million entities, of which 1 million are locations. As entities are
described by facts corresponding to a directed graph, it can be easily converted
into RDF.

7 See http://creativecommons.org and http://opendatacommons.org
(acc. June 5, 2012).

http://creativecommons.org
http://opendatacommons.org
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Table 1 A survey of open ontologies. All of these projects are currently active, release open
data, have global scope, and are interconnected with other projects. *Beginning of the project.

Project Name Year* Type & Content Data sources Formats

CONCEPTNET 2000 Ontology, semantic network;
1.6 million assertions, 700,000
natural language sentences

Wikipedia,
WordNet, and
others

JSON

DBPEDIA 2007 Ontology, semantic network;
320 classes, 740K Wikipedia
types, 3.6M entities, 1 billion
triples

Wikipedia OWL/RDF

FREEBASE 2007 Ontology, knowledge base;
22M+ entities, 1M locations

Crowdsourced Tab
separated
text

GEONAMES 2006 Gazetteer; 650 classes, 10M+
toponyms

Gazetteers,
Wikipedia,
crowdsourced

OWL/RDF

GEOWORDNET 2010 Semantic network, thesaurus,
gazetteer; 330 classes, 3.6M
entities

WordNet,
GeoNames,
MultiWordNet

RDF

LINKEDGEODATA 2009 Gazetteer; 1K classes, 380M
geographic entities

OpenStreetMap RDF

OPENCYC 1984 Ontology, semantic network;
50K classes, 300K facts

Expert-authored
Cyc knowledge
base

OWL/RDF

OPENSTREETMAP 2004 Vector map, gazetteer;
User-defined tags, 1.2B nodes,
114M ways

Crowdsourced,
free GIS datasets

XML

WIKIPEDIA 2001 Semantic network, dictionary,
thesaurus; Semi-structured
(infoboxes), 3.9M articles in
English

Crowdsourced XML

WORDNET 1985 Semantic network, dictionary,
thesaurus; 117K synsets

Expert-authored
knowledge base

OWL/RDF

YAGO 2006 Ontology, semantic network;
10M+ entities, 460M facts

Wikipedia,
GeoNames,
WordNet

RDF

GEONAMES. Combining multiple data sources, GeoNames aims at offering a
large, volunteered gazetteer.8 The knowledge base contains over 10 million to-
ponyms, structured in 650 classes. GeoNames integrates geographical data such
as names of places in various languages, elevation, and population. The data
is collected from traditional gazetteers such as National Geospatial-Intelligence
Agency’s (NGA) and the U.S. Geological Survey Geographic Names Informa-
tion System (GNIS), and crowdsourced online.

8 http://www.geonames.org (acc. June 5, 2012).

http://www.geonames.org
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GEOWORDNET. GeoWordNet is the result of the integration of WordNet, GeoN-
ames and the Italian part of MultiWordNet [41]. It is a hybrid project, combining
a semantic network, a dictionary, a thesaurus, and a gazetteer. It was developed
in response to the limited WordNet coverage of geospatial information and lack
of concept grounding with spatial coordinates. The knowledge base contains 3.6
million entities, 9.1 million relations between entities, 334 geographic concepts,
and 13,000 (English and Italian) alternative entity names, for a total of 53 million
RDF triples.

LINKEDGEODATA (LGD). Since OpenStreetMap has gathered a large collection
of geographic data, LinkedGeoData is an effort to republish it in the Semantic
Web context [6]. The OSM vector dataset is expressed in RDF according to the
Linked Open Data principles, resulting in a large spatial knowledge base. The
knowledge base currently contains 350 million nodes, 30 million ways (polygons
and polylines in the OSM terminology), resulting in 2 billion RDF triples. Some
entities are linked with the corresponding ones in DBpedia.

OPENCYC. This is the open source version of Cyc, a long running artificial intel-
ligence project, aimed at providing a general knowledge base and common sense
reasoning engine.9 Even though OpenCyc covers a limited number of geographic
instances, it contains a rich representation of specialised geographic classes, such
as salt lake and monsoon forest. The OpenCyc classes are interlinked with DB-
pedia nodes and Wikipedia articles.

OPENSTREETMAP (OSM). The OSM project aims at constructing a world vec-
tor map [54]. The leading VGI initiative, the dataset represents the entire planet,
gathering data from existing datasets, GPS traces, and crowdsourced knowledge.
To date, the vector dataset contains 1.2 billion nodes (points), and 115 million
ways (polygons and polylines).

WIKIPEDIA. A collaborative writing project, Wikipedia is a multilingual,
universal encyclopedia, and has become the most visible crowdsourcing
phenomenon.10 The English version currently contains 3.9 million articles, re-
sulting in a 2 billion-word corpus. Because of high connectivity between its
articles, Wikipedia is sometimes used as a semantic network [102]. This vast
repository of general knowledge has been used for different purposes, includ-
ing semantic similarity and ontology extraction [110, 84]. The project has also
attracted interest in the area of GIScience [3].

WORDNET. Initially conceived as a lexical database for machine translation,
WordNet has become a widely used resource in various branches of computer
science, where it is used as a semantic network and as an ontology [32]. Currently
it contains 117,000 ‘synsets’, groups of synonyms corresponding to a concept,
connected to other concepts through several semantic relations. The dataset has
been encoded and released in RDF, becoming a highly linked knowledge base in
the web of Linked Open Data.11 Even though the spatial content of WordNet is

9 http://www.cyc.com/opencyc, http://sw.opencyc.org
(acc. June 5, 2012).

10 http://www.wikipedia.org (acc. June 5, 2012).
11 http://www.w3.org/TR/wordnet-rdf (acc. June 5, 2012).

http://www.cyc.com/opencyc,
http://sw.opencyc.org
http://www.wikipedia.org
http://www.w3.org/TR/wordnet-rdf
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limited, the ontology holds a high quality, expert-authored conceptualisation of
geographic concepts.

YAGO. Yet Another Great Ontology (YAGO) is a large knowledge base extracted
from Wikipedia and Wordnet [103]. Recently YAGO has been extended with
data from GeoNames, with particular emphasis on the spatial and temporal di-
mensions [60]. The current version of the knowledge base contains 10 million
entities, encoded in 460 million facts. YAGO is inter-linked with DBpedia and
Freebase.

Figure 1 presents the constellation of geo-knowledge bases, showing a schematised
data path from the data producers to the knowledge bases. Bearing in mind the
complexity of these collaborative processes, the main actors in this constellation,
involved in the production of information and the generation of open linked knowl-
edge bases, can be grouped as follows:

1. Data providers. Traditionally, geographic data was collected exclusively by ex-
perts and professionals in large public and private institutions. As Web 2.0 and
VGI have emerged, a new category of non-expert users/producer (‘produsers’)
has entered the production process [25]. Crowdsourced primary sources include
contributions from a wide variety of information producers, ranging from experts
operating within public and private institutions to non-expert, unpaid, pro-active
users.

2. Primary sources. Projects such as Wikipedia and OSM collect a large amount
of information about the world through crowdsourced efforts. On the other hand,
primary sources such as WordNet are expert-authored, while other projects com-
bine both crowdsourcing and expert control. Most knowledge bases rely heavily
on these primary sources, often aligning and merging them into larger knowledge
bases. Inconsistencies and contradictions in primary sources can be propagated
onto the derived knowledge bases. For example, an incorrect piece of informa-
tion in a Wikipedia article will be also found in DBpedia and YAGO. For this
reason, assessing the quality of these primary sources bears particular importance
(see Section 5).

3. Geo-knowledge bases. Typically, open knowledge bases consist of structured
and aggregated versions of existing semi-structured or unstructured primary
sources. However, some datasets lie at the boundary between primary sources
and knowledge bases, as they are both interlinked with existing knowledge bases
and produce new data through crowdsourcing and expert contributions (e.g. Free-
base and OpenCyc). Several knowledge bases encode the same primary data into
different formalisms, such as DBpedia and YAGO.

These three actors are part of an open system, in which more or less structured
data flows in complex patterns that determine the nature, quality and limitations
of the resulting projects. Investigations on such collaborative open processes have
been carried out, both in the area of general crowdsourcing and VGI [25]. The next
section covers applications where these knowledge bases play an important role, in
particular in relation to ontology alignment, and GIR.
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Fig. 1 The constellation of open geo-knowledge bases. The data path is schematised from
the data providers to semi-structured primary sources, and finally structured into knowledge
bases. Some projects defy classification by producing new knowledge in structured knowl-
edge bases, and extracting knowledge from primary sources.

3 Open Geo-Knowledge Bases in Action

Since the late 1990s, geospatial knowledge bases have been of fundamental impor-
tance in many geographic applications [112], including semantic geographic infor-
mation systems [2], GIR [3], and toponym disambiguation [87]. In general, geo-
knowledge bases are used to achieve semantic interoperability between local geo-
graphic datasets modelled on incompatible ontologies. Geo-knowledge bases can
also be useful in cases where advanced geographic knowledge is necessary to inter-
pret unclear, fuzzy spatial information queries and needs [57, 41]. We focus initially
on ontology alignment and merging (Section 3.1), and we subsequently discuss the
usage of ontologies in GIR (Section 3.2). Our own contributions to this area of re-
search are presented in Section 4.

3.1 Mapping, Aligning, and Merging Geo-Knowledge Bases

Online geo-data is stored in many different formats, leading to a radical heterogene-
ity of data formats, ontologies, and semantic models [33]. Standards by the Open
Geospatial Consortium (OGC) and International Organization for Standardization
(ISO) are used in geospatial modelling, while other standards are developed and
promoted by the World Wide Web Consortium (W3C) in the context of web tech-
nologies. To date, despite some initial efforts, there is no clear sign of convergence
towards broad adoption of joint standards between those two communities [95].
From an information retrieval perspective, the issue of coverage is critical, as GISs
want to access geo-data from as many sources as possible in a consistent way. For
these reasons, the field of integration of geo-knowledge bases has received a lot of
attention, and is currently an active research area [73, 88].
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The integration of heterogenous data sources relies on the semantic matching of
geo-knowledge bases, which present similar conceptualisations of geographic enti-
ties using different syntax, structure, and semantics [107]. According to Giunchiglia
et al., considering ontologies as graphs, their alignment consists of the production of
a “set of correspondences between the nodes of the graphs that correspond seman-
tically to each other” [42, p. 1]. Combining geo-knowledge bases poses unresolved
challenges, mostly due to the dynamic nature of online open datasets, semantic am-
biguity, and inconsistent use of the same vocabulary, which is defined by Vaccari et
al. as the ‘semantic heterogeneity problem’ [107].

Such an integration can operate at the class level (e.g. identify and inter-link the
concept ‘lake’ in all the data sources), or at the instance level (e.g. find the entities
representing Lake Ontario in all of the ontologies). Moreover, the semantic mapping
can be applied to data, such as geo-ontologies, vector datasets, and gazetteers, or
to services, in particular web services, focusing on the public interface signatures
[33, 66]. Choi et al., surveying this area of research, have defined three categories
of ontology mapping. The first category includes mapping between local ontologies
and a higher-level ontology. The second category of mapping is performed between
local ontologies. The third category of mapping is part of ontology merging, in
which existing ontologies are combined in a bigger ontology [22].

In order to identify semantically close classes and instances in different ontologies,
semantic similarity measures are particularly useful. Semantic similarity measures
specific for geographic classes have been surveyed by Schwering [96]. She classifies
the existing measures into geometric, feature, network, alignment, and transforma-
tional models. Janowicz et al. have proposed a formal framework for geo-semantic
similarity [65]. This new framework responds to the ambiguity and lack of clear the-
oretical grounds that characterise the area of semantic similarity measurement.

Some form of ontology alignment and merging, either partly or fully automatic,
has been utilised to generate most of the geo-knowledge bases surveyed in Sec-
tion 2. The process leading to the creation GeoWordNet, for example, relies on the
alignment between GeoNames and WordNet at the class level. Some of the con-
cepts modelled by GeoNames were not defined in WordNet, prompting the creation
of new synsets. After the ontologies were aligned at the class level, it was possible
to align them at the instance level, resulting in the new, integrated ontology [41].

Similarly, LinkedGeoData has mapped some of its instances to corresponding
entities in DBpedia, by aligning the ontologies along feature type, spatial distance,
and name similarity [6]. The ontology YAGO is assembled by aligning WordNet
synsets with the less structured Wikipedia articles [103]. Along similar lines, Bus-
caldi et al. have linked existing gazetteers with WordNet, and Wikipedia [21]. Their
system extracts place names from the freely available Geonet Names Server (GNS)
and the Geographic Names Information System (GNIS). Relevant place names are
then filtered and enriched using semantic knowledge in Wikipedia and WordNet.
The particular challenge that this system addresses is the combination of semanti-
cally flat place names with nodes in complex semantic networks.

The system GeoMergeP uses a layered architecture to combine and merge lo-
cal ontologies, through the ISO 19100 standard [17]. Surveying recent ontology
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integration works, Bucella et al. identify three main techniques, which at times are
used in isolation, and at times in combination: (1) top-level ontology, (2) logical
inferences, and (3) matching/similarity functions. GeoMergeP combines all of the
three approaches to overcome their limitations.

While most approaches are top-down, the integration can be a bottom-up pro-
cess. A bottom-up ontology alignment, focused on geographic linked data, has been
carried out by Parundekar et al. [88]. This work adopts the approach of common
extension comparison, i.e. two classes in different ontologies are considered similar
if they are linked by similar instances, to align DBpedia, GeoNames, and Linked-
GeoData (see Section 2). The mapping is done through an alignment hypothesis,
built bottom-up, starting from instance pairs, up to the most general classes in the
ontology.

Ontology alignment is also used by Smart et al. to combine multiple gazetteers
through a common, high-level ontology [98]. Their Geo-Feature Integration module
combines toponyms from OSM, GeoNames, Wikipedia, and other sources into a
unified gazetteer. The module relies on spatial and textual similarity to match places
across the selected data sources. In addition to traditional text similarity measures,
this system uses the SoundEx algorithm to match phonetically similar sounding
terms to detect alternative – and wrong – place name spellings.

Once the geo-knowledge bases have been integrated, they can be used to support
various spatial tasks. In particular, GIR has emerged as a prominent area that can
benefit from geo-knowledge bases [68]. The next Section surveys recent work in the
area of geo-knowledge bases applied to GIR.

3.2 Ontology-Powered Geographic Information Retrieval (GIR)

Information retrieval (IR) is a vast and rapidly evolving area of computer science.
Manning et al. define it as “finding material (usually documents) of an unstructured
nature (usually text) that satisfies an information need from within large collections”
[78, p. 1]. Users’ information needs often include some spatial information, such
as a geo-location, a street name, and so on. In the context of ever-growing online
information, the geographic dimension of information has become a promising way
to increase the chances of meeting information needs.

Traditionally, search engines have treated spatial-related terms as any other tex-
tual information. Over the past decade, however, the area of GIR has emerged to
develop techniques to give geographic information a special treatment, increasing
the system’s geographic intelligence [67]. Geographic information is often implicit
in the documents: broad geographic entities are omitted when they are assumed to
be known to the readers, e.g. Ireland is not mentioned when referring to Dublin in
the Irish media. Toponyms (place names) also have a high degree of semantic ambi-
guity, as there are many terms to indicate the same geographical entity in different
cultural and social groups, and several places have the same name (e.g. more than
40 North-American towns are called Greenville). Moreover, toponyms pose par-
ticular challenges across different natural languages, where historical and spelling
variations are very common [86].
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Geo-knowledge bases have been identified as a promising support tool to de-
velop more sophisticated GIR systems [68]. While describing their project YAGO,
Weikum et al. advocate the usage of knowledge bases to go beyond the limitations
of current keyword-based search engines [111, 103]. As they put it, the main chal-
lenge is “how to extract the important facts from the Web and organize them into
an explicit knowledge base that captures entities and semantic relationships among
them” [111, p. 61]. To illustrate YAGO’s knowledge representation, the entity rep-
resenting Max Planck is displayed, including geographic knowledge about the town
where the German physicist was born. The underlying intuition is that geographic
knowledge is generally not provided explicitly, therefore knowledge bases can be
used to discover implicit connections between entities.

Ontologies have been used in information retrieval to increase the system intelli-
gence. In GIR, Lutz and Klien described an ontology-based system [74]. A shared
vocabulary is used to translate queries across multiple ontologies, without defining
a full global ontology. Their GIR system allows for user-friendly queries, translat-
ing generic queries to specific, local geo-knowledge bases. This is accomplished in
a transparent way using Description Logics (DL), a family of knowledge represen-
tation languages based on first-order logic that has gained popularity in Semantic
Web applications [7]. Fouad et al. have devised a location-based service to retrieve
semantic information based on the user’s location [34]. Their application performs
keyword-based queries on DBpedia, LinkedGeoData, and GeoNames, with the aim
of displaying semantically enriched web maps. Furthermore, in the area of location-
based services, DBpedia Mobile demonstrates the possibility of obtaining rich se-
mantic information about the user’s surroundings [9].

Among others, we regard the following areas to be particularly promising as
application domains for geo-knowledge bases:

Named Entity Recognition and Classification (NERC). Several systems rely
on NERC techniques to identify location, people and organisations names in
raw text. Nadeau and Sekine surveyed NERC techniques, from the field incep-
tion in 1991 to 2006, and discussed the main strategies to evaluate them [83].
While most NERC approaches are at least partly supervised, Cimiano and Völker
have developed an ontology-based, unsupervised NERC procedure [23]. Overell
has developed an approach to recognise and classify geo-referenced entities in
Wikipedia articles [86].

Toponym Disambiguation. As many geographic locations share the same name,
resolving the correct referent in a given context is far from being trivial. To-
ponym disambiguation is a specific case of proper name disambiguation, where
the proper names refer to explicit or implicit spatial relationships. Knowledge-
based techniques exploit geo-knowledge bases [20]. For example, Overell and
Rüger have utilised Wikipedia as a knowledge base to perform place name dis-
ambiguation [87]. A co-occurrence model is extracted from Wikipedia to provide
not only a list of synonyms for each location, but also the context in which each
synonym is used. Toponym disambiguation is tightly connected to the issue of
toponym resolution.
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Toponym Resolution. By definition, a toponym refers to a geographic location.
For this purpose geo-coding (toponyms to locations) and reverse geo-coding (lo-
cations to toponyms) services have been built using open geo-knowledge bases,
extending traditional gazetteers with richer semantic structures. Smart et al., for
example, have integrated several toponym sources into an ontological geo-coding
and reverse geo-coding service [98]. In order to associate geographic locations to
entities, Odon et al. have extracted textual evidence from Wikipedia articles [3].
Using Wikipedia as a semantic network, the importance of the entities is assessed
by their connectivity with other entities. In this way, a representation of the ge-
ographic content of Wikipedia articles can be obtained. A related task is that of
‘spatial co-reference resolution,’ i.e. determining whether two digital representa-
tions refer to the same real-world entity. De Tré et al. developed approaches to
detect co-referent features based on possibility theory, and applied it to the issue
of duplicate detection [16, 26].

Spatial Footprints. Text or multimedia documents can be associated with a spa-
tial footprint, which can be a simple geo-coordinate, a minimum bounding rect-
angle, or a complex polygon. Suitable spatial footprints can be computed and
indexed, allowing for efficient retrieval and combination with pure text-based
indexing. Fu et al. have devised an ontology and footprint-based query expan-
sion mechanism [36]. Spatial entities are identified in a geographic ontology,
and the spatial footprint of terms is computed and used in the retrieval process.
Similarly, Vaid et al. have described different indexing approaches for text doc-
uments, showing that spatial indexing can enrich pure textual indexing to search
large collections of text documents [108]. In the same area, Martins et al. discuss
the ‘geo-scope’ of a text document, which is essentially a spatial footprint to be
matched against the query footprint [79].

Spatial Reasoning. In information retrieval, queries are often expressed in nat-
ural language. Words such as ‘in’ and ‘near’ can convey important spatial se-
mantics, which should be taken into account to meet users’ information needs.
GIR systems can utilise ontologies to carry out inferences on such geospatial
hints. For example, the fuzzy query ‘lakes near Dublin’ could be translated into
a ‘within’ spatial query with a radius appropriate to the user context. Fu et al.
have conducted work in this area in the frame of the project SPIRIT (Spatially-
Aware Information Retrieval on the Internet) [36]. SPIRIT relies on dedicated
ontologies to interpret spatial relationships between query terms, in the format
〈what,relationship,where〉. Valid relationships include, among others, ‘near’,
‘north’, and ‘outside of’. More recently, the user context emerged as an important
element that should be handled by GIR systems.

User Context. Any information need, whether containing a geographic dimen-
sion or not, is relative to a user context. For example, a user might want to re-
trieve all the Italian restaurants in London to conduct a socio-economic analy-
sis, or simply to go out for dinner. The user context contains diverse information
about the user, such as interests, current location, habits, language, computational
device, etc, and can be exploited to refine semantic similarity measures and GIR
[69]. Keßler et al. have devised a semantic language to enrich OWL with context
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sensitivity [70]. The Geo-Finder system extracts fuzzy spatial footprints from
text documents, determining the scope of the search based on the user location
and speed [14]. The spatial context is taken into account by Mobile Geotumba, a
GIR system optimised for handheld devices, to retrieve local information [35].

All of the aforementioned areas of research are active, and open geo-knowledge
bases reviewed in Section 2 can provide useful tools to explore novel approaches.
Despite the promising results obtained in several works, such ontologies have clear
limitations with respect to quality that should not be ignored by researchers and
general users alike. The quality and limitations of geo-knowledge bases will be dis-
cussed in Sections 5 and 6.

The next section describes our contribution to the area of geo-knowledge bases,
in particular presenting the OSM Semantic Network and a semantic enhancement
technique to link OSM entities to DBpedia.

4 The OSM Semantic Network

In this section we describe our own contribution to the area of geo-knowledge bases
and information integration. The OSM Semantic Network is a resource that we
have extracted from OpenStreetMap (OSM) data to provide a semantic support tool.
OSM is the leading project of VGI, and its vector dataset has been discussed, eval-
uated, and utilised in various contexts [54, 52]. The OSM Semantic Network is ex-
tracted through a dedicated web crawler we have developed, and provides a detailed
representation of the conceptualisation underlying OSM.

In OSM, the semantics of map entities is described through tags, fragments of
text with a key and a value (e.g. amenity=park, name=‘Central Park’). Such tags are
proposed, defined, and discussed on a wiki website, which hosts detailed definitions
and usage guidelines for the project.12 In the wiki pages, users often link the OSM
tags to similar concepts in Wikipedia. Overall, the tagging process is deliberately
informal and open to revision. Contributors are encouraged to stick to well-known
tags, but the creation of new tags is not discouraged, resulting in highly dynamic –
and often inconsistent – semantics.

In the context of the Linked Open Data, LinkedGeoData (LGD) has converted
and published the OSM vector dataset in RDF, linking it to a formally defined on-
tology [6]. However, the LinkedGeoData ontology is a simple, shallow tree repre-
senting tags. To the best of our knowledge, the rich semantic information on the
OSM wiki website has not been included. In order to fill this knowledge gap, we
have developed an open source tool, the OSM Wiki Crawler, which extracts an RDF
graph from the OSM Wiki website. The crawler extracts a semantic network in
RDF, whose vertices represent tags, and edges relationships between tags. Tags are
linked to Wikipedia pages, and to existing LinkedGeoData classes. The edge labels
specify a number of different relationships between vertices, ranging from a generic

12 http://wiki.openstreetmap.org/wiki/Map_Features
(acc. June 5, 2012).

http://wiki.openstreetmap.org/wiki/Map_Features
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Table 2 The OSM Semantic Network (extracted on June 10, 2011). Vertices marked
with ∗ are leaf vertices, i.e. have only incoming edges. ‘osmwiki:’ stands for
http://wiki.openstreetmap.org/wiki/

RDF Prefix Vertex Type Instances

osmwiki:Key: OSM Key. 884
osmwiki:Tag: OSM Tag. 2,047
osmwiki:Proposed features OSM Proposed Tag. 340
other LGD and Wikipedia nodes.* 1,398

RDF Prefix Edge Type Instances

osmwiki:link Internal link. 11,982
osmwiki:valueLabel A value of a OSM tag. 2,926
osmwiki:keyLabel OSM key. 2,251
rdf:rdf-schema#comment OSM Tag description. 1,892
osmwiki:key Link to OSM key page. 1,891
osmwiki:combinedWith Tag is combined with target tag. 1,257
osmwiki:link A link to a Wikipedia page. 1,118
osmwiki:redirect Redirect to a OSM wiki page. 478
osmwiki:implies Tag implies target tag. 97

internal link (link) to a logical implication (implies). The detailed content of
the current RDF graph is summarised in Table 2. In addition to the OSM Wiki
Crawler, pre-extracted RDF graphs are available online.13 Among other applica-
tions, this ontology can be used as a support to compute semantic similarity between
tags [65], as well as aligning OSM and LinkedGeoData to other geo-knowledge
bases [41].

In the context of ontology alignment, we have developed an integration tech-
nique between LinkedGeoData and DBpedia, matching geographic features across
the datasets. As discussed in Section 2, some LinkedGeoData instances are linked
to corresponding nodes in DBpedia, in particular cities, airports, lakes, and other
well-defined entities. This alignment was performed in the context of pessimistic
assumptions, favouring precision over coverage. As a result, only a small subset
of OSM objects is linked to DBpedia. Thus, to obtain a wider coverage, we have
adopted more flexible heuristics, based on geographic proximity and a tag matching
mechanism based on key words. A web application was built to allow users to vi-
sually explore the OSM dataset, and extract DBpedia nodes and concepts related to
the geographic entities displayed in the current web map. A preliminary evaluation,
published in [8], suggests a promising performance of this ontology-based system,
but further work is needed to explore its strengths and weaknesses.

13 http://wiki.openstreetmap.org/wiki/OSMSemanticNetwork
(acc. June 5, 2012).

http://wiki.openstreetmap.org/wiki/OSMSemanticNetwork
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5 The Quality of Crowdsourced Geo-Knowledge Bases

In order to utilise open knowledge bases successfully, it is crucial to assess their
quality with respect to the user’s requirements. For example, a geo-knowledge base
might have sufficient quality to enrich the semantics of a web-based GIR system, but
is likely to fail to meet the standards needed by the transport industry. Assessing the
quality of knowledge bases can benefit project owners, contributors, and users, indi-
cating criteria to select the best available resource for a given task and highlighting
limitations and design flaws.

A crucial trade-off in the geo-knowledge bases discussed in this survey is be-
tween coverage and precision. Wikipedia-based ontologies such as DBpedia and
YAGO cannot aim at pristine perfection, but can still obtain a reasonable precision
[103]. On the other hand, expert-authored resources such as WordNet have very high
precision, but are unable to compete with the coverage of crowdsourced projects. A
similar trade-off applies to the geospatial dimension: geo-knowledge bases can ei-
ther reach high, expert-validated spatial quality, or can be updated very frequently
by a large number of volunteers, but it is difficult for these two elements to co-exist.

In recent years, several quantitative approaches to assess the quality of an ontol-
ogy have been discussed [43, 15, 101, 37, 100, 49]. In our view, the approaches to
evaluate the quality of geo-knowledge bases can be classified in four families:

1. Manual evaluation: Domain experts and intended users analyse manually the
knowledge base, highlighting issues and giving qualitative judgements on the
mapping between the knowledge base and the real world domain that the knowl-
edge base is supposed to capture [40]. Although human subjects can easily detect
design flaws in the schema, the labour cost of human experts can make it imprac-
tical. Moreover, even in the presence of considerable resources, large knowledge
bases cannot be fully evaluated manually, and automatic methods are needed.

2. Within-knowledge-base evaluation: Particular properties of a knowledge base
are observed without comparison with external sources. These approaches are
based on relationship patterns, distributional patterns, and logical inconsisten-
cies [19, 105]. Although this approach is inexpensive, and can be adopted for
any knowledge base, its effectiveness is largely context-dependent. The average
connectivity between objects, for instance, can vary across different domains,
without being a reliable indicator of quality.

3. Between-knowledge-base evaluation: Two knowledge bases covering the same
domain can be compared, cross-checking their quality. If one of the two knowl-
edge bases has comparatively high quality, it can be used as a ‘ground truth’ or
‘gold standard’ to validate the other. For example, datasets collected and vali-
date by national mapping agencies tend to obtain higher spatial accuracy than
equivalent crowdsourced data [52]. Clearly, this approach cannot be used when
comparable knowledge bases are unavailable, a rather common situation.

4. Application-based evaluation: Ultimately, knowledge bases are designed
and populated to provide support for real-world applications. Hence, an ap-
proach consists of observing the performance of a task with and without a given
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knowledge base, and measuring the differential as an indicator of quality. In this
framework, different knowledge bases can be compared indirectly, bearing in
mind that knowledge bases can obtain varying performances on different tasks.
Strasunskas and Tomassen have proposed a scheme to evaluate the ‘ontology
fitness’ with respect to search tasks [101].

In practice, quality assessment strategies can combine these four approaches in dif-
ferent ways, along multiple dimensions. The quality of a knowledge base can be
measured at the class level and at the instance level, looking at the statistical proper-
ties of the knowledge base. For example, it is possible to have a solid, well-designed
schema but noisy, insufficient instances, or vice-versa. A combination of these two
aspects can offer a comprehensive picture of the ontology quality.

Specific approaches to ontology evaluation focus on a set of dimensions. Tartir
et al. [105], for example, outlined a within-ontology approach based on a triangular
model, in which three dimensions of quality can be observed: between the real world
and the schema, between the real world and the knowledge base, and between the
schema and knowledge base. In their formulation, metrics for schema quality in-
clude ‘relationship richness,’ ‘attribute richness,’ and ‘inheritance richness,’ while
instance metrics capture ‘class importance,’ ‘cohesion,’ ‘connectivity,’ and ‘read-
ability.’ Logical inconsistencies in the knowledge base can also be detected and used
to measure quality [4]. For example, a knowledge base can contain the conflicting
statements ‘Canada southOf USA’ and ‘USA southOf Canada.’

Moreover, Burton-Jones et al. addressed the issue of ontology quality from a
semiotic viewpoint, proposing a within-ontology evaluation framework [19]. The
quality is observed from four perspectives: ‘syntactic quality’ (richness of lexi-
con and correctness), ‘semantic quality’ (interpretability, consistency and clarity),
‘pragmatic quality’ (comprehensiveness, accuracy and relevance), and ‘social qual-
ity’ (authority and history). An overall indicator of quality is obtained with a linear
combination of these four dimensions.

In the context of the open geo-knowledge bases that we have described in Section
2, the quality of primary sources such as Wikipedia and OSM has a great impact of
the derived ontologies. The reliability of Wikipedia has fostered a major academic
and intellectual debate, without reaching a monolithic verdict [75]. A typical way
of assessing the quality of Wikipedia is based on a between-knowledge-base com-
parison of a random sample of articles against a well-established, expert-authored
encyclopedia [40]. The results indicate that Wikipedia has excellent coverage, but
the quality of its articles can vary from poor to excellent. Hu et al. have proposed
within-ontology quality measures for Wikipedia articles, based on the authoritative-
ness of the contributors [62].

Although false information, hoaxes and spam are generally corrected in a timely
manner, Wikipedia articles at a given time can always have errors being introduced
and removed. Therefore, when a snapshot of the Wikipedia website is stored and
analysed, any particular article might happen to be captured right after being van-
dalised or after a thorough revision by a domain expert. To date, no easy solution to
this issue exists.
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Assessing the quality of geographic data is a well known area of GIScience,
traditionally developed in the framework of cartography [18, 63]. Several dimen-
sions can be observed to assess the quality of spatial information, including posi-
tional accuracy (how accurate the object location is with respect to the real world),
completeness (how many objects are represented in the map versus all the existing
objects), and logical consistency (duplicate objects, inconsistent topological rela-
tionships, etc.). Moreover, semantic aspects are particularly important for GIR, such
as attribute and semantic accuracy, which focus on the quality of the metadata. The
temporal quality, i.e. the rate and accuracy of updates, bears particular importance
in several geospatial applications [52].

Indeed, the advent of VGI introduces additional challenges. The quality and reli-
ability of OSM has been debated since its inception, and is now considered a critical
research area for VGI [11, 82]. Like other crowdsourced projects, OSM has expe-
rienced recurring and extensive vandalism, urging the project founder to call for
action [24]. Allegations have been put forward that some vandalism might be car-
ried out by corporate competitors [38]. This sort of ‘spatial vandalism’ in open data
poses peculiar challenges for project administrators, and has not yet been studied on
a systematic basis.

Analogously to Wikipedia, precision and coverage of the OSM spatial data can
vary greatly. An approach to quantify quality consists of adopting a map from a
trusted source (e.g. a national mapping agency), and comparing it with OSM. Thus,
Haklay have compared a sample from the OSM vector dataset against the corre-
sponding data from the British Ordnance Survey [52]. OSM obtains a positional
accuracy of 70%, with drops to 20%, a range that Haklay considers to be “not dis-
similar to commercial datasets” [52, p. 700]. Along similar lines, Mooney et al.
have conducted a quality analysis on a European subset of OSM [82]. Their study
confirms the high variability in the data quality, identifying several geographical di-
vides: rural and low-income areas tend to have lower coverage than wealthy, urban
areas; natural features tend to be less covered than man-made features.

To date, the lack of standardised ‘fitness’ metrics to indicate the quality of open
geo-knowledge bases makes their adoption problematic, particularly in areas in
which the requirements are strict, e.g. logistics and transport. However, mainly for
economic reasons, a number of online services are moving from commercial Web
maps to VGI data sources – the popular social network FourSquare being the most
prominent case – indicating a rising trust in crowdsourced geographic data [56].

6 Current Limitations of Geo-Knowledge Bases and GIR

Given the promise of geo-knowledge bases, GIR and the Semantic Web in gen-
eral, it is important to be aware of the current limitations and drawbacks of such
technologies. The Semantic Web is a broad and ambitious project that has made
undeniable progress, but many of its issues are largely unresolved [81]. Polleres et
al. have identified critical problems affecting the web of Linked Open Data, ranging
from cases where there is too little data, poor quality data, or too much data [89].
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We identify issues affecting the usability of linked geo-knowledge bases, restricting
the discussion to aspects relevant to the ontologies reviewed in Section 2.

Ambiguity. Because of the wide variety of data linked by ontologies, the same
vocabulary can have very different usages depending on the context. A paradig-
matic case is the owl:sameAs predicate, which has become ambiguous in real
datasets [55]. The difficulties in specifying geographic information share a com-
mon root in the complexity of the concept of place in natural languages. The
conceptualisation of place is a cultural and language-dependent process, is intrin-
sically vague, refers to ever-shifting cultural borders, depends on other complex
concepts, and is influenced by the context of usage [94]. Moreover, the web of
open data lacks a meta-ontology framework to describe ontologies in a unified
way [64].

Coverage. In some cases there is too little data, and missing entities or links pre-
vent queries from retrieving results. When an entity has not been published in
RDF and loaded in a public triple repository, it is simply unreachable. RDF adop-
tion online is sparse, and most RDF triples are coming from mass imports from
unstructured or semi-structured datasets [89]. When using open ontologies, the
coverage/quality dilemma has to be taken into account: increasing coverage nor-
mally entails a drop in quality, and vice-versa. Projects aiming at global coverage
often stumble upon the difficulty of keeping large knowledge bases in the same
coherent semantic framework. Coverage also varies depending on fine-grained,
project-specific aspects. In OSM, for example, man-made features are generally
better covered than natural features [82]. The coverage of the interlinking be-
tween ontologies, can also show high variability, leaving vast areas of ontologies
unlinked [89].

Quality. Most geo-knowledge bases contain a vast amount of data imported from
crowdsourced projects. As discussed in Section 5, while crowdsourcing has clear
advantages in terms of coverage and cost, precision is inevitably neglected.
Moreover, when inconsistent, incomplete or inaccurate information is entered in
Wikipedia or OSM, it will be propagated into DBpedia, YAGO, LinkedGeoData,
and many other derived ontologies. The quality of VGI and crowdsourced data in
general is hotly debated, and high variability has to be expected (see Section 5).
The difficulties related to creating, maintaining and interpreting metadata were
bluntly but persuasively described in the ‘Metacrap’ article by Doctorow [27].
However, several ontology quality metrics have been devised. Stransunkas and
Tomassen, while presenting a framework for ontology evaluation for information
retrieval, survey existing ontology metrics [101]. Beside formal quality metrics
based on structure, coherence, and other aspects, an open geo-ontology can be
evaluated indirectly on the basis of results obtained in real-world tasks.

Expressivity. Modelling geographic knowledge into an ontology poses specific
challenges. RDF triplification, however simple it might be in most cases, can
be very complex and counter-intuitive for certain facts [89]. This issue is due
to well-known representational limitations of semantic networks. Additionally,
OWL expressivity for spatial data is very limited. As Abdelmoty et al. pointed
out, OWL does not support spatial types, and common spatial operations such as
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distance are not available [2]. For spatial reasoning, OWL has to be used in con-
junction with spatial databases, preventing a seamless integration with existing
infrastructures [28].

Complexity. Spatial reasoning has been often identified as a fundamental instru-
ment to increase intelligence in GIS [30]. However, applying complex spatial
reasoning over large geo-knowledge bases poses remarkable challenges. Even in
an ideal situation – data without noise and logical contradictions – reasoning in
OWL Full is undecidable, and OWL DL is not designed to reason over massive,
distributed datasets [89]. Further research is needed to enable efficient spatial
reasoning in noisy, large, distributed knowledge bases.

Several efforts are being undertaken to tackle these issues in the context of the
Linked Data initiatives [89]. However, it is reasonable to assume that the presence
of noise, varying quality, and limited expressivity can be reduced but never fully
resolved. Therefore, when developing applications relying on open geo-knowledge
bases, caution is needed in order to deal with unexpected contradictions, inconsis-
tencies, ambiguity, and a varying amount of noise in the data.

A prominent application area for geo-knowledge bases, GIR is a relatively young
discipline, and its achievements are particularly difficult to assess [80]. Most of the
works in the area present a preliminary evaluation, leaving the effectiveness of the
approaches to be verified empirically in real world applications. To date, the most
important large-scale evaluation is represented by the four GeoCLEF challenges,
run from 2005 to 2008 [39, 77]. Focus was placed on open data in GikiCLEF
2009, an evaluation contest conceived to explore cultural and linguistic issues in
Wikipedia-based GIR [93].

The driving intuition behind such initiatives is that adding geographic knowledge
to an IR system would improve its performance when dealing with information
needs with a spatial component. However, as Mandl noted, complex GIR systems
have not consistently obtained better results than geographically naive systems [76].
According to Leveling, the contradictory results of GeoCLEF show possible areas
of research that might improve the overall results of GIR, strengthening the usage
of natural language processing with semantic indexing, handling metonyms, and
topological relations beyond simple inclusion [72].

7 Conclusions and Future Work

In this chapter we presented a survey on recent advances in open geo-knowledge
bases and GIR. In Section 1, we framed these areas of research in the combined
visions about the Digital Earth, the Semantic Geospatial Web, and the emergence
of Volunteered Geographic Information, which have changed the face of geographic
information over the past decade [29, 44]. The linked open geo-resources available
online that we discuss in this chapter are realising, at least in part, the vision of
the ‘collaboratory,’ a collaborative geo-laboratory envisaged by Al Gore in 1998 to
promote the development of geographic digital technologies [47].
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A survey of free, open geo-knowledge bases with global coverage was
presented in Section 2, including GeoNames, DBpedia, YAGO, GeoWordNet,
ConceptNet, and others. Those knowledge bases are created by extracting knowl-
edge from Wikipedia, OSM and traditional GIS data sources, merging different
knowledge bases. Section 3.1 provides an overview of recent work in the area of
geo-ontology alignment and merging. In order to cope with the growing amount of
online geographic information, GIR has emerged. Section 3.2 surveys recent work
in the usage of geo-knowledge bases to increase the geographic intelligence of GIR
systems. Our own contribution to the area of open geo-knowledge bases, the OSM
Semantic Network and an OSM/DBpedia alignment approach, is subsequently out-
lined in Section 4.

Section 5 surveyed the existing strategies to assess the quality of geo-knowledge
bases, with particular emphasis on the quality of crowdsourced data sources. De-
spite undeniable advances towards the Semantic Geospatial Web and the increased
coverage and quality of open geo-knowledge bases, it is important to recognise its
current limitations. Section 6 highlights current issues which researchers using open
geo-knowledge bases frequently encounter, identifying the core issues in coverage,
quality, expressivity, and complexity of geo-knowledge bases. Similarly, current
GIR systems have not met the expected increase in performance over traditional
information retrieval, indicating that geographic intelligence needs refinement to
become effective in its applications [76].

These issues notwithstanding, promising applications of open geo-knowledge
bases are to be found in GIR, ontology alignment, toponym resolution, and related
areas. In this respect, it can be argued that the most effective way to counter scep-
ticism lies not only in formal, academic evaluations such as GeoCLEF, but in the
production and dissemination of usable web applications for Internet users. For this
purpose, more collaboration with the human computer interaction community might
help devise appropriate interfaces to interact with open geo-data, exploiting these
knowledge bases in convincing ways [76]. Work on open geo-knowledge bases
should never lose contact with the ultimate stakeholders in information retrieval
systems, the human users with their diversified and often unexpected information
needs.
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15. Brank, J., Grobelnik, M., Mladenić, D.: A survey of ontology evaluation techniques. In:
Proceedings of the Conference on Data Mining and Data Warehouses, SiKDD 2005, pp.
166–169. Information Society (2005)
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Chapter 6
Fact Based Search Engine: News Fact Finder
Utilizing Naive Bayes Classification

Ricardo Salmon, Cristina Ribeiro, and Swathi Amarala

Abstract. There are a number of quality news sources available on the Internet.
Searching through all these sources for facts related to a certain subject would be
exhaustive for a user. We developed a niche sentence level search engine called
News Fact Finder in order to provide users with factual information relevant to the
query. Sentence level search is based on the intuition that if all the query words
are within the same sentence, that result is more relevant than a result containing the
query words in remote parts of the text. We therefore use suffix arrays which excel at
exact substring matching to index our database. Our framework uses a Naive Bayes
classifier for classification of sentences as facts and opinions. Ranking was per-
formed at the document level, such that a document with many related facts would
be ranked higher. News Fact Finder performs competitively on a large collection
of news documents in providing relevant fact-based results to users. This is a novel
approach to perform quality-based searching, ranking, indexing and categorization
of news information.

1 Introduction

The proliferation of reputable news sources on the Internet has made it difficult for a
user to search through these sources for facts related to a certain subject. An example
would be looking for facts related to a new health treatment that has been hyped up
in the media. We would want to know the facts including the negative side effects,
beneficial effects, and cost. Whereas, we are not interested in emotional suggestions
or prejudice opinions of treatment or medical advice. A typical news article presents
a mixture of these facts and opinions. Also, a single news article might not mention
the whole range of facts. Therefore, it is advantageous to develop an automated
system to extract the facts from the multiple news sources.
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Most of the top search engines perform document level search. Hence, when long
queries are typed in by a user, these engines will return a result that contains most of
the specified keywords spread out over the document. The document as a whole may
not be relevant to the intended search. Taking this into consideration can enhance
the precision of the results set without affecting sensitivity. Generally it is hard to
increase the specificity of a search without decreasing the sensitivity and thus losing
a number of relevant results.

Existing document level search engines claim that they provide results with exact
substring matching of long queries within quotes. This is only true when the quotes
contain well-known text, such as that of a Shakespeare play. Otherwise, it will re-
turn, “No results found”, even though such text exists on the web. Furthermore, the
results it suggests without quotes are usually not relevant. Where document level
search engines fail, sentence level search would provide relevant results to queries
requiring exact substring matching. When performing document level search the
unit used is a document, where as sentence level search it is a sentence.

Queries that require exact substring matching in order to obtain very relevant
results are not well established. We compare the various data structures available
for indexing sentences. Specifically, we explore the potential of suffix arrays, which
excel at exact substring matching. However, there is an inherent difficulty in imple-
menting sentence level search at a large scale due to the fact that there is no fast
and easy way to index and search sentences in contrast to an inverted index. The
scalability of this solution for large web-sized corpuses is explained in section 6.

We developed a niche sentence level search engine, News Fact Finder using
Naive Bayes to filter out opinions and to provide the users with factual informa-
tion relevant to the topic of the query. The dataset for our experiments is obtained
by crawling on a number of reliable news sources to extract the web pages covering
various topics. Our search engine is based on suffix arrays, which is convenient for
substring matching, a vital component for sentence level search. The indexed sen-
tences were classified as facts by training a scalable classifier, Naive Bayes, on a
set of fact and opinion sentences for quality-based sentence categorization. Ranking
was performed at the document level, such that a document with many related facts
would be ranked higher. In addition, each of the fact-based sentences were ranked
by relevance to the query.

A number of existing news analysis systems typically use keyword matching
and topic classification techniques to group related news into various clusters [1].
However, these clusters contain both factual and opinionated information. In such
situations, the user ends up performing an exhaustive search for facts in the result-
ing clusters. Our goal is to provide the user with just the facts relevant to the given
query. The system developed by [2] uses a subjective word list to classify sentences
as facts and opinions. Its limitation was the comprehensive subjective word list used,
which included weakly subjective words. Hence, we propose a different approach,
namely Naive Bayes classification, to reliably classify facts from opinions and im-
prove performance.

NFF Naive Bayes, performs competitively on a large collection of news docu-
ments with an accuracy of 82% and an F2 measure of 0.96, in providing relevant
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fact based results. There has been minimal research conducted on the plausibility
of sentence level search engines. Therefore, this approach is a novel contribution to
perform sentence-level fact-based information retrieval.

The outline of this chapter is as follows. In section 2 we review research being
conducted to test the feasibility and scalability of sentence level search engines. In
section 3, we present the architecture of our search engine in detail. In section 4,
we outline a method of extracting facts from opinions using a classifier. Section 5
presents the experimental results and detailed analysis. Finally, the conclusion is
presented in section 6.

2 Sentence Search Engine

Multi-word queries are the majority of search queries issued on the Internet. It is in-
tuitive that the presence of all query words within each document is a necessary con-
dition for retrieving relevant articles. However, this is not a sufficient condition to
obtain the most relevant articles, as the relationship between the query words plays
an important role in determining the search engines recall. Experiments suggest that
if two words occur within an article, the probability that they are related is higher
when the words occur within adjacent sentences rather than in remote sentences [3].
We therefore developed a search engine based on sentence level techniques.

To the best of our knowledge there are very few sentence level search engine
in the literature because it is a new research area. We survey the existing sentence
search engines Relemed, PubMed, AnswerFinder and AnswerBus. Finally, present
different data structures and explore the most optimal ones for use in sentence level
search.

2.1 Sentence Search

Relemed [3] is a sentence level search engine for MEDLINE, which is a database
of over 15 million biomedical articles. Because of the large size of the corpus, it is
typical for document level search techniques to return extraneous results. Extrane-
ous results are defined as documents in which all the query words are contained but
are not relevant to the user’s query. There are over thirty different search engines for
MEDLINE, PubMed being one of the most popular, but they are based on document
level search. Relemed is the first to explore sentence level searching.

Relemed is implemented using a database with two tables: one containing the text
of each sentence along with its document and sentence IDs, and the other containing
all of the document IDs linked to the corresponding citations. The sentences are
broken down using the delimiters ‘.’, ‘?’, and ‘!’ but include special cases to handle
instances where ‘.’ does not mark the end of a sentence (such as abbreviations or
decimal numbers). Queries can consist of query words separated by spaces, or can
be written in PubMeds query language. Like many other search engines, Relemed
uses the Unified Medical Language System to automatically map terms to keywords
in order to improve the sensitivity of the search.
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Relemed uses a relevance metric in conjunction with sentence level search to rank
results. There are eight relevance levels. The first level contains results in which
all of the query words are in the title, the same sentence of the abstract, and the
keywords. The other levels require some permutations of these, until the last level,
where the only requirement is that the query words need to appear anywhere in the
text. This is equivalent to PubMeds search, and is document level rather than sen-
tence level. Relemed can sort these results to the end of the results list, since they
appear to be least relevant and it is more likely they are false positives. Two case
studies were conducted to compare Relemed and PubMeds results. These prelimi-
nary studies found that Relemed and PubMed returned the same number of results,
and that Relemed displayed a high number of relevant results in the first few pages,
with over 98% precision [3]. Relemed also was shown to rank false positives lower.
Since PubMed posts results chronologically, the systems cannot be compared on
this level. However, Relemed was successful at accomplishing its goals. These re-
sults show the promise of sentence level search to improve precision and ranking of
search queries.

Similar sentence level search engines include specialty search engines
that deal only with questions as queries, such as AnswerFinder and AnswerBus.
AnswerFinder and AnswerBus’ performance was evaluated using the TREC 2002
question set. AnswerFinder answered approximately 26% of the questions correctly
[4]. AnswerBus is an open-domain natural language question answering system
based on sentence level information retrieval. Its accuracy was 70.5% and the av-
erage time taken to respond to a question is 7 seconds [5]. Their average response
time is better than many other sentence level search engines.

2.2 Search Engine Data Structure

The data structure used in the implementation of a search engine is very important. It
dictates the search time, the relevance of the results retrieved, and the space required
to hold the data. We compare different data structures to determine the ideal one for
use in a sentence level search engine. We consider the following data structures:
inverted index, suffix trees, string B trees, and suffix arrays.

2.2.1 Inverted Index

The inverted index is the most popular data structure used in document retrieval
systems. An inverted index provides a mapping between terms and their location
of occurrence in the documents [6]. It is simple to implement, scales well to large
corpuses and is extremely efficient in performing AND queries. However, it’s per-
formance in phrase and proximity matching is very poor.

2.2.2 String B-Tree

A string B-tree is an external memory data structure that efficiently implements op-
erations such as prefix search, range query, substring search and string insertions
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and deletions on a collection of arbitrary long strings [7]. String B-trees are a com-
bination of Btrees and Patricia tries for internal node indices that are made more
effective by adding extra pointers to speed up search and update operations.

String B-trees have the same worst case complexity as B-trees but they manage
unbound-length strings and perform much more powerful search operations such
as the ones supported by suffix trees. Since we are performing a substring search
in RAM, we are not considering string B-trees as a possible data structure in our
implementation.

2.2.3 Suffix Trees

The suffix tree is a data structure known for its characteristics that enable it to per-
form string sequence matching. This makes it a perfect candidate for sentence level
search engines. McCreight [8] came up with a path compression process, where the
individual edges in the tree represent sequences of text instead of individual charac-
ters. As a result, suffix trees have a linear construction in time and space, O(n). The
algorithm has a few disadvantages. In particular, the tree has to be built in reverse
order, so that the characters are added from the end of the input. It is due to this im-
pediment that suffix trees are not a suitable data structure for search engines. Later
Ukkonen [9] modified McCreight’s algorithm to work from left to right.

2.2.4 Suffix Arrays

A suffix array is an array of integers, which represents the starting positions of
suffixes of a string and is organized in lexicographical order. They have good space
and time complexity. The linear construction time is a one time cost, which is done
offline, thereby not adding to the search time. Suffix arrays are better at substring
searching than inverted index.

In [10], it is proposed that suffix arrays are a space saving alternative to suffix
trees. Their space complexity is proportional to the size of the document and search-
ing for a pattern is proportional to the length of the search query, this is independent
of the size of the document. This is even more apparent when they are compressed
as discussed in [11, 12, 13, 14, 15]. The use of self-indexing structures can search
and return results without storing the original text [11, 13, 16, 17, 18] and requires
approximately only 30% of the space required to store the original text, which could
also act as a compression scheme [19].

Even with the significant amount of research over the years and effort in attempt-
ing to minimize the size of suffix arrays, there still exists a scalability issue [19].
Compressed suffix arrays are still not scalable, requiring O(m+log n) seeks [13].
This limitation allows us realize the benefits of quicker searching. Another limita-
tion is the time it takes for the construction of the suffix array. However, for the
application of a search engine, its construction is required to be performed only
once offline. Therefore this does not affect the length of time required to search and
return the top relevant results.
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3 News Fact Finder Naive Bayes

The News Fact Finder Naive Bayes (NFF-NB) is a search engine designed to re-
trieve facts relevant to the user’s query. NFF-NB is optimized for sentence level
search queries. It returns exact substring matches from the users parsed query. The
exact substring matches are then classified as facts or opinions, and the opinions are
removed. For the experiment, we consider a sentence to be an opinion if one or more
judges classified the sentence as an opinion. In cases where all of the judges classify
the sentence as a fact, the sentence is considered a fact. This method of classification
was used in experiments conducted in [20]. We expect that our system will return a
relevant result set to the user based on our systems heuristics. In cases where there
is doubt it is preferred that more information be provided to the user to interpret
whether the sentence is a fact or an opinion. We next present the description of the
NFF-NB algorithm.

3.1 Algorithm

The implementation of the NFF-NB system is comprised of the following com-
ponents: crawler, parser, index, classifier, query, and ranking. The architecture is
shown in Figure 1.

Fig. 1 News Fact Finder Naive Bayes architecture

The crawler is used to extract the relevant webpages from news websites. The
details of the dataset are given in Section 5. The parser then parses each document
into sentences. The text is split into sentences on the occurrence of a sentence de-
limiter, such as ‘.’, ‘!’ and ‘?’, including special cases for ambiguous delimiters. For
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example, sentences are not broken down on the occurrence of abbreviations such as
U.S., R.S.V.P, etc., or on the occurrence of initials such as Dan F. McCormick.

The second stage of the parser reads each sentence from the parsed documents,
splits the sentence into a list of words. It then eliminates all the words from the black
list, which are stopwords and converts all the verbs to their root forms. The details
of the black list and verb list are given in Section 4. The parser then joins all the
remaining words back to a sentence and writes the sentence to a text file. The query
is also parsed in a similar way.

The index builder reads in one document at a time and turns each sentence into
a suffix array, and also keeps track of its document ID and sentence ID. Opinion
sentences are replaced by blank lines in the final parsed document. However, suffix
arrays are not created for them, but are given sentence IDs. This enables tracing of
these opinion sentences back to the parsed documents and exclude them from being
returned in the results as neighbouring facts. The suffix arrays are stored in one list
that is iterated through when searching. Each of the following units: document ID,
sentence ID, and suffix array are stored as a tuple in the list.

Ranking is performed at the document level, i.e., documents with higher number
of keyword matches to the query are ranked higher compared to documents with
fewer keyword matches. This is based on the intuition that matched sentences are a
good indicator of document relevance to the user. We then return the matched sen-
tences along with k sentences in close proximity to the original matching sentence.
We typically use k = 2, meaning the preceding and the succeeding two sentences
are returned along with the original matched sentence. This is based on the local-
ity principle; we assume related information is closer in proximity on a page. We
consider k small since we only wish to return relevant results that the user will have
time to read.

3.2 Data Structure

The data structure we use for indexing is the suffix array. It contains all pointers to
the text suffixes, which are sorted in lexicographical order [4, 20, 21, 22, 23]. Each
suffix is a string starting at a particular position in the original text and ending at the
end of the text, as seen in Figure 2.

The suffix array class stores two attributes: 1) the sentence (which is actually a
list of words in the sentence); and 2) the suffix array. It contains functions to build
a suffix array given a sentence, and search the suffix array for exact matches, given
a string of one or more words. It also has a function that returns a string of the
sentence and the suffix array, separated by the delimiter ‘|’, which is how the suffix
array is saved to disk.

4 Fact Extraction

Finn et. al [21] develop a system which automatically classifies news articles ac-
cording to whether they present opinions or facts. They first started with a classifier



128 R. Salmon, C. Ribeiro, and S. Amarala

Fig. 2 Suffix Array

built based on the occurrence of words in the text as features in conjunction with a
Naive Bayes classifier. When the classifier was trained and tested within the sports
and politics domain, the system achieved an accuracy of 88%. It was found that this
basic classifier couldn’t be generalized to new domains.

The authors came up with a second approach that examines the type of language
in the document. The idea behind this approach is that the kind of language used
in opinion documents is different than that used in factual articles. The documents
are first processed using Brill’s Part-Of-Speech (POS) tagger [22] and then the doc-
uments are represented as the fraction of words for each POS. This enabled the
system to be generalized for a wider variety of news articles, but it did not improve
the accuracy.

4.1 Opinion Sentence Search

A sentence based opinion search engine in open domain topics was developed by
Furuse et. al [20]. Their search engine involves extracting opinion sentences from
Japanese blog pages that are relevant to a users query. As the size of the web grows,
a significant proportion of content is user generated, in the form of blog pages,
emails, and social networks. The motivation behind these types of search engines
would be to infer opinions on various products, beliefs regarding different topics.
This knowledge can also be informative for decision-making tasks.

Opinion sentences are classified based on the particular type of opinion, i.e., sen-
timents, neutral opinions, requests, advice, or thoughts. Each opinion sentence is
identified if an opinion clue is explicitly found. For example “I am glad” from the
sentence “I am glad to see you” or “extremely” from “They played extremely well”.
Sentences containing the exclamation mark and conditionally subjective phrases
are also identified as opinions. These clues are encoded as features in a Support
Vector Machine to perform the classifying if a sentence is opinionated. Opinion
clues are also augmented with semantic categories to compensate relations between
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co-occurring phrases in sentences. The semantic categories encode a hierarchical
relationship between words. An example would be:

(1) X is beautiful
(2) X is pretty

The adjectives beautiful and pretty can be classified into a more general category:
appearance. Now, if (1) is determined to be an opinion sentence, based off the word
beautiful, (2) should also be considered as an opinion since they are of the same
form.

The architecture of the system works as follows: a crawler collects pages online
that are later filtered for opinions, and stores only sentences which are considered
opinions by the system. When a user queries the system, a second module is called
which extracts only opinion sentences that are relevant to the users query from the
previous index, built offline.

The evaluation consists of collecting pages from the web and having three judges
manually labeling sentences they judge to be opinions. To illustrate the subjective
nature of the task they found that all three judges only agreed that a sentence is
an opinion 22% of the time [20]. In terms of performance, the system was tested
against (a) the baseline method, (b) a proposed model with expression clues for
opinion extraction, and, (c) the effects of adding semantic categories. The results
show that the opinion sentence search engine outperformed the baseline method on
the test criteria of precision, recall and, accuracy.

4.2 Fact Finder

In [2], we used a subjective word list that contains words that suggests an opinion
or a point of view. However, by using this approach we sometimes found it too
restrictive and it required manual tuning. Additionally, we adopt a more autonomous
approach by using a probabilistic classifier Naive Bayes. We model each word in
our vocabulary as a binary value and represented a sentence as a feature vector for
classification.

In particular, a sentence of length n can be written as s = (w1,w2, · · · ,wn) where
each wi, i = 1,2, · · · ,n is a binary value that represents the presence or absence of
the word i. A sentence label is either a fact (y = 1) or an opinion (y = 0). The set of
labeled sentence pairs are of the form (s j ,y j). That allows us to efficiently calculate
p(y|w1,w2, ...,wn) as proportional to p(w1|y)p(w2|y) · · · p(wn|y)p(y). The estimated
parameters are stored for future classification.

Afterwards, whenever we retrieve a new sentence, s∗, from the web, we have to
determine if it should be included in the index based on its label generated by the
classifier. The classifier finds the class of y∗ that maximizes p(y∗|s∗). If it is the case
that y∗ = 0 is most likely, then the sentence is discarded, else it is added to the index.

After the parsing stage, various transformations are applied to the documents.
In order to ensure that our system retrieves the most relevant information and only
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fact based results, we created a set of word lists to aid in the task. We developed
three lists: a verb word list, a black word list, and a subjective word list. Each list
is used in various components of the architecture. We present further details in the
following sections.

4.2.1 Verb Word List

Various forms of verbs in the sentences are converted into the base verb form using
a verb list. The verb list is from WordNet, a large English lexical database [24]. We
modified the list by adding missing verbs and their corresponding root forms. The
verb list format is shown in Table 1.

Table 1 Verb list for document uniformity

Non Base Form Verbs Verb Base Form
Believed Believe
Believes Believe
Believing Believe

The reason we convert various verb forms to the root form is to have uniformity
of verbs throughout the document and hence retrieve all the relevant sentences to a
users query.

4.2.2 Black Word List

The black word list is used by the parser to eliminate common words found in the
English language that are not relevant to the topic, such as the word ”the”. This
includes definite and indefinite articles, prepositions, some verbs, and conjunctions.
The black list used in the News Fact Finder consists of 131 words.

This is much more efficient than the alternative of using a white list that contains
only valid words we would allow into the database. The language being used is
constantly changing and we would not want to severely restrict the type of queries
answerable by our system. The black list consist of a small constant set of high
frequency words.

4.2.3 Subjective Word List

The subjective word list contains words used in the English language to describe a
topic that suggests an opinion or a point of view. The word list was created using a
subjectivity clues database, which contains subjective words and classifies them as
either weakly subjective or strongly subjective [25, 26].

Ribeiro et al. [2] created a list containing only the strong subjective words, to
ensure that the system is not too restrictive by classifying the sentences as opin-
ions. The weak subjective terms do not necessarily apply in all cases and contexts.
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Even with natural language processing it is difficult to determine when the weak
subjective words represents an opinion or a fact.

Despite the fact that only strong subjective words are included, the exhaustive list
contains 4,745 words. By using this list in the system, [2] are testing a rule based
approach to classifying sentences as facts or opinions.

5 Experimentation

The sentences are then classified as either a fact or an opinion. We used Naive Bayes
(NB) classifier for sentence classification. NB is a probabilistic classifier with the
strong assumption that each word is sampled independently of all other words. The
advantage of a NB classifier is its speed in particular for large datasets. The library
used was Biopython-1.55 [27]. We used 780 manually classified sentences that con-
sisted of 322 facts and 458 opinions to train the classifier on a total of 2,867 unique
words. Based on studies by [28] 56% of news articles were judged to be objective.
Next, during the creation of the index we discard all sentences that were classified
as an opinion.

We tested the ability of NFF-NB to retrieve relevant facts and to filter sentences it
classifies as opinions. The experiments conducted consisted of testing the NFF-NB
on 27 queries covering various articles that pertain to different topic areas found in
the corpus. Some of the topics include politics, health, entertainment, sports, and
opinions. The corpus was obtained by crawling the CNN website and extracting
news articles. Our intention was to gather articles from a niche domain instead of
highly unstructured pages on the World Wide Web. The date of the articles ranges
from November 6th to December 3rd, 2009, is over 120 MB in size and consists of
4,756 documents. This is a reasonable data set, as it indexes only reputable news
sites and not the entire Internet.

Four judges were assigned to read the selected articles and classify the sentences
as either fact or opinion. There were many ambiguous scenarios which were difficult
to classify, which are described below.

Sentences which contain both facts and opinions: News articles tend to con-
tain lengthy and complex sentences in which one part is a fact, and another part
is an opinion.

Sentences that contain a personal statement from someone being interviewed:
These sentences are formulated as X said Y, which in itself is a fact, regardless if
Y is a fact or an opinion.

Sentences containing informed opinions: In some cases the reporters obtain
opinions from experts. There was disagreement between the judges whether these
types of sentences should be classified as facts or as opinions.

Sentences that contain subjective truths: In cases where an eyewitness states
an account of their experience, this can be construed as fact, as no one else can
argue that it did not occur to that individual. Yet it is still their opinion of what
they experienced.
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It is difficult to obtain a high inter-human agreement on classifying sentences into
facts and opinions. Experiments conducted by [20] show that only 22% of the judges
agree that a sentence is an opinion given that at least one of the judges marked it as
an opinion. We used the same approach as [20] in our experiments. We assume a
sentence is an opinion if one or more judges classified the sentence as an opinion. In
cases where all the judges classify the sentence as a fact, the sentence is considered
a fact. There were many ambiguous cases, which were difficult to classify. For ex-
ample: the user may consider certain opinions from experts as facts based on their
credibility. In such cases, the NFF-NB leaves the decision up to the users discretion
by including those sentences in the results set.

We expect that our system will return a relevant results set to the user based on
our systems heuristics. We are careful to avoid accidentally excluding sentences
where we cannot agree whether they are facts or opinions. It is preferred that more
information be provided to the user, rather than less. If the system consistently did
not return enough information it would render the system useless. As a result, in
the cases where doubt exists, we leave it up to the users to interpret whether the
sentence is a fact or an opinion.

5.1 Experimental Results

There is a large body of knowledge and research being conducted on filtering opin-
ions and only a few in the area of fact filtering. Although these two problems are
similar in that we are classifying sentences, they use different semantics. As a re-
sult, the only direct comparison we have is the NFF-WL previously built [2]. The
NFF-WL is a sentence level search engine that uses subjective word lists to extract
fact based sentences. In this section we compare the NFF-NB results with NFF-WL.

Each of the query results was compared to the judges classification. If all of the
sentences classified as facts were displayed in the results set, and none of the sen-
tences classified as opinions were displayed to the user, this would be considered
a successful result. Of the 27 queries tested, the NFF-NB returned 21 successful
results and achieved a accuracy of 82%. Each query was processed in 0.2 seconds.
This is a considerably better processing time compared to the other sentence level
based search engines. AnswerBus performs better than its competitors, with an av-
erage of 7 seconds query-processing rate.

The queries classified as opinions included sentences containing strong subjec-
tive words, for example, ‘I believe’. We anticipated that the NFF-NB would not
return any results matching this query. However, it returned results that the classi-
fier failed to filter as opinions. This is due to our training data not containing many
sentences that include direct opinions such as the query I believe. The NFF-NB
method incorrectly classified these sentences as facts. Successful results returned
only factual sentences relevant to the query.

There are two possible error categories. The first error type was false positive
and the second was false negative. The false positive results included opinion sen-
tences appearing in the results set, as though they were facts. These sentences were
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Fig. 3 Result Error Types

classified as opinions by the judges. The false negative results case is comprised
of fact-based sentences that were classified as opinions. The Naive Bayes classifier
had six queries, in which, the results returned were incorrect. All of these results
were false positive. There were no false negative results. Again, this may be due
to the skewed data used to train the classifier, being more fact based rather than
opinion based material. Figure 3 shows the comparison of error types and frequency
between NFF-WL and NFF-NB.

In most cases the NFF-NB method outperformed the NFF-WL method previ-
ously used. Eight of the successful results produced significantly more relevant facts
from articles in the corpus that the previous method had missed. In total 39 addi-
tional facts were returned, which on average resulted in 2.05 more pertinent facts
per query.

Fig. 4 NFF-WL vs. Naive Bayes Results

The sentence based question answering systems, Answer Finder and Answer bus
have an accuracy of 26% and 70% respectively [5, 4]. Whereas the NFF-WL [2]
method has an accuracy of 73%, in contrast the NFF-NB achieved an 82% accuracy
along with significantly better results for each of the successful queries. A compar-
ison is shown below in Figure 4.

NFF-NB obtained an F-measure of 0.89, which is a weighted average of precision
and recall. The users of a search engine place significantly more emphasis on recall
over precision. A user who wants a higher recall would be required to manually
review an inconceivable number of sources and extremely large data sets that would
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be subjected to human error. This is why the F2-measure is a better effectiveness
measure of our search engine. NFF-NB produced an F2-measure of 0.96.

We tested both these systems on the same set of 27 queries. We present the dif-
ferent scenarios in which the results are different, and listed below. The queries are
numbered, in order to easily reference them throughout the following section.

Query 1: a christmas carol

NFF-WL Results Returned:
‘New Moon’ wins another box office weekend

1. With a $24.1 million total so far, Old Dogs hasnt
captured the same men-of-a-certain-age crowds
that drove Travoltas Wild Hogs to a $39.7 million
debut back in 2007.

2. Meanwhile, Disneys A Christmas Carol (fifth
place, $16 million) got a holiday bump, jumping
30 per cent over last weekend to a total of $105.3
million.

3. In its first wide-release weekend, and The Road
grossing $1.5 million at 111 theaters.

‘New Moon’ banks at box office

1. Vampires and werewolves weren’t the only cham-
pions at the box office, either.

2. At fifth, Disney’s A Christmas Carol continued to
hold on strong, dropping 45 percent for $12.2 mil-
lion and $79.8 million total.

3. Two other limited release debuts had varying suc-
cess.

Success: Results were returned relating to the movie A Christ-
mas Carol, including previous success, current suc-
cess, ranking among movies, and a comparison to
other debuts in the past. These are excellent results that
a user could use to determine whether or not to watch
the movie.
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NFF-NB Results Returned:
‘New Moon’ wins another box office weekend

1. With a $24.1 million total so far, Old Dogs hasn’t
captured the same men-of-a-certain-age crowds
that drove Travolta’s Wild Hogs to a $39.7 million
debut back in 2007.

2. Meanwhile, Disney’s A Christmas Carol (fifth
place, $16 million) got a holiday bump, jumping
30 per cent over last weekend to a total of $105.3
million.

3. Specialty pics found modest success, with the ani-
mated Fantastic Mr. Fox earning $7 million Friday-
Sunday.

‘New Moon’ banks at box office

1. The weekend’s real casualty was the animated sci-fi
comedy Planet 51, which managed to open at just
$12.6 million for fourth place.

2. At fifth, Disney’s A Christmas Carol continued to
hold on strong, dropping 45 percent for $12.2 mil-
lion and $79.8 million total.

3. And Precious: Based on the Novel ’Push’ by Sap-
phire pulled in $11 million for sixth place on just
629 screens; after only three weeks of a limited,
platform release, the Oscar favourite has grossed a
stunning $21.4 million.

8 to watch: This holiday season’s movies wrapped up

1. Some of the most anticipated movies of 2009 will
be released this winter, as studios aim to take ad-
vantage of the holiday crowds and slip in Oscar
hopefuls ahead of awards season.

2. Recent releases like Disney’s modern interpretation
of the traditional Charles Dickens tale A Christmas
Carol have already started to build up the holiday
mood.

3. Other upcoming highlights include big-budget 3D
epic Avatar, which is due to be released Decem-
ber 18 worldwide, and Peter Jackson’s film adap-
tation of Alice Sebold’s heart-wrenching novel The
Lovely Bones.
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Success: Several additional facts were returned including all of
the NFF-WL facts. The word list used for NFF-WL
was comprehensive in that it included weak subjective
words. Its strictness resulted in the incorrect classifica-
tion.

Query 2: Fantastic Mr. Fox

NFF-WL Results Returned: None
Success: One of the judges classified the sentence contain-

ing this sub-string as an opinion. Therefore NFF-NB
should not display this sentence in the results.

Explanation: The words fantastic and modest are contained in the
subjective word list. As a result, the sentence contain-
ing this sub-string was classified as an opinion by sys-
tem and removed. This query is a movie title. If the
sentence did not contain modest, it would have still
been filtered out, due to the word fantastic.

NFF-NB Results Returned: None
Success: Same result achieved as the NFF-WL

Query 3: I think

NFF-WL Results Returned: None
Success: All of the judges classified the sentence containing this

sub-string as an opinion. Therefore NFF-WL should
not display this result.

NFF-NB Results Returned: None
Failure: These sentences were not classified as opinions by

NFF-NB.
Explanation: We attribute this failure to the fact that the training data

included very few instances of phrases such as I think.
Hence the classifier couldn’t identify these phrases as
opinions.
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Query 4: health problem

NFF-WL Results Returned: Alcohol takes its toll on Russians health

1. Alcohol takes its toll on Russians health
2. The biggest health problem facing Russia is the

very high level of mortality among working aged
men, says Martin McKee, an expert in Russian pub-
lic health at the London School of Hygiene and
Tropical Medicine.

3. A new dynamism appears to be taking hold of Rus-
sia as it aims to raise its prominence on the world
stage.

Vitamin D: Hyped or true wonder?

1. If you eat a balanced diet, are you likely to develop
vitamin D deficiency?

2. Back in the 1930s, rickets was a major public health
problem.

3. As a result, the United States started a milk fortifi-
cation program.

Failure: The sentence containing the sentence expected from
the articles reviewed was not returned in the results
set.

Explanation: The word extremely is in subjective word list. As a re-
sult this sentence was classified as an opinion by the
NFF-NB and not indexed. It should have been classi-
fied as a fact and displayed.

Implementation: With the use of Natural Language Processing, used in
conjunction with the subjective word list, these cases
may be avoided.
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NFF-NB Results Returned:

Task force opposes routine mammograms for women
age 40-49

1. Watch Dr. Gupta explain the controversy With its
new recomendations, the [task force] is essentially
telling women that mammography at age 40 to 49
saves lives; just not enough of them, Dr. Otis Braw-
ley, chief medical officer for the American Cancer
Society.

2. Breast cancer is a serious health problem facing
adult women, and mammography is part of our so-
lution beginning at age 40 for average-risk women,
it says.

3. It recommends annual exams beginning at that age.

10 surprising facts about cholesterol

1. For example, 33 percent of people ages 20 to 74
had high cholesterol (defined as above 240 mg/dL)
in the early 1960s, and the average was 222 mg/dL;
in 2003 to 2006, about 16 percent of people in that
age group had high cholesterol and the average was
200 mg/dL.

2. Elevated cholesterol, which was unrecognized as a
serious health problem 50 years ago, is dropping
mainly because of more awareness of its dangers,
which has resulted in healthier diets , more choles-
terol screening, and the widespread use of statin
medications.

3. Health.com: Are you cholesterol smart?

Alcohol takes its toll on Russians’ health

1. Life expectancy for Russian men is well below that
of western European countries like Germany, where
men have an average life span of 77 years, accord-
ing to World Health Organization figures.

2. The biggest health problem facing Russia is the
very high level of mortality among working aged
men, says Martin McKee, an expert in Russian pub-
lic health at the London School of Hygiene and
Tropical Medicine.

3. Life expectancy for men has stagnated for quite
some time, and a major culprit has been high levels
of alcohol consumption.
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Sex drive vs.

1. Long banned in Olympic sports from bobsled to
diving, beta blockers also reduce anxiety and mus-
cle tremor and can sharpen focus and precision.

2. Barron has another health problem: extremely low
testosterone.

3. Since 2005, he has been getting monthly shots of
synthetic testosterone, which is also banned from
most professional sports.

Vitamin D: Hyped or true wonder?

1. The National Cancer Institute and the Centers for
Disease Control and Prevention concluded vitamin
D levels in the blood were not related to overall can-
cer mortality.

2. Back in the 1930s, rickets was a major public health
problem.

3. Rickets is a skeletal disease that weakens the bones,
especially in children.

Success: Several additional facts were returned including all of
the NFF-WL facts. The improved performance is due
to the same reason as listed in Query 1.
Consider the query, ‘Obama announcing new plan
for Afghanistan’, the NFF-NB classification method
ranked very relevant facts at the top. This is an im-
provement over the NFF-WL method.

Query 5: Obama was announcing his new plan for Afghanistan

NFF-WL Results Returned: McChrystal on Afghanistan

1. The whole world is listening.
2. In a statement issued as Obama was announcing

his new plan for Afghanistan, McChrystal said the
president had provided him with a clear mission
and sufficient resources.

3. Some question whether we can do it, or if we
should do it, McChrystal told the forces

Failure: This is a false positive result.
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Explanation: The second sentence was classified as an opinion by
all the judges, and therefore should not be returned, al-
though it was classified as such by taking into account
the context of the article. Having read the preceding
sentences, it is clear that this sentence is not a fact.
However, analysis of this sentence based solely on its
sentence structure, out of context of the article, would
classify it as a fact.

NFF-NB Results Returned: McChrystal on Afghanistan

1. The whole world is listening.
2. In a statement issued as Obama was announcing

his new plan for Afghanistan, McChrystal said the
president had provided him with a clear mission
and sufficient resources.

3. Some question whether we can do it, or if we
should do it, McChrystal told the forces

U.S. commander: ‘I have exceptional confidence right
now’

1. We must make sure we are of one mind.
2. In a statement issued as Obama was announcing

his new plan for Afghanistan, McChrystal said the
president had provided him with a clear mission
and sufficient resources.

3. The general said the situation had improved with
the commitment of additional troops, giving the
mission better clarity, capacity, commitment and
confidence.

Success: Several additional facts were returned including all of
the NFF-WL facts.

Query 6: European Union Summit

NFF-WL Results Returned: None
Failure: Should have returned the sentence containing Euro-

pean Union (EU) Summit.
NFF-NB Results Returned: None
Failure: Same result achieved as the NFF-WL
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Explanation: A good example of where sub-string matching in our
system fails to provide the user with relevant results.
The abbreviation (EU) would not be in the users query,
and as a result this fact was not returned. However, if
our corpus included a larger variety of topics (more
breadth rather than depth), we would expect that this
would not be the only fact existing with the sub-
string European Union Summit. As a result, our sys-
tem would still return valuable results to the user.

6 Conclusion

In this chapter we proposed the use of sentence level quality-based indexing as a
replacement for document level searching that is employed by all the major search
engines including Google and Yahoo!. However, our framework is not meant to
index the entire web but is ideal for a subset of the web. The focus of our method
is on semi-formal text that is plentiful on news related websites. This provides a
bounded niche where more sophisticated data-structures can be used but scalability
remains practical.

We developed a sentence level search engine, News Fact Finder, which conducts
sentence level searching through reputable online news media sites. The system
removes opinions and extracts fact-based sentences by preprocessing the data using
various word lists and a Naive Bayes for sentence classification.

Suffix arrays were used to store each sentence across documents and news sites.
In building the initial index our method scales linearly with the number of sentences,
n, each of which are stored as a suffix array, where the index can be constructed in
time Θ(n · |s|) and space usage of O(n · |s|) based on improvements by [29, 28] for a
string, s, of length |s|. The news websites are frequently updated with breaking news.
Therefore search engines are continually indexing new pages. However, rebuilding
the index to insert additional sentences is not required. There is an approach by [30]
that allows the index to be updated dynamically without rebuilding.

We used manually annotated news articles as the training data set for the Naive
Bayes classifier. This data, due to its nature contains fewer opinions and may have
hindered the classifiers ability to correctly classify opinions and is a difficult obsta-
cle to overcome in the context of our system. In dealing only with reputable news
media web sites, the style of writing must also be taken into account.

The classifier was very successful in classifying facts, such that there were fewer
false positives than NFF-WL. The overall accuracy was 82% and achieved an F2

measure of 0.96, which is significantly better than NFF-WL. In addition, the results
included more facts per query, where the other method misclassified those facts as
opinions.
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28. Kärkkäinen, J., Sanders, P.: Simple linear work suffix array construction. In: Baeten,

J.C.M., Lenstra, J.K., Parrow, J., Woeginger, G.J. (eds.) ICALP 2003. LNCS, vol. 2719,
pp. 943–955. Springer, Heidelberg (2003)

29. Ko, P., Aluru, S.: Space efficient linear time construction of suffix arrays. In: Baeza-
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Chapter 7 
Quality-Based Knowledge Discovery  
from Medical Text on the Web 
Example of Computational Methods in Web 
Intelligence 

Andreas Holzinger, Pinar Yildirim, Michael Geier, and Klaus-Martin Simonic* 

Abstract. The MEDLINE database (Medical Literature Analysis and Retrieval 
System Online) contains an enormously increasing volume of biomedical articles. 
Consequently there is need for techniques which enable the quality-based 
discovery, the extraction, the integration and the use of hidden knowledge in those 
articles. Text mining helps to cope with the interpretation of these large volumes 
of data. Co-occurrence analysis is a technique applied in text mining. Statistical 
models are used to evaluate the significance of the relationship between entities 
such as disease names, drug names, and keywords in titles, abstracts or even entire 
publications. In this paper we present a selection of quality-oriented Web-based 
tools for analyzing biomedical literature, and specifically discuss PolySearch, 
FACTA and Kleio. Finally we discuss Pointwise Mutual Information (PMI), 
which is a measure to discover the strength of a relationship. PMI provides an 
indication of how more often the query and concept co-occur than expected by 
change. The results reveal hidden knowledge in articles regarding rheumatic 
diseases indexed by MEDLINE, thereby exposing relationships that can provide 
important additional information for medical experts and researchers for medical 
decision-making and quality-enhancing. 

1 Introduction 

MEDLINE (Medical Literature Analysis and Retrieval System Online) is a 
bibliographic database for the life sciences and includes bibliographic information 
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for papers of academic journals covering a broad range of biomedical and health 
care topics. Moreover, MEDLINE covers much of the literature in biology and 
biochemistry. Maintained by the United States National Library of Medicine 
(NLM), MEDLINE is available for free on the Web and searchable via tools such 
as PubMed [1] and Entrez [2].The MEDLINE database is the primary resource for 
biomedical researchers and contains currently 21,763,549 total records [3]. Within 
this big data, a wealth of scientific information is existing and knowledge on 
relationships between biomedical concepts including genes, diseases and cellular 
processes is hidden [4]. All the information contained in the database is stored as 
text. The rapid growth of these text collections makes it difficult for humans to 
access the required data in a convenient and effective manner.  

Figure 1 shows the vastly increasing number of publications in the MEDLINE 
database from 1940 until 2011. The number of publications was determined using 
the PubMed query "pubyear"[Publication Date], where pubyear was replaced by 
the corresponding years. For the year 2011 986,794 publications are listed, in May 
2012 already 420,933 publications are found for the year 2012. 

 

 

Fig. 1 Yearly number of MEDLINE publications from 1940 to 2011 (queried in steps of 
five years on 14/05/2012) 

In order to make this data accessible, usable and useful, smart information 
retrieval systems that can operate on these non-standardized text (often called: “free 
text”) are essential [5]. Consequently, there is a strong necessity of developing 
quality-based methods for the extraction of relevant information (such as keywords 
related with diseases) from the literature, which is written in natural language. 

Data mining on text has been designated at various sources as statistical text 
processing, knowledge discovery in text, intelligent text analysis, or natural 
language processing, depending on the application and methodology that is used 
[6], [7].  

Text mining aims at developing technologies helping to cope with the 
interpretation of these large volumes of publications. A commonly used method to 
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establish such relationships between biomedical concepts from literature is co-
occurrence analysis. Apart from its use in knowledge retrieval, the co-occurrence 
method is also well suited to discover new, hidden relationships between biomedical 
concepts. This technique is applied in text mining and the methodologies and 
statistical models are used to evaluate the significance of relationship between 
entities such as disease names, drug names, and keywords in titles, abstracts or even 
entire publications. 

Table 1 Feature comparison of various biomedical text mining tools [8] 

  Entrez MedMiner Alibaba PolySearch 

Type of 
search 
supported 

Literature, 
Disease, Gene, 
Structure, 
Taxonomy, SNP, 
Compound, etc. 

Gene, Drug, 
Text Word 

Gene, Disease, 
Drug, 
Tissues/Organs, 
Cells, Species 

Gene, Disease, 
Drug, Metabolite, 
Tissues/Organs, 
Subcellular 
Localization, Text 
Word 

Extensive 
hyperlinking 

Most Extensive Less Extensive Less Extensive More Extensive 

Text and 
sentence 
highlighting 

No Yes Yes Yes 

Co-
occurrence 
scoring 
scheme 

None None Sentence level Sentence level 

Use of 
keywords for 
association 
words 

None Predefined 
keywords 

Predefined 
keywords 

Predefined & 
custom 
association words 

Sentence 
pattern 
recognition 

No No Yes Yes 

Thesaurus 
query syno-
nym expan-
sion 

Yes, limited Yes, limited None Yes, extensive 

Databases PubMed, OMIM, 
Gene, MMDB, 
Taxonomy, 
dbSNP, 
PubChem, etc. 

PubMed, 
GeneCards 

PubMed PubMed, OMIM, 
Swiss-Prot, Drug-
Bank, HMDB, 
HPRD, GAD, 
HapMap, dbSNP, 
CGAP, HGMD 

2 Web-Based Tools for Analyzing Biomedical Literature 

There are several Web-based tools for the analysis of biomedical literature. Most 
of the tools provide the analysis of co-occurrence between biomedical entities 
such as disease, drugs, genes, proteins and organs. Some provide additional 
measures, such as Pointwise Mutual Information. 
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Four tools (Entrez, MedMiner, Alibaba, and PolySearch) are compared in Table 1. 
[9], however, provides a more extensive overview of Web tools for searching 
biomedical literature. Kleio and FACTA (see later) are not mentioned, PolySearch, 
however, and more than 25 tools from the following categories are included: 

• Ranking PubMed’s search results (example: RefMed) 
• Clustering and categorizing results into topics (example: McSyBi) 
• Extracting and displaying semantics and relations (example: MEDIE) 
• Visualization and improving search interface and retrieval experience 

(example: iPubMed) 

PolySearch can produce a list of concepts which are relevant to the user’s query 
by analysing multiple information sources including PubMed, OMIM, Drugbank 
and Swiss-Prot. It covers many types of biomedical concepts including organs, 
diseases, genes/proteins, drugs, metabolites, SNPs, pathways and tissues.  

The general issue of synonyms and acronyms is handled by PolySearch by 
optionally automatically expanding the query with synonyms and acronyms. A list 
of filter words excludes unwanted results. One drawback of PolySearch is the low 
speed performance of the system.  

EBIMed, XplorMed, MedlineR, LitMiner and Anni are commonly used tools 
and they provide similar functionality with PolySearch [10], [7]. 

NaCTeM (The National Centre of Text Mining) also develops Web-based tools 
such as FACTA/FACTA+ and Kleio. These are text search engines for MEDLINE 
abstracts, which are designed particularly to help users browse biomedical concepts 
(e.g. genes/proteins, diseases, enzymes and chemical compounds) appearing in the 
documents retrieved by the query. By revealing associations between biomedical 
concepts, FACTA allows to gain new knowledge from the large amount of 
MEDLINE text data. The distinct advantage of FACTA is that it delivers real-time 
responses while being able to accept flexible queries [11]. FACTA covers six 
categories of biomedical concepts: human genes/proteins, diseases, symptoms, 
drugs, enzymes and chemical compounds. The concepts appearing in the documents 
are recognized by dictionary matching. UMLS (Unified Medical Language System) 
is used for diseases and symptoms. UMLS constitutes a valuable lexical resource 
integrating a thesaurus and multilingual vocabulary database of health-related 
concepts as well as the semantic relationships between them. FACTA receives a 
query from the user as the input. A query can be a concept name like “Rheumatoid 
Arthritis“, a concept ID or a combination of these. The system then retrieves all the 
documents that match the query from MEDLINE using word/concept indexes. The 
concepts contained in the documents are then counted and ranked according to their 
relevance to the query. For the input query “Rheumatoid Arthritis” with disease as a 
selected concept, and the system retrieves 94834 documents from MEDLINE. The 
results are displayed as a table and ranked by their frequencies which indicate how 
many times selected concept appears in the articles with the query word. For 
example, “Polyarthritis” which is a kind of Rheumatoid disease appears 4393 times 
with “Rheumatoid Arthritis” [12]. 

One issue of FACTA is that synonyms and variations of the spelling of terms 
are often not considered properly. As shown in Figure 3, it is not distinguished 
between “weakness” and “Weakness”, for example. 
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FACTA+ Visualizer [13] is an Adobe Flash-based browser application which 
presents the query results of a FACTA query as tile chart (Figure 2, Figure 3).For 
supporting data analysis by medical experts, who typically are not aware of the 
mathematical or technical background of text mining tools, good visualisations of 
the results are essential. 

 

Fig. 2 FACTA+ Visualizer: Pointwise Mutual Information 

 
Fig. 3 FACTA+ Visualizer: Indirect associations between pivot concepts and related target 
concepts 
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Kleio is an advanced information retrieval (IR) system developed by NaCTeM  
and offers textual and metadata searches across MEDLINE and provides enhanced 
searching functionality by leveraging terminology management technologies [14]. 

Kleio draws upon one of the technologies from the NaCTeM text mining tool 
kit to enhance automated detection and mark-up of biologically important terms 
appearing in text, such as gene/protein names. One of these tools is AcroMine, 
which disambiguates acronyms based upon the context in which they appear. This 
functionality plays a key role in searching large document collections by allowing 
users to expand their queries and to include synonymous acronyms without losing 
the specificity of the original query. 

The rich variety of term variants is a stumbling block for information retrieval 
as these many forms have to be recognized, indexed, linked and mapped from text 
to existing databases. Typically, most of the currently available information 
retrieval systems for the biomedical domain fail to deal with the problems of term 
ambiguity and variability. Kleio addresses this problem for reducing the diversity 
of term variation. Another key innovation of Kleio is dealing with the variety of 
names (terms) for denoting the same concept. To map these forms (e.g. IL2, IL-2 
and Interlukin-2) to biological databases, machine learning based term 
normalization techniques which reduce term variation (e.g. il2) is used. An 
advantage of applying term normalization is to permit efficient look-up and to 
discover ambiguous and variant terms in the resources [14]. 

In order to develop a study to discover hidden relationships for biomedical 
entities such disease-disease relationships, a Web-based text mining tool can be 
used to find entity names and their co-occurrence frequencies in MEDLINE 
articles for each entity. Normalisation is another concern for text mining based 
studies. Biomedical names have some variations such as synonyms. These names 
need to be normalized to one specific name. For example, Wegener's 
Granulomatosis and Wegener's Granuloma indicate same diseases and can be 
mapped to Wegener's Granulomatosis. During the normalisation process, some 
biomedical resources should be used and interviewing with the biomedical experts 
can be needed [7]. 

Statistical techniques also play an important role for text mining studies [15]. 
There are some measures of co-occurrence analysis. The simplest method to 
identify relationships is using the co-occurrence assumption: terms that appear in 
the same texts tend to be related. For example, if a protein is mentioned often in 
the same abstracts as a disease, it is reasonable to hypothesize that the protein is 
involved in some aspect of the disease. The degree of co-occurrence can be 
quantified statistically to rank and eliminate statistically weak co-occurrences. 

Web-based tools for discovering such relationships in medical literature may 
reveal new information and lead to a better understanding of certain concepts and 
therefore to higher quality of medical treatment. 
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Table 2 Comparison of three

PolySearch 

Scope 

Finds associated concepts to 

a given concept. 

Ranking Algorithm(s) 

Proprietary PolySearch 

Relevancy Index, PRI [10] 

Data sources 

PubMed, OMIM, DrugBank,

Swiss-Prot, HMDB, HPRD, 

GAD, HapMap, dbSNP, 

CGAP, HGMD 

Strengths 

Use of biomedical 

thesauruses 

 
 

ge Discovery from Medical Text on the Web 15

e Web-based tools for analyzing biomedical literature 

FACTA+ Kleio 

 
  

Finds associated concepts to a 

given concept. 

Search for concepts of 

certain categories. IR system 

supported by terminology 

management technologies 

Co-occurrence Frequency, 

Pointwise Mutual Information, 

Symmetric Conditional 

Probability  

Date, Score 

 MEDLINE, UniProt, 

BioThesaurus, UMLS, KEGG, 

DrugBank 

MEDLINE, BioThesaurus, 

acronym dictionary (mapping 

created from MEDLINE) 

Flexible queries. 

Indexing of concepts ( quick 

search results) [11] 

Acronym recognition and 

disambiguation. 

Normalisation of biology 

terms. 

Named entity recognition for 

gene/protein names. 

Indexing of terms. 

Reduction of term variation 

[14]. 

 

51



152 A. Holzinger et al. 

 

Table 3 Comparison of three Web-based tools for analyzing biomedical literature (part 
two) 

PolySearch FACTA+ Kleio 

Limitations 

Slow, Finds associated 

concepts belonging to only 

one single category. Novel 

or newly named terms are 

not recognized (simple 

dictionary approach to 

identify biological or 

biomedical associations) 

[10] 

Limited synonyms/term 

variation support. 

- 

Supported concept categories (in: accepted as input; out: provided as output) 

Disease (in/out), 

gene/protein (in/out), Drug 

(in/out), Metabolite (in/out), 

SNP (RS#) (in/out), Gene 

sequence (in), Text word 

(in), Pathway(in/out), Tissue 

(in/out), Organs (out), 

Subcellular Localizations 

(out) 

Human Gene/Protein, Disease, 

Symptom, Drug, Enzyme, 

Compound 

Protein, Gene, Metabolite, 

Disease, Symptom, Organ, 

Diagnostic/therapeutic 

procedure, Medical 

phenomenon or process, 

Reagent or diagnostic aid, 

acronym, author, Publication 

type 

3 Pointwise Mutual Information 

A very interesting and useful concept based on information theory is mutual 
information. 

Mutual Information (MI) goes back to Shannon (1948) [16] and is a measure of 
the mutual dependence between two random variables1  and . The measure 
itself and the instantiation for specific outcomes are called Pointwise Mutual 
Information (PMI). It has been introduced to the text mining community by 
Church & Hanks (1990) [17] as an alternative measure (association ratio) for 
measuring word association norms, based on the theoretic concept of mutual 
information. The association ratio can be scaled up to provide robust estimates of 
word association norms and has up to date proven to be a very useful association 
measure in Web-based text mining tasks [4].  

Mutual Information can be seen as a measure of the information overlap 
between  and , where the values have probabilities  and . 
Consequently, the joint probability of ,  is defined as: 

 
                                                           
1 Capitalized variable names refer to random variables. 
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;  , ,
,   

Originally, Fano (1961) [18] used the log , however, any logarithm can be 
used, and changing the base of the logarithm changes the unit of measurement of 
information [19].  

The information overlap between  and  = 0, when the two variables are 
independent, as , . When  determines , ; , 
where  is the entropy of, or lack of information about , defined as:  log  

If  and  are perfectly correlated, i.e. they determine each other, then ;  
reaches a maximum , , where ,  is the joint entropy 
of  and  see [26], [27] for practical examples. 

This leads to the definition of Fano (1961), who stated, that if two points  
(information objects, e.g. words),  and , have probabilities  and , then 
their Pointwise Mutual Information, ,  is defined as: , log ,

 

In a recent study on disease-disease relationships for rheumatic diseases by 
Yildirim, Simonic & Holzinger (2012) this measure was used to discover the 
strength of a relationship and to provide an indication of how more often the query 
and the concept co-occur. After ranking of the measures and the frequencies 
together, the results revealed hidden knowledge in articles regarding rheumatic 
diseases indexed by MEDLINE. Such relationships can provide important 
additional information for medical experts and researchers for medical decision-
making [4]. In its original form, the method is restricted to the analysis of two-way 
co-occurrences. Problems involving natural language processing, however, need 
not to be restricted to two-way co-occurrences; often, a particular problem can be 
more naturally tackled if it is formulated as a multi-way problem; consequently 
the framework of tensor decomposition, that has recently been introduced 
analyzes language issues as multi-way co-occurrences [20].  

It was shown by [21] that a version of PMI trained on Wikipedia 
outperformed several publicly available measures of semantic relatedness and 
might even outperform LSA (latent semantic analysis) when trained with a 
sufficiently large amount of data. For practical applications this is interesting 
because similarity judgments are fast and easy to calculate using PMI, even on 
huge data sets. Furthermore, [22] showed that PMI based topic models coincide 
well with human perception. It can be summarized that the previously 
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mentioned sources show the eligibility of PMI for different scenarios in 
knowledge discovery tasks. 

Pointwise Mutual Information is an ideal measure of word association norms based 
on information theory and we selected this measure to analyze rheumatic diseases. 
PMI compares the probability of observing two items together with the probabilities of 
observing two items independently. Therefore, it can be used to estimate whether the 
two items have a genuine association or are observed at random [12].  

Let two words,  and , have probabilities  and . Their mutual 
information ,  is defined as: ,  log ,  

The other way to discover hidden knowledge between biomedical entities is to use 
machine learning techniques to analyse the articles. At first, the co-occurrence 
frequencies of entity-entity can be extracted by using biomedical text mining tool. 
Most common of them are selected and normalized for each entity to create 
datasets. For example, relationships between diseases and symptoms can be 
explored. The frequencies of symptoms for each disease are found by using Web-
based biomedical text mining tool. The frequency of the symptom provides the 
number of times a considered symptom appears in the articles. After normalizing 
the names, the dataset containing diseases and the frequencies of symptoms can be 
created. At the last stage, machine learning algorithms can be applied on the 
dataset to discover similarity between diseases. For instance, cluster analysis can 
be used to analyse the dataset. Cluster analysis is one area of machine learning of 
particular interest to data mining.  

A cluster is a collection of data objects that are similar to one another within the 
same cluster and are dissimilar to the objects in other clusters. Cluster analysis has 
been also widely used in numerous applications, including pattern recognition, 
data analysis, image processing and biomedical research. In biomedical text 
mining studies, cluster analysis can be used to explore similarities between entities 
such as diseases, gene and organs [23]. 

4 Symmetric Conditional Probability 

FACTA+ not only allows calculating co-occurrence frequencies and PMI, but 
also the symmetric conditional probabilities (SCP) for identifying associated 
concepts. [24] proposed SCP as measure for testing the correlation between 
terms x and y by multiplying the conditional probabilities of x given y and y 
given x. 
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5 FACTAs Scoring Methods: Frequency, PMI, and SCP 

In the following paragraphs we will exemplarily compare three scoring methods 
used by FACTA to rank the associated concepts to a given concept, specified by a 
textual query. 

Table 4 shows the first 27 of 379 results for the query “rheumatoid arthritis” 
using FACTA+. The related concepts to the search term are listed in descending 
order, ordered by the score describing the relation to rheumatoid arthritis. Three 
scoring methods were compared: Frequency of co-occurrence (Frequency), 
Pointwise Mutual Information (PMI), and Symmetric Conditional Probability 
(SCP). 

In order to get an impression of the “agreement” amongst the three methods, 
Kendall's coefficient of concordance (Kendall’s W) was calculated [25]. 
Kendall’s W describes the agreement amongst raters concerning the ranking of 
items. In this case the ranking of the retrieved associated concepts is determined 
by the strength of the relation to rheumatoid arthritis. The “raters” are the tested 
methods Frequency, PMI, and SCP. A Kendall’s W value of 1 means complete 
agreement amongst the raters, a value of 0 means no agreement. Kendall’s W 
for all three methods the overall agreement (the agreement over all 379 result 
items) is 0.3778. Looking only at Frequency and PMI, the value is 0.5214. For 
PMI and SCP the value is 0.5577, and for Frequency and SCP it is 0.5210. We 
can see that, when looking at no more than two methods at the same time, PMI 
and SCP have a slightly higher agreement than the other combinations of two 
methods. 

However, when looking at the 27 highest rated terms of each method (see Table 
4) it can be observed that the methods Frequency and SCP top-rank similar terms 
while PMI top-ranks different terms. 

In practice, when medical professionals use such tools to discover new 
relations between concepts, especially the highest ranked results are of 
importance. As mentioned before, in several studies it was shown that PMI has 
high performance for certain scenarios by not being computationally intensive at 
the same time. This makes PMI a good candidate for creating high quality  
Web-based applications. 
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Table 4 Comparison of FACTAs ranking of related concepts from the category Symptom 
for the query “rheumatoid arthritis” created by the methods co-occurrence frequency, PMI, 
and SCP 

Frequency PMI SCP

pain 5667 impaired body balance 7,8 swollen joints 0.002 

Arthralgia 661 ASPIRIN INTOLERANCE 7,8 pain 0.001 

fatigue 429 Epitrochlear 

lymphadenopathy 

7,8 Arthralgia 0.001 

diarrhea 301 swollen joints 7,4 fatigue 0.000 

swollen joints 299 Joint tenderness 7 erythema 0.000 

erythema 255 Occipital headache 6,2 splenomegaly 0.000 

Back Pain 254 Neuromuscular excitation 6,2 Back Pain 0.000 

headache 239 Restless sleep 5,8 polymyalgia 0.000 

splenomegaly 228 joint crepitus 5,7 joint stiffness 0.000 

Anesthesia 221 joint symptom 5,5 Joint tenderness 0.000 

dyspnea 218 Painful feet 5,5 hip pain 0.000 

weakness 210 feeling of malaise 5,5 metatarsalgia 0.000 

nausea 199 Homan's sign 5,4 Skin Manifestations 0.000 

Recovery of Function 193 Diffuse pain 5,2 neck pain 0.000 

low back pain 167 Palmar erythema 5,2 Eye Manifestations 0.000 

abdominal pain 141 Abnormal sensation 5,2 low back pain 0.000 

cough 126 Gastric irritation 4,8 dyspnea 0.000 

analgesia 120 Grip strength decreased 4,8 weakness 0.000 

Pain, Postoperative 112 polymyalgia 4,8 Fever of Unknown Origin 0.000 

vomiting 106 Pseudothrombophlebitis 4,7 nausea 0.000 

neck pain 105 Deep granuloma annulare 4,6 dry eye 0.000 

collapse 103 Axillary lymphadenopathy 4,5 diarrhea 0.000 

discomfort 101 Calf pain 4,5 Epitrochlear 

lymphadenopathy 

0.000 

discomfort 97 gastrointestinal colic 4,3 ASPIRIN 

INTOLERANCE 

0.000 

Fever of Unknown 

Origin 

81 Radiating pain 4,3 impaired body balance 0.000 

myalgia 79 Musculoskeletal symptoms 4,3 Recovery of Function 0.000 

Eye Manifestations 78 Arthralgia 4,2 myalgia 0.000 

6 Conclusion 

Optimal tools for quality-based text mining and knowledge discovery are of high 
importance for the MEDLINE database as it is growing extremely fast and will 
possibly grow even faster in the future. Without such tools many publications will 
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not be noticed by biomedical professionals, consequently much potentially useful 
information may be lost. Additionally, yet hidden knowledge can be made visible 
with knowledge discovery tools. 

There is a large amount of Web-based tools available which make it possible to 
search the MEDLINE database and which allow the discovery of new knowledge, 
such as hidden relations between concepts. In this work we discussed and 
compared PolySearch, FACTA, and Kleio, while at the same time had a look on 
FACTAs ranking algorithms for associated concepts and Pointwise Mutual 
Information (PMI). 

The quality of the results and therefore the applicability and the relevance of 
the algorithms used for text mining are essential. Moreover, the user interface of 
Web-based tools must not be neglected to support the accessibility medical 
professionals in an intuitive and effective way. 

7 Future Work 

A large number of Web-based tools are available for searching MEDLINE and for 
supporting knowledge discovery from the MEDLINE data. However, there are 
still many issues for research in this area: At first, the non-standardized nature of 
text is still a big issue, and there is much work left for improvement in the area of 
synonym recognition as, for example, could be seen during our investigation. 
Second, it can be stated that for efficient performance, the response time of the 
Web-based tool must be optimized. Therefore, further investigation is necessary in 
the optimization of existing algorithms as well as in optimal usage of the available 
server infrastructure in order to deliver results as quickly as possible. Third, 
research in end-user centred visualisation and visual analytics of the results is 
urgently needed in order to support efficient and fast sensemaking processes 
amongst medical professionals. 
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Chapter  8 
An Information Reliability Index as a Simple 
Consumer-Oriented Indication of Quality  
of Medical Web Sites 

Federico Cabitza 

Abstract. Since typical healthcare consumers may lack sufficient knowledge to 
evaluate the reliability of health-related contents published online, recent researches 
are addressing the usefulness of Web page evaluation tools to help these consumers 
assess the quality of the indications they retrieve online. This paper contributes in 
this line by proposing an intentionally simple composite index of information quali-
ty, the so called Medical Information Reliability (MIR) index. This index takes the 
attitudes of potential and actual consumers toward information quality into account, 
and it is intended to be applied to online sources of medical information as “trust 
indicator” to provide their potential consumers with a simple percentage score by 
which to evaluate the reliability of what they are consulting. The main idea underly-
ing this index is to consider information quality a multidimensional aspect of an 
online resource and relate it to the extent such a resource is compliant with explicit 
requirements formulated by third-party endorsement bodies. The method to calculate 
the MIR index on a sample of medical sites is presented in a step-by-step manner, 
and a user study is discussed that validated its application to the domain of the  
Alternative and Complementary Medicine. 

1 Background and Motivations 

Users rely on online resources in regard to their health for a number of reasons: 
e.g., to see if others complain their same symptoms and see how these had their 
disorders solved (especially in case of sensitive or socially stigmatized illnesses); 
to find the actual meaning of unfamiliar terms that had been used by healthcare 
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professionals in previous encounters; to sift opinions on the effectiveness of alter-
native treatments or on the reliability of a healthcare provider; to find support 
groups or just someone to exchange ideas and experiences with about their own 
health [1]. Looking for healthcare-related advice and information on the Web is 
easy, fast and extremely cheap, especially in comparison to getting access to the 
often well remunerated opinion of a doctor; this is the reason why this is a com-
mon behavior: approximately two thirds of adult population both in the US and in 
Europe claim to use the Internet for health care purposes [2]; this is also why an 
increasing number of people claim to ground their healthcare decisions on what 
they find on the Internet [3]. Our work lies in the research field aimed at providing 
final consumers and end-users of Web sites with a simple way to assess the relia-
bility of the information they get access to online. In particular, we propose a me-
thodology by which the content published by an online resource can be rated  
according to a series of standard domain-specific criteria, and be associated with a 
simple percentage indicator, the Medical Information Reliability (MIR) index; this 
index is aimed at making consumers aware of the extent online content has been 
produced according to quality-related guidelines. The main motivation backing 
this proposal, first presented in [4], lies in the need to address quality assessment 
from the consumer perspective and to make quality indicators intentionally simple 
to understand for lay consumers in critical domain like healthcare is. 

Thus, our first motivation lies on the fact that for a consumer of health-related 
information to be able to assess the Information Quality (IQ) of an indication 
found on the Internet is particularly important [5]; this is especially true in light of 
two aspects: first, recently a number of research studies that reviewed Web sites 
providing healthcare-related information have detected that these sites presented 
several inaccuracies in their content; this finding raises serious concerns about the 
IQ that health consumers can encounter on the Internet [6–8]. Second: typical 
consumers of healthcare-related information online have only a limited knowledge 
of what they are reading (otherwise it is likely that they would not be seeking 
medical information through that means) and therefore they could be unable to 
judge its quality and reliability with full confidence by their own [9].  

The second motivation for our proposal lies in the fact that the characteristics of 
individual consumers and their past interactions with a content provider in general 
are not sufficient to assess the actual reliability of a health-related Web site [10]; 
therefore there is a need for mechanisms of trust verification that are based on 
social institutions and intermediaries. To this aim, a number of initiatives have 
been conceived to help health information consumers seek, find and access high-
quality information: these initiatives include gateway sites (portals), evaluation 
instruments and codes of conduct associated with some “surface markers” [11]. In 
particular, Chang and Cheung [12] have showed that third-party certifications are 
the most effective way for a Web site to gain trust from its prospective consumers 
when its reputation is unknown. The simplest mechanisms of this type are the so 
called “surface markers” and “trust indicators”; in particular, the mechanism that  
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is based on a “code of conduct” that is developed by a third party organization and 
that is associated to a label or logo is called “kite marking” [13]; a kite mark is 
like a “seal of quality” that a specific Web site can display if it is declaring to 
abide by the terms of such a code and if it is periodically found compliant with the 
code guidelines. By means of this kind of trust indicator, visitors of Web sites can 
get an idea of the IQ of an online resource [14], in the assumption that a certified 
trustworthy provider, thanks to its internal policies of IQ control, would always 
publish reliable contents [11]; in this case, then, an indication of trustworthiness is 
used as a predictor of accuracy [9,15]. Due to their immediacy and easiness to use, 
a growing number of organizations have recently developed codes of conduct that 
are associated to an evaluation and certification service that assigns kite marks in 
the healthcare domain (e.g., the HON code).  

In its simplest terms, our proposal is a method to attach a percentage-based 
“kite mark” to a Web site, the so called MIR index; this is made according to i) a 
subjective evaluation of the compliance of the Web site to a set of domain specific 
codes of conduct (by a trained set of raters), and to ii) a consumer-oriented priori-
tization of the aspects that these codes of conduit regulate on a more or less pre-
scriptive level. In this paper we will present next the original contribution,  
discussed in light of the relevant related work; then we will present a stepwise 
method to calculate the MIR index for a specific web resource; finally we will 
present a user study we undertook to validate its application to a specific health-
care domain, the domain of the Alternative and Complementary Medicine; to this 
aim, we will present the method adopted, the results and finally, we will discuss 
them in light of the main objectives outlined in the next section. 

2 The Medical Reliability Index Score 

The Medical Reliability Index is a weighted composite index that we conceived as 
an evaluation tool and systematic method whose output is a numerical “trust indi-
cator”, to provide the users of an online health-related resource with a simple indi-
cation of its “level of reliability” and, hence, of the degree of IQ of the content 
published therein. In the proposal of the MIR index we have been driven by three 
main requirements, which we drew from the specialist literature regarding the kind 
of third-party certification mentioned in the previous section.  

1. Focus on the patients’ (information) needs. According to [16], the service 
quality of electronic resources can not prescind from research initiatives that 
focus on the relative importance assigned by service consumers to different 
quality dimensions and perceived attributes. To this regard, it has been shown 
that consumers of health-related information usually develop a personal per-
ception of how accurate they believe a content is by relying on visual ele-
ments, like layout, color schemes and icons, which are displayed by the online 
resource, rather than on content [17]. Moreover, as noted in [18] and [19] in 
regard to the IQ of the content available online, it is important to distinguish 
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between the needs of patients and the needs/expectations of healthcare profes-
sionals [20]: although for both categories of content consumers there is a need 
for a rigorous assessment of the quality of health-related websites [21], pa-
tients’ needs are reported to value “trustworthiness” more than “availability” 
and “accessibility” [22], which are the main concerns of doctors. As the pro-
file of the typical consumer of health-related content is changing over time, 
with patients and laymen becoming the main consumers of this kind of offer, 
it is recognized the increasing need to concentrate more on patients [23]. This 
calls for visual indicators of IQ that are “simple” and “straightforward” ex-
plicitly, since it is also reported that the majority of health information seekers 
do not check IQ-related indications in a consistent manner, like date of publi-
cation and original source of the information [24].  

2. Compliancy to the so called “codes of conduct”. These codes are proposed by 
a number of endorsement bodies and associations with the aim to guarantee the 
generic public of health-related Web sites that get the corresponding certifica-
tion of compliance; these codes may differ with respect to several aspects, like 
the intended target population, the specific scope, and the declared and actual 
aims [25]. A recent survey has found that no code of conduct can be consid-
ered universally suitable to evaluate the IQ of different health websites [21]. 
This calls for the requirement that a good indicator must be a composite one, 
that is one that takes existing complementary IQ indicators and aggregates 
them together in some consistent and systematic way. 

3. Keep it simple, but not simpler. Although trust indicators and quality seals, e.g., 
kite marks, are simple to understand even for laymen and straightforward in their 
meaning (simplistically put, if the indicator is present, then the “site is OK”; oth-
erwise, nothing can be said about its IQ), it is noticed that they may give a false 
sense of security [26]. This calls for the requirement of avoiding dichotomic 
measures (e.g., good vs. bad quality mark, pass vs. no pass certification), but 
rather to adopt a numerical and percentage-oriented approach that could provide 
consumers with a more precise, yet still qualitative, indication of the extent the 
resource is compliant with domain-specific guidelines for IQ assurance. 

In light of these three requirements, we devised the MIR score as a composite, per-
centage-like index whose numerical expression is obtained through a systematic 
eight-step evaluation method to express the extent IQ-related criteria have been met 
by a specific health-related information provider (online resource, or Web site in 
what follows) with respect to the ideality, i.e., 100% of the identified criteria being 
satisfied. More technically speaking, the MIR index is calculated according to For-
mula 1, where for each of the n IQ dimensions taken in consideration, wi is the 
ranked weight for the i-th dimension di (e.g., accuracy); and ck is the k-th IQ crite-
rion associated to di (i.e., such that F(ck) = di 

1), and evaluated for a specific Web site, 
s; tci is the total number of criteria to be met in regard to dimension di . See Table 1 
for more details on the meaning of the variables involved in Formula 1. 

                                                           
1 Or, also, the pair (ck , di) ∈ M, that is a set introduced in Table 1. 
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(1)

 

The fact of presenting the MIR score as a percentage is obviously aimed at facilitat-
ing laymen consumers in understanding “how reliable a content provider is” with 
respect to a conventional “upper limit” (i.e., all requirements met), which in a tradi-
tional “kite mark” approach would be associated to the issuing of a single trust indi-
cator. Beside indicating also a partial compliance of a given online resource with 
respect to the available best practices (i.e., absolute benchmarking), the fact that the 
MIR score is numeric allows also for paired-sample comparisons and, consequently, 
for its adoption as an (internal) audit tool for the continuous improvement of the IQ 
of health-related content: i.e., on the one hand, it enables the homogeneous compari-
son of different online resources (i.e., relative benchmarking) and hence their rank-
ing in online directories, gateway portals or search engines; on the other hand, it 
enables the progressive evaluation of a single resource over time, and hence to 
detect trends in IQ policies and actual performance. 

3 The Evaluation Process Related to the MIR Index 

Besides simplicity, another element that is worthy of note in regard to MIR as an 
evaluation tool it is its capability to be “tailored” to different needs, aims and do-
mains, as the case study that we will present on the Complementary and Alternative 
Medicine will show. This aspect derives from the recognition, mentioned above and 
reported also in [21], that a truly universal and semi-automatic evaluation tool would 
be overambitious and probably practically infeasible. Thus, Formula 1 presents two 
variables, namely the weights by which IQ dimensions are prioritized (i.e., w) and 
the criteria by which IQ is assessed (i.e., c) that can either be set once and for all; or 
be object of tailorization according to the actual uses that are intended for the MIR 
score (e.g., site valorization, benchmarking, trend analysis, continuous IQ improve-
ment, information retrieval). In this light, IQ dimensions (i.e., a third parameter, d, 
that does not show up in Formula 1) are just a user-centered way to prioritize IQ 
success criteria, that is a way to take the users’ perceptions and preferences into 
account [16] (cf. the first requirement mentioned above). This called for the concep-
tual separation between the evaluation tool (and related score) and the evaluation 
process; in its turn, the latter one can be further distinguished into a phase of “adap-
tation” (or inspection [32]) of the tool, where criteria by which a health-related site is 
considered reliable (or not) and their weights are uniquely identified and set; and a 
phase of “use” of the tool, where Web sites are manually checked against the above 
identified criteria and a numerical score is attached to these sites at a given time.  
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This process can be further articulated in a stepwise manner by identifying 
eight distinct tasks: 

1. Identification of the IQ Dimensions involved 
2. Identification of the IQ Criteria involved 
3. Criteria Categorization 
4. Prioritization of the IQ Dimensions 
5. Weight Definition 
6. Site review 
7. Score calculation 
8. Score dissemination 

In Table 1, we describe this evaluation process in some details and indicate, for 
each step listed above, some techniques that can be adopted for its execution, and 
the intended outputs. 

Table 1 The evaluation process toward the definition of a MIR score for a generic online 
resource 

Step 
No. 

Description 
Technique(s)  

involved 
Step Outputs 

1 

IQ Dimension Identification, and 
definition / characterization of each 
IQ dimension in simple but unam-
biguous terms. 

User study (survey); Focus 
group (Delphi method); 
Literature review; or a 
combination of these. 

A set D, of n IQ dimen-
sions: D = {d1, …, dn}. 
E.g.: d1 is Completeness,  
d2 is Accuracy, d3 is Time-
liness. 

2 

IQ Criteria Identification and cha-
racterization to the original formula-
tion expressed by third-party en-
dorsement providers. 

Literature review; Focus 
group (Delphi method); or 
a combination of both. 

A set C of m success crite-
ria: C = {c1, …, cm}, with  
ci being a Boolean func- 
tion that evaluates the i-th 
criterion, i.e., a single re-
quirement by which to as-
sess the quality of a re-
source, such as: 

ci : S → {0, 1}, with S set 
of web sites (s) under re-
view. 

  E.g., given a web site si, 
c1: “in si , is the source of 
information always identi-
fied?”; c2: “in si , is the 
contact information for 
the site administrator dis-
played?”; c3: “in si, are 
medical and other dis-
claimers posted and easily 
accessible?”. 
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Table 1 (continued) 

3 

Categorization of the criteria de-
fined in Step 2 in terms of the di-
mensions defined at step 1. 

Categorization through in-
spection; Coding through 
reliable keyword matching 
(cf. content analysis and 
inter-coder reliability as-
sessment). 

A collection M, of all or-
dered pairs M: {(ci, F(ci))} 
with i from 1 to m with F:  
C → D, i.e., a function by 
which a single success cri-
terion is associated with a 
single IQ dimension. 

In other words, we obtain 
a list of dimensions opera-
tionally defined in terms 
of IQ specifications. E.g., 
see Table 2. 

4 

IQ dimension prioritization User study; Focus groups 
(Delphi method) or a com-
bination of these.  

A total order  ⊆ D X D 
(cf. D in step 1) by which  
d1  d2  … dn-1  dn; 
in other words, we obtain 
an ordinal ranking of the 
IQ dimensions found in 
step 1.  
E.g.: 1) Accuracy; 2) 
Completeness; 3) Timeli-
ness. 

5 

Weight definition and assignment to 
ordinal ranks. 

Literature review; Intro-
spection; Focus groups 
(Delphi method), or a 
combination of these.  

An ordered set W of 
weights, W = {w1, …,  
wn}, where wi is to be as-
sociated with a specific dk, 
with i = k. 

6 

Review of an online resource (s) 
and check of its content against the 
criteria defined at Step 2. 

Evaluation by a (pool of) 
trained expert(s), be it ei-
ther extensive or upon a 
random sample of pages 
from a web site (s).  

A collection E, of all or-
dered pairs E: (s, Ci(s)) 
with Ci defined at step 2. 

In other words, by apply-
ing all the ci in C to s, we 
obtain a list of dichotomic 
evaluation scores (1/0), 
one for each IQ criterion. 

7 
MIR score calculation  See Formula 1 The MIR score for s at 

time Ti . 

8 
MIR score dissemination Site Directory (aka gate-

way providers); Kite 
Mark; or both. 

 

 
In light of the process outlined in Table 1, two more points are worthy of note. 

First, although seemingly redundant, it is important to distinguish between Step 6, 
i.e., the criterion-by-criterion review of an online medical resource, and Step 7, 
i.e., the to some extent “mere” calculation of the MIR score that follows this re-
view. This is because the evaluation of a Web site with respect to its compliance 
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with the identified IQ criteria is conceptually, as well as operationally, a different 
task from associating such a review with a numerical score. This latter task could 
be repeated for different sets W of weights in order to choose the optimal one that, 
e.g., makes important differences between, e.g., competing sites more manifest; 
obviously in this case, there would be no need to replicate the review; or Step 6 
could be assigned to a pool of evaluators that, in a similar way to the coding task 
of Step 3, are collaboratively called to reach a consensus on what criteria are real-
ly met in all those cases this is not a trivial task but rather something that requires 
experience and interpretative skills2. 

Second: although strictly stepwise and linear in its overall structure, the MIR 
evaluation process is intrinsically iterative in all of the steps of the adaptation 
phase, from Step 1 to Step 5 (see Figure 1). All these steps can encompass a colla-
borative process in which, respectively relevant IQ dimensions, success criteria 
and weights are defined in a progressive manner through increasing levels of con-
sensus within a group of prospective users, analysts or domain experts. Moreover, 
the overall process is intended to loop from Step 8 back to Step 6 (the Use phase 
in Figure 1) to enable continuous IQ improvement and benchmarking, once the IQ 
dimensions, criteria and weights set in the adaptation phase have been held con-
stant, of course. 

 

 

Fig. 1 Graphical representation of the process of the MIR index adaptation and use 

4 Validation of the MIR Index in the Medical Domain 

In the Introduction we have already made the point of how, due to the intrinsic 
heterogeneity and extent of the World Wide Web, the quality of health informa-
tion that a consumer could find online can differ a lot [27]; and how this can be 

                                                           
2 In any case, step 7 can be executed only if set W and E (see table 1) are available. 
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related to legitimate concerns that trusting low quality (or simply not verified) 
content on health-related matters could have even serious consequences on the 
consumers’ health [28]. This is specially true in those ambits of medicine where 
there is still a lack of institutional roles acting for consumers as reliable providers 
of information, like doctors and pharmacists; this is the case of Non Conventional, 
Complementary and Alternative Medicines, that is the field that is usually referred 
with the acronym NCM/CAM (in what follows just CAM for simplicity’s sake). 
For this reason, we decided to deploy the MIR evaluation tool in this specific do-
main and proceed with a preliminary validation that could address the evaluation 
of the reliability of some Web sites that provide their customers with advices, 
indications, results from the specialist literature and market news about CAM-
related products and remedies in the Italian and English speaking contexts. 

The National Center for Complementary and Alternative Medicine (NCCAM) 
defines CAM as the broad set of healing remedies and resources that are either 
complementary or alternative to those established within the conventional health-
care practice in a particular society [29]. According to the World Health Organiza-
tion, more than half of the European citizens have used CAM remedies and the 
expenditure trend on this kind of medicines, therapies and practices is increasing 
year by year [30].  

4.1 Validation Method 

To validate the adaptability of the MIR index to the CAM domain and its feasible 
application to related Web sites, we designed a user study that could follow the 
step-wise process outlined in Table 1. This study used a mixed methodology with 
multiple data sources. In particular, in the first step we analyzed the pertinent lite-
rature to identify the main dimensions along which IQ in CAM Web resources is 
usually measured; the same approach was followed in Step 2 to identify a set of 
criteria that should be met by a Web site to be considered a reliable source of 
health-related information. Step 3 was conducted by a small panel of coders fol-
lowing the tenets of content analysis [31] and software engineering inspection 
methods [32]. The prioritization task involved in Step 4 was conducted in virtue of 
the results of an exploratory empirical user study; in this study, we surveyed a 
convenience sample of 101 healthcare information consumers on their attitudes 
and quality expectations for CAM-related information also on the basis of their 
previous experience with the pursuit and retrieval of such information on the In-
ternet [33]. The participants have been invited to respond to an online question-
naire where they were given the set of IQ dimensions identified in Step 1 and were 
asked to assess the perceived importance of each dimension with respect to their 
tasks of seeking and consulting CAM-related information on an ordinal scale 
("very important", "important", "moderately Important"; "of little importance") 
[9]. On the basis of these subjective assessments, we produced a ranking of the 
dimensions in order of perceived importance. Finally, we have tested the applica-
bility of this metrics by applying the MIR index to a convenience selection of Web 
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sites that publish CAM-related content and hence drew a first indication of their 
reliability according to our proposal.  

4.2 Results 

A comprehensive literature survey (including, e.g., [8,10,14,34–39]) allowed us to 
realize that there is no single list of IQ dimensions or attributes that could be consi-
dered the “gold reference” for healthcare website evaluation. For instance, Kim et 
al. reviewed 29 rating tools presenting explicit criteria to assess health-related Web 
sites: the most frequently cited criteria regard currency of information, authority of 
source, ease of use, accessibility/availability, disclosure of authors and content 
accuracy [37]. Eysenbach, in a systematic review on how health website are evalu-
ated in the specialist literature, found that the most frequently used quality criteria 
regard accuracy, completeness, readability, design, disclosures, and references 
provided [8]. More recently, Stvilia et al. [14] analysed thousands of e-mail com-
munication instances in the IPL's Q&A service archives from 2005 to 2007 and 
identified seven IQ criteria to be relevant to healthcare IQ judgments: accuracy, 
authority, completeness, currency, objectivity, relevancy, and understandability. In 
2009, O’Grady [38] developed an evaluation framework for health Web sites that 
encompasses the IQ dimensions of: content accuracy, credibility, completeness, 
understandability, relevance, level of personalization, privacy, security, usability, 
and accessibility; even more recently (2011), Tao et al. [20], on the basis of a user 
study focusing on the perspective of healthcare consumers, identified a taxonomy 
of IQ attributes encompassing understandability, completeness, reputation, ade-
quacy of reference, relevancy, accuracy, site reputation among others. In light of 
these and other studies, we defined a list of six IQ dimensions that could cover the 
main quality-related aspects with CAM information published online; for each of 
these dimensions, we formulated a definition with no ambition of sound compre-
hensiveness, but rather with the aim to help the coders involved in Step 3 reach a 
sufficient level of agreement, as well as to provide the participants of the empirical 
study accomplished in Step 4 with a common ground and shared definition of the 
terms used in the questionnaire.  

The IQ dimensions we adopted for this study are:  

(i) accuracy, expressed as ‘the extent a piece of information is true and relia-
ble according to either reality or a “gold standard” reference’ (e.g., a medi-
cal dictionary or textbook, a scientific paper);  

(ii) completeness, defined as ‘the extent a piece of information is reported in a 
complete way to inform its consumers according to their needs’;  

(iii) accessibility, as ‘the extent a piece of information is easy to be found and 
consulted’ (cf. availability);  

(iv) currency, as ‘the extent a piece of information is up-to-date’;  
(v) usefulness, as ‘the extent a piece of information is easy to understand (cf. 

understandability) and apply to a specific context or need’;  
(vi) authority, as ‘the extent the author or source of a given piece of informa-

tion is known and considered trustworthy’. 
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For Step 2, a second literature survey was aimed at identifying the main criteria 
CAM-related Web site must meet to obtain a third-party certification of the quality 
of its content (e.g.,[40] [10, 11]). We identified three codes of conduct that could 
fit our aims well:  

1) The so called “HONcode”, which is issued by the Health On the Net Foun-
dation [12] in terms of a list of eight general requirements that a Web site 
must satisfy on a yearly basis to get and maintain the related certification.  

2) The Web Feet Health Criteria for Site Selection3, a detailed collection of 
criteria that was part of a larger collection of indications to retrieve high 
quality information on the Internet for school, business and library purposes. 

3) The checklist issued by the NCCAM, which encompassed ten “questions” 
addressing as many aspects to consider to judge a Web site a reliable source 
of CAM-related information (or not).  

These evaluation tools were chosen mainly on the basis of the recent and compre-
hensive literature review reported in [11]: we included the HONcode and the 
Webfeet collection as these ones were found to cover a superset of the IQ-related 
aspects addressed by most of the existing other evaluation instruments; and also 
because they were found to be the most different and hence complementary ones, 
in terms of rank correlation. We adopted also the NCCAM checklist as this was 
found to be the only one specifically designed for the CAM domain. In doing so, 
we were confident to extract from these tools all the main recurring aspects that 
are covered by the evaluation instruments available online [11], while, at the same 
time, to also consider the most specific instrument for the domain at hand, and 
therefore take into account all the relevant aspects or success criteria related to IQ 
mentioned in the literature. The resulting 42 criteria extracted in Step 2 of our 
validation study are reported in Table 2. 

Table 2 The list of criteria selected from the literature survey. The list is used to evaluate ck 
in Formula 1. A requirement is intended to be either satisfied for a site s (ck(s) = 1) or not 
satisfied (ck(s) = 0), according to an evaluation/judgment task performed by a trained rater. 

Evaluation Tool Criteria Checklist 

NCCAM 1. Is who runs this site explicitly reported or otherwise clear? 
2. Is Who pays for the site explicitly reported or otherwise clear? 
3. Is the purpose of the site explicitly reported or otherwise clear? 
4. Is Where the information comes from explicitly reported or otherwise clear? 
5. Is What the basis is of the information explicitly reported or otherwise clear? 
6. Is How the information is selected explicitly reported or otherwise clear? 
7. Is How current the information is explicitly reported or otherwise clear? 
8. Is How the site chooses links to other sites explicitly reported or otherwise 
clear? 
9. Is What information about you the site collects (and why) explicitly reported 
or otherwise clear? 
10. Is How the site manages interactions with visitors explicitly reported or oth-
erwise clear? 

                                                           
3 This tool, now apparently discontinued, can be found at the following URL:  
http://www.webcitation.org/5QFjclQjk 
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Table 2 (continued) 

HONcode 1. Authoritative. Are the qualifications of the authors clearly stated? 
2. Complementarity: Is it clear that information provided should support, not re-
place, the doctor-patient relationship? 
3. Privacy: Is the privacy and confidentiality of personal data submitted to the 
site by the visitor fully respected? 
4. Attribution: Are the source(s) of published information, date medical and 
health pages properly cited? 
5. Justifiability: Are claims relating to benefits and performance properly 
backed up? 
6. Transparency: Is content presented in an accessible way, and contact infor-
mation accurate? 
7. Financial disclosure: Are all funding sources properly identified and  
acknowledged? 
8. Advertising policy: Is advertising content clearly distinguished from editorial 
content? 

Web Feet Health 1. Is it true that Source of information is identified? 
2. Is it true that The contact information for the source or site administrator is 
displayed? 
3. Is it true that The expertise and reputation of the source are considered? 
4. Is it true that The expertise and reputation of the site's host are considered? 
5. Is it true that The information is not easily available at other sources? 
6. Is it true that Reviewers (clinicians, subject-area experts, and researchers) 
make every effort to ensure that the information is free of errors? 
7. Is it true that The information and images are objective, balanced, and unbi-
ased? 
8. Is it true that The information has sufficient scope to cover the topic for the 
intended audience? 
9. Is it true that The information is readable and free of spelling and grammati-
cal errors? 
10. Is it true that Sponsorship is clearly indicated, and advertising is minimal? 
11. Is it true that Medical and other disclaimers are posted? 
12. Is it true that Site is updated frequently, typically indicated by a recent "last 
updated" date? 
13. Is it true that Pages list the date of the most recent update and/or the dating 
of the information is made clear in an accessible area of the site? 
14. Is it true that Links work, and they are relevant and appropriate? 
15. Is it true that The site loads in a reasonably short time? 
16. Is it true that The site is easy to access and navigate? 
17. Is it true that Navigation includes clear headings and intuitive icons, menus, 
and directional symbols that foster independent use? 
18. Is it true that Standard multimedia formats such as HTML are used? 
19. Is it true that Most information is accessible without special plug-ins such as 
Adobe Acrobat Reader? 
20. Is it true that Logical options are available for printing and downloading all 
or selected text or graphics? 
21. Is it true that The site follows good graphic design principles? 
22. Is it true that Information for specific audiences, such as consumer infor-
mation within a professional site, is easy to locate? 
23. Is it true that The site has a text size that is easy to read for the intended au-
dience? 
24. Is it true that Product advertising is not intrusive? 
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In regard to Step 3, we enrolled three coders (including the author) and provided 
them with the list of the IQ dimensions (and related definitions) detected at Step 1 as 
the shared “codebook” by which they were called to classify the IQ criteria indepen-
dently of each other [41]. A score of inter-rater reliability was then calculated by 
means of the KALPHA macro by Andrew F. Hayes for SPSS v. 17.0, obtaining a 
Krippendorff's Alpha score of 0.69. This value is usually associated with a less than 
optimal reliability, and therefore with exploratory conclusions only (as it is below 
the conventional threshold for high reliability, i.e., K ≥ 0.8 [42]); nevertheless, this 
result made us confident that a representative coding scheme could be eventually 
found by the coders involved in a subsequent phase, when the resulting pairs crite-
ria-dimension were openly discussed in a Delphi-like manner [43]. In Table 3, we 
report the result of this collaborative task of characterization of the IQ criteria found 
in Step 2 in terms of the IQ dimensions identified in Step 1.  

Table 3 The definition of each IQ dimension regards what was agreed upon by coders in 
step 3 as well as the definition given to participants in step 4 

IQ 

Dimension 
Definition Coding of criteria 

Accuracy 

(tcd: 6 crite-

ria) 

This dimension mainly relates to the requirement that the 

site should not contain commissions, i.e., misleading state-

ments likely to cause physical harm [13].  

NCCAM: 5 

HONcode: 4 

Web Feet Health: 3, 

6, 7, 9 

Completeness 

(tcd: 11 crite-

ria) 

This dimension mainly relates to the requirement that the 

site should not contain omissions, i.e., vital information 

that should have been mentioned and that All claims should 

be justified with appropriate references to scientific 

sources. 

NCCAM: 2, 4, 5, 6 

HONcode: 5, 7 

Web Feet Health: 1, 

2, 8, 10, 13 

Accessibility

(tcd: 16 crite-

ria) 

 

This dimension mainly relates to how easy it is to find a 

content that is pertinent to one's own needs, as well as to re-

trieve it again over time; thus, this dimension also relates to 

the persistence of the content itself and to its uniquely iden-

tifiability. 

NCCAM: 5, 10 

HONcode: 8, 4, 5, 6 

Web Feet Health: 2, 

14, 15, 16, 17, 18, 

19, 21, 22, 23 

Currency 

(tcd: 2 crite-

ria) 

This dimension mainly relates to how timely a new content 

is produced after that a related scientific evidence has been 

produced and published in the specialist literature, that is 

the extent the content site is up-to-date with respect to the 

available knowledge.  

NCCAM: 7 

HONcode: None 

Web Feet Health: 12 

Usefulness 

(tcd: 8 crite-

ria) 

This dimension mainly relates to the extent a site presents 

content that is understandable, interesting, and therefore 

valuable for the intended consumers; this dimension also 

relates to the extent an intended consumer can take ad-

vantage of the information consulted, that is how easily a 

piece of information is applicable to either everyday needs 

or more specific information requirements. 

NCCAM: 3 

HONcode: 2, 8 

Web Feet Health: 8, 

11, 16, 20, 22 
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Table 3 (continued) 

Authority 

(tcd: 7  

criteria) 

This dimension mainly relates to the extent the provider is 

considered reliable, trustworthy and able to satisfy infor-

mation needs of its customers, and consequently, how easy 

it is to trace to the author or provider and assess its reli-

ability.  

NCCAM: 1, 4 

HONcode: 1, 4 

Web Feet Health: 1, 

4, 5 

 
To perform Step 4, we conducted an online survey that involved a convenience 

sample of healthcare information consumers that were questioned about their atti-
tudes and quality expectations for CAM-related information. 

The survey was conceived as a Computer Assisted Web Interview (CAWI) that 
was delivered through an online questionnaire platform (Limesurvey4). Partici-
pants were recruited among acquaintances and colleagues of the author and stu-
dents of his classes, and were invited to join the study either through a personal 
email or being forwarded to the survey page through posts published on the main 
social networks (i.e., Facebook, MySpace e Twitter); word of mouth did the rest. 
The questionnaire was kept open for 18 days and closed on September 2011, when 
101 completed forms had been collected. In Table 4 we report the demographic 
data extracted from the sample of respondents and the segmentations that were 
performed for the inference statistical study. 

Table 4 Selected demographic information of the respondent sample involved in the 
empirical study 

Characteristic Options Responses % 

ICT skills 
Elementary or basic 39.6 

Advanced or expert 60.4 

Interest  

toward CAM 

Very low or low 39.6 

High or very high 60.4 

Knowledge  

about CAM 

Very Poor or poor 69.3 

Good or very good 30.7 

Frequency for 

CAM 

From Never to Sometimes 68.4 

Frequently or Very frequently 31.7 

 
In Table 5 we report the results coming from the user study. These regard, for each 

IQ dimension, the average ranking and the ordinal category that better represents the 
average attitude toward that dimension (i.e., the median of the response distribution). 
The average rank for each IQ dimension has been calculated counting how many times 
that dimension was considered the most important among the other ones, how many 
times the second one, the third one and so on; and then calculating the arithmetic mean 
of the total score. This is just one of the ways in which large samples of respondents 
can be challenged about relative rankings without asking them for a ranking directly, 
so as to minimize acquiescence bias; other techniques can be obviously adopted, as 
one from those reviewed in [44]. 

                                                           
4 http://www.limesurvey.org/ 
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Table 5 Average Ranking from the empirical study for each IQ dimension 

IQ Dimension Overall Rank5 Median Perception6 

Accuracy 1.56 Very important 

Completeness 1.60 Very important 

Accessibility 2.07 Very important 

Currency 2.22 Very important 

Usefulness 2.43 Important 

Authority 2.96 Important 

 
Due to the convenience-driven recruitment, the user study employed in Step 4 

presents the common limitation of not being based on a sample that is fully repre-
sentative of the target population, i.e., potential consumers of CAM-related infor-
mation. To limit non response bias, we stratified the sample into subgroups by 
age, education, familiarity with ICT (ICT skills in Table 4), knowledge and inter-
est toward CAM, frequency with which information on CAM remedies is either 
sought or consulted (see Table 4). We associated the subgroups with dichotomic 
variables (the options column in Table 4) and performed a Mann-Whitney U test 
(since the assessments were performed on an ordinal scale) for each specific IQ 
dimension: no significant difference at a 95% confidence level was found among 
these groups with regard to their assessments of the perceived importance of the 
IQ dimensions. This fact, as well as the relatively large number of respondents, 
does not eliminate the bias due to accidental sampling, but makes the results con-
sistent with the requirements of marketing research [45], i.e., suitable to detect 
attitudes and preferences in potential consumers of CAM-related information. 

According to the ranking derived from the user study accomplished in Step 4, 
we adopted one of the simplest weighting function and assigned each IQ dimen-
sion to its corresponding weight, starting from Accuracy (wd = 6, in Formula 1) to 
Authority (wd = 1), with unitary decrements.  

Subsequently, we proceeded in Step 6: in this step, the list of criteria reported 
in Table 2 is intended to be consulted by a neutral rater7 or by anyone specifically 
instructed to check whether the n-th criterion, associated with the k-th IQ dimen-
sion, is actually met by the Web site under evaluation, or not. We then reviewed 
five Web sites that we selected on a convenience basis among those that were 
publishing CAM-related information on a daily basis at the time of the validation 
and we calculated the MIR score for each of these online resources. In Table 6 we 
report the results from this purposely exemplificatory evaluation. 

                                                           
5 Smaller number indicates higher importance. Values are close since we did not forced the 

respondents to chose a rank for each IQ dimension explicitly (to minimize random bias) 
but we derived this indication from their single assessments. 

6 The median values of the distribution of “perceived importance” that are reported in the 
rightmost column are equal to the modes for that variable, i.e., the value that has been 
chosen by the majority of the respondents. 

7 In the case at hand, the author made the review. 
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Table 6 MIR scores applied reviewing five CAM-related web sites, visited in Summer 
2010 

Web Site MIR index score 

Italiasalute 42.0% 

Viveremeglio 42.0% 

Mentalhelp 75.9% 

Wiki4cam 51.6% 

Altmeds 62.2% 

5 Discussion and Concluding Remarks 

In this paper we have presented the Medical Information Reliability (MIR) index, 
a composite weighted score of IQ intended to facilitate healthcare consumers in 
the task of judging the reliability of an online resource in lack of sufficient know-
ledge to perform this task without external visual aids. 

With respect to other post-hoc IQ evaluation instruments that have been pro-
posed with similar purposes in the healthcare domain [11], the MIR index is novel 
for its modularity, simplicity and consumer-centredness. First, the MIR index can 
integrate multiple IQ criteria from instruments that are issued and maintained by 
various certification bodies. This integration requires only to associate each new 
dichotomous criterion with the pertinent IQ dimension. Also the ranking weights 
can be adjusted over time to better fit either local or specific target readerships. 
Second, the MIR index is purposely conceived as a simple percentage indication 
of the extent a Web site is compliant with the best practices and guidelines for IQ 
assurance, where 100% indicates a fully compliant site. As such, it is a tool for 
health-related information consumers to support them in getting an idea of the 
reliability of a source of content published in the Web; it is also a tool for gateway 
providers [11] and, potentially, search engines to refer visitors to better online 
resources and benchmark them; and it is also a tool for Web sites managers, main-
tainers and owners, as a means to achieve and guarantee continuous improvement 
in the eyes of their customers. Lastly, the MIR index is innovative for the idea to 
include the concept of “requirement prioritization” in a synthetic score: this con-
cept, which is borrowed from the requirement engineering field [32], has inspired 
the ranking of homogeneous groups of criteria in terms of more understandable 
meta-level concepts, i.e., the concept of IQ dimension, and suggested to base such 
a ranking on the actual attitude of potential consumers of health-related informa-
tion. As part of the further research that is needed to assess the actual value of 
such a tool, we applied the evaluation process and resulting score to a panel of 
Web sites publishing consumer-oriented content periodically in the field of the 
Complementary and Alternative Medicine. This domain was chosen not only be-
cause it is receiving strong interest by an increasing population of consumers, but 
also because the lack of institutional roles and bodies (at least in Europe) that 
could issue certified indications and proven evidences of effectiveness from the 
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field makes the development and testing of evaluation tools that could contribute 
in improving the reliability of online resources a pressing need and an interesting 
challenge in the agenda of both Academic and professional research. 
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Chapter 9 
Challenges for Search Engine Retrieval 
Effectiveness Evaluations: Universal Search,  
User Intents, and Results Presentation 

Dirk Lewandowski* 

Abstract. This chapter discusses evaluating the quality of Web search engines to 
effectively retrieve information. It identifies three factors that lead to a need for 
new evaluation methods: (1) the changed results presentation in Web search  
engines, called Universal Search, (2) the different query types that represent dif-
ferent user intentions, and (3) the presentation of individual results. It discusses 
implications for evaluation methodology and provides some suggestions about 
measures. 

Keywords: Web search engines, retrieval effectiveness, evaluation, Universal 
Search, search engine results page (SERP), user behavior. 

1 Introduction 

Quality is important in all information retrieval (IR) systems, including Web 
search engines. The goal of this chapter is to discuss methods for evaluating Web 
search engines with a focus on the current standards for results presentation and 
on users’ intentions. 

The quality of Web search engines is of great importance, as users may choose 
their preferred search engine based on its perceived quality. The quality of the 
different search engines is also of great interest to search engine vendors (to im-
prove their system or to benchmark their system with others) and the general  

                                                           
Dirk Lewandowski 
Hamburg University of Applied Sciences, Faculty DMI, Department of Information,  
Finkenau 35, D – 22081 Hamburg, Germany 
e-mail: dirk.lewandowski@haw-hamburg.de 



180 D. Lewandowski 

public. Search engines have become a major means to acquire knowledge, and the 
results they show in the first positions have a great influence on the information 
that users actually consume. 

Evaluation is traditionally an integral part of information retrieval research, and 
it pays particular attention to a user’s examination of the results list presented by 
the information system from top to bottom. Evaluators also assume that the user’s 
decision to choose one site over another is based on reading the abstract (snippet) 
presented in the results list. 

However, the presentation of search results in Web search engines has changed 
in recent years, and user behaviour has followed suit. While simple lists were 
dominant for several years, nowadays, results from different document collections 
(such as news, images, and video) are presented on the search engine results pages 
(SERPs) (Höchstötter & Lewandowski, 2009). This type of presentation is called 
Universal Search, which is the composition of search engine results pages from 
multiple sources. While in traditional results presentation, results from just one 
database (the Web index) are presented in sequential order and the presentation  
of individual results does not differ considerably, in universal search, the  
presentation of results from the different collections is adjusted to the collections’ 
individual properties. 

A search engine results page (SERP) is a complete presentation of search 
engine results; that is, it presents a certain number of results (determined by 
the search engine). To obtain more results, a user must select the “further re-
sults” button, which leads to another SERP. On a SERP, results from different 
collection, a.k.a. vertical search engines can be presented. Contrary to the 
general-purpose search engine, a vertical search engine focuses on a special 
topic.  

The properties of the different results types lead not only to a different pres-
entation of the results pages but also to a different presentation of the individu-
al results. For example, it is clear that SERPs that include image and video 
results should show preview pictures. Figure 1 shows an example of a Univer-
sal Search results page, Fig. 2 provides examples of the presentation of an  
individual result. 

In Figure 1, we can see how results from different sources (i.e., specialized 
search engine indices or so-called vertical search engines) are injected into the 
general results list created from the Web index (i.e., the search engine’s main in-
dex). Additional results in this case come from the image index and from the news 
index. 

In Figure 2, we see a typical results description provided in a results list.  
It contains a title, a URL, a short description, and, in this case, a social  
recommendation. 
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navigational, and transactional intentions that are the basis for a further discussion 
on retrieval effectiveness and success. 

To summarize, we will discuss search engine evaluation in the context of 

• Results presentation (design of Universal Search results pages) 
• Query types 
• Results selection 

It is obvious that the challenge when measuring the retrieval effectiveness of Web 
search engines is to develop evaluation methods that consider the three areas men-
tioned. This chapter provides methods used to evaluate Universal Search results 
pages and suggestions for designing retrieval effectiveness studies. The structure 
of this chapter is as follows: First, we will give a short overview of search engine 
evaluation, then we will discuss users’ intentions (as expressed through different 
types of queries). After that, we will detail Web search engines’ results presenta-
tions and users’ selection behaviour on the search engine results pages. Bringing 
these three areas together, we will discuss points to consider when evaluating 
search engines with a Universal Search results presentation. The chapter closes 
with some conclusions and suggestions for further research. 

2 Search Engine Evaluation 

When discussing search engine evaluation, it is important to stress that quality 
measurement goes well beyond retrieval effectiveness, i.e., measuring the quality 
of the results. Some frameworks for a more complete search engine evaluation 
have been proposed (e.g., Xie, Wang & Goh, 1998; Mansourian, 2008). 
Lewandowski and Höchstötter’s model (Lewandowski, Höchstötter, 2008) divides 
Web search engine quality into four major areas: 

• Index Quality: This area of quality measurement indicates the important role 
that search engines’ databases play in retrieving relevant and comprehensive 
results. Areas of interest include Web coverage (Gulli, 2005); country bias 
(Vaughan & Thelwall, 2004; Vaughan & Zhang, 2007), and freshness 
(Lewandowski, 2008a; Lewandowski, Wahlig, & Meyer-Bautor, 2006). 

• Quality of the results: Derivates of classic retrieval tests are applied here. 
However, one needs to consider which measures should be applied and 
whether or not new measures are needed to satisfy the unique character of a 
search engines and its users (Lewandowski, 2008b). 

• Quality of search features: A sufficient set of search features and a sophisti-
cated query language should be offered and should function reliably 
(Lewandowski, 2004, 2008c). 

• Search engine usability: The question is whether it is possible for users to 
interact with search engines in an efficient and effective way. 

While all quality factors mentioned are important, results quality is still the major 
factor in determining which search engine performs best. A good overview of 
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newer approaches in Web search engine retrieval effectiveness evaluation is 
provided by Carterette, Kanoulas, and Yilmaz (2012). 

In retrieval effectiveness evaluation, two approaches need to be differentiated: 

1. “Classic” retrieval effectiveness tests use a sample of queries and jurors to 
judge the quality of the individual results. These studies use explicit relevance 
judgements made by the jurors. An overview of search engine retrieval effec-
tiveness studies using explicit relevance judgements is provided by 
Lewandowski (2008b). 

2. Retrieval effectiveness studies analyse click-through data from actual search 
engine users (e.g., Joachims, T., Granka, L., Pan, B., Hembrooke, H., 
Radlinski, F., & Gay, G., 2007; Jung, Herlocker & Webster, 2007). As users 
give their relevance judgements only through their selection behaviour, we 
speak of implicit relevance judgements here. 

Both approaches have their merits. When using click-through data, researchers can 
rely on large quantities of data and can determine which results are preferred by 
the actual users of a search engine. The drawback, however, is that these decisions 
are based on the results descriptions on the SERPs that heavily influence users’ 
results selections, and users choose only from some of the results presented. For 
example, a user would not read all the results descriptions and then choose a result 
from the third results page. On the contrary, he will rely on the first results pre-
sented by the search engine and choose from them. 

The main advantage of classic retrieval effectiveness tests are that no data from 
the search engine providers is needed, and jurors can be asked for their opinions, 
so a researcher can go beyond decisions about whether an individual result is rele-
vant or not. The drawback of such tests, however, is that such studies usually rely 
on a relatively low number of queries and jurors, and results are seen as indepen-
dent of one another. This can be illustrated by a user who chooses a completely 
relevant result and will therefore not need another relevant result that just repeats 
the information already given. 

From this short discussion, one can readily see that a combination of the two 
approaches described would be the best way to go. However, researchers usually 
do not have access to click-through data from real search engines, so only the 
search engine vendors themselves usually do this type of evaluation. However, in 
recent years, some search engine providers have made datasets including click-
through data available to the research community, but there are still many cases 
where search results need to be evaluated and the researcher does not have access 
to such data. Furthermore, it is highly unlikely that a researcher will get this data 
from more than one search engine for benchmarking purposes. 

We would like to stress that a basic assumption in this discussion on search en-
gine evaluation is that the researchers do not have access to data owned by the 
search engines considered. Therefore, we will discuss the use of click-through 
data merely as an addition to other approaches. 

As this short discussion reveals, a challenge in measuring the retrieval effec-
tiveness of Web search engines is to develop evaluation methods that consider 
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both the results presentation and user behaviour. However, search engine retrieval 
effectiveness studies to date still lack the integration of explicit user models. 
Based on the Cranfield paradigm, many evaluation models have been built that 
provide a robust framework for conducting search engine retrieval effectiveness 
tests. These evaluations are based on retrieval measures, which largely measure 
the performance of systems, even though newer approaches try to integrate  
explicit user models into such evaluations (Carterette et al., 2012). What even 
integrating users models into the evaluation frameworks may not be enough;  
furthermore, an explicit results presentation model is needed. 

3 User Intents 

Search engines are used for a multitude of purposes, including navigating to an 
already known website, simple fact-checking, complex research tasks, and even 
entertainment purposes. It is clear that, depending on the task, a user will enter 
different types of queries into the search box. The difference between Web search 
engines and other information retrieval (IR) systems is usually seen as search 
engines having no thematic focus and being used by laypersons. But it must be 
stressed that another important point that differentiates them from other IR sys-
tems is that they are used for different user intents, expressed through query types. 
A simple, yet powerful classification of user intents is Broder’s (2002) query type 
classifications: informational, navigational and transactional. 

Navigational queries are used by a person who knows about a Web page or as-
sumes that it exists (for example, the homepage of a company like ebay or people 
like Angela Merkel). Such queries normally terminate in one correct result. The 
information need is satisfied when the requested page is found. 

In contrast, informational queries require more than one document. The user 
requires problem-oriented information (see Frants, Shapiro, & Voiskunskii, 1997). 
The user wishes to become informed about a topic and therefore intends to  
read several documents. Informational queries aim at static documents to acquire 
the desired information, which makes further interaction with the Web page  
unnecessary. 

Transactional queries, however, aim at Web pages offering the possibility of a 
subsequent transaction, such as the purchase of a product, the download of data, or 
the search of a database. 

Broder’s query type classification has been refined over the years by 
researchers like B. J. Jansen, Booth, and Spink (2008), Kang and Kim (2003) and 
Rose and Levinson (2004). However, all rely on the basic distinction between the 
three types mentioned. While it is perfectly legitimate to use a more fragmented 
query type classification, the general query type classification is sufficient for our 
purposes. 

Evaluating Web search engines’ performance for the query types mentioned re-
quires adjusting methods and retrieval measures. Many studies on informational 
queries have been conducted (for an overview, see Lewandowski, 2008b), but 
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only a few studies have examined navigational queries (Lewandowski, 2011; for 
an overview of measures, see MacFarlane, 2007). Evaluating search engines’ per-
formance on transactional queries is especially difficult, as they require an interac-
tion on the results. 

4 Results Presentation in Web Search Engines 

Search engine results pages are usually simple lists of search results (“10 blue 
links”). Each result is presented in the same format, and, apart from a position 
bias, every result has the same chance of being selected. However, this is not the 
case, as different result types are now presented on the SERPs, results are given 
different amounts of space, and some results are highlighted in either through the 
use of a different background colour or additional graphical elements. This section 
provides a discussion of the major elements of a SERP. For a more detailed dis-
cussion, see Höchstötter and Lewandowski (2009) and Lewandowski and 
Höchstötter (2009). 

As shown in Figure 1, the search engine results pages contain a variety of ele-
ments. In the following paragraphs, we will discuss these elements in detail. 

4.1 Organic Results 

Organic results (also called algorithmic results) are the listings on a search engine 
results page that are not paid for (Jansen, 2011). The organic results list forms the 
core of the results presentation, and its ranking is produced by algorithms that aim 
to determine their relevance. Thereby, all documents in the search engine’s index 
are treated the same. 

There is no direct human intervention in the results listings, although in recent 
years there has been some discussion about whether search engines favour their 
own offerings (Edelman, 2010). Making an analogy to journalism, Nicholson et al. 
(2006) spoke of the organic results as “editorial listings.”  

The basic elements of a description used in an organic result are a heading, a 
short description, and a URL. Other elements, such as a date and a link to a cache 
copy, can also be shown. In recent years, search engines have further enriched 
their results descriptions with ratings (Figure 3a), pictures (Figure 3b), information 
from social networking sites (Figure 2), and citation information for scholarly 
articles (Figure 3c). This means that results are no longer equally represented and 
that more factors than the results position and the contents of the description are 
influencing users’ results selections. Studies show that such “rich snippets” can 
help users make quicker and more relevant decisions (Li & Shi, 2008), but they 
can also distract users from relevant results. 

The so-called site links are particularly important in organic results. Here, a 
search engine enriches the result on the first position of the organic list in a special 
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practical purposes, the first page of a search engine’s results is considered most 
relevant. Even in cases when users are willing to view more than the first few 
results, the initial ranking heavily influences their perceptions of the results set. 
That is, when a user does not consider the first few results to be relevant, he or she 
usually modifies the query or abandons the search. 

The first results page must also be used to present results from additional col-
lections, as users usually do not follow links to these additional collections, the so-
called “tabs”. Search engine expert Danny Sullivan (2003) coined the term “tab 
blindness” to name this phenomenon.  Results beyond organic results also require 
space on the results page. With the addition of more and more results from special 
collections (and, in some cases, the addition of more and more ads above the or-
ganic results), we have observed a general change in results presentation 
(Lewandowski, 2008d). Organic results become less important as additional re-
sults take their place. 

The changed design of the search engine results pages also leads to a larger 
number of results presented on these pages. While in the classic list-based results 
presentation, ten results per page (+ads) were displayed, a typical Universal 
Search results pages can easily contain 30 or even more clickable results links. 
When considering this more complex results presentation, users’ results selection 
is based on a multitude of factors (see Kammerer & Gerjets, 2012). 

An important question behind users’ results selection behaviour is whether it is 
based on an informed decision. By this we mean whether the user actually makes 
a cognitive judgment about the quality of the individual results and selects the 
most appropriate result(s) or whether he just clicks on a link shown prominently. 
In the ongoing discussion on “search neutrality”) the position of the search engine 
vendors is that users indeed make an informed decision (Granka, 2010; 
Grimmelmann, 2010). If that were not the case, one might question the search 
engines’ revenue model, and if users were not able to distinguish between organic 
and sponsored results and therefore clicked on ads without knowing that they were 
doing so, regulation authorities would have to force search engines to label spon-
sored results more clearly than they are currently doing. 

In the following section, we will discuss search results presentation factors in-
fluencing users’ results selections. We will consider the results position, the re-
sults description content, its size and its design. 

5.1 Results Position 

When considering the probability of a result being clicked, one has to first con-
sider whether the result is included in the visible area of the SERP. The visible 
area is defined as the part of the SERP that is directly visible to the user, without 
scrolling down the results list. The size of the visible area depends on the user’s 
screen size, the size of the browser window and the size of the browser’s naviga-
tion elements, as well as browser toolbars that a user may have installed. 
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Research shows that users first and foremost consider results within the visible 
area (also called “above the fold”). However, it is important to understand that 
navigational queries make up a large proportion of queries, and if the search en-
gine works well, the one desired result will be shown within the visible area, so no 
scrolling will be necessary. Even when making informational queries, many users 
desire only one or a few results, and such queries can be satisfied with the results 
in the visible area. 

The second point to consider is the actual ranking of the results. Results pre-
sented first get considerably more attention than results presented lower in the 
ranked lists (Cutrell & Guan, 2007; Hotchkiss, 2006; Joachims, Granka, Pan, 
Hembrooke, & Gay, 2005; Pan et al., 2007). However, when considering the re-
sults positions, one must also decide whether to see the list of sponsored results 
and the list of organic results as two separate lists or as one continuous list. Eye-
tracking research suggests that at least some users consider these two areas as one 
continuous list (Wirtschaft, 2009). 

5.2 Results Description Content 

It is evident that users are influenced by the actual contents of the results descrip-
tions. There is a high probability that users will click on results whose descriptions 
contain the query words and have meaningful titles. However, there is little re-
search on  the importance of the results descriptions’ content. Evidence is mainly 
given by search engine optimizers who emphasize the influence of good descrip-
tion copy for generating clicks on the results (Thurow, 2007; Thurow & Musica, 
2009) Pirolli (2009) used the concept of information scent to explain the influence 
of the description content, stating that users follow trails if they are given hints 
about where to find the desired information. 

5.3 Results Description Size 

As stated above, the results descriptions occupy different amounts of space on the 
search engine results page. We can measure this space in pixel size and weigh the 
probability that a user will click it. We assume that the more space a results de-
scription occupies, the higher the probability that a user will click on it. 

5.4 Results Description Design 

Some results may be presented with additional images or may be emphasized by 
the use of colour. For example, sponsored links may be highlighted in yellow. 
Users may perceive these results as being more important and are therefore more 
likely to click on them. Moreover, given that users know that results highlighted in 
such a way are advertisements, they may avoid them. Therefore, it is not easy to 
make a decision about whether to ascribe more or less weight to these results  
rather than organic results. 
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While sponsored results are usually highlighted in colour, other results (wheth-
er organic or from a special collection) may carry images that draw the users’ 
attention. However, this attention is hard to measure because if the information is 
displayed on a page cluttered with enriched results, it may get less attention than a 
result that is the only one highlighted. 

In summary, we can see that users’ results selections are influenced by a variety 
of factors. However, the importance of these factors is not easy to measure. Apart 
from large-scale click-through studies that are usually provided by the search en-
gine vendors themselves and do not allow for comparing search engine, lab-based 
experiments that track eye movements are used to research selection behaviour 
(Beiler, 2005; Pan et al., 2007). The advantage of lab-based studies is that the 
researchers can also ask participants about their reasons for selecting certain  
results. 

6 Approaches to Weighting Results on the SERPs 

In a previous study (Lewandowski, 2012), we presented a general framework for 
measuring the quality of search engines’ results. While the influence of results 
presentation on users’ results selections is a part of the model, we intend in this 
chapter to focus on the weighting of individual results within the results presenta-
tion. The factors to be weighted are discussed in the following sections. 

6.1 Results to Be Considered 

First, one needs to decide whether all results presented on the SERP should be 
considered or not. The main concern is usually whether one should consider the 
results in the visible area vs. results in the invisible area and organic vs. sponsored 
results. 

A researcher might decide that results in the invisible area will not be consi-
dered as most users do not consider them. However, one should also consider that 
the size of the visible area varies from user to user. Therefore, one can classify 
users according to their screen sizes (e.g., “W3 Schools Browser Statistics,” 
2011). 

When deciding whether to include sponsored results that are shown above the 
organic results in the evaluation, one must decide whether to see them as separate 
from the organic results or to consider sponsored and organic results as one conti-
nuous list. When giving weights to sponsored results, one must decide whether 
highlighting leads users to this type of results. 

6.2 Position 

Weighting results according to position is an element included in most retrieval 
effectiveness measures. However, in the case of evaluating Universal Search 
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SERPs, one must decide which results types are to be considered as an element of 
the results list, i.e., those that actually have a position. 

6.3 Screen Real Estate 

“Screen real estate” is a term introduced by Nielsen & Tahir (n.d.) to measure the 
amount of space taken up by a Web page that is filled with content in relation to 
the part that is left blank. The term has been used in different scenarios (e.g., 
Dewan, Freimer, & Zhang, 2002). Nicholson et al. (2006) used the screen real 
estate measurement to calculate the space that search engines grant organic results 
vs. paid results on the first results screen shown to the user. While this is a specific 
application in the context given, screen real estate can be calculated for every 
result presented by a search engine. The use of screen real estate may seem obvi-
ous when results are presented in different formats; however, it can also be used 
for list-based results presentation if all results are not equally presented. 

Weighting screen real estate can either be applied to the whole SERP or just the 
visible area. However, one must consider that the size of the visible area is differ-
ent, depending on the browser window size utilised by individual users. 

6.4 Click-Through Rates 

As mentioned above, click-through data is usually not available to researchers if 
they are not affiliated with a search engine vendor. However, when available, the 
importance of individual results can be weighted according to their CTR. In other 
words, results with a higher CTR are assigned a higher importance. 

As CTRs for the individual queries are often not available, one could also use 
the average CTR for certain query types. When considering navigational queries, 
one can see that a large ratio of clicks is aggregated to just one result position. The 
distribution is wider for informational queries, so one must give more value to 
more results in the evaluation. 

7 Combining Universal Search SERPs and User Intent 

When dealing with navigational queries in list-based results pages, one assumes 
there is one relevant result that should be displayed in the first position of the list, 
but this raises two problems. First, there is not always a clear distinction between 
query types. A query can be both navigational and informational. The query type 
may differ from user to user. Even in the eBay example given above, there may be 
users who wish to get information about the company and do not wish to navigate 
to Ebay’s website. By using click-through data, however, researchers can see that 
the overwhelming ratio of users do see this query as navigational. 

Considering a more complex example, the query about Angela Merkel depicted 
in Figure 1 can be navigational or informational. The user may wish to navigate to 
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her personal website, but he may also want to get information about her life and 
work. Furthermore, the user may be interested in current news. 

This example shows that informational and navigational intentions can be con-
sidered in one results list. Furthermore, even when the intent is informational, it 
may matter considerably whether the user is seeking current information or a gen-
eral overview of the life and work of Angela Merkel. In such cases, Universal 
Search results pages can satisfy diverse user intentions. 

In evaluating results quality in Web search engines, it is always important to 
distinguish between query types. It becomes even more important in the context of 
a Universal Search, as multiple query intentions can be considered within the 
same results presentation. Therefore, we suggest collecting information on the 
underlying query intentions for every query one evaluates. If the researcher has 
access to click-through data from a search engine, navigational queries can be 
identified reliably. If such data is not available, we suggest asking users about 
query intentions and using this information to derive weighted query intentions, as 
Huffman and Hochster (2007) did in their study. 

8 Conclusion 

In this chapter, we showed that current approaches to Web search engine retrieval 
effectiveness evaluation have shortcomings and discussed new factors that can be 
used in evaluations. Often, studies do not differentiate between query types and 
results that are presented differently so they also ignore the probability of their 
being selected. We propose an approach that considers all these elements. How-
ever, while we were able to show how search engine evaluation is influenced by 
the decisions of the researcher in this regard, we were not able to provide an em-
pirical evaluation. 

Further research needs to examine users’ approaches to different results. In par-
ticular, the status of sponsored results has been ignored by researchers. While 
search engine vendors make an overwhelming proportion of their incomes from 
sponsored results, we still do not know how users actually perceive these results. 
Some studies suggest that a fairly large ratio of users is not able to differentiate 
between organic and sponsored results (e.g., Bundesverband Digitale Wirtschaft, 
2009), but we need a thorough study on this topic. 

In addition, studies that ignore the different results types do not exactly meas-
ure what the user gets to see in his searches. As search engine evaluation at least 
tries to model the user’s behaviour, researchers should consider empirical studies 
of all results types. 

Researchers also need to consider browser sizes. While it surely is valid to cal-
culate retrieval effectiveness measures for the whole SERP, the user usually only 
recognizes a part of it. Users focus on the visible area of the results pages 
(Höchstötter & Lewandowski, 2009), so results in this area should be considered 
foremost. Going even further, one could also use eye-tracking research to  
determine which sections of the results pages are actually seen or considered by 
the users. 
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Finally, we must say that there are more open questions in search engine evalu-
ation than answers. We think that in this chapter we have raised more important 
questions rather than providing answers. Nonetheless, we can see that Web search 
engine evaluation is not merely a technical issue but also has a societal dimension. 
When we consider the billions of queries entered into Web search engines each 
day (ComScore, 2009) and understand that search engines influence searchers’ 
selection behaviours through their results presentations, we recognize that search 
engine evaluation techniques need to be applied to measuring “search neutrality”, 
i.e., a fair representation of the Web’s contents in search engines.  
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