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Abstract. Recently, profiling attacks have been attracting a great deal
of attention because of their increasing efficiency. Further investigations
are required to determine the potential threats of the profiling attacks.
This paper focuses on these attacks. Using hardware and software im-
plementations, we provide a security evaluation of three different types
of profiling attacks: template attack, stochastic model attack, and mul-
tivariate regression attack. Our experimental results show that multi-
variate regression attack outperforms other attacks in terms of profiling
efficiency and key extraction rates.

Keywords: profiling attack, multivariate regression analysis, template
attack, stochastic model attack, power analysis attack.

1 Introduction

Cryptographic algorithms are implemented in various forms: hardware, software,
firmware or sometimes in a combination of various forms. These forms are called
cryptographic modules. It was believed that cryptographic modules were secure
because the underlying cryptographic algorithms are theoretically unbreakable.
For this reason, security evaluations were restricted to the algorithm level.

However, a new category of cryptanalysis, power analysis attack has been
introduced by P. Kocher, et al. in 1999 [1]. Many cryptographic researchers have
begun to investigate not only cryptographic algorithms, but also their concrete
implementations.

One of the most efficient power analysis attacks is called the profiling attack,
which employs reference modules that have the same characteristics as those
of the target module [2], [3]. There are three methods in class of profiling at-
tacks: the template attack [4], the stochastic model attack [5] and multivariate
regression attack [6].

Testing methods for cryptographic modules have been developed in many
countries under the Cryptographic Module Validation Program (CMVP). How-
ever, the methodologies for conducting security evaluation with resistance to
side-channel attacks are still under discussion. Federal Information Processing
Standard (FIPS) 140-2 is one security requirement for cryptographic modules in
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USA and Canada: however, it does not contain concrete metrics for side-channel
attacks. The current version of FIPS 140-2 deals with side-channel attacks as
mitigations of other attacks. Therefore, the testing methods relative to side-
channel attacks will be specified in the new version of the standard, FIPS 140-3.
However, it is more difficult to standardize testing methods for profiling attacks
than it is for other conventional side-channel attacks, such as correlation power
analysis attacks [7], differential power analysis attacks [1], etc.

Because profiling attacks have several issues to be considered: (i) the selection
of points that contain data-dependent variations, and (ii) the number of traces for
the profiling. These two parameters have significant impacts on profiling attacks.
Sometimes they lead to a decrease of performance, especially when there are a
limited number of available traces. This can cause unreliable security evaluation
of cryptographic modules.

To clear up these two issues, we perform security evaluation on the hardware
and software implementations of the Advanced Encryption Standard (AES) to
strengthen the security level of the cryptographic modules. In addition to that,
we also demonstrate the effect of hiding countermeasures on software imple-
mentation. Our experimental results indicate that we can use the multivariate
regression attack for an accurate and reliable security evaluation method to test
the hardware and software of cryptographic modules.

2 Profiling Attacks

Compared to correlation power analysis attacks [7], profiling attacks require a
far lower amount of side-channel information to retrieve the secret key, since
such attacks take advantage of prior information from the profiling phase. The
basic idea of this technique is to approximate the noise model rather than to
reduce or eliminate noise.

Profiling attacks are known to consist of two phases: (i) profiling phase, and
(ii) key extraction phase. Each phase uses different modules that have identical
physical characteristics. In the profiling phase, an adversary captures physical
leakage from a reference module. By analyzing that information, a property of
the signal and noise can be characterized. Next, in the key extraction phase,
maximum-likelihood estimation is used to determine the correct key using the
information built in the profiling phase.

2.1 Template Attack

Profiling Phase. The profiling phase collects a large number of waveforms
with different data di and key kj , given as

di ∈ {d1, d2, · · · , dD}, (1)

kj ∈ {k1, k2, · · · , kK}, (2)
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where D and K denote the number of possible pieces of data and keys, respec-
tively. Then, we group together the traces that correspond to the pair of (di, kj),
and estimate a mean vector, m, and a covariance matrix, C, of the multivariate
normal distribution.

However, for example in case of 128-bit AES, the number of possible data
and keys is 28 = 256. Thus, in total, 2562 = 65536 templates are required. It is
unrealistic to generate templates corresponding to all possible pairs of keys and
data.

Therefore, in practice, templates are generated based on hypothetical power
consumption for each pair of (di, kj), and are written as hdi,kj . Hence, the num-
ber of templates can be reduced. In the case of AES, we need to build only 9
templates corresponding to 9 possible Hamming distance or Hamming weight
values, which are dependent on the method of implementation.

Finally, templates (m,C)hdi,kj
that correspond to all possible hypothetical

power consumption values are built in this phase.
Thus, the characteristic of W sampling points power consumption trace w =

(w1, · · · , wW ) can be described as the probability density function of the multi-
variate normal distribution as follows :

q = w −m, (3)

p(w; (m,C)hdi,kj
) =

exp
(− 1

2q
TC−1q

)

√
(2π)W det(C)

, (4)

where det(C) and qT denote the determinant of C and the transpose of
vector q.

Key Extraction Phase. When a power consumption trace is given, the prob-
ability p(kj | w) for j = 1, · · · ,K is written as follows using Bayes’ theorem.

p(kj | w) =
p(w | kj)p(kj)

∑K
l=1(p(w | kl)p(kl))

(5)

Note that p(kj) = 1/K, since all possible keys are uniformly distributed. Given
a trace, w, Eq. (5) indicates a probability when the correct key is equal to kj .

The original template attack only provides a key extraction strategy based on
a single available trace. However, it is difficult in practice to retrieve the correct
key using only a trace. Thus, we use the following formula for given D traces:
wi(i = 1, · · · , D).

p(kj | w1,··· ,D) =

(∏D
i=1 p(wi | kj)

)
p(kj)

∑K
l=1

((∏D
i=1 p(wi | kl)

)
p(kl)

) (6)

In Eq. (6), p(wi | kj) is set to p(wi; (m,C)hdi,kj
), which is obtained in the

profiling phase in Eq. (4).
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Finally, we estimate the correct key kck using the maximum likelihood esti-
mation with the probability density function, Eq. (6) as follows :

kck = argmax
kj∈k∗

p(kj | w1,··· ,D), (7)

where k∗ is the set of all possible key candidates.

2.2 Stochastic Model Attack

In 2005, the stochastic model attack was introduced by W. Schindler, et al.
[5]. The fundamental idea of this attack is very similar to that of the template
attack. However, the stochastic model attack uses the key-independent noise
model instead of the usage noise model associated to all possible key candidates
in template attacks.

Profiling Phase. In stochastic model attack, a power trace at time t (t =
1, · · · ,W ) is represented as,

It(di, k) = ht(di, k) + rt, (8)

with the i-th input di and a correct key (which is, however, known to an adver-
sary) k. And ht(di, k) denotes the deterministic part of the trace depending on
di and k. On the other hand, rt denotes a random part independent of di and
k. The profiling phase is divided into two steps in order to approximate the two
discrete terms.

In the first step, the deterministic part is profiled using N1 traces from a ref-
erence module. The deterministic part is approximated by a linear combination
of u-dimensional vector subspace spanned by the u known function gj,t,

ĥt(di, k) =

u−1∑

j=0

βj,t · gj,t(di, k), (9)

where the coefficients β0,t, · · · , βu−1,t are estimated value for each instant t.
In order to estimate the coefficients βt = (β0,t, · · · , βu−1,t), the function gj,t
is firstly determined in the u-dimensional subspace. For example, in the case
of AES, a 9 dimensional subspace is usually chosen as the function gj,t, which
leads to the best approximation [5]. An adversary generates a matrix, A using
N1 traces corresponding to input di and key k as follows:

A =

⎡

⎢
⎢
⎢
⎣

g0,t(d1, k) · · · gu−1,t(d1, k)
g0,t(d2, k) · · · gu−1,t(d2, k)

...
...

g0,t(dN1 , k) · · · gu−1,t(dN1 , k)

⎤

⎥
⎥
⎥
⎦

(10)

The estimated coefficients

βt = (β0,t, β0,1, · · · , βu−1,t), (11)
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are then denoted using the least square method,

βt = (ATA)−1ATwt, (12)

where the vector wt = (w1,t, w2,t, · · · , wN1,t) represents power consumption for
each instant t.

After having determined the approximators ĥt(di, k), different set of N2 traces
are used to profile the random part. We first calculate theW -dimensional random
vector r = (r1, r2, · · · , rW ) as follows:

rt = It(di, k)− ĥt(di, k), (13)

We assume that the random vector is normally distributed with a covariance
matrix C. Therefore, C = (ci,j)1≤i,j≤W is computed as follows:

ci,j = E(rirj)− E(ri)E(rj) (14)

= E(rirj) (15)

where E(X) denotes the expected value of the variable X . Finally, we have

approximated the deterministic part, ĥt(di, k) and the noise model represented
as the covariance, C in this phase.

Key Extraction Phase. In this phase, traces from a target module are an-
alyzed using the model that have been obtained in the profiling phase. We as-
sume that N3 traces are captured from the target module corresponding to
di ∈ {d1, d2, · · · , dN3} and that there is a correct key, kck (unknown to an ad-
versary). A noise vector zi is first computed as follows:

zi = It(di, kck)− ĥt(di, kj), (16)

where kj ∈ {k1, k2, · · · , kK}. The noise vector follows a multivariate normal
distribution with the profiled covariance matrix C when j = ck. So, we can
estimate the correct key by computing the following probabilities:

p
(
zi; ĥt(di, kj)

)
=

exp
(− 1

2z
T
i C

−1zi

)

√
(2π)W det(C)

. (17)

The maximum likelihood estimation is applied to determine a correct key kck
using N3 traces as follows:

kck = argmax
kj∈k∗

ΠN3
i=1p

(
zi; ĥt(di, kj)

)
. (18)

We can simplify the Eq. (17) by applying the logarithm.

ln
(
p
(
zi; ĥt(di, kj)

))

= −1

2
zT
i C

−1zi − 1

2
ln

(
(2π)W det(C)

)
. (19)
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The second term − 1
2 ln((2π)

W det(C)) in Eq. (19) is constant value. Therefore it
can be eliminated. As a result, the estimator can be simplified as a follows:

zT
i C

−1zi. (20)

Note that an adversary decides the correct key that minimized the sum of Eq.
(20) as follows:

kck = argmin
kj∈k∗

N3∑

i=1

zT
i C

−1zi. (21)

2.3 Multivariate Regression Attack

This type of profiling attack can improve profiling efficiency using multivariate
regression analysis. Even if an adversary can utilize several traces for profiling,
the adverse effects for the key extraction can be minimized.

Profiling Phase. In the profiling phase, we need to determine explanatory and
response variables to build a multivariate regression model.

Define Response Variable. We consider the response variable as the sum of
all hypothetical power consumption of the components (i.e. S-Boxes). Assum-
ing that M components are processed in parallel, we write the l-th component
(hypothetical power consumption) as hl

i,ck, given by the i-th input (1 ≤ i ≤ N ,
N is a number of inputs) and the correct key kck. We referred the sum of each
hypothetical power consumption to si, which is defined

si =

M∑

l=1

hl
i,ck. (22)

We defined the value of si as a response variable in the regression model. Note
that the value si is feasible only if the correct keys are known to the adversary.
It is possible that the adversary will use a reference module under full control.

Define Explanatory Variables. First of all, we calculate a squared Pearson
correlation coefficient vector, ρ′

B = (ρ2B,1, · · · , ρ2B,W ) between wi and si consid-
ering both negative and positive correlation. If the squared coefficient is high
at the t-th time instant, it is usually assumed that the time instant is highly
related to the response value, si. Thus, the adversary select P (< W ) instans
with the highest value of the squared correlation coefficient, and referred to as
a vector p = (p1, p2, · · · , pP ). Each time instant is sorted in descending order of
the value of squared correlation. This means that the squared Pearson correla-
tion have the highest value at time instant, p1. Now, we select P time instants
from wi,t (1 ≤ t ≤ W ) corresponding to the interesting points. We define the the
explanatory variables as followings:

wi,p1 , wi,p2 , · · · , wi,pP (1 ≤ i ≤ N1), (23)

where N1 is the number of inputs for the profiling phase.
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Multivariate Regression Model. Next, we can calculate the estimator of
regression coefficients. Finally, the following multivariate regression model can
be obtained using the regression coefficients in the profiling phase, (1 ≤ i ≤ N1)

ŝi = β̂0 + β̂1wi,p1 + β̂2wi,p2 + · · ·+ β̂Pwi,pP , (24)

where ŝi stands for the fitted value using the model. Finally, we obtain the
regression coefficients in this phase corresponding to its interesting points.

Key Extraction Phase. In this phase, an adversary measures power traces
from a target cryptographic module corresponding to N2 inputs (known) and
secret key kck (unknown). We utilize the regression model in Eq. (24) to estimate
the sum of hypothetical power consumption, ŝi (1 ≤ i ≤ N2) given by the
measured traces. hl

i,kj
denotes the hypothetical power consumption of the l-th

component (S-Box) associated with each key candidates kj ∈ {k1, k2, · · · , kK}
and the i-th input. The correct key of the l-th component can be estimated using
the Pearson correlation coefficient between ŝi and hl

i,kj
as follows:

klck = argmax
kj∈{k1,k2,··· ,kK}

corr(ŝi, h
l
i,kj

). (25)

3 Experimental Analysis

For the hardware implementation, the side-channel attack standard evaluation
board (SASEBO) incorporating cryptographic FPGA and ASIC were used for
both the target and the reference module. We used an 8-bit AVR microcon-
troller from the Atmel Corporation for software implementation. In addition,
we implemented a hiding countermeasure on the software implementation to
investigate of effectiveness of the countermeasure. Ten delays before our target
operation (i.e. SubBytes) are inserted. Each delay is composed of several dummy
operations. The number of operations is uniformly generated between 0 and 8.
Therefore the longest possible delay time is 80 clock cycles.

3.1 Evaluation on Hardware Implementations

We used 15 interesting points and 20,000 traces for profiling for both FPGA and
ASIC implementations. In our analysis, the number of available power traces for
key extraction is 10,000 and 20,000 for FPGA and ASIC, respectively.

The result of all subkey estimation results are illustrated in Fig. 1. The hor-
izontal axis indicates the number of traces for key extraction: the vertical axis
shows the classification rate in percentage computed as follows:

Ri =
N ck

i

16
× 100, (26)

where Ri and N ck
i denote the classification rate and the number of correctly

estimated keys using i traces, respectively.
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Fig. 1. Classification rate (a) FPGA, and (b) ASIC implementation
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Fig. 2. Average classification rate of FPGA and ASIC implementations associated with
the number of traces for profiling (15 interesting points): (a) FPGA implementation
(b) ASIC implementation

As can be seen in the Fig. 1, the classification rate is increasing as the number
of traces for key extraction increases. However, the multivariate regression attack
has the least number of traces to estimate all the subkeys of AES in FPGA and
ASIC implementations. In other words, a straightforward AES implementation
on FPGA and ASIC is very vulnerable to multivariate regression attack.

In order to examine the effects of the number of traces for profiling and inter-
esting points, we first define an average value of classification rates, R̄ as follows:

R̄ =
1

D

D∑

i=1

Ri, (27)

where D represents the number of total available traces for key extraction. In
our case, D is 10,000 and 20,000 for FPGA and ASIC, respectively.

Figure 2 shows the average values of classification rates of FPGA and ASIC
implementations: the horizontal axis is the number of traces used in the profiling
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Fig. 3. Average classification rate of FPGA and ASIC implementations associated with
the number of interesting points (20,000 traces for profiling): (a) FPGA implementa-
tion, and (b) ASIC implementation

phase and the number of interesting points is fixed at 15 points. We do not focus
on the selection method of interesting points. However, we do only investigate
selection method impact on the classification rate, and thus we assumed that
an adversary had already obtained a fixed number of interesting points in the
profiling phase.

Figure 3 shows the average classification rates of FPGA and ASIC implemen-
tations associated with the number of interesting points: where the number of
traces for profiling is 20,000 for both implementations. The results indicate the
low average values of the classification rates for the template attack and stochas-
tic model attack as the number of interesting points is increased. The interesting
points cover the data dependent time instants. Sometimes, when an adversary
selects non-data dependent points as interesting points, the classification rate is
negatively affected by these points.

However, it can be clearly observed that the classification rates using multi-
variate regression attack does not decrease even when the number of interesting
points is increased comparing to other profiling attacks. This is because the
less data-dependent time instants have a less significant effect on the regression
model.

To observe the significance of each regression coefficient, we intentionally se-
lected 20 irrelevant time instants adding them to the 15 selected interesting
points, as shown in Fig. 4. The results show squared values of regression coef-
ficients corresponding to the 35 selected points. This clearly confirms that the
time instants corresponding to irrelevant points have relatively small values of
regression coefficients. This leads to a small impact on the response variable.
Thus, a profiling attack using the multivariate regression model takes less effort
to determine the time instants as interesting points in order to extract all keys
successfully.
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Fig. 5. Classification rate (a) unprotected smart card, and (b) hiding countermeasure
implemented smart card

3.2 Evaluation on Software Implementations

Compared to the case of hardware implementations, in software implementations
all S-boxes are executed sequentially. Hence we determined different 15 different
interesting points for each target S-boxes.

In Fig. 5, we show the classification rates associated with the number of traces
for key extraction for an unprotected and hiding countermeasure implemented
smart card. For those results in Fig. 5, we used 15 interesting points for both
types of implementations: 2,000 and 5,000 traces are used for the profiling phase
on the unprotected and hiding countermeasure implemented smart cards, re-
spectively. For the unprotected smart card, it is enough to extract all subkeys
using fewer than 20 traces. As can be seen in Fig. 5 (b), even when we used
10 times more power traces than those used with the unprotected smart card,
it was impossible to retrieve all the secret keys successfully. This result shows
that hiding countermeasure is effective but not perfect method to hinder attacks.
Actually, the classification rate increases as the number of traces increases.
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Fig. 6. Average classification rate associated with the number of traces for profiling
(15 interesting points): (a) unprotected smart card, and (b) hiding countermeasure
implemented smart card
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Fig. 7. Average classification rate associated with the number of interesting points:
(a) unprotected smart card (20 traces for profiling), and (b) hiding countermeasure
implemented smart card (100 traces for profiling)

First, we examine a tendency between the number of traces for profiling and
the classification rates. The experimental procedure is the same as that of the
hardware implementations experiment. Figure 6 shows the results of this exper-
iment. These results clearly indicate the visible tendencies between the classi-
fication rates and the number of traces available for profiling. In addition, the
multivariate regression attack has a higher profiling efficiency than that of other
profiling attacks for both smart cards. As we already demonstrated experimen-
tal results for hardware implementations, we have found that profiling strategies
have almost the same performance when a certain number of traces are available
in software implementations.

Next, we focus on the efficiency of the profiling phase with the number of
interesting points. Figure 7 shows the average classification rate associated with
the number of interesting points. Note that we used exactly the same interest-
ing points for each number of traces for profiling. As can be seen in Fig. 7, with
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respect to hiding countermeasure implementation, the average classification rates
show a high improvement as more interesting points are provided. This is because
the number of relevant time instants are increased with hiding countermeasures.

4 Conclusion

This paper presented a security evaluation of cryptographic modules against
profiling attacks. The profiling attack is one of the side-channel attacks that most
effectively expose weaknesses and secret information of cryptographic modules
using their physical leakages. However, profiling attacks require a large number
of traces to characterize of the power consumption and relevant time instants
correctly. The multivariate regression attack is able to compensate for those two
issues.

Our evaluation results of hardware and software implementations have shown
that multivariate regression attacks, pose a serious threat to the security level
of cryptographic modules. The results indicate that we need to consider multi-
variate regression attacks for a proper security evaluation of profiling attacks,
because the attack can perform successfully using a small number of traces in
the profiling phase. In addition, such attacks are robust to selection methods of
relevant time instants.

Acknowledgements. We would like to gratefully thank Dr. Takeshi Sugawara
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