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Preface

Attosecond science is the art of controlling and measuring phenomena that occur
in the timescale of 10−18 seconds. Very much in the same way as the invention
of the microscope revealed a thitherto unobserved world to the scientists of the
17th century, attosecond technology is opening up a vast field for discovery to the
scientists of the present day. If the aim of a microscope is to magnify the image
of small objects in order to observe their tiniest features, the goal of attosecond
technology is to take movies of ultrafast phenomena in slow motion, in order to
reveal its dynamics in the shortest time intervals.

The atomic unit of time is 24 attoseconds; therefore to speak about attosecond
science is tantamount to time-resolved electron dynamics in its natural timescale.
The properties of matter, in whichever state, are largely determined by its electronic
structure. Likewise, any change of these properties, through a chemical reaction or
as a response to an external field, is ultimately driven by the electron dynamics.
Therefore, it is not difficult to realize that the implications of controlling this dy-
namics are enormous for many areas of science, from atomic physics to materials
science or biochemistry. As the 20th century was the era of the study and control
of the structure of matter, we can affirm that the 21st will see the dominance of the
dynamics of matter at its most fundamental level.

The advancement of ultrafast science has been closely connected with the devel-
opment of lasers. When the first visible laser was demonstrated in 1960, very few
could anticipate the huge impact that this little device would have in the history of
science. The ultrafast revolution started with the invention of Q-switching for the
generation of nanosecond pulses soon after the discovery of the laser itself. The
development of the mode-locking technique, together with the finding of laser ma-
terials with a broad gain bandwidth, led to the generation of the first sub-picosecond
pulses in 1974. These lasers have already originated a whole new branch of chem-
istry, dubbed femtochemistry.

The following step down in timescale required another breakthrough in laser
technology: the invention of Chirped Pulse Amplification or CPA. This technique
has allowed the generation of terawatt (1012 Watts) laser pulses with table-top sys-
tems, and it has spread out dramatically the research in ultraintense laser-matter
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vi Preface

interactions. As it turns out, the concept of ultraintense is intimately linked to that
of ultrashort. The best example is seen in the process of high-order harmonic gen-
eration, where a high intensity laser field is capable of rivalling the Coulomb field
experienced by the electrons in an atom, and drives the electron motion back and
forth, generating high energy photons in the process. As the oscillation period of a
near-infrared laser field is of the order of femtoseconds, the controlled motion of
the electrons, and the radiation emitted subsequently occurs in a sub-femtosecond
timescale. Currently, high-harmonic generation and related processes like above-
threshold ionization and non-sequential double ionization, made possible by high-
intensity lasers, are the gateway to the attosecond world.

We can distinguish two main areas of activity in the current endeavours of at-
tosecond science: the development of attosecond light sources, and the measurement
and control of attosecond phenomena. In the first, the ultimate goal is to achieve a
source of fully-controlled high-energy isolated few-attosecond pulses which may
then be used for ultrafast pump and probe experiments, non-linear XUV spec-
troscopy, etc. The first part of this book reviews the present status of these efforts,
including the not less challenging task of fully characterizing the ultrashort pulses.

The second main area of activity in attosecond science, covered in the second
part of this book, is exploring and demonstrating different methods to measure and
control the dynamics of electrons in atoms, molecules and solids, either in pump
and probe schemes using XUV attosecond and IR femtosecond pulses, or directly
driving the electron motion with an intense IR laser field. Some of these techniques
have already produced spectacular results.

Attosecond science is a young discipline and it is bound to undergo a dramatic
development in the next few years. Research in the field is very active as it can
be verified from the remarkable increase in the number of publications with the
keyword attosecond, from barely 20 in the year 2000 to more than 250 in 2012.
Some anticipated breakthroughs are the arrival of free-electron lasers at the attosec-
ond regime, the generation of microjoule-energy keV attosecond pulses from rel-
ativistic laser-plasma interactions, the sub-cycle shaping of light waveforms, and
the introduction of attosecond time resolution into well-established techniques of
microscopy and electron diffraction, to name a few.

We hope this book will serve as a guide to newcomers to the field as well as
a reference for the most experienced but, specially, we hope it will inspire a new
generation of scientists to accomplish the just started conquest of the attosecond
world.

Luis Plaja
Ricardo Torres

Amelle Zaïr

Salamanca, London
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Chapter 1
Attosecond Science

P.B. Corkum

Abstract Attosecond technology builds on, and contributes to, important historic
directions in science. For this reason, the science has the depth to yield important
discoveries for a long time. Unfortunately the title “attosecond” science biases us
to think mostly about dynamics but many of the most important applications of
“attosecond technology” may not be related to dynamics at all. This broad set of
applications point to the future impact of the technology.

It is a pleasure to introduce this new publication with some thoughts of the past and
future of attosecond science. During the last decade we have engineered a radical
advance in Quantum Electronics. As Fig. 1.1 shows, the duration of the shortest
pulse that we can create has decreased by more than one order-of-magnitude after
about a decade in which there had been little advance. We have achieved this by
moving to shorter wavelength as also illustrated in Fig. 1.1. Therefore, you will
see that we developed not only the shortest pulses but also the shortest wavelength
sources available with laser-based methods. In fact, as you read this new volume
you will see that there are four scientific traditions from which attosecond physics
grows and these traditions open four complimentary ways for attosecond science to
influence the world’s scientific agenda.

We can understand one tradition by thinking of attosecond science as the cur-
rent frontier of ultrafast science—a 50 year old sub-field of laser science, with even
deeper roots. For 50 years, ultrafast science has been a major direction of research.
It has retained its freshness because time is a natural frontier of all of the physi-
cal sciences. As we pursue time to shorter and shorter intervals, we inevitably find
unexplored science, opening new processes for inspection. From the perspective of
where we sit today, we are a very long way from any natural boundary. Therefore,
for the foreseeable future we can expect technology to drive the production of even
shorter pulses, motivated by the demand to study ever faster phenomena.

P.B. Corkum (B)
Joint Attosecond Science Laboratory, University of Ottawa and National Research Council
of Canada, 100 Sussex Drive, Ottawa K1A 0R6, Canada
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Fig. 1.1 The shortest pulse
that could be generated as a
function of time since mode
locking was developed

So attosecond science inherits the benefits of 50 years of research into concepts
and approaches for fast measurement. As attosecond researchers, it is our task to im-
prove, adapt and apply those methods. From our current perspective, just 10 years
into the “attosecond age”, there remains a lot of work to do. Because the sources
are still not intense enough, we cannot directly apply attosecond pump-attosecond
probe spectroscopy—to say nothing of the more powerful femtosecond methods
such as 2-D spectroscopy [1]. However, we have also added something new. We
have learned to use a low frequency (visible in our case) pulse as either the pump
[2, 3] or probe [4] or both [5]. With a low frequency pump or probe, time resolu-
tion can arise through the many photon nature of the absorption [5] or through a
coherent interaction [4]. With this mixed approach, we have made major advances.
For example, using the “attosecond streak camera” [6, 7], we can time resolve the
appearance of electrons from different bands in materials after attosecond pulse illu-
mination [4]. We can also time resolve cascading recombination in atomic media (to
mention but two of the recent advances [8]). This mixed approach may find natural
applications in ultrafast terahertz spectroscopy.

Nonlinear optics is the second tradition from which attosecond science springs.
Nonlinear optics is also a 50 year old sub-field of optical science. In fact, all ultrafast
measurements are of necessity nonlinear. Since nonlinear optics is so fundamental to
time resolved measurements, we should expect the development of non-perturbative
nonlinear optics to open new measurement paradigms. In fact, this expectation is
true. It allows attosecond pulses to be measured as they are being formed [9, 10].
Furthermore, non-perturbative nonlinear optics allows us to excite and observe un-
expected phenomena. For example, we can time resolve tunnelling [11] or excite
attosecond bound-state electronic wave packets in atoms [5, 12] or molecules [2]
launched by tunnelling. We can image molecular orbital wavefunctions [13, 14],
something that chemists are taught is conceptually impossible. New time-resolved
spectroscopes are being developed that exploits this new nonlinearity [15–17].

The form of non-perturbative nonlinear optics that has led to attosecond pulse
generation has a clear physical model—the “recollision” model [18, 19]. The suc-
cess of the model is based on the control that a short, intense pulse can exert on an
ionizing electron. The classical intuition that this model encourages has been very
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helpful. It suggests that control can go much deeper—to weakly bound electrons
and perhaps even more strongly bound electrons. The better we control laser fields,
the better we will control these electrons and through electrons, matter.

“Recollision” emphasizes a third tradition on which attosecond science can
draw—one of the oldest fields of physics—collision physics. It is through colli-
sions that science first learned about the structure of matter, from the structure of
the atom, to the structure of the nucleus, to the structure of the proton. Therefore,
through recollision, optics gains systematic access to this kind of structural infor-
mation with spatial resolution appropriate to the collision energy range in which
recollision operates. This includes atomic and molecular structure [20–22] and it
will eventually include nuclear structure [23].

But it is not all a one-way street. Attosecond science offers two important tools to
collision physics that were previously lacking. First, it offers the opportunity to time-
resolve collision events [24, 25], something that was not systematically available
previously. This may be particularly helpful for ultrafast studies of the dynamics
in the atomic nucleus [23]. Secondly, since collisions can be timed with respect to
optical pulses, collision physics gains access to the powerful pump-probe methods
of optics. A pump pulse might initiate dynamics to be studied by delayed collisions
or it might control the system—aligning or orienting molecules, for example, to
simplify scattering.

The collision-inspired aspect of attosecond science offers us a very powerful
dream. It should be possible to simultaneously make spatial and temporal measure-
ments with spatial resolution on the interatomic (or even nuclear) scale and time
resolution on the valence electron time scale [25, 26] or even, ultimately on the
nuclear time scale.

Finally, the mathematics of short pulse formation and the technology of their gen-
eration require that attosecond pulses lie in the XUV or soft X-ray spectral region.
This is the spectral region that synchrotrons opened for study about 30 years ago.
Thus we can benefit from the 30 years of synchrotron experience. Using atomic
specific resonances, and other related X-ray methods, we will be able to probe
molecules or solids.

Of these grand traditions, attosecond science is not the only radically new “game-
in-town”. Just as femtosecond technology has given birth to attosecond technology,
so also synchrotrons have given birth to free-electron lasers [27]. While each of
these technical advances is important, when viewed together, it is clear that we are
experiencing a historic advance in photonics technology whose ramifications we
are only beginning to explore. One major task we have for the next decade is to step
outside of our own field and identify those areas of science where we can have a
major impact. There are many sub-fields to explore.

I would like to take this opportunity to very briefly highlight one specific new di-
rection that work in my laboratory is opening—polar molecules [28–30], although
there is no attosecond dynamics involved—in fact no dynamics at all except for the
dynamics we impose by recollision. However, as I have argued, our tools can be ap-
plied much more broadly than to only study dynamics. If we can provide new insight
into polar molecules—a class of molecules that are very important to chemistry—
that is an equally important accomplishment.



6 P.B. Corkum

The Issue Chemistry is highly directional. When reagents approach, they experi-
ence local fields that modify the collision and therefore the reaction. When at least
one of the reagents is a polar molecule, then the reaction proceeds differently de-
pending on the direction of approach of the reagents. This is the field of stereo
chemistry. Can we offer new insight into polar molecules?

A re-collision electron is a natural and highly sensitive tool to study these local
fields:

• It is charged.
• It is launched by directional tunnelling and it ends with a re-collision from the

same direction.
• It can report on the recollision electron characteristics through the attosecond

photons that it emits.
• We have powerful tools for measuring both the amplitude and the phase of the

electron or the associated photons, allowing us to compare different sides of the
molecule.

From these studies we will gain a detailed understanding of an electron tunnelling
from each side of a molecule and also the local field structure around the molecule.

The Technology It is now feasible to orient polar molecules in a robust manner.
Those interested in the approach are referred elsewhere [29, 30].

In oriented polar molecules, on alternate half-cycles of the laser field, the elec-
tron tunnels from one side of the molecule or the other. The subsequent motion of
this electron wave packet is initially likewise restricted to one side for both the short
trajectory electrons and the long trajectory electrons. Thus, both the ATI electrons
and the attosecond pulse that they launch encode the natural asymmetry of the or-
bital, the Stark shift and the local electronic environment through which the electron
departs. It is this asymmetry that is also responsible for stereo chemistry.

If the driving pulse were to gate an isolated attosecond pulse, then, as we change
the carrier-envelope phase (CEP), we would change the re-collision direction and, in
fact, the whole time structure of the attosecond pulse. The latter is the case, because
the frequency dependent transition moment that describes recombination is different
in both amplitude and phase for an electron recolliding from opposite directions
[28].

If the driving pulse has multiple cycles, then the interference between subsequent
attosecond pulses in the train create even harmonics as illustrated in Fig. 1.2 as the
weak spectral lines between the stronger high harmonics (taken from [28]).

While these are early experiments we will soon be able to bring the full array of
attosecond tools to bear on polar molecules.
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Fig. 1.2 Illustration of high
harmonic generation from CO
molecules (taken from [28]).
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to even harmonics as seen in
the experimental spectrum
that stretches from H15 on
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Chapter 2
Theory of Attosecond Pulse Generation

Mette B. Gaarde and Kenneth J. Schafer

Abstract This chapter will discuss the theoretical aspects of producing attosecond
pulses via the process of high harmonic generation driven by an intense infrared
laser pulse. We will discuss the generation of attosecond pulses both at the sin-
gle atom and at the macroscopic level, including a discussion of phase matching.
Our goal is to broaden the understanding of attosecond pulse generation beyond the
single atom level, where one thinks about the emission in terms of the laser-atom
interaction alone, to include macroscopic aspects of this process.

2.1 Introduction
The rapidly growing field of attosecond science lies at the interface between ultra-
fast atomic physics and extreme non-linear optics. Attosecond pulses are the shortest
bursts of light ever produced [1, 2], and allow for probing the dynamics of bound
electrons on their natural time scales, the attosecond (10−18 s) [3–7]. The production
of a pulse with a duration of 100 as is a formidable scientific and technological task.
Since light pulses must contain at least one optical cycle, and the period of 30 eV
radiation is 138 as, it requires generating extreme ultraviolet (XUV) radiation span-
ning a bandwidth of about 20 eV. In addition, the amplitude and phase of the light
must be tightly controlled to avoid temporal dispersion of the pulse. The process of
high harmonic generation (HHG) driven by an intense, ultrafast laser pulse [8, 9]
provides such a source and in this chapter we will discuss in detail the production
of attosecond pulses via HHG. The attosecond pulses generated via this process re-
sult from an intricate balance between microscopic quantum mechanical effects at
the level of the individual atom interacting with the laser pulse, and macroscopic
phase matching of the driving pulse and the generated XUV radiation in the rapidly
ionizing gas. This determines not only the yield but also the spatial and temporal
coherence properties of the XUV radiation [10–12].
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The full theoretical description of these strong field laser-matter interaction pro-
cesses is the subject of this chapter. We will describe in detail how to perform “com-
plete” calculations of attosecond pulse generation, by simultaneous solution of the
time-dependent Schrödinger equation (TDSE) to describe the microscopic laser-
atom interaction, and the Maxwell wave equation (MWE) to describe the macro-
scopic propagation and phase matching of the radiation. The theoretical methods
described in this chapter have been well-validated by comparison to experiments as
described in the references throughout. However, experimental results will be only
minimally discussed in this chapter. Likewise, we will not discuss in any detail spe-
cific methods of producing attosecond pulses (isolated, or in trains). For more details
we refer to Chaps. 3–6 in this book, or to review articles such as [13, 14].

In the remainder of this introductory section, we will discuss the conceptual un-
derstanding of the strong-field generation of high order harmonics and attosecond
pulses by an atom provided by the semi-classical model [15, 16]. Then we go on
to describing the single atom calculations in Sect. 2.2 and the macroscopic calcula-
tions, including phase matching, in Sect. 2.3.

In the semi-classical model the atom is presumed to have just one active elec-
tron which initially tunnel ionizes due to the strong field, next is accelerated as a
free particle in the laser field, and upon returning to the ion core recombines to the
ground state and gives up the energy gained from the laser field in the form of a
high energy photon. If the driving laser pulse lasts several optical cycles the half-
cycle periodicity of the process (corresponding to the emission of a periodic train of
XUV pulses) means that only odd harmonics of the laser frequency will be emitted
[1, 8–10, 17, 18], whereas a few-cycle pulse can give rise to a continuous emission
spectrum resulting from a single recollision event [2, 3, 19–21].

Figure 2.1 illustrates the perspective of the semi-classical model. We show the
results of classical trajectory calculations for an electron in an oscillating electric
field of the form E0 sin(ωt) (ω is the IR laser frequency, and T its optical period).
The trajectory followed by an electron released into the continuum will depend on
its time of release (ionization). For release times between zero and T/4 the electron
never returns to the core (not shown in the figure), whereas for release times between
T/4 and T/2 the electron will return to the core at different times with different
kinetic energies, see Fig. 2.1(a). The return kinetic energies determines the range of
photon energies which can be produced, up to the cutoff energy of Ip + 3.2Up [22],
where the ponderomotive energy Up is the average quiver energy of an electron in
the field, and Ip is the ionization potential. For each energy below the cutoff energy
there are two quantum paths that give rise to the same return kinetic energy; the long
path where the electron is released early and returns to the core late, and the short
path where the electron is released later and returns earlier [10, 23].

There is a natural attosecond time scale in the harmonic generation process since
the emission of the high frequency radiation happens only during a fraction of the
laser optical cycle. Figure 2.1(b) illustrates how one would synthesize attosecond
pulses by selecting a broad range of photon energies from the harmonic spectrum.
Because of the relationship between emission time and emission energy, this corre-
sponds to a sub-cycle temporal gate during which XUV radiation will be emitted.
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Fig. 2.1 Classical calculations of electron trajectories in an oscillating electric field. In (a) we
show return time (left axis) and return kinetic energy (right axis) as a function of release time,
in (b) the solid line shows the return energy as a function of the return time, and the dashed thick
(thin) line shows a schematic time profile of the attosecond pulses synthesized from the range of
XUV energies selected by the dark (light) grey, shaded area

The simplest conceptual approach to attosecond pulse generation involves spec-
trally selecting photon energies around the harmonic cutoff energy (green shaded
area) which are all emitted around the same time. The duration of the resulting at-
tosecond pulse will be largely determined by the available bandwidth. If the driving
pulse duration is short enough (less than two optical cycles) and its carrier envelope
phase is chosen correctly this can give rise to an isolated few-hundred attosecond
pulse. This has been successfully demonstrated in a number of experiments over the
past decade [3, 19, 21].

Even shorter attosecond pulses can be produced by selecting a broader range
of frequencies (blue shaded area in Fig. 2.1(b). At the single atom level this gives
rise to two irregularly spaced attosecond bursts per half-cycle, corresponding to the
return time of the short and long trajectories [10]. This is often the spectral range
selected in experiments performed with multi-cycle driving pulses, resulting in a
train of attosecond pulses.

Figure 2.2 shows the radiation spectrum and time profile of an argon atom ex-
posed to an 800 nm laser pulse, calculated by numerical integration of the TDSE
as described in more detail in Sect. 2.2.1. The results illustrate and confirm the
conceptual understanding of the semi-classical model: The harmonic spectrum in
Fig. 2.2(a) extends to a cutoff energy around the 30th harmonic (46 eV, correspond-
ing to Ip + 3.2Up at a peak intensity of 1.6 × 1014 W/cm2), and the time profile
of a range of harmonics from the plateau region (shaded area) consists of two at-
tosecond bursts per half-cycle as illustrated in Fig. 2.2(b). The bursts corresponding
to the “short” and “long” quantum paths are shown in different colors for clarity.
In Fig. 2.2(c) we show a time-frequency analysis of the full time-dependent dipole
radiation, see [24] for details. The semi-classical prediction for the return time and
energy of the short and long trajectories is indicated in solid line and is in excellent
agreement with the full quantum result.
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Fig. 2.2 Time-resolved
harmonic emission: (a) The
single atom harmonic
spectrum from an argon atom
exposed to an 800 nm,
1.6 × 1014 W/cm2 laser pulse
with a flat top time profile.
(b) The time profile of the
boxed part of the spectrum
in (a). (c) Time-frequency
analysis of the full
time-dependent dipole
radiation. The solid black line
shows the semi-classical
prediction for the return
energy of the two shortest
trajectories. The dotted
horizontal line indicates the
central frequency of the range
of harmonics used to
construct the pulse train
shown in (b). Reprinted from
[38]

There are several more interesting observations one can make from Fig. 2.2:
(i) The time-frequency analysis in part (c) clearly shows that trajectories with re-
turn times longer than one cycle also contribute to the emission profile, and in fact
often seem to dominate over the long-trajectory contribution. (ii) The individual at-
tosecond pulses are chirped, with the highest XUV energies emitted later (earlier)
than the lowest XUV energies for the short (long) trajectory. This is also appar-
ent from Fig. 2.1(b) which shows that the return time increases (decreases) as the
return energy increases for the short (long) trajectory. This atto-chirp of the indi-
vidual attosecond pulses in an attosecond pulse train (APT) is approximately linear
[25, 26] and must be compensated in order to make the shortest possible attosecond
pulses. This can be done either via post-generation compression in a second medium
[27, 28], or via group velocity dispersion during the generation process itself [29].

Finally, Fig. 2.2(b) clearly shows that the single atom emission, even after spec-
tral filtering, bears little resemblance to a useable attosecond pulse, or attosecond
pulse train. The XUV emission must therefore be additionally filtered through, for
instance, phase matching, spatial gating or polarization gating in order to be a useful
attosecond light source.

2.2 Single Atom Response

We start by describing the treatment of attosecond pulse generation, and more gener-
ally high harmonic generation, by a single atom interacting with an intense infrared
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laser field, linearly polarized along the z axis. In this and the following sections
we will work in the single active electron (SAE) approximation, in which the laser-
atom interaction is described via the response of one active electron only. Our goal
is to calculate the radiation spectrum of the atom caused by the laser pulse. At the
macroscopic level this is given by the power spectrum of the generated electric
field, |Ẽ(ω)|2, which we don’t have access to at the single atom level. However,
the source term of the generated radiation (in the wave equation) is proportional to
the dipole spectrum |d̃(ω)|2 which can be calculated as the Fourier transform of the
time-dependent single-atom dipole moment (using atomic units):

d(t) = −〈
ψ(t)

∣∣z
∣∣ψ(t)

〉
, (2.1)

where ψ(t) is the time-dependent wave function. From the radiation spectrum one
can then obtain the time profile of some part of the radiation spectrum by applying
a spectral filter in the form of a window function centered on some frequency ωXUV

and inverse Fourier transforming:

dXUV(t) =
∫

d̃(ω)W(ω − ωXUV) exp(iωt)dω. (2.2)

The window function mimics the action of an experimental spectral filter that selects
only a range of XUV frequencies.

To calculate the time-dependent wave function of the active electron in the strong
field, we must solve the TDSE which in the dipole approximation and the length
gauge has the form (in atomic units):

i
∂

∂t

∣∣ψ(t)
〉 = (

H0 + EL(t)z
)∣∣ψ(t)

〉
, (2.3)

where H0 is the field-free ion-valence electron Hamiltonian and EL(t) is the time-
dependent laser electric field. In this chapter we will concentrate on calculations in
which the laser field is linearly polarized along the z-direction, the most favorable
condition for producing HHG. Polarization gating as a means of generating isolated
attosecond pulses, using a laser field with a time-dependent polarization, will be
discussed in Chap. 4.

Below we will describe two approaches to solving this TDSE. The numerical,
grid-based solution of the TDSE (referred to as the SAE-TDSE below) in which the
laser and atomic potentials are treated on an equal footing (see [30] for details), and
the solution to the TDSE within the strong field approximation (SFA) as presented
by Lewenstein et al. in [31].

2.2.1 Numerical Solution of the TDSE

We restrict our discussion of grid-based numerical solutions of the TDSE to lin-
ear polarization. In three dimensions the interaction in the length gauge for a laser
linearly polarized along the z direction is proportional to r cos(θ) ∝ rY 0

1 which
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strongly suggests that we expand the time-dependent state vector in a mixed ba-
sis of discrete radial functions times spherical harmonics:

∣∣ψ(r, t)
〉 →

�max∑

�=|m|
ψ�(rj , t)|�,m〉, (2.4)

where 〈θ,φ|�,m〉 = Ym
� (θ,φ) and rj is the j th radial grid point. For linear polar-

ization the m� quantum number is conserved.
For three dimensional SAE calculations we use a one-electron pseudopotential

that has as its ground state the valence state that we are interested in. The pseu-
dopotential is constructed starting from an all-electron potential calculated using
an atomic structure code. The all-electron potential is then modified to include the
correct long-range Coulomb attraction. The valence orbital of angular momentum
� is then used to construct the �-dependent potential for that value of the angular
momentum [32]. The potentials take the form

V (r) =
∑

�

V�(r)|�〉〈�| − 1/r (2.5)

where the short range potentials V� can depend on the angular momentum of the
electron as well as the radial distance. This form of the potential, which is non
local in space, allows for great flexibility in treating different atomic systems when
spherical coordinates are used.

To calculate the time-dependent wave function we start from a well defined ini-
tial state that is an eigenstate of the discrete field-free Hamiltonian. For the time
integration we use a short-time approximation to the full (time-ordered) evolution
operator. The wave function is propagated from time tn to time tn+1 = tn + δt via

∣∣ψ(tn+1)
〉 = e−iHn̄δt

∣∣ψ(tn)
〉
. (2.6)

where the Hamiltonian is evaluated at the intermediate time tn + δt/2.
The Hamiltonian in the length gauge consists of two pieces, H0, the atomic

Hamiltonian which is diagonal in the � quantum number, and the interaction
piece, HI , which couples the � channels. Because of this splitting of r and � cou-
plings, it is most convenient to use a “split-operator” expansion of the full short-time
propagator which is unitary and correct to O(δt)3:

ψ(t + δt) = e−i(H0+HI )δtψ(t) ≈ e−iHI δt/2e−iH0δt e−iHI δt/2ψ(t) (2.7)

The action of the exponentials on the time-dependent wave function can not be
calculated directly due to the non-diagonal nature of the matrices representing H0
and HI . We therefore resort to approximations to the full exponentials which are
themselves unitary and correct to the same order in δt as the split-operator method.
Among many alternatives, perhaps the simplest is the Crank-Nicholson form [33]

e−iH0δt ≈ [1 + iH0δt/2]−1[1 − iH0δt/2] +O(δt)3. (2.8)

The application of this operator requires the solution of a sparse set of linear equa-
tions at every time step, which can be accomplished very fast.
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From the time-dependent wave function we can calculate the time-dependent
dipole using Eq. (2.1). In practice, it is very hard to calculate the dipole moment
directly from the time dependent wave function because of the form of the matrix
element, which heavily weights the behavior of the electron far from the ion core.
This means that small errors in the wave function propagation near the boundary
show up as large errors in the time-dependent dipole. It is better to start by calculat-
ing the acceleration of the electron using the Ehrenfest theorem

a(t) = d2

dt2
〈z〉 = −〈[

H, [H,z]]〉, (2.9)

where H is the full Hamiltonian including the laser interaction. The dipole strength
is related to the Fourier transform of the acceleration, Ã(ω), by

D̃(ω) = Ã(ω)/ω2. (2.10)

Intuitively we expect the acceleration to be dominated by contributions from regions
near the ion core where the electron experiences a large force. This weighting of the
region close to the ion core helps make the calculation more tractable. That said,
individual calculations of the HHG spectrum for a specific set of laser parameters
are almost impossible to converge. There are two reasons for this. The first one is
physical and stems from the fact that the individual harmonics in the spectrum are
calculated as a coherent sum over several quantum pathways that lead to the same
final emission energy. These individual contributions are rapidly varying with laser
intensity, which means that very small changes in the laser parameters or the details
of the calculation can lead to large changes in individual harmonics. Fortunately,
such convergence is hardly warranted. What is of physical relevance is the highly
nonlinear intensity scaling of the harmonic’s amplitude and phase, and these trends
can be converged with moderate effort.

The second reason HHG calculations are difficult to converge is numerical, and
stems from reflections of the ionized wave packets from the grid boundary. The
proper damping of these reflections is crucial for calculating, for example, the char-
acteristic high energy cutoff of the spectrum. Because of the broad spectrum of
energies that make up the wave packets, it is not possible to design optimal absorb-
ing boundaries for the grid. Instead we use a very soft (cos1/8) mask function spread
over several hundred grid points [34].

2.2.2 Solution of the TDSE Within the Strong Field Approximation

The strong field approximation allows for a relatively simple evaluation of the time-
dependent dipole moment in the high-intensity, long-wavelength limit where the
ponderomotive energy Up is much larger than the ionization potential Ip [31]. To
obtain an expression for the dipole moment, Lewenstein and collaborators make
three basic approximations, very similar in spirit to those of the semi-classical
model: (i) the only bound state that contributes to the strong field process is the
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ground state, (ii) the depletion of the ground state can be neglected (it must be put
in by hand separately to account for ionization), and (iii) when in the continuum the
electron can be treated as a free particle [31].

For a linearly polarized driving field E1(t) = f (t) sin(ω1t + φ), with a time-
dependent envelope f (t), a carrier frequency ω1 and a carrier envelope phase φ,
one gets a time-dependent dipole moment (in atomic units):

d(t) = 2Re

{
i

∫ t

−∞
dt ′

(
π

ε + i(t − t ′)/2

)3/2

× d∗[pst

(
t ′, t

) + A(t)
]
d
[
pst

(
t ′, t

) + A
(
t ′
)]

× exp
[−iSst

(
t ′, t

)]
E1

(
t ′
)}

, (2.11)

where ε is a small positive regularization constant, A(t) is the vector potential asso-
ciated with the electric field E1(t), and d(p) is the field free dipole transition matrix
element. For hydrogen-like atoms, d(p) is given by [31]:

d(p) = i
27/2(2Ip)5/4

π

p

(p2 + 2Ip)3
, (2.12)

where Ip is the ionization potential.
The stationary values of the momentum pst (t

′, t) and action integral along the
trajectory Sst (t

′, t) are given by:

pst

(
t ′, t

) = 1

t ′ − t

∫ t

t ′
A

(
t ′′

)
dt ′′ (2.13)

Sst

(
t ′, t

) = (
t − t ′

)(
Ip − p2

st /2
) + 1

2

∫ t

t ′
A2(t ′′

)
dt ′′. (2.14)

As first proposed by Lewenstein et al. [31], one can interpret d(t) as a sum over
all possible quantum paths characterized by an electron tunnel ionizing at time t ′,
and returning to the core at time t with kinetic energy (pst (t

′, t) + A(t))2/2. For
return energies below the classical maximum of 3.17Up , the stationary action quan-
tum paths in the SFA are similar to the returning electron trajectories in the semi-
classical model [23, 25, 35, 36]. The two quantum paths with travel time τ less than
one cycle dominate the SFA dipole response at most intensities. For a detailed com-
parison of the single atom response calculated within the SFA and the SAE-TDSE
discussed in the previous section we refer to [37]. For a detailed discussion of the
properties of attosecond pulses calculated using the SFA we refer to [26].

2.2.3 Time-Dependent Ionization Probability

High harmonic and attosecond pulse generation are ionization driven processes that
are initiated when an electron is promoted from the ground state to the continuum.
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The effects of ionization on attosecond pulse generation can therefore not be alto-
gether ignored. In particular, ionization affects attosecond pulse generation at the
macroscopic level because it gives rise to a space- and time-dependent variation
of the refractive index through the creation of free electrons in the medium. This
affects the propagation of the laser pulse and generally the phase matching of the
attosecond pulses, see for instance [38, 39].

At the single atom level, though, ionization does not play a major role. This is
because the range of laser intensities used for attosecond pulse generation is such
that substantial ionization only happens over a multi-cycle time interval. Over an
attosecond pulse train, ionization may thus make a difference in the amplitude of
the attosecond pulses in the trailing part of the train compared to the rising end of
the train.

For a macroscopic calculation one usually needs either the time-dependent ion-
ization probability, pion(t), or the intensity dependent ionization rates, γ (t), or both.
They are related in the following way:

pion(t) = 1 − e− ∫ t
−∞ γ (t ′)dt ′ (2.15)

The ionization probability and/or rate can be calculated in at least two different
ways. In a numerical solution of the SAE-TDSE, one has direct access to the time-
dependent ionization probability via projection onto the (field free) ground state,
pion(t) = 1 − |〈ψ(t)|ψ0〉|2. However, this quantity is only meaningful when the
oscillating laser electric field has zero amplitude (twice per optical cycle). In our
calculations we usually calculate the time-dependent ionization probability from
the fraction of the wave function which is located spatially outside a small volume
around the core, typically a sphere of radius 12–15 atomic units. For details see
[38]. Ionization rates can also be calculated within the tunneling approximation,
for instance as proposed by Ammosov, Delone, and Krainov (ADK) [40]. In this
formulation the ionization rate can be calculated as a function of the cycle-averaged
laser intensity, or as a function of the instantaneous (oscillating) intensity. ADK
rates are well known to overestimate the ionization probability at high intensities
and ideally should be corrected, for instance as proposed by Ilkov and collaborators
[41].

2.3 Macroscopic Response

To calculate the realistic time profile of attosecond XUV pulses which can be gen-
erated in an experiment one needs the full time- and space dependent electric field
of the XUV radiation that emerges from the macroscopic generating medium. This
involves solving the coupled MWE and TDSE, keeping track of the evolution of the
laser and XUV electric fields as they propagate through the medium. This is a rather
formidable task as we will describe in more detail below. However, a lot of insight
into the macroscopic response can be gained by considering simple phase matching
requirements.
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The generated XUV electric field results from the coherent sum of the radiation
from all the atoms in the non-linear medium, which interferes constructively mostly
in the forward direction. By constructive interference we mean that the radiation
generated at a position z2 some distance into the non-linear medium must be in
phase with the radiation that was generated at an earlier position z1 < z2 and then
propagated to position z2. In the most general terms, phase matching is the matching
of the phase front of the newly generated field to the phase front of the propagating
field, which mathematically can be expressed as

ksource = kω, or 
kω = kω − ksource = 0, (2.16)

where kω is the wave vector of the propagating field with angular frequency ω

and ksource is the wave vector of the newly generated field which depends on the
phase variation of the source term (the non-linear polarization field), ksource =
∇φsource(r, z). 
kω is the phase mismatch.

For efficient generation of attosecond pulses one needs to additionally consider
that it is not enough to have efficient phase matching of just one harmonic, but
rather that it is necessary to simultaneously phase match and phase lock the whole
range of harmonic energies that constitute the spectrum of the attosecond pulse. In
the following we will discuss the most important elements of phase matching of
attosecond pulses.

Phase Matching in the Absence of Ionization and Dispersion There is a range
of experimental conditions for which one can think of phase matching without con-
sidering effects of ionization. These include when the laser intensity is safely be-
low saturation, when the atomic density is low (few tens of Torr pressure), and the
medium is short compared to the ionization-induced dephasing length. Then the two
biggest contributions to φsource(r, z) are the geometrical phase variation φfocus(r, z)

due to the focused laser beam, and the intrinsic intensity dependent phase φdip(r, z)

of the dipole radiation, which we will describe in more detail below [23, 42–44]. In
such conditions, we can write the phase matching requirement as (using cylindrical
coordinates):

kdip(r, z) + ω

ω1

(
kfocus(r, z) + k1

) = kω (2.17)

where ω1 and k1 are the central frequency and wave vector of the laser light. Balcou
et al. suggested that the phase mismatch 
kω(r, z) could be approximated by [44]:


kω(r, z) = ω

c
−

∣∣∣∣kdip(r, z) + ω

ω1

(
kfocus(r, z) + k1

)
∣∣∣∣. (2.18)

This corresponds to requiring that the length of the propagating XUV light wave
vector, which is chosen to be ω/c, equals the length of the newly generated XUV
light wave vector (which has had the dipole and the focusing phase imposed on it).
Equation (2.18) also assumes that the XUV field predominantly propagates in the
forward direction, and ignores linear dispersion.

For a Gaussian beam, the geometric phase variation is given by

φfocus(r, z) = − tan−1
(

2z

b

)
+ 2k1r

2z

b2 + 4z2
, (2.19)
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Fig. 2.3 Quantum path contributions to the coherence length: (a) The phase coefficient α as a
function of electron return energy, in units of Up/ω1. (b) Coherence length for on-axis phase
matching of the short (solid lines) and long (dashed lines) quantum path contributions to the 41st
and 61st harmonics in neon generated at a peak intensity of 6.6 × 1014 W/cm2. Lengths are given
in units of the confocal parameter b

where b is the confocal parameter of the beam [45]. On axis (r = 0), this phase
decreases monotonically from π/2 to −π/2, giving a negative contribution to the
laser field wave vector.

The intrinsic phase, φdip(r, z), depends on r and z through its dependence on the
laser field intensity, which can be understood within the quantum path description of
the SFA and the semi-classical model [11, 23, 42]. The intrinsic phase is the phase
accumulated by the electron wave packet during its acceleration by the laser field
between time of release t ′ and time of return t and is given by the action integral:

φ
(
t ′, t

) = −
∫ t

t ′
S
(
t ′′

)
dt ′′, (2.20)

where S(t ′′) = Ukin(t
′′) − Upot(t

′′) is the classical action given by the difference
between the kinetic and the potential energy. In the long pulse limit, the kinetic
energy of the electron is proportional to Up ∝ I/ω2

1, with a proportionality constant
α that depends on the time spent in the continuum. For a given electron trajectory j

we write the phase as −αjUp/ω1 (in atomic units). The phase coefficient increases
monotonically with the time spent in the continuum. A plot of αj as a function
of return energy for the two shortest electron trajectories is shown in Fig. 2.3(a),
calculated for a monochromatic field as outlined in Eqs. (15)–(16) of [31].

Figure 2.3(a) shows that for each XUV energy in the plateau region, the different
quantum path contributions to the dipole moment have different intensity depen-
dent phases, each with a phase coefficient that changes with XUV energy. For a
range of energies in the plateau region α1 (for the short trajectory) is small and α2
(long trajectory) is large, and for energies closer to the cutoff region the two phase
coefficients become more similar.

The intensity dependent phase influences phase matching conditions through the
spatial variation of the focused laser beam. Since the phase coefficient α is differ-
ent for the two quantum path contributions to each harmonic, they will in general
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phase match differently [10, 46]. And since α varies with photon energy, different
harmonics will experience slightly different phase matching conditions [25, 26, 29].
As a simple example, consider the phase matching condition in Eq. (2.18) along
the axis of propagation only, for one quantum path contribution j and one har-
monic ω:


kω(z) = αj

d(Up/ω1)

dz
+ ω

ω1

2

b(1 + (2z/b)2)
. (2.21)

The second term (from the focused laser beam) is always positive so to achieve
perfect phase matching on axis, we find the familiar result that we must place the
non-linear medium after the laser focus (z = 0) where the intensity is decreasing
with z, so that dUp/dz is negative.

This is illustrated in Fig. 2.3(b) for harmonic generation in neon driven by an
800 nm laser field with a peak intensity of 6.6 × 1014 W/cm2. We show the coher-
ence length, defined as Lcoh = 2π/
kω, for on-axis phase matching of the short and
long quantum path contributions to the 41st and 61st harmonics. A long coherence
length (small phase mismatch) corresponds to good phase matching. One can draw
several interesting conclusions from this figure: (i) If the medium is placed close to
z = 0 in Fig. 2.3(b), phase matching is much better for the long path contribution
than for the short path contribution. In contrast, if the medium is placed close to
z = 0.5b, phase matching prefers the short path contribution. Thus, phase match-
ing can separate the quantum path contributions and thereby clean up the single
atom pulse train which consists of two bursts per half-cycle as shown in Fig. 2.1.
This was first proposed by Antoine and collaborators [10]. (ii) It is generally much
easier to phase match a range of short trajectory harmonics (required to make an
attosecond pulse) than it is to phase match a range of long trajectory harmonics.
This is because, although the coherence length can be quite long for the long tra-
jectory contribution, it changes rapidly in the medium, and is very sensitive to the
harmonic order. In contrast, the short trajectory harmonics are much less sensitive
both as a function of medium placement and as a function of harmonic order. This
is in good agreement with experimental results in which APTs attributed to short
trajectory harmonics have been readily detected whereas it has been much harder to
isolate long trajectory harmonics, much less long trajectory APTs [1, 25, 47, 48].
(iii) Harmonics in the cutoff region, which are usually employed for the generation
of single attosecond pulses, can also phase match quite well on axis, if the medium
is placed after the center of the laser focus.

Equation (2.18) can more generally be used to consider phase matching both on
axis and off axis by including the radial variation of the laser intensity and phase.
For details we refer to the original work by Balcou et al. [44], or the more recent
analysis by Chipperfield et al. [49]. A well known result of this type of analysis is
that the contributions from the two different quantum paths are separated spatially
because of phase matching, with the short path contribution giving rise to a mostly
collimated XUV beam and the long path contribution giving rise to a mostly annular
XUV beam. The two contributions can therefore be spatially separated in the far
field by applying a spatial filter [1, 11, 46, 48]. Such a spatial filter thus represents
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another macroscopic temporal gate for cleaning up an APT so that it only consists
of one (short trajectory) attosecond burst per half-cycle [1, 38].

Phase Matching Including Dispersion and Ionization When generating attosec-
ond pulses at high photon energies, which generally also requires very high inten-
sities, it is no longer justified to ignore effects of dispersion, in particular the dis-
persion caused by free electrons in the nonlinear medium [50–54]. Also, in long
generating media such as gas cells or wave guides, dispersion and absorption from
neutral atoms should not be ignored [29, 52, 55–58].

To first order, one can include the effects of dispersion in the phase mismatch
equation (2.21) in the following way:


kω(z) = ω

c

nat (ω) + ω

c

nel(ω) + αj

dUp/ω1

dz
+ ω

ω1

2

b(1 + (2z/b)2)
, (2.22)

where the difference in refractive index 
n(ω) = n(ω) − n(ω1) is negative for the
atomic contribution and positive for the free electron contribution.

One can even think about this phase matching equation in a time-dependent man-
ner, especially if the dispersive terms dominate over the atomic and focusing terms
(for instance for high photon energies and long generation geometries). During
the laser pulse, the atomic/electron density will decrease/increase with time since

nat (ω) is proportional to 1−Pion(t) and 
nel(ω) is proportional to Pion(t). Equa-
tion (2.22) then shows that there will be an optimal ionization fraction for a given
phase matching configuration and a given range of photon energies, i.e. a given time
during a pulse when phase matching will be optimized. Using phase matching as
a temporal gate in this way has been explored by various groups as a means of
shortening the XUV pulse duration [59–61].

More generally, the group of Murnane and Kapteyn have explored time-
dependent one dimensional (1D) phase matching quite extensively in the context
of generating XUV radiation inside capillaries, which are approximately 1D gen-
eration media. The phase mismatch in Eq. (2.22) then has an extra term due to the
capillary mode. For an extensive review of phase matching and quasi phase match-
ing in such a geometry see [61].

As a conclusion to this section on phase matching, let us note that although it is
very useful to think about adiabatic phase matching requirements such as Eq. (2.22),
the propagation of the laser field and the build-up of coherent XUV radiation in the
macroscopic, ionizing medium is a process which is highly dynamical in both space
and time. The space- and time-dependence of the freed electrons in the medium will
cause the laser pulse to be spatio-temporally reshaped and acquire a shape in which
the pulse is shorter and peaks earlier on axis, and has a longer tail off axis, see for
instance [38, 39]. The resulting laser pulse can generate an isolated attosecond pulse
via phase matching and farfield spatial filtering, even starting with an up to 10 fs
long laser pulse [2, 62]. In the following section we outline a theoretical approach to
describing these large-scale extremely non-linear dynamics and the XUV radiation
that results from them.
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2.3.1 Numerical Solution of the Propagation Equation

We start from the MWE with source terms, written in the time domain as (using SI
units):

∇2E(t) − 1

c2

∂2

∂t2
E(t) = 1

ε0c2

∂2

∂t2
P(t). (2.23)

E(t) is the time-dependent electric field and P(t) is the time-dependent polarization
field representing for the moment all source terms for the driving and the generated
field. Both E(t) and P(t) are functions of the cylindrical coordinates r and z.

The solution of the full MWE (which is second order in both the longitudinal and
the transverse directions) requires a very fine resolution in the propagation direction
to account for both forward and backward propagating waves [63]. However, in the
regime of interest for generation of harmonics and attosecond pulses, both the laser
and the XUV radiation is strongly phase matched in the forward direction and one
can in general safely ignore the backward propagating light. This is often done by
transforming to a coordinate system that moves at the group velocity vg of the pulse,
z′ = z, t ′ = t −z/vg and applying the so-called slowly evolving wave approximation
(SEWA) in which one assumes that the laser and XUV light changes slowly in the
propagation direction compared to the wavelength (see [64]) for details. In contrast
with the slowly varying envelope approximation, which also leads to a first order
propagation equation in z′, the SEWA is valid for light pulses with durations as
short as one optical cycle. Finally, after Fourier transforming with respect to t ′ we
get a frequency domain propagation equation:

∇2⊥Ẽ(ω) + 2iω

vg

∂Ẽ(ω)

∂z′ +
[

ω2

c2
− ω2

v2
g

]
Ẽ(ω) = − ω2

ε0c2
P̃ (ω). (2.24)

The source term on the right hand side describes the response of the medium to the
electric field and includes both linear and non-linear terms. The non-linear terms
drive both the XUV generation through the dipole radiation and the non-linear ef-
fects of ionization on the laser field, whereas the linear terms describe absorption
and dispersion of the laser and XUV radiation.

In the following we will describe two different approaches to solving Eq. (2.24),
depending on whether we solve the SAE-TDSE as described in Sect. 2.2.1, or solve
the TDSE using the SFA as described in Sect. 2.2.2.

2.3.1.1 Source Terms Calculated Using the SAE-TDSE

It is particularly important to use an accurate description of the atomic response such
as provided by the SAE-TDSE approach when one is interested in effects that have
to do with atomic structure. Examples include the generation of XUV radiation near
the ionization threshold [65] or the influence of the so-called Cooper minimum on
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the structure of the harmonic spectrum [66, 67]. In addition, this approach is abso-
lutely necessary to address phenomena such as ultrafast transient absorption which
requires one to describe absorption processes in a dynamical manner [7, 68, 69].

When we directly solve the SAE-TDSE the time-dependent dipole moment will
contain information about the linear and non-linear response of the atom to the driv-
ing electric field. In particular, if the driving electric field includes XUV radiation,
the dipole moment will also include terms that will lead to absorption and disper-
sion of the XUV radiation. The XUV radiation in the driving field could either be
there to start with, if one is interested in harmonic or attosecond pulse generation
performed in a IR+XUV two-color scheme [70–72], or it could result from build-up
of the XUV radiation via HHG.

We solve Eq. (2.24) by space-marching through the ionizing non-linear medium,
using a Crank-Nicholson scheme. We start with a driving electric field E(r, t) which
is a Gaussian beam in space, and a pulse with a finite extent in the time domain. In
each plane z in the propagation direction, we calculate the non-linear atomic re-
sponse in the time-domain by solving the TDSE at each radial point r , using E(r, t)

as the driving field (see below). The time-dependent atomic response is used to cal-
culate the frequency-dependent source terms in the wave equation, which are then
used for marching to the next plane in z. We then calculate the new time-dependent
driving field E(r, t) at that z as the inverse Fourier transform of Ẽ(r,ω), and so on.
Note that Ẽ(ω) contains all the frequencies we are interested in, both the laser and
the XUV frequencies. See [68] for more details.

The source term in Eq. (2.24) is a sum of two terms:

P̃ (ω) = P̃dip(ω) + P̃ion(ω). (2.25)

The first term is given by the Fourier transform (F̃T) of the time-dependent acceler-
ation from Eq. (2.9) and the density of neutral atoms Na(t):

P̃dip(ω) = F̃T
[
Na(t)a(t)W(t)

]
/ω2. (2.26)

The window function W(t) serves the important numerical purpose of bringing the
time-dependent source term to zero at the end of the time-axis in the calculation. It
thereby also becomes a time-limit on the duration over which XUV radiation is ab-
sorbed in the calculation, which in turn gives rise to a minimum spectral bandwidth
of absorption lines in the XUV spectrum. For details see [68]. The second term
is due to the ionization of the medium and is calculated from the time-dependent

current density J (t) = ∂Pion(t)
∂t

so that − ω2

ε0c
2 P̃ion(ω) = F̃T[ 1

ε0c
2

∂J (t)
∂t

] [73]:

∂J (t)

∂t
= e2Ne(t)

me

E1(t). (2.27)

Ne(t) = [1−[1−pion(t)]2]Na(t) is the time-dependent electron density for an atom
with two m = 0 electrons, and pion(t) is the one-electron ionization probability cal-
culated from the spatial distribution of the one-electron wave function as described
in Sect. 2.2.3. P̃ion(ω) gives rise to a spatial and temporal variation of the refractive
index, which in turn causes defocusing and self-phase modulation and gives rise to
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Fig. 2.4 The effect of absorption on an APT. (a) shows the strength of harmonics 11 through
17 as a function of propagation distance through a 1 mm gas of helium atoms with a density of
1.5 × 1018 cm−3, (b) shows the time structure of the APT at the beginning, middle, and end of the
gas jet

an additional phase mismatch in the propagation of the harmonics relative to the
driving field. As we discussed above, this term can be very important for how the
spatio-temporal shape of the laser electric field evolves during propagation through
the non-linear medium, especially in situations where the laser intensity and/or the
atomic density is high, or when the driving pulse is very short.

As a final comment on the source term, we have found that it is not numeri-
cally stable to include P̃dip(ω) for frequencies around the driving laser frequency.
Typically we substitute the SAE-TDSE response by ε0χ̃ (ω)Ẽ(ω) for frequencies
between zero and approximately 2ω1.

Figure 2.4 illustrates the effect of propagation on the time structure of an attosec-
ond pulse train in a 1 mm long helium gas with a pressure of 45 Torr. The driving
pulse in this calculation consists of harmonics 11 through 17, which are initially in
phase and have identical amplitudes. An IR field with a modest peak intensity of
1013 W/cm2 is also present but is too weak to generate harmonics on its own. Fig-
ure 2.4(a) shows how the different harmonics are absorbed at different rates, with
the 15th and 17th harmonic being substantially depleted by the end of the medium.
Figure 2.4(b) shows how this changes the time structure of the attosecond pulse
train from being a regular one-burst-per-half-cycle APT to having two bursts per
half-cycle.

2.3.1.2 Source Terms Calculated Using the SFA

When using the SFA to provide the non-linear source terms for the propagation
equation, it is necessary to separate the polarization field into its linear and non-
linear components P̃ (ω) = ε0χ̃(ω)Ẽ(ω) + P̃NL(ω), where the linear susceptibility
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χ̃ (ω) includes both linear dispersion and absorption through its real and imaginary
parts. This is because the dipole moment calculated within the SFA only gives a
good description of the non-linear response. The linear response has to be included
via tabulated frequency dependent values of dispersion and absorption coefficients.
To be consistent, we must also separate the propagation equations for the laser
Ẽ1(ω) and the generated XUV fields Ẽh(ω), so that the XUV fields are not ever
included in the driving field (and thereby allowed to generate more XUV radiation
through the SFA-TDSE solution). This treatment yields two propagation equations
(now dropping primes on the z-coordinate):

∇2⊥Ẽ1(ω) + 2iω

c

∂Ẽ1(ω)

∂z
= − ω2

ε0c2
P̃ion(ω) (2.28)

∇2⊥Ẽh(ω) + 2iω

c

∂Ẽh(ω)

∂z
+ f̃lin(ω)Ẽh(ω) = − ω2

ε0c2
P̃dip(ω). (2.29)

The function f̃lin(ω) includes the linear response and has the form:

f̃lin(ω) = i
ω

c
α̃(ω) + ñ2(ω)ω2

c2
− ω2

v2
g

, (2.30)

where α̃(ω) and ñ(ω) are the absorption coefficient and refractive index, respec-
tively, and can be found in the literature [74–76]. Both of these are proportional
to the density of neutral atoms. The source term for the XUV fields, P̃dip(ω), is
calculated in analogy with the SAE-TDSE case:

P̃dip(ω) = F̃T
[
Na(t)d(t)W(t)

]
, (2.31)

where d(t) is the time-dependent dipole moment evaluated using the SFA formal-
ism. The driving field source term, P̃ion(ω), is calculated as in Eq. (2.27), using
intensity dependent ionization rates to calculate the electron density.

An SFA-based TDSE-MWE solver has been employed by a number of groups
and has been generally very successful in reproducing many different types of
experimental results on the production of attosecond pulses, see for instance
[42, 54, 62, 77–81]. An SFA-MWE calculation can provide an excellent qualitative
understanding of many attosecond pulse generation experiments and in some cases
also quantitative comparisons. However, it cannot be used for experiments in which
sub-cycle or multi-frequency absorption is important (such as recently investigated
in [69]) as shown in Fig. 2.4, and more generally where close-to-threshold XUV
frequencies dominate [29, 65]. It is also questionable how well an SFA-based cal-
culation could work for attosecond pulses generated by mid-infrared (MIR) wave-
length lasers. SAE-TDSE based calculations have found that the MIR-driven dipole
moment has surprisingly large contributions from quantum paths longer than one
optical cycle, something which is not well reproduced by the SFA [24]. In such
cases it becomes necessary to perform first principles calculations of the attosecond
pulse generation and absorption process, such as presented by the SAE-TDSE based
MWE solver described above.
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2.4 Summary and Outlook

In this chapter we have described in detail how to perform calculations of attosecond
pulse generation in atomic gases, both at the microscopic, quantum level, and at the
macroscopic level. The coupled solutions of the TDSE-MWE have been validated
in a number of theory-experiment comparisons and are flexible enough to describe a
number of different generation scenarios in terms of different driving fields, different
experimental geometries, and different levels of sophistication in the model for the
atomic response. A fruitful extension of this formalism, based on a single active
electron description, would be the ability to fully understand and model attosecond
transient absorption. This work is currently in progress [68, 82].

Finally, a grand-challenge level problem in the theory of attosecond physics is to
move beyond atomic systems and potentially even beyond the single active electron
approximation, both at the single-emitter level and at the macroscopic level. A num-
ber of groups are working on this problem. The macroscopic harmonic generation
signal from a gas of molecules has been calculated within the SAE approximation by
coupling an MWE solver to either a grid-based TDSE solution [83], or the so-called
quantitative rescattering theory TDSE solution [84]. Recently, a few groups have
attempted to calculate harmonic generation from systems with more than one active
electron, and have in particular included electron correlations [85–89]. Macroscopic
effects for HHG in multielectron systems, or in high-density systems such as crystals
or nano-structures, have yet to be explored. Within current computational resources,
such effects can only be explored using model descriptions of either the quantum or
macroscopic response.
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Chapter 3
Perspectives for the Generation of Intense
Isolated Attosecond Pulses at Ultra-high Laser
Intensities

J.A. Pérez-Hernández and L. Roso

Abstract Attosecond pulses result from the Fourier synthesis of the higher fre-
quency part of the harmonic spectra, emitted by atoms, ions and molecules inter-
acting with strong lasers. Therefore, their characteristics (central wavelength, width
and dispersion) depend on the particular relation of the spectral phase and ampli-
tudes between successive high harmonics. In this chapter we will expose the partic-
ular features of the harmonic spectrum generated with intensities well above satu-
ration where the harmonic spectra is expected to be degraded by the fast ionization
of the atoms. However, we shall see how for the case of laser pulses with non-
adiabatic turn-on interacting with a single atom, the harmonic efficiency is recov-
ered for sufficiently high intensities. Our study combines classical analysis and full
quantum description via numerical integration of 3-Dimensional Time Dependent
Schrödinger Equation. Results presented here reveals that non-adiabatic pulses with
intensities well above the saturation threshold open the door for a new pathway for
XUV coherent light generation through high-order harmonic generation providing
a potential tool to obtain intense isolated attosecond pulses.

3.1 Introduction

Nowadays trains of intense attosecond pulses are routinely produced. However, the
generation of isolated attosecond pulses remains a key challenge and this relies on
our capacity to control a broad range of parameters, some of them not easy to set. In
this chapter we shall show a tentative approach which raises the possibility to syn-
thesize intense isolated attosecond pulses beyond the conventional procedure. Our
starting point is a detailed description of the underlying electron dynamics during
the fast turn-on of different laser pulses. For this goal, different approaches will be
carried out. On the one hand, classical analysis reveal that under specific conditions,
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a new kind of trajectories emerges in the turn-on which recombine efficiently in less
than one optical cycle. These trajectories are different from the conventional, so-
called “long” and “short”. In the following, we will refer to these as Non Adiabatic
Turn-on (NAT) trajectories.

On the other hand, a single-atom numerical simulations based on the exact in-
tegration of the 3 Dimensional Time Dependent Schrödinger Equation (3D TDSE)
confirms that this new kind of trajectories are responsible for the unexpected growth
of the harmonic yield when the laser intensity is increased up to two order of mag-
nitude beyond the saturation limit. This fact contradicts the general belief of a pro-
gressive degradation of the harmonic efficiency due to the effect of the barrier sup-
pression, based on the experience with pulses with smoother turn-on.

Additionally, at this high intensity regime, a complete depletion of the neutral
atom population occurs on the leading edge of the driving laser pulse. As we will
expose later, these two facts: the increase of the harmonic yield at high intensity
together with the fast depopulation of the ground state, provide a potential method
to synthesize intense and narrow isolated attosecond pulses.

3.2 Attosecond Pulses Production via High-Order Harmonic
Generation

In the early nineties Farkas and Tóth, in a pioneering theoretical work, suggest the
possibility to synthesize pulses of near to attosecond duration based on the multiple
harmonic generation in gases [1]. In this paper, they also remark:

“. . . the described idea and technique seems to be realizable in all nonlinear processes,
where high harmonic generation takes place, . . . ”.

These predictions have been gradually confirmed by a large number of experiments
carried out later [2–7]. In light of these facts, nowadays, high-order harmonic gen-
eration (HHG) constitutes the most adequate way to generate attosecond pulses. For
this reason, a great part of this chapter is focused on the study of the HHG as a
source of attosecond pulses.

HHG process was observed in the eighties by McPherson et al. [8] and Ferray
et al. [9] when an intense infrared laser pulse was focused into a jet of rare gas,
generating a comb of odd harmonics, whose amplitudes approximately equal over a
large spectral range, forming a “plateau”, followed by an abrupt decrease, the “cut-
off” region. These results also confirmed that HHG is clearly a non perturbative non
linear process.

3.2.1 Trajectory Analysis

According to the three step model [10, 11] HHG process can be accurately under-
stood studying the trajectory that the electron describes when it is ionized by the
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laser field. In this context, the electron can be assumed as a classical free particle
located at the ion’s coordinate, with zero initial velocity. Then, the liberated electron
is driven by the Lorentz force. The electric field of the laser drives the electron away
from the atomic core. But at a later time, when the sing of the laser field reverses, the
electron returns to the core. When this occurs, it can recombine to its initial ground
state. The excess of kinetic energy that it has acquired during this process is released
in the form of radiation. In this context the electron displacement from the core can
be calculated integrating the Newton-Lorentz equation,

d2r(t)
dt2

= −E(t), (3.1)

where E(t) represents the driving laser pulse (the dipolar approximation is assumed)
and atomic units (a.u.) are used (qe = me = �= 1). Additionally, in our calculations
we will consider a linearly polarized laser field along the z axis that propagates in
x direction. Assuming these conditions Eq. (3.1) turns into a scalar equation where
E(t) → E(t) and d2r(t)/dt2 → d2z(t)/dt2.

Figure 3.1(a) shows the rescattering kinetic energy as a function of the ioniza-
tion time (grey circles) and as a function of the recombination time (black triangles)
for a field with constant envelope. As it is shown, the most energetic trajectories
correspond to electrons ionized near the field maxima, that recollide with the core
at approximately 3/4 of a cycle later. In the following, we will refer to these as
Schafer-Corkum (SC) trajectories, since they were proposed by Schafer et al. [10]
and Corkum [11] to explain the plateau’s cut-off law. The first two sets of SC trajec-
tories are labelled SC-long and SC-short in Fig. 3.1. Part b of the figure shows the
same trajectory analysis for a NAT pulse. In this particular case, we have chosen an
ultrashort pulse (1.5 cycles FWHM) whose analytic form is given by

E(t) = E0 sin2
(

ωt

6

)
sin(ωt + φ), (3.2)

where E0 is the laser field amplitude, and φ is the carrier-envelope phase, CEP (in
the following φ = 0, unless otherwise is specified).

By a simple inspection of Fig. 3.1(b) it is easy to discern two different classes
of trajectories. The first class originates from electrons ionized at the last part of
the turn-on, that follow trajectories with similar characteristics as the SC type, i.e.,
with the most energetic recombinations corresponding to electrons ionized near the
field maxima. The second class of trajectories, labeled as NAT, correspond to the
electrons ionized in the initial part of the turn on. These ones follow the opposite
trend: the most energetic rescatterings originated from electrons ionized almost a
quarter cycle before the first field maximum. The emergence of these trajectories is
related with the fast turn-on of the laser pulse.

For pulses with a smooth turn-on, the harmonic yield is degraded when the sat-
uration intensity is rebased [12, 13]. This fact is related to the decay in efficiency
of the radiation generated by SC type trajectories. This decay is caused by the fast
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Fig. 3.1 Rescattering (first rescatering) energies of electrons as a function of the ionization time
(grey circles) and recombination time (black triangles), for three different driving laser pulses:
(a) constant envelop, and (b) and (c) as described in Eq. (3.1) with (b) φ = 0 and (c) φ = π/2. The
driving field used in each case is shown as a sketch in solid lines. Note that for the case φ = 0,
a new set of trajectories emerges in the turn-on, labeled as NAT

ionization of the ground state during the time that the electron spends in the contin-
uum. As a consequence, at the instant of rescattering, the ground state is practically
empty and the dipole amplitude is relatively small. These two facts lead to a con-
siderable decrease of the HHG efficiency produced by SC types trajectories. We
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will also demonstrate that NAT trajectories are particularly resistant to the effects
of saturation and, therefore, play a fundamental role in harmonic generation with
ultraintense fields [15].

3.2.2 Behavior of the Harmonic Yield: Valley Structure

In the following, we will quantitatively describe of the effect the NAT trajectories
have in the harmonic yield. An evaluation of the relative contributions to the har-
monic spectrum of the different trajectories can be estimated by the absolute value
of the complex dipole amplitude (assuming constant transition matrix elements)

∣∣d(t)
∣∣ ∝ ∣∣a∗

0(t)
∣∣∣∣av(t)

∣∣ (3.3)

where a0(t) is the probability amplitude of the ground state and av(t) is the probabil-
ity amplitude of the free electron state with velocity v, at the time of rescattering t .
These values are extracted from the results of the exact numerical integration of
the 3D TDSE: |a0(t)| is found projecting of the total wavefunction on the ground
state, and |av(t)| is estimated computing the ground-state depletion during a small
time-window around the corresponding ionization time t0, i.e., the initial time of the
trajectory associated to the rescattering at time t . Specifically

|av|2 � d

dt
|a0|2

∣∣
t0

t (3.4)

with 
t being a small time interval, whose particular value is not important for the
relative comparison between different trajectories, as long as it is kept unchanged.
The values of the ionization and recombination times (t0 and t) for a particular
trajectory are extracted from the classical analysis shown in Fig. 3.1. This allows
us to associate each pair (t0, t) to a well-defined NAT or SC trajectory. In order to
compare the harmonic efficiency for different laser intensities, we will focus on the
yield at a fixed energy, W0.

Then, for each laser intensity, we use the data in Fig. 3.1 to determine the ioniza-
tion time t0, and the recombination time t , corresponding to the electronic trajecto-
ries with recombination kinetic energy W0 −Ip . We take W0 = 73 eV, corresponding
to the cut-off energy of the harmonic spectrum in hydrogen at the threshold intensity
for saturation (see Fig. 3.3(a)). The results for the estimations of the harmonic effi-
ciencies at W0 using different laser intensities are shown in Fig. 3.2(a), for the short
pulse considered in Fig. 3.1(b). SC curves in Fig. 3.2(a) show a descendent behavior
with increasing field amplitude, which is related to the degradation of the harmonic
generation by these type of trajectories. The underlying reason of this behavior can
be found in the following analysis of the dipole amplitudes written in Eq. (3.3).

As it is discussed in [15] the decrease in the efficiency of the harmonics radiated
by SC type trajectories is connected with the fast ionization of the ground state for
intensities above saturation and, consequently, with the decrease of |a0|. In addition,
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Fig. 3.2 Different contributions to the harmonic yield at the fixed energy W0 = 73 eV (see also
Fig. 3.3(a)), for the sets of trajectories plotted in Fig. 3.1(b). Contributions of NAT trajectories
are shown as black circles, long SC trajectories as open squares and short SC as black triangles.
The grey dashed line is a sketch of the resulting valley structure for the total radiation yield (sum
of the two contributions: |a0(t)| and |av|). The laser amplitudes, E0, are given in atomic units,
corresponding to intensities E2

0 × 3.5 × 1016 W/cm2

the depletion of the ground state increases also the population of electrons in the
continuum, i.e. |av| increases when |a0| decreases. However, the product of both
amplitudes has a net decrease and the efficiency of the dipole transition falls as it is
shown in [15].

In contrast, for the case of NAT trajectories, the behavior is the opposite: since
they are originated during the first part of the turn-on, the ionization is moderate,
even in the case of laser field amplitudes one order of magnitude above saturation
(i.e., laser intensities two orders of magnitude above saturation). At rescattering,
therefore, there is still a considerable population in the ground state, and the prod-
uct of probability amplitudes does not vanish. Therefore, the dipole amplitude is
found to increase gradually with the laser field. As a consequence, the global behav-
ior of the harmonic yield with the laser amplitude (Fig. 3.2(a)) describes the form of
a valley: First, a decrease related with the degradation of the efficiency of the SC tra-
jectories, followed by an increase as the efficiency of the NAT trajectories becomes
the relevant contribution to the dipole spectrum. NAT trajectories will eventually
be degraded for ultraintense fields well above the atomic unit (3.5 × 1016 W/cm2),
however for these intensities one should expect also a decay caused by the breaking
of the dipole approximation and the associated drift of the electronic trajectories
away from the ion due to the interaction with the magnetic field [14].

3.2.3 Harmonic Spectrum and Attosecond Pulses

In Fig. 3.3(a) it is shown the resulting spectra for intensities corresponding to thresh-
old of saturation (I ≤ 3.51 × 1014 W/cm2), saturation (I � 5.6 × 1015 W/cm2) and
deep saturation (I = 3.5 × 1016 W/cm2) regimes, extracted from the exact integra-
tion of the 3D TDSE for a hydrogen atom. As it is well known, below the saturation
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Fig. 3.3 (a) Single-atom spectrum obtained from the exact integration of the 3D TDSE corre-
sponding to the hydrogen atom for the laser pulse described in Eq. (3.2) with φ = 0 (Fig. 3.1(b)),
for different values of the field intensity corresponding also to harmonic : threshold of saturation
(I = 3.5 × 1014 W/cm2, light grey line), saturation (I = 5.6 × 1015 W/cm2, dark grey line) and
deep saturation (I = 3.5 × 1016 W/cm2, black line). W0 corresponds to the cut-off energy of the
harmonic spectrum in hydrogen at the threshold intensity for saturation. (b) Isolated attosecond
pulse generated from the harmonic spectrum for the case of deep saturation regime corresponding
to the spectrum in black of (a). (c) Subfemtosecond temporal structure obtained by filtering in
the spectrum of threshold of saturation regime plotted in light grey in (a). In both cases we filter
harmonics below the 31st (vertical dashed line) which corresponds to 46 eV photon energy

threshold the harmonic yield increases with the laser intensity and the harmonic
plateau extends accordingly to the cut-off law Ip + 3.17Up . Above the saturation
threshold, the harmonic yield gradually decreases until a minimum corresponding to
the bottom of the valley structure sketched in Fig. 3.2. After that, according to our
simulations, for higher intensities the harmonic yield increases as a consequence
of the emergence of the contribution of the NAT-type trajectories to the radiation
spectrum. As it can be seen in Fig. 3.3(a), for field intensities at the threshold of
saturation (solid light grey) and deep saturation regime (solid black line), the har-
monic yield in both cases is comparable since they correspond to opposite sides of
the valley in Fig. 3.2. This unexpected growth of the harmonic efficiency constitutes
the main contribution of our approach, which is clearly explained in [15], and con-
tradicts the general believe about the degradation of the efficiency at hight intensity
regime. Furthermore, as we will see later, this fact will have important consequences
in the intensity of the potential attosecond pulses that could be synthesized at these
high laser intensities.

The 3D TDSE spectrum of Fig. 3.3(a) for the deep saturation case (solid black
line) reveals important details. A characteristic is the absence of modulations in
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the harmonic plateau. This is related to the fact that for a given energy there is a
single NAT trajectory, and therefore a single rescattering event generates the high-
frequency radiation. Figure 3.3(b) shows a narrow (about FWHM � 50) isolated
attosecond pulse generated by the spectrum corresponding to the deep saturation
case (spectrum plotted in black in the Fig. 3.3(a)). The attosecond pulse is obtained
filtering the harmonics below the 31 th, which corresponds to a photon energy of
46 eV (generated by a 800 nm fundamental field). Figure 3.3(c) shows the sub-
femtosecond temporal structure resulting for the case of saturation threshold. One
observes that, this temporal structure is noisier and wider than the deep saturation
case, in spite of being filtered using the same window (harmonics below 31st). Note
also that the attosecond plotted in Fig. 3.3(b) is almost one order of magnitude more
intense than the one in the case of threshold saturation plotted in Fig. 3.3(c). This
is also a potential advantage in comparison with the standard procedure to obtain
attosecond pulses, which consist in filtering the harmonics near the cut-off where
their efficiency is significantly lower, and which is proportional to the intensity of
attosecond pulse resulting to filter in this zone. The full spectrum of the deep satu-
ration case is plotted below, in Fig. 3.5(a) in dotted light grey. As it can be observed
the extension of the harmonic plateau is no longer given by the cut-off law, reflecting
that the most efficient contributions correspond to trajectories different from the SC
type. Note that, while there is no clear spectral cut-off, the extension can be well es-
timated by the maximum rescattering energy of the NAT-type trajectories, which is
approximately Ip +0.5Up . It is accurately confirmed by the wavelet-transformation
analysis which we will perform later.

In order to analyze in the full quantum context the effect of the NAT trajecto-
ries in the harmonic emission, we have performed the time frequency-analysis of
the dipole acceleration extracted from the exact integration of the 3D TDSE. The
wavelet analysis provides for the information of the times and efficiencies at which
a certain wavelength is radiated [16]. Figure 3.4 shows the wavelet analysis for the
three intensity values plotted in the Fig. 3.3(a), corresponding to the NAT-type pulse
plotted in Fig. 3.1(b). We also have superimposed over the wavelet results the rescat-
tering energies computed from the classical trajectories labelled in Fig. 3.1(b). By
inspection of the three plots of Fig. 3.4 it is easy to see that in the case of thresh-
old of saturation (Fig. 3.4(a)) SC short and long trajectories are responsible of the
harmonic generation. When the intensity increases beyond the saturation limit, the
efficiency of the harmonic emission produced by long and short SC trajectories is
degraded (Fig. 3.4(b)). Note that, at this intensity regime, NAT trajectories turn out
important. Figure 3.4(c) shows the deep saturation case where only NAT trajectories
survive since the atom is completely depleted, except approximately during the first
half period of the driving pulse. For this reason, SC short and long trajectories are
not involved in the harmonic generation at this intensity regime. In light of these
results, in deep saturation regime, only NAT trajectories are responsible of the har-
monic radiation. This is the cause of the absence of modulations in the harmonic
spectrum of the deep saturation case plotted in Fig. 3.3(a), and consequently, it is
connected to the fact that the attosecond obtained from the deep saturation spectrum
is noise-less and narrow.
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Fig. 3.4 Wavelet-transformation analysis of dipole acceleration extracted from the numerical res-
olution of 3D TDSE, and (superimposed) classical rescattering energies of electrons as a function
of the recombination time (brown triangles) for laser pulse described in Eq. (3.2) with φ = 0
for the three laser intensities used in Fig. 3.3 (in (a) E0 = 0.1 a.u., in (b) E0 = 0.4 a.u. and in
(c) E0 = 1.0 a.u.). The driving laser pulse is plotted in solid grey lines. Note that the scale of the
efficiencies (plotted in the colour bars) is the same in all cases

We also point out that the interaction of NAT pulses with matter is strongly de-
pendent on the carrier-envelope phase (CEP), φ in Eq. (3.2). Figure 3.1(c) shows the
energy diagram for the driving laser pulse given by Eq. (3.2), but with φ = π/2. In
this case, the only relevant trajectories for harmonic generation are of the SC type
which are not effective at high intensity due to the atom being practically empty.
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NAT trajectories are not useful, as the electron excursion is too short to acquire en-
ergy relevant for HHG. These results are confirmed by our 3D TDSE calculations
which, for this case, show an strongly decrease in the harmonic yield when the in-
tensity is increased above saturation. This strong dependence with the CEP makes
the experimental viability of this technique more difficult.

3.3 Ionization Gating

According to our interpretation, the increase of the yields at ultrahigh intensities is
a consequence of the non-adiabatic character of the pulse turn-on. Therefore one
should expect that pulses with different shapes and lengths but with similar turn-on
will give very similar harmonic spectrum, as the full ionization of the ground state
occurs practically during the first stage of the interaction. To confirm this point, we
have performed exact 3D TDSE calculations of a pulse with the same turn-on as in
Eq. (3.2), followed by two cycles of constant amplitude as it is plotted in Fig. 3.5(a).

As it is shown in Fig. 3.5(a), for intensities in the deep saturation regime, it is
found that the spectrum generated with the longer pulse, plotted in solid blue line
in Fig. 3.5(a), overlaps the corresponding spectrum for the shorter pulse plotted
in dotted light grey in the same plot. Note that the ground state depletion is quite
similar (practically both are overlapped) as it is plotted in Fig. 3.5(a), and this fast
depletion occurs in the turn-on of the pulse when the barrier suppression intensity
(horizontal dashed lines in Fig. 3.5(a)) is rebased. Therefore, is confirmed that actual
shape of the pulse is irrelevant, as long as the turn on coincides. This constitutes the
basis of the method known as ionization gating, used to generate isolated attosecond
pulses as already pointed out in [17–19] and more recently in [20].

In Fig. 3.6 are shown the corresponding attosecond pulses synthesized using
three filters in different zones along the both spectrums plotted in Fig. 3.5(b). All
filters have the same wide (15 eV). As it can be see in this figure, the attosecond
obtained using the same filter in both spectra have identical intensity. Note that the
temporal wide is practically the same in all of them (∼ 50 attosecond). On the con-
trary, the intensity is quite different depending on where the filtering is done. The
attosecond synthesized using the filter 3 situated in harmonic 800th (plots (e) and (f)
of Fig. 3.6) are six order of magnitude lower intense than attosecond obtained using
the filter 1 (plots (a) and (b)), situated in harmonic 100 th. This is another advantage
to use NAT-type pulses, the potentiality to obtain attosecond pulses in the first part of
the plateau, where the harmonic efficiency is high, and consequently, the attosecond
pulse synthesized in this zone will also quite intense.

Finally, we would like to point out that the results presented here correspond to
a single atom, the macroscopic response is not included. To include propagation
effects via TDSE for the parameters used in this work is, at present, an impossible
goal. Only propagation codes based on approximated models such as Strong Field
Approximation (SFA) are computationally viable. But according to our test with 3D
TDSE, the SFA model do not describe with sufficient accuracy the HHG process at
the intensity regimes presented here.
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Fig. 3.5 (a) NAT-type driving laser pulses with the same turn-on and different length. In solid
grey is plotted the pulse described by Eq. (3.2) with φ = 0. In solid blue is plotted a pulse with the
same turn-on as in Eq. (3.2) with φ = 0, followed by two cycles of constant amplitude. The dotted
grey lines represents the ground state population corresponding to the pulse in solid grey and the
dotted blue lines represents the ground state population related to the pulse in solid blue. Horizontal
brown dashed lines represents the estimated value of the barrier suppression for hydrogen. In (b)
are plotted harmonic spectrums generated by each one of driving laser pulses plotted in (a). Dotted
grey represents the spectrum generated by the driving laser pulse in solid grey in (a). Spectrum in
solid blue correspond to the pulse plotted in solid blue in (a). Vertical dashed rectangles represent
three different filters along the plateau, each one has a window of 15 eV

3.4 Summary

In this chapter we have reviewed the potential advantages of generating harmonics at
ultra high laser intensities beyond the tunnel regime, considering NAT-type pulses
as a method to obtain intense isolated attosecond pulses. A detailed study of the
physics underlying in the turn-on of the ultra-intense laser pulses has been carried
out. This study reveals the existence of a new type of trajectories which emerges
during the turn-on of the driving laser pulse. Although, the rescattering energy of
these trajectories is much lower than the conventional SC short and long, it turns
important at ultra-high laser intensities. In addition, we have found that the har-
monic spectrum generated by NAT-type pulses at intensities well above saturation
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Fig. 3.6 Plots (a), (c) and (e) in grey, represents the attosecond pulses synthesized from the spec-
trum in dotted grey in Fig. 3.5(b). Plots (b), (d) and (f) in black, represents the attosecond pulses
corresponding to spectra in solid blue from Fig. 3.5(b). Attosecond pulses plotted in (a) and (b) are
synthesized using the filter 1 in Fig. 3.5(b), which is situated in harmonic 100th of both spectra.
Attoseconds plotted in (c) and (d) are obtained using the filter 2 fixed in the harmonic 600th of
the Fig. 3.5(b). Attosecond pulses (e) and (f) are obtained using the filter 3 situated in the har-
monic 800th in the spectrum of the same figure. The temporal width of each temporal structure is
approximately 50 attosecond

presents peculiar characteristics such as, and unexpected high efficiency and ab-
sence of modulations in the totality of the plateau. According to our analysis, based
on classical and quantum formalisms, we conclude that the NAT trajectories are re-
sponsible of the increasing of the harmonic efficiency at ultra-high laser intensities
and the phase-locked structureless spectra is caused by total depletion of the atom
in the first half cycle of the pulse. These two facts constitute ideal conditions to syn-
thesize intense attosecond pulses from input pulses with arbitrary duration. We have
obtained numerically isolated XUV pulses with durations around 50 attoseconds.
Concerning to the potential experimental viability, one of the main impediments to
this technique is that an optimal control of the CEP is required in an intense few
cycle driving laser pulse. For this reason, we emphasize the interest of developing
techniques to obtain CEP controlled ultraintense pulses with non-adiabatic turn-on,
without any other constraints regarding the global pulse shape and length. Finally,
we remark that the interest to use NAT-type driving pulses as a source of attosec-
ond pulses lies in the fact that not only narrow, also quite intense attosecond pulses
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can be obtained, since the degradation of the harmonic efficiency at ultra-high laser
intensity can be avoided. In light of this results, and in spite of the fact that the ex-
perimental feasibility, up to date, remains a challenge, we think that a research line
focused on this technique deserves to be carried out.
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Chapter 4
Generation of Isolated Attosecond Pulses

Eiji J. Takahashi, Pengfei Lan, and Katsumi Midorikawa

Abstract Experiments on isolated attosecond pulse creation that have been per-
formed in recent years and on their underlying physics are reviewed in detail. We
present the various methods of generating isolated attosecond pulses, such as the
use of a phase-stabilized few-cycle laser pulse, polarization gating, and two-color
gating, as well as the prospects for other methods. An insight into the power scaling
of isolated attosecond pulses is also included.

4.1 Introduction

High-order harmonic generation (HHG) has been recognized as one of the best
methods of producing an ultrafast (less than femtosecond) coherent light source
covering a wavelength range from the extreme ultraviolet (XUV) region to the soft
X-ray region. At present, the shortest pulse duration of an isolated attosecond pulse
(IAP) produced by HHG is 80 as [1] in the soft X-ray region. Recent years have
witnessed the birth of a new research area called attosecond science [2]. The use
of IAPs has led to the development of new applications, enabling us to track the
motion of electrons inside atoms, molecules, and solids. This new field is expected
to reveal new features of the interaction between electrons and photons.

In this chapter, we review the generation methods for IAPs that have been de-
veloped in recent years. Various methods of creating IAPs by HHG, such as the
use of few-cycle pulses for driving lasers [3–6], polarization gating (PG) [7], the
use of a synthesized electric fields consisting of two-color laser pulses [8, 9], dou-
ble optical gating [10], and others [11–14] have been proposed. In order to utilize
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IAPs, we have to select the best method of creating IAPs depending on their appli-
cations, the specifications of our own laser system, and other factors. This chapter
might give a good precept for deciding which generation method for IAPs to use.
First, we briefly explain the essential conditions of a driving laser field for creating
IAPs.

4.2 Essential Conditions of a Driving Laser Field for Creating
IAPs

The HHG process is well explained by the semi-classical three step model [15]. Ac-
cording to this model, an intense, nonresonant electric field tilts the atomic potential,
suppressing the binding barrier in the first step. A bound electron can tunnel through
the Coulomb potential, reaching a continuum with zero velocity. A free electron is
accelerated by an oscillating laser field and moves on a classical trajectory. When the
field reverses its direction, the electron returns to the nucleus, recombines with the
parent ion, and emits a high-energy photon. The maximum photon (cutoff) energy
is determined by the maximum energy of the recombining electron. Specifically, the
harmonic cutoff is given by EHHG = Ip + 3.17Up, where Ip is the ionization poten-
tial of the atom and Up is the ponderomotive energy. This generation process occurs
during each half-cycle of the laser field. Therefore, when a multicycle laser field is
used in generating high-order harmonics, the temporal structure of the harmonics
has a pulse train formation. In order to create IAPs, it is necessary to confine the
driving laser field to a few optical cycles.

A most straightforward method of confining HHG to one laser cycle becomes
feasible with the availability of intense few-cycle (τ0 < 5 fs) laser pulses. Figure 4.1
shows features of HHG with a few-cycle laser field (τ0 = 5 fs). Here, the HHG spec-
trum was calculated using the single-atom response within the nonadiabatic strong
field approximation, which is based on a previously reported model [16]. When the
pumping pulses have a few-cycle electric field, the highest photon energy (near the
cutoff energy region) of HHG can be confined to one half of the electric field at the
central peak (Fig. 4.1(b)). As can be seen in Fig. 4.1(c), a continuous harmonic spec-
tra in the cutoff region is obtained. By extracting the cutoff components of the high
harmonics beam, it is possible to obtain an isolated light pulse with an attosecond
temporal width (Fig. 4.1(d)).

Here, note the absolute phase (which is called the carrier-envelope phase; CEP,
or φCE) as well as the pulse duration of the pumping electric field. The electric field
is generally described as

E(t) = E0 exp

[
−2 ln 2

(
t

τ0

)2]
cos(ω0t + φCE).

If φCE changes shot by shot, the structure of the electric field also changes with
CEP. This effect leads to a multiburst HHG, which becomes attosecond pulse trains.



4 Generation of Isolated Attosecond Pulses 49

Fig. 4.1 Overview of harmonic emission with a few-cycle (λ = 800 nm, τ0 = 5 fs,
1.5×1014 W/cm2) laser field. (a) Electric-field waveform with a pulse duration of 5 fs. (b) Tempo-
ral evolution of HHG as a function of field cycle. (c) Harmonic spectrum. (d) Schematic temporal
intensity profile of the cutoff harmonic component (37th–45th)

Therefore, it is necessary to accurately stabilize and control CEP. From the the-
oretical point of view, the following conditions for generating IAPs are required:
(1) confining HHG to one laser cycle, and (2) stabilizing CEP.

4.3 Few-Cycle Laser Field with CEP Stabilization

The first demonstration of IAP creation was performed using a CEP-stabilized few-
cycle laser system [4]. IAPs were generated by gently focusing CEP-stabilized laser
pulses onto a 2-mm-long neon gas target. This laser system delivered 5-fs, 0.5-mJ
pulses with a carrier wavelength of 750 nm. The jitter of CEP was found to be less
than 50 mrad (rms) owing to the excellent energy stability of the amplified pulses
(<1 % rms). Baltuška et al. found that the cutoff components (>120 eV) of HHG
are strongly influenced by CEP. Notably, with a change in CEP, the continuous spec-
tral distribution of the cutoff radiation gradually transforms into discrete harmonic
peaks, with the maximum modulation depth appearing for ±π/2. The observed CEP
dependence clearly shows the possibility of generating IAPs from a few-cycle laser
field.

This most straightforward approach to creating IAPs is making further progress
together with ultrashort laser technology. Goulielmakis et al. [1] have recently
reported isolated sub-100-as pulses with ∼0.5 nJ of energy. They used phase-
controlled sub-1.5-cycle (3.3 fs) laser pulses carried at a wavelength 720 nm to
generate XUV harmonics up to photon energies of ∼110 eV in a Ne gas jet. For the
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Fig. 4.2 (a) Retrieved temporal intensity profile and spectral phase of an XUV pulse. Arrows
indicate the temporal FWHM of the XUV pulse. (b) XUV spectra evaluated from a measurement
of the XUV-generated photoelectron spectrum in the absence of the NIR streaking field (dashed
line) and from ATR retrieval (solid line). The dotted line indicates the retrieved spectral phase.
Cited from Ref. [1]

spectral filtering of the soft-X-ray supercontinuum, they used a Mo/Si multilayer
mirror with a FWHM bandwidth of 30 eV centered at 75 eV. A 300-nm-thick Zr
foil was used to suppress the second-order reflectivity peak and eliminate lower-
energy XUV photons. Moreover, to fine-tune the frequency chirp of the generated
attosecond pulses, Goulielmakis et al. also took advantage of the negative group
delay dispersion (GDD) introduced in the 70–100 eV range by thin foils of Zr. To
measure the temporal profile of the generated XUV supercontinuum, they irradiated
the NIR field onto the Ne atoms ionized by the XUV pulse to implement the atomic
transient recorder (ATR) technique. Figure 4.2 (a) shows the retrieved temporal in-
tensity profile and phase of the XUV pulse. The pulse duration of 80 ± 5 as is close
to its transform limit of 75 as, with a small positive chirp of 1.5 ± 0.2 × 103 as2

being responsible for the deviation. At present, this measured pulse duration is the
shortest. Note that the possible pulse duration of IAPs by HHG is limited by not
only the pulse duration of the pumping laser but also the acceptable bandwidth of
an XUV multilayer mirror.

4.4 Polarization Gating and Interference Polarization Gating

According to the three-step model, in an elliptically polarized field, the ionized elec-
tron will be displaced in the direction of the minor axis of the polarization ellipse
and make it more difficult to recombine with the parent ion. If the displacement
exceeds a large amount, the electron cannot recombine with the ion and the HHG
emission is suppressed [17]. Therefore, recombination probability and thus HHG
efficiency depend sensitively on the ellipticity (ε) of the driving laser field. This
effect enables us to control HHG by modulating the ellipticity of the driving laser
pulse. In this section, we review such a scheme, called polarization gating (PG), for
producing IAPs.
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Fig. 4.3 Principle of the PG scheme. Adapted from Ref. [19]

4.4.1 Conventional Polarization Gating

The principle of conventional PG is shown in Fig. 4.3: By synthesizing a right-
circularly polarized pulse and a delayed left-circularly polarized pulse, a laser pulse
with a time-dependent ellipticity can be created. It is elliptically polarized, which
prevents efficient HHG, at the leading and trail edges of the laser pulse and becomes
linearly polarized at the pulse center, where HHG can be effectively produced. The
polarization gate width is defined by the time interval for effectively producing HHG
and it is approximately expressed by 
tG � 0.3ετ 2/Td where ε, τ , and Td are the
ellipticity, pulse duration and delay between driving pulses, respectively. If the gate
width is less than half the optical cycle of the driving pulse, i.e., 
 tG < 1.3 fs, it
will be able to generate only one attosecond pulse as the other cycles outside the PG
will not produce attosecond pulses. Consequently, an IAP will be produced instead
of an attosecond pulse train (see the shaded pulse in Fig. 4.3). The gate width can
in principle be reduced to less than 1.3 fs by increasing the delay, no matter how
long the pulse duration is. However, we need to emphasize that the delay between
counter-rotating, elliptically polarized pulses should be less than 2τ , otherwise the
driving pulses will be too far apart to create an effective PG. Actually, the delay is
usually set approximately equal to the pulse duration in experiments. On the other
hand, the ionization of the target medium is another important factor that limits the
driving pulse duration. The green line in Fig. 4.4 shows the ionization probability of
an Ar atom in the PG scheme [10]. The ADK model [18] is used for the calculation.
As shown in Fig. 4.4, the neutral medium is completely depleted if the pulse duration
is longer than 6.5 fs, which is the upper limit of the driving pulse.
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Fig. 4.4 Ionization probability for the PG [10], DOG [10], GDOG [36], IRDOG [21] and GIR-
DOG [21] schemes, respectively. The target is Ar. To produce the same continuum high harmonics
around 50 eV, the laser intensity is set to be 2.8 × 1014 W/cm2 for PG, DOG and GDOG and
1.0 × 1014 W/cm2 for IRDOG and GIRDOG, respectively. The inset shows the same result in the
linear scale

The PG field with a time-dependent ellipticity can be constructed from a linearly
polarized pulse by passing through two birefringent plates. The first plate splits the
incoming linearly polarized pulse into two orthogonally polarized pulses, i.e., one
ordinary and one extraordinary, which are separated in time, and the delay can be ad-
justed by varying the thickness of the plate. After the first plate, a quarter waveplate
is placed with its optic axis along the initial polarization direction of the driving
pulse. After passing through the quarter waveplate, the ordinary and extraordinary
pulses are converted to left- and right-circularly polarized pulses, respectively, fi-
nally producing a PG pulse with a time-dependent ellipticity. Chang et al. [19] have
produced a continuum of high harmonics covering 25 to 45 nm, indicating the gen-
eration of IAPs, with an 8-fs driving pulse. By taking advantage of a CEP-stabilized
5-fs driving pulse, Sansone et al. [7] have demonstrated a supercontinuum at approx-
imetely 36 eV. The advantage of such a pulse over the 5-fs driving pulse alone is that
a broadband supercontinuum can be produced through the plateau up to the cutoff
regions. A temporal profile of the supercontinuum was also constructed by employ-
ing the FROG-CRAB technique.1 The measurement indicates an IAP of 130 as,
corresponding to less than 1.2 optical cycles.

4.4.2 Interference Polarization Gating

Another slightly complex but more efficient technique, called interference polar-
ization gating (IPG), for producing PG is double-Michelson interferometry [20].
Figure 4.5(a) shows its basic setup: a linearly polarized pulse is firstly split to two
pulses, which are then sent to the double Michelson interferometer. One of the beam
passes through the first Michelson interferometer (first MI in Fig. 4.5(a)). A con-
structive interference maximum can be induced at the pulse center by adjusting

1For details of the characterization method, see Chap. 4 of [39].
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Fig. 4.5 (a) Basic setup for producing a PG field with a double-Michelson interferometer.
(b) High-harmonic spectrum recorded at different CEPs. Cited from Ref. [20]

the delay between the two arms of the interferometer. The other beam enters the
second Michelson interferometer (second MI in Fig. 4.5(a)), where a proper de-
lay is introduced to form a destructive interference minimum at the pulse center.
After that, a half waveplate is introduced into the second beam, so that its polar-
ization is adjusted to be perpendicular to the first beam. The synthesized pulse is
linearly polarized at the pulse center and becomes elliptically polarized at the lead-
ing and trailing edges. This optimal technique requires fine adjustment of the double
Michelson interferometer, thus complicating the experiment; however, it enables the
independent manipulation of two fields and thus provides an effectively controllable
PG field, making it possible to use a longer driving pulse. Tzallas et al. [20] have
demonstrated the generation of supercontinuum high harmonics by the IPG tech-
nique. Figure 4.5(b) shows the spectrum of HHG from an Ar gas jet. As shown in
this figure, by carefully tailoring the PG field, a supercontinuum covering from 35
to 55 nm can be produced even if a 50-fs driving pulse is used. As most high-peak-
power (∼ 100 TW) laser systems deliver pulses with a duration of ≥ 30 fs, the use
of driving pulses with longer durations in IPG is an attractive technique for intense
IAP generation. A drawback of the IPG technique is that, as shown in Fig. 4.5(b),
the supercontinuum depends sensitively on the CEP of the driving pulse; therefore, a
CEP-stabilized pulse is required for creating IAPs. However, even with start-of-the-
art techniques, no high-peak-power laser system with CEP stabilization has been
demonstrated yet.

4.5 Ionization Gating

According to the three-step model, the generation of high harmonics and IAPs can
be manipulated by controlling the ionization, acceleration or recombination pro-
cesses. The PG introduced in Sect. 4.4 is based on the manipulation of the recom-
bination process. In this section, we introduce the ionization gating scheme for IAP
generation by controlling the ionization process.
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Fig. 4.6 (a) Electric field of a multicycle (15 fs) laser pulse (solid line) and corresponding ion-
ization probability of Ar (dashed line). The laser intensity is 8 × 1014 W/cm2 and the central
wavelength is 800 nm. (b) High harmonic spectrum. (c) Time-frequency spectrogram of HHG.
(d) Temporal profile of IAPs generated by selecting the cutoff around the 60th harmonic

4.5.1 Ionization Gating Induced by Single Atomic Response

When atoms are exposed to an oversaturated laser field, as shown in Fig. 4.6(a),
the electron is rapidly ionized within one optical cycle (from −3T0 to −2T0) and
the neutral target is completely depleted at the leading edge of the laser pulse. Re-
call that ionization is the first step in HHG. At the trail edge of the driving pulse,
there will be no HHG because of the suppression of ionization. Therefore, as shown
in Fig. 4.6(c), in the oversaturated ionization case, HHG can be confined to the
leading edge, producing a ionization gate, even though a multicycle pulse is used.
On the other hand, at the leading edge, the laser intensity increases rapidly. Every
subsequent half-cycle has a higher instantaneous intensity, such that, as shown in
Fig. 4.6(c), in each half-cycle, a new spectral range of higher-order harmonics than
the previous half-cycle can be generated. However, because HHG is suppressed
from −2.5T0 (see Fig. 4.6(c)), the highest-order harmonics of approximately the
60th order are generated only in the half-cycle from −3 to −2.5T0 and they become
continuous, as shown in Fig. 4.6(b). After filtering out the lower-order harmonics,
an IAP can be produced in the leading edge of the driving pulse (see Fig. 4.6(d)).

Sekikawa et al. [22] have demonstrated the generation of IAPs by ionization gat-
ing. To increase the IAP energy, a blue laser, generated by frequency-doubling the
Ti:Sapphire laser pulse, was focused onto Ar gas. When the blue laser becomes suffi-
ciently intense to completely ionize the target gas, as shown in Fig. 4.7(c), supercon-
tinuum harmonics at approximately 27.9 eV are obtained. The supercontinuum had
an energy of about 2 nJ. By focusing the supercontinuum onto He using a Sc/Si mul-
tilayer spherical mirror, electrons could be ionized via a two-photon process, thus
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Fig. 4.7 Autocorrelation traces of the supercontinuum generated using (a) 8.3- and (b) 12-fs blue
pulses. The lines in red show the fitting results. The lines in blue show the calculated autocorrelation
traces from the supercontinuum spectrum. (c) The spectra of the supercontinuum generated using
12- and 8.3-fs pulses are shown by the blue and red lines, respectively. Cited from Ref. [22]

enabling the characterization of the temporal profile of IAPs by the autocorrelation
technique for the first time. Figures 4.7 (a) and (b) show the autocorrelation traces of
the supercontinuum generated using 8.3- and 12-fs blue pulses, respectively.2 The
full widths at half maximum (FWHM) of the autocorrelation traces obtained from a
least-squared fit to the Gaussian functions were 1.3 ± 0.1 and 1.8 ± 0.1 fs, resulting
in pulse durations of 950 ± 90 as and 1.3 ± 0.1 fs, respectively.

Pfeifer et al. [23] have also demonstrated this ionization gating scheme using a
Ti:Sapphire laser, where a broadband and a tunable supercontinuum were reported.
Recently, Altucci et al. [24] have proposed and demonstrated a combination scheme
based on PG and ionization gating . Supercontinuum was observed from 35 to 55 eV,
which however depended on the CEP of the driving pulse. On the other hand, even
though it has not been demonstrated experimentally, an alternative and more effi-
cient ionization gating scheme by seeding XUV pulses to Ti:Sapphire driving pulses
has been proposed in several theoretical works [25–27]. Owing to its higher photon
energy, an electron can be more easily ionized by absorbing one XUV photon. Even
a weak XUV pulse can result in a higher ionization rate than the Ti:Sapphire laser.
Moreover, the ionization process can be confined within one optical cycle of the
Ti:Sapphire laser using an ultrashort XUV pulse [27], thus creating a ionization
gate. The advantage of this scheme utilizing the XUV pulse is that it can efficiently

2The optical cycle of the blue pulse is 1.3 fs, thus, 8.3 fs and 12-fs laser pulses are multicycle fields,
with 6.4 and 9.2 optical cycles, respectively.
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Fig. 4.8 (a) High harmonic cutoff in different half-cycles. (b) Phase mismatch for the 25th har-
monic in a straight fiber (red line) and the effect of employing a quasi-PM fiber (blue). (c) High-har-
monic spectrum (black line) and corresponding photoelectron spectrum upshifted by the ionization
potential without laser field (red line). Cited from Ref. [29]

boost ionization and thus significantly increase the efficiency of HHG. The simula-
tion has shown that HHG intensity can be one or two orders of magnitude higher
than that produced with a Ti:Sapphire field alone [25, 27]. This enhancement mech-
anism has also been demonstrated by using mixed gases [28].

4.5.2 Ionization Gating Induced by Macroscopic Effects

Attosecond pulses are generated by a large number of ionizing atoms interacting
with a focused laser pulse. This process consists of an interplay between the mi-
croscopic interaction and macroscopic effects due to ionization and phase matching
(PM). In order to efficiently produce HHG and create IAPs, we must realize the
PM conditions, which depend sensitively on the ionization-induced plasma of the
gas medium. However, in the oversaturated ionization regime, ionization probabil-
ity changes rapidly, thus significantly affecting the PM of HHG. On the basis of
this idea, Thomann et al. [29] have recently demonstrated ionization gating induced
by a dynamic PM mechanism. They firstly obtained a laser pulse of about 15 fs
centered at 740 nm, and focused this laser onto a 150 µm diameter, 3.5 cm long
hollow-core waveguide filled with Ar gas, in which high harmonics were generated.
The phase mismatch between the driving laser and the high harmonics is shown in
Fig. 4.8(b). We can see that the phase mismatch is initially small and that the high
harmonics can be coherently built up. However, because of the rapid increase of the
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ionization rate, plasma density increases rapidly. The growing plasma contribution
sweeps the phase mismatch through zero and then to large negative values, so that
HHG is suppressed after the leading edge, resulting in the same ionization gating
as that described in the previous subsection. By using this technique, supercontin-
uum harmonics covering from 25 to 55 eV have been produced (see Fig. 4.8(c)).
In order to create IAPs, an Al filter was used to filter out lower-order harmonics.
The FROG-CRAB technique was then used to characterize the temporal profile of
IAPs. A Mo/Si multilayer mirror centered at 47 eV with a bandwidth of 13 eV was
used to focus the supercontinuum onto Ne gas. Under the streak of the fundamental
field, photoelectrons are ionized and then detected using a magnetic bottle time-of-
flight spectrometer and a microchannel plate (MCP). The FROG-CRAB trace was
constructed by recording a series of photoelectron spectra, from which the temporal
profile of an isolated 210-as pulse was retrieved.

4.6 Two-Color Gating Method

As described in Sect. 4.2, the creation of IAPs generally requires highly sophisti-
cated technology for the driving laser system, such as few-cycle pulses, CEP sta-
bilization, and high intensity. In fact, the demonstration and measurement of IAPs
have been realized using state-of-the-art few-cycle CEP-stabilized Ti:Sapphire laser
systems (see Sect. 4.3). On the other hand, various methods of creating IAPs from
multicycle laser fields, such as the use of a synthesized field consisting of the funda-
mental of a sub-10 fs laser and its second harmonic [8] and/or a MIR field [9], and
the double optical gating (DOG) [10] technique that combines the PG and a two-
color gating, have been proposed. HHG from multicycle laser fields has a major
advantage for the energy scaling of IAPs using a high-power pump. In this section,
we review a promising way to create IAPs using multicycle laser fields.

4.6.1 Two-Color Field Synthesis (800 nm + 400 nm, Parallel
Polarization)

In order to obtain IAPs, the temporal duration of the driving field must be shortened
to a few optical cycles, within which either one-half or one cycle contributes to
the generation of XUV radiation on the attosecond time scale. As one approach
to creating IAPs, Oishi et al. [8] have examined the use of a two-color (TC) field
consisting of a sub-10-fs fundamental (ω0) and its second-harmonic field (2ω0).
This method is based on the interferometric electric field produced by two-color
lasers (ω0: 800 nm + 2ω0: 400 nm). The synthesized two-color electric field (Emix)
is generally expressed as

Emix(t) = E0 exp

[
−2 ln 2

(
t

τ0

)2]
cos(ω0t + φCE)

+ E1 exp

[
−2 ln 2

(
t − δt

τ1

)2]
cos(Kω0t + φCE + φ1),
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Fig. 4.9 (a) Temporal profiles of fundamental, SH and synthesized TC electric fields and square
of the TC electric field. E0 and E1 are 0.9 and 0.1, respectively. (b), (c) Typical spectral profiles
with 20-fs and 9-fs two-color pulses (taken in a single shot), respectively. Adapted from Ref. [8]

where K is the frequency ratio between the main field (ω0) and the supplementary
laser field (ω1 = Kω0), the subscripts 0 and 1 denote the two laser field compo-
nents, E0,1 is the electric field amplitude, and τ0,1 and φ1 denote the pulse duration
and phase, respectively. Here, these two pulses are parallel polarized, the lower-
frequency component (ω0) acts as the main driving laser field, and the higher-
frequency component (K = 2) modulates the main field. Figure 4.9(a) shows one
example of the synthesized TC field. From the top to the bottom, the figure shows
the fundamental field, second harmonic field, synthesized field, and square of the
synthesized field, where E0 and E1 are set at 0.9 and 0.1, and τ0 and τ1 are 9 and
35 fs, respectively. All the other parameters (φCE , φ0, and δt) are set to zero. As can
be seen around the central peak of the synthesized field squared, the amplitude of
the nearest neighbors on both sides is well suppressed by adding a small amount of
the SH field (10 %) to the fundamental field. Therefore, efficient broadband XUV
emission near the cutoff can be obtained even using relatively long driving pulses
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(∼10 fs), and the SH pulse duration is allowed to be much longer than the funda-
mental pulse duration.

Figure 4.9(c) shows the typical observed continuum spectrum driven by TC fields
(9 fs: 800 nm + 35 fs: 400 nm). Discrete components emerged at wavelengths longer
than 33 nm, where the end of the discrete structure corresponds to the ionization
potential plus three-times the ponderomotive energy gained by the second-highest
driving field, as expected from the reshaped field in Fig. 4.9(a). The spectral band-
width of the continuum structure is comparable to that of typical single attosecond
pulses driven by few-cycle pulses. The pulse duration corresponding to the spectrum
that was obtained would be 200 as. The harmonic energy within the spectrum lim-
ited by the Al filter was measured at 0.5 nJ, from which the generated energy in the
gas cell was evaluated as 10 nJ. Note that these spectra were taken in a single-shot
measurement. Most of the observed spectra have discrete structures (see Fig. 4.9(b)),
and the continuum radiation shown in Fig. 4.9(c) appeared occasionally. This might
be due to the unlocked CEP in this laser system. Moreover, when a TC field is com-
posed of an 800-nm, 20-fs pulse and its SH, the continuum structure at the cutoff
region disappears. This TC method with linearly polarized fundamental (800 nm)
and second harmonic (400 nm) fields has a major advantage of simplifying the en-
ergy scaling of the IAPs; however, the pulse duration of the pump laser should be
restricted to less than ∼ 10 fs with CEP stabilization. This technique has also been
demonstrated experimentally by another group [33].

4.6.2 Double Optical Gating, Generalized Double Optical Gating

The combination of TC gating (see Sect. 4.6.1) and PG (see Sect. 4.4) provides
another gating scheme, such as a double optical gating (DOG), which enables us to
create IAPs with a multicycle laser pulse. As explained in the previous subsection,
the synthesis of the SH with the fundamental field breaks the inversion symmetry
of the laser-atom interaction system. Therefore, both even and odd high harmonics
are produced, i.e., the frequency interval becomes ω0. According to the Fourier
transform theory, in the time domain, the synthesis of both odd and even harmonics
results in a train of attosecond pulses with an equal interval of 2π/ω0 = T0 = 2.7 fs.
In other words, in each optical cycle, only one attosecond pulse is produced, as
shown in Fig. 4.10(b). In contrast, two attosecond pulses are produced in the one-
color field (see Fig. 4.10(a)). As a result, for DOG, an IAP can be created even
though the gate width increases to 2.7 fs, i.e., twice that of convectional PG. This
condition enables us to use a longer driving pulse. On the other hand, as mentioned
in Sect. 4.4, the ionization of the target medium is another important factor that
limits the driving pulse duration. It can be seen from Fig. 4.4 that the DOG method
can reduce the depletion of the neutral target. The duration of the longest pulses that
can be used for creating IAPs with DOG is thus increased to 12 fs.

Mashiko et al. [10] have performed an experiment to demonstrate the DOG
scheme. The main pulse was constructed by two counter-rotating circularly polar-
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Fig. 4.10 Solid line: driving
fields for (a) PG and
(b) DOG. The filled curves
show the attosecond pulses.
The background color shows
the ellipticity of the driving
field. Cited from Ref. [10]

Fig. 4.11 Harmonic
spectrum images obtained by
various gating methods. Cited
from Ref. [10]

ized 9-fs laser pulses using the same method of conventional PG. Additionally, a lin-
early polarized SH pulse was synthesized using the main pulse. Figure 4.11 shows
the harmonic spectra for one-color (linearly polarized fundamental field only), two-
color (a SH is added to the fundamental field polarized in the same direction), and
conventional PG and DOG methods. As expected, discrete odd harmonics are gener-
ated by the one-color field, whereas even harmonics appear with the two-color field,
broadening the high harmonics. For the PG field, because the gating width is larger
than 1.3 fs, discrete harmonics are produced. However, the harmonics merge with a
supercontinuum in the DOG field. Also, note that the harmonic intensity is higher
than that generated in the conventional PG case. Another advantage of DOG over
the TC is that the supercontinuum appears through the plateau up to the cutoff region
as opposed to the cutoff supercontinuum in the TC field shown in Fig. 4.9. In other
words, the bandwidth of the supercontinuum generated by DOG is broader, which
allows the creation of IAPs with a shorter duration. In addition, note that the time-
dependent modulation of the ellipticity of DOG method enables us to significantly
reduce the satellite attosecond pulses compared with that of the TC method. This is
an important advantage, because in many pump-probe applications of IAPs, satellite
attosecond pulses set the lower limit of the intensity of probe pulses. Strong satellite
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attosecond pulses may result in some misleading structures, which can make data
analysis difficult.

The DOG concept has been generalized for the elliptically polarized field by
Feng et al. group and called GDOG [36]. The difference of GDOG from DOG is that
the main pulse is synthesized by two counter-rotating elliptically polarized pulses,
e.g., ε = 0.5. As shown in Sect. 4.4, the gate width is 
tG � 0.3ετ 2/Td . Generally,
the delay Td is approximately equal to the driving pulse duration τ , 
 tG ≈ 0.3ετ .
Because ε < 1 for an elliptically polarized field, a longer driving pulse can be used
for the GDOG scheme to produce the same gate width. For instance, if ε = 0.5,
the driving pulse duration of GDOG can be increased by a factor of 2 compared
with that of DOG. To relax the required driving pulse duration, we also need to
reduce the ionization of the target. As shown in Fig. 4.4, the ionization in the GDOG
scheme is markedly reduced as compared with those of the PG and DOG methods.
The upper limit of the driving pulse duration increases to 25 fs. Feng et al. have
demonstrated the advantages of GDOG. The experimental setup is similar to that
of conventional PG. However, to adjust the ellipticity of the driving pulse, a fused
silica Brewster window was set between the birefringent plates. When the ellipticity
is set to about 0.5, supercontinuum harmonics and an IAP of 260-as in duration are
obtained from Ar gas using a 20-fs driving pulse. Moreover, from Ne gas, a 140-
as IAP can be created even though the driving pulse duration is increased to 28 fs.
Note that such a long driving pulse is much easier to create for most laboratories.
Moreover, the energy can be much higher than those of few-cycle lasers, which is
beneficial for producing high-power IAPs.

To produce high-power IAPs, not only the driving pulse duration requirement but
also the stabilization of CEP need to be relaxed. This is because no high-peak-power
laser system with CEP stabilization has been demonstrated yet. In their very recent
work [30], Gilbertson et al. have repeated the GDOG experiment for different CEPs
using a 9-fs driving pulse, which resulted in a narrower gating of 1 fs. Supercontin-
uum harmonics were observed from Ar, which were then focused onto a Kr gas jet.
This converted the IAP photon burst into a replica photoelectron burst, which was
recorded by a time-of-flight detector. Figure 4.12(a) shows the photoelectron spec-
trum for different CEPs. As can be observed, the spectrum is a continuum for all
these CEPs but its intensity varies with CEP. The temporal profiles of the IAPs were
constructed by the FROG-CRAB technique. Figures 4.12(b) and (c) show the tem-
poral profiles for four different CEPs. Note that an IAP can be created for all these
CEPs and its pulse duration is independent of the CEP. These results indicate that
although the intensity changes with CEP, IAPs can be produced without CEP stabi-
lization using the GDOG method if the gate width is sufficiently narrow. Gilbertson
et al. have also successfully demonstrated this conclusion even using a 23-fs driv-
ing pulse. Therefore, a conventional CEP-unstabilized high-power laser can be used
for creating IAPs. The output energy, however, is still very low, say, ∼ 170 pJ [31],
using a 2-mJ driving pulse. An important factor that limits its efficiency is the high
ionization probability. As shown in Fig. 4.4, the ionization probability reaches more
than 90 % when using a 23-fs driving pulse. Such a highly ionized gas medium leads
to a high plasma density and a large phase mismatch, which prevents the efficient
production of HHG and creation of IAPs.
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Fig. 4.12 (a) Photoelectron spectrum produced by supercontinuum harmonics under a streaking
fundamental field. (b) Temporal profiles and phases for an IAP obtained at CEP = 0 (black line)
and π (red line). (c) same as (b), but CEP = π/2 and 3π/2. Cited from Ref. [30]

4.6.3 IR Two-Color Field Synthesis and IR Double Optical Gating

The conventional TC gating method (800 nm + 400 nm, see Sect. 4.6.1) allows us to
use multicycle laser fields to create IAPs. However, the pulse duration of the pump
laser should be restricted to less than ∼ 10 fs with CEP stabilization [8]. Recently,
Takahashi et al. [9] have proposed and demonstrated the generation of a continuum
high-order harmonic spectrum by mixing multicycle (∼30 fs) TC laser fields. They
utilized a TC IR driver source to markedly reduce the requirements for the pump
laser system used for generating an IAP. A similar approach has been proposed the-
oretically by other groups [34, 35], who essentially assumed that a CEP-stabilized
pulse is used for the driving field. As mentioned above, the requirement of CEP
stabilization is one of the factors hindering the generation of an intense IAP by a
TW-class high-power laser system. To meet this requirement for laser technology,
they optimized and demonstrated, for the first time, the creation of an IAP with
non-CEP-stabilized multicycle laser pulses.

This method is also based on the field synthesis produced by the TC (800 nm +
MIR: K < 1). When the TC field is generated by an 800-nm, 30-fs pulse and a
1300-nm, 40-fs pulse, the field amplitude (E2

mix) of the nearest neighbors on both
sides of the central peak is markedly suppressed (see Fig. 4.13 ). Here, the intensity
ratio (ξ = E2

1/E2
0 ) and phases (φCE, φ1) are fixed at 0.15 and 0 rad, respectively. The

intensity ratio between the central peak and the highest side peak is 0.8, which is
almost the same as that of a 5-fs pulse at 800-nm (red line). They also considered the
upper-limit pulse duration (τ0) of the main driving laser (E0) to relax the require-
ments for the pulse duration. By optimizing the synthesized electric field (Emix)



4 Generation of Isolated Attosecond Pulses 63

Fig. 4.13 Field amplitude (E2
mix) of an 800-nm, 5-fs pulse (red line) and TC field (green line).

The TC field is generated by an 800-nm, 30-fs pulse mixed with a 1300-nm, 40-fs pulse. Intensity
ratio (ξ ) and phases (φCE , φ1) are fixed at 0.15 and 0 rad, respectively. Inset, ADK ionization
probabilities of an Ar atom calculated for the DOG (blue line), OC (red line), and TC (green line)
methods as a function of the pulse duration of the main field. Cited from Ref. [9]

structure, the acceptable pulse duration for creating an IAP increases to 30-fs. In the
TC field scheme, the cutoff formula of HHG is slightly modified as

EHHG � Ip + Up0(3.17 + 2
√

ξω0/ω1) + 3.17Up1,

where Ip is the binding energy of the electrons and

Up [eV] = 9.38 × 10−14I
[
W/cm2](λ0 [µm])2

is the electron quiver energy. Two new terms appear by adding the supplementary
field in the two-color method. This equation indicates that the maximum cutoff en-
ergy can be increased by the supplementary IR field.

To efficiently generate IAPs, we must suppress the ground-state population de-
pletion induced by the laser field. The inset of Fig. 4.13 shows the ADK ionization
[18] probability of an argon gas calculated by the one-color (800 nm), DOG, and
two-color methods as a function of the pulse duration of the main driving field.
Here, for each method, the focused intensities are adjusted to obtain the same cut-
off photon energy, which is approximately the 43rd harmonic order (18.6 nm). The
peak intensities are determined as 2.8 × 1014 W/cm2 and 7 × 1013 W/cm2 for the
DOG method, 2.45×1014 W/cm2 for the one-color method, and 1.15×1014 W/cm2

with ξ = 0.15 for the two-color method. Recently, a successful method of reducing
the required pulse duration called the GDOG [36] method has been proposed (see
Sect. 4.6.2). In the GDOG method, which uses 20-fs pulses, the ionization probabil-
ity becomes the same as that of the DOG method, which uses 12-fs pulses. Although
the GDOG method enables us to use a multicycle laser field to create IAPs, the tar-
get gas medium is fully ionized. On the other hand, we can reduce the intensity of
the main field by mixing it with a supplementary IR field, which leads to a decrease
in ionization probability. Obviously, our two-color method significantly reduces the
ionization probability in the multicycle region. This is a major advantage for effi-
ciently generating intense IAPs from neutral-medium conditions, because neutral
media allow us to not only apply the most appropriate PM technique, but also em-
ploy an energy-scaling scheme.
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Fig. 4.14 (a) 2D single-shot harmonic image driven by a TC field. (b) Single-shot 1D harmonic
spectrum driven by a TC field. The insets in the top and bottom panels correspond to the spatial
profile of cutoff harmonics (38th to 45th) and to the enlargement of the spectrum from the 21st to
27th harmonic order, respectively. Cited from Ref. [9]

Figure 4.14(a) shows a 2D single-shot harmonic spectrum imaged on a mi-
crochannel plate (MCP) generated by the two-color field (800 nm + 1300 nm).
A dense harmonic spectrum appears in the lower-order region (see the inset of
Fig. 4.14(b)). This dense harmonic spectrum can be considered as high-order sum
and difference frequency generations (SFG, and DFG) [37]. Each harmonic com-
ponent is assigned to SFG and/or DFG between 800 and 1300 nm. Since the reso-
lution of the spectrometer is not sufficiently high to perfectly resolve each order in
the dense spectrum, the modulation depth of the spectrum has a shallow structure.
However, the dense components disappear as the harmonic order reaches the cut-
off region, and a continuum harmonic spectrum can be clearly seen (33rd to 45th
order). The inset of Fig. 4.14(a) shows the measured far-field spatial profile of the
harmonic beam (38th to 45th order). In this TC scheme, Takahashi et al. obtained a
high-quality beam with a Gaussian-like profile because laser intensity was fixed to
less than the ionization threshold of the harmonic medium. When they changed the
wavelength of the IR pulse from 1300 to 1400 nm while maintaining the focused in-
tensity, the measured harmonic spectrum maintained its continuum structure (see the
dotted line in Fig. 4.14(b)) as predicted on the basis of the concept. When extracting
the cutoff region (38th to 45th order), the attosecond pulse duration becomes shorter
than 500 as.

On the other hand, if the CEP changes shot by shot, the two-color electric field
also changes. Therefore, it is generally necessary to stabilize and control the CEP
of both the two-color components [38, 39]. In order to relax moderately the re-
quirement for CEP stabilization, Tahahashi et al. also investigated the optimization
of the mixed IR wavelength to suppress the multiburst HHG even if CEP changes.
From the calculation, they indicate that the optimal wavelengths for suppressing the
shoulder pulses range from 1280 to 1400 nm, where the multiple pulse burst is well
suppressed, generating IAPs. In other words, the temporal profile of the attosecond
pulse is not markedly affected by the CEP drift under the optimized-IR-wavelength



4 Generation of Isolated Attosecond Pulses 65

condition. Actually, to evaluate the CEP effect, Takahashi et al. simultaneously mea-
sured the harmonic spectrum and the corresponding CEP for each laser shot using
a nonlinear interferometer. Although the intensity of the cutoff region changed shot
by shot, the continuum spectra were observed without CEP stabilization.

To further relax the requirement for the driving laser pulse, Lan and Takahashi
et al. proposed to improve the IR-TC by combining it with PG. This optimized
scheme is called IRDOG [21]. Similar to those in PG and DOG, the main pulse is
constructed by two counter-rotating, elliptically polarized fundamental Ti:Sapphire
laser pulses (800 nm). In addition, a weak IR control pulse at 1300 nm, which was
optimized to relax the CEP dependence of IAPs as discussed above, is synthesized
together with the main driving pulse. In such IR synthesis, as shown in Fig. 4.13,
the time interval between the first and second maximum peaks increases to 6.7 fs,
i.e., 5 times longer than that of the fundamental field alone. In this situation, attosec-
ond pulses are generated every 6.7 fs instead of every 1.3 fs in the fundamental field
alone. Consequently, IAPs can be produced as long as the gating width 
tG < 6.7 fs
rather than < 1.3 fs. This condition significantly relaxes the required driving pulse
duration, which becomes 5 or 2.5 times longer than those of the conventional PG
and DOG method, respectively. Similarly, IRDOG can be generalized to the ellipti-
cally polarized laser case (e.g., ε = 0.5), leading to the technique called GIRDOG,
which allows us to further increase the driving pulse duration. Therefore, the up-
per limit of the driving pulse duration now has increased to 10 times longer than
convectional PG, i.e., 60 fs, which is currently the longest pulse one can use for
creating IAPs. Another great advantage of IRDOG and GIRDOG is that the ion-
ization can be significantly suppressed. As shown in Fig. 4.4, the ionization proba-
bility is only 4 % if the driving pulse is 40 fs and is not completely depleted even
for a 60-fs driving pulse. The low ionization allows us to easily realize the PM of
HHG and achieve a high efficiency. Lan and Takahashi et al. have also simulated
the CEP dependence of the high-harmonic spectrum and IAPs generated from Ar.
It was shown that IAPs can be generated without CEP stabilization although their
intensity varies with CEP. Therefore, the output energy of IAP can be scaled up by
employing the well-established PM and energy-scaling method with a high-power
CEP-unstabilized laser. Such a method will pave the way for creating intense IAPs
using multicycle conventional driving laser pulses that are easily accessible for most
ultrafast laser laboratories.

4.7 Other Methods

Aside from the above methods, there are many other methods proposed to produce
more intense IAP, a broader supercontinuum and shorter IAPs as well as to relax the
requirements for driving pulses. In this section, we briefly introduce several meth-
ods that have been proposed recently. One of them is based on the phase-matching
effect [41–44], which can be called spatiotemporal gating. Because the macroscopic
propagation effect plays an important role in HHG even though the ionization is far
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from saturated [41], by controlling the spatial shape of the fundamental beam and
the geometry of the laser-gas interaction, the phase-matching of HHG may be re-
alized under a specific condition, which can provide both a high efficiency and a
strong temporal confinement. Several groups [41–44] have proposed and theoreti-
cally demonstrated this gating method to produce IAPs with a multi-cycle driving
pulse.

On the other hand, aside from the TC gating, many other methods of shearing
the temporal profile of driving pulses to create IAPs have been proposed. It includes
the use of a three-color IR pulse [45], a specially chirped TC field [46], mid-IR
modulated PG [47], and the synthesis of a THz or static field with a fundamental
pulse [48]. However, these methods need a sophisticated and complex experimental
setup compared with the TC gating introduced in Sect. 4.6.

Additionally, molecular HHG has attracted increasing attention in recent years.
Since molecules have additional degrees of freedom and more complex structures,
we can control HHG by aligning molecules. Lan et al. [49] and Hu et al. [50] have
proposed to increase the harmonic cutoff and produce sub-100 IAP from stretched
molecules. On the other hand, HHG from asymmetric molecules have also been
investigated by several groups [51–53]. Similarly to TC gating, it was shown that
both even and odd harmonics can be produced owing to the asymmetric structure
of molecules [53]. Therefore, only one attosecond pulse is generated in every full
cycle of the driving pulse, which enables us to create an IAP with a multi-cycle
driving pulse. Another advantage over atomic HHG is that the production of IAPs
from asymmetric molecules depends less sensitively on the CEP of the driving pulse
[52]. With further development of the molecular alignment technique [54], it will
become possible to experimentally create IAPs by molecular gating.

4.8 Summary—Generation of High-Power IAPs

As discussed above, various methods of generating an IAP have been proposed. For
a breakthrough in attosecond science for XUV nonlinear optics and the next fron-
tier, one of the most important issues is the development of high-power IAP sources.
Progress in HHG techniques has resulted in the creation of IAPs and APTs. High-
power APTs have been successfully generated as a result of research on harmonic
energy scaling using a loosely focusing geometry [40, 55]. These APT sources
have already been employed in an attosecond nonlinear optical experiment in the
XUV region. Although IAPs have already achieved pulse durations as short as 80
attoseconds for tracing the motion of electrons inside atoms using a state-of-the-art
Ti:Sapphire laser system, the output energy is still insufficient to induce nonlinear
phenomena, because the pump pulse energy is typically limited to a few mJ owing
to the requirements of sophisticated laser technology such as few-cycle pulses and
CEP stabilization. In addition, a PM technique should be included in the genera-
tion conditions to efficiently create an IAP. At present, the maximum IAP yields are
limited to a few nanojoules [6].
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Fig. 4.15 Harmonic spectra obtained with a one-color laser field of 800 nm (dotted profile) and
TC laser field of 800 nm (9 mJ) + 1300 nm (1.5 mJ) (filled profile). Taken from [56]

Recently, Takahashi et al. have demonstrated one of the most promising meth-
ods of scaling the IAP energy. This scheme is based on TC-optimized IR laser field
synthesis (see Sect. 4.6.3) and the energy-scaling method [40, 55] for HHG. As we
previously explained in Sect. 4.6.3, the IR TC scheme for generating IAPs enables
us to not only relax the requirements for the pump pulse duration (∼30 fs) but also
reduce the ionization of the harmonic medium. These are major advantages for ef-
ficiently generating intense IAPs, because the use of neutral media allows us to use
the PM technique. In the experiment, to increase both the interaction length and the
acceptable pump energy, Takahashi et al. employed a loosely focused pumping ge-
ometry with f = 4000 mm. The target Xe gas was statically filled in the interaction
cell of 10 cm length. Figure 4.15 shows a single-shot harmonic spectrum using the
TC laser field (800 nm + 1300 nm). Although the spectrum in the cutoff region
varied slightly with every laser shot because of the CEP of the two-color laser pulse
was not stabilized, they were able to obtain the continuum spectrum with a high
intensity. The total pulse energy of the continuum harmonic spectrum (18th–23rd)
was evaluated to be ∼1 µJ. If the cutoff harmonic spectrum was extracted, IAPs of
600 as pulse duration would be obtained. By focusing this continuum spectrum, a
XUV intensity of > 1014 W/cm2 could be obtained, which is sufficient for produc-
ing nonlinear effects in atoms and/or molecules.
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Chapter 5
Attosecond Pulse Characterization

F. Calegari, M. Lucchini, G. Sansone, S. Stagira, C. Vozzi, and M. Nisoli

Abstract This chapter reviews several experimental methods to measure the tem-
poral duration of sub-femtosecond pulses, either isolated or in the form of trains.
Two classes of techniques, developed over the last few years, are presented in this
chapter. The first is based on cross-correlation measurements between the extreme
ultraviolet (XUV) pulse and the infrared (IR) driving pulse, the other is based on
nonlinear effects induced by the attosecond XUV pulses.

5.1 Introduction

In the last decade the progress in attosecond science has been promoted by ad-
vances in laser technology and by the introduction of novel techniques for the mea-
surement and application of attosecond pulses [1, 2]. Attosecond metrology is now
a mature field; various methods for temporal characterization of sub-femtosecond
pulses have been proposed and implemented, both in the case of trains and isolated
pulses. So far two general schemes have been used. The first one is essentially a
cross-correlation measurement between the extreme ultraviolet (XUV) pulse and a
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replica of the infrared (IR) driving pulse. This method has remarkable analogies
with the streak-camera approach, used in the case of much longer pulses (hundreds
of femtoseconds). The streak-camera approach, which will be described in Sect. 5.2,
turned out to be an extremely useful method; indeed, many applications of isolated
attosecond pulses reported so far have been based on this experimental technique.
Novel cross-correlation schemes, as the Phase Retrieval by Omega Oscillation Fil-
tering (PROOF), will be discussed in Sect. 5.3. The second class of measurements
is based on the use of nonlinear effects and will be analyzed in Sect. 5.4.

5.2 Attosecond Streak-Camera Methods

A complete temporal characterization of attosecond pulses can be achieved by using
a cross-correlation method. The basic idea of the measurement is the following:
the attosecond pulse ionizes a gas, by single photon absorption, thus generating an
attosecond electron pulse, which, far from any resonance, is a perfect replica of
the optical pulse. The conversion of the XUV pulse into an electron wavepacket
is obtained in the presence of a streaking IR pulse, whose electric field acts as an
ultrafast phase modulator on the generated electron wavepacket. In this way a time-
nonstationary filter [3], which is required to achieve the temporal characterization
of the ultrashort pulse, is realized. The evolution of the photoelectron spectra as a
function of the delay, τ , between the attosecond and the IR pulses allows one to
retrieve the temporal intensity profile and phase of the XUV pulses and the electric
field of the IR pulse. This technique has been called Frequency Resolved Optical
Gating for Complete Reconstruction of Attosecond Bursts (FROG CRAB) [4].

The first step of the measurement is ionization of an atom produced by an XUV
pulse. The transition amplitude av from the ground state to a continuum state char-
acterized by the momentum v, can be obtained from first-order perturbation theory:

av = −i

∫ ∞

−∞
dtdvEX(t)ei(W+Ip)t , (5.1)

where EX(t) is the electric field of the XUV pulse; dv is the dipole transition matrix
element from the ground state to the continuum state; W = v2/2 is the final kinetic
energy of the electron (in atomic units) and Ip is the atom ionization potential. From
Eq. (5.1) it is possible to understand that, far from any resonance, the photoelectron
spectrum is directly related to the attosecond field spectrum, both in amplitude and
phase [5]. In order to obtain the temporal characteristics of the electron wavepacket,
the photoelectron spectra have to be measured in the presence of a low-frequency
laser field.

Considering a single atom in a classical electromagnetic field, the Schrödinger
equation can be solved using the following approximations: (i) single active electron
approximation: the atom is treated as a hydrogenlike system and multiple ionization
is neglected; (ii) strong field approximation (SFA): the electron in the continuum
is treated as a free particle moving in the electric field, i.e. the influence of the
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Coulomb potential is completely neglected; (iii) only the ground state and the con-
tinuum are considered, the influence of the other bound states of the atom is com-
pletely neglected. By using these approximations it is possible to obtain a simple
expression of the transition amplitude av [4, 6]:

av(τ ) = −i

∫ ∞

−∞
dteiφ(t)dp(t)EX(t − τ)ei(W+Ip)t , (5.2)

where τ is the temporal delay between the XUV and low-frequency pulses,
p(t) = v + A(t) is the instantaneous kinetic momentum, A(t) is the vector poten-
tial of the low-frequency field, dp(t) is the dipole transition matrix element from the
ground state to the continuum with kinetic momentum p(t) and φ(t) is the temporal
phase modulation imposed by the low-frequency field to the electron wavepacket,
d · EX(t), generated by the attosecond pulse in the continuum. Such phase modula-
tion is given by

φ(t) = −
∫ ∞

t

dt ′
[
v · A

(
t ′
) + A2(t ′

)
/2

]
. (5.3)

From (5.1) and (5.2) it is evident that the effect of the low-frequency field, usually
in the infrared spectral region, on the electron wavepacket generated by the XUV
pulse is to produce an ultrafast phase modulation φ(t). Assuming a linearly polar-
ized IR field EL(t) = E0(t) cos(ωLt), long enough for the slowly varying envelope
approximation to apply, the induced phase modulation can be written as the sum of
three phase terms, φ(t) = φ1(t)+φ2(t)+φ3(t), given by the following expressions
[4]:

φ1(t) = −
∫ ∞

t

dt ′Up

(
t ′
)
,

φ2(t) = (
√

8WUp/ωL) cos θ cosωLt,

φ3(t) = −(Up/2ωL) sin(2ωLt),

(5.4)

where Up = E2
0(t)/4ω2

L is the ponderomotive energy and θ is the angle between
v and the IR polarization direction. The phase terms φ2(t) and φ3(t) oscillate at
the IR field frequency and at its second harmonic frequency, respectively. Since
φ2(t) increases as W 1/2 and, in most cases, Up � W , this phase term predomi-
nates over φ1(t) and φ3(t) for almost all observation angles except θ ≈ π/2. For a
correct characterization of the electron wavepacket generated by the XUV pulses,
the phase modulation imposed by the IR pulse must be fast enough. The bandwidth
of the phase-modulator is given by the maximum value of |∂φ/∂t |, which corre-
sponds to the maximum energy shift of the photoelectron spectrum produced by
the IR field [5], which we will call streaking field hereafter. For a correct XUV
pulse reconstruction, such bandwidth should be a significant fraction of that of the
attosecond field to be characterized.

It is possible to demonstrate that the photoelectron spectra |av(τ )|2 as a function
of the delay between the XUV and IR pulses contains all the information required
for a complete reconstruction of the temporal characteristics of both the attosec-
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ond XUV pulse and the IR streaking pulse, and can be seen as a FROG trace. The
frequency-resolved optical gating (FROG) is a well known technique used for com-
plete temporal characterization of ultrashort light pulses [7]. In a FROG measure-
ment the pulse to be characterized is divided into temporal slices by using a proper
gate pulse. The FROG trace, S(ω, τ), is given by the evolution of the spectra of
these temporal slices, measured as a function of the delay τ between the pulse to
be measured, with electric field E(t), and the gate pulse, G(t), which can be an
amplitude or a pure phase gate:

S(ω, τ) =
∣∣∣∣

∫ ∞

−∞
dtG(t)E(t − τ)eiωt

∣∣∣∣

2

. (5.5)

Comparing Eqs. (5.5) and (5.2) it is evident that the FROG CRAB trace |av(τ )|2 can
be considered as a FROG spectrogram of the electron wavepacket generated by the
attosecond pulse, with a phase gate G(t) = eiφ(t). In order to retrieve the temporal
phase and intensity profile of the attosecond pulse it is possible to use various iter-
ative algorithms, such as the principal component generalized projection algorithm
(PCGPA) [8]. It is worth to point out that although the phase term φ(t) depends
on the energy W , as shown by Eq. (5.4), the FROG algorithm neglects such a de-
pendence, considering an energy-independent phase modulation. This assumption
is usually referred to as the central momentum approximation (CMA) and it is well
satisfied as long as the energy bandwidth does not exceed the central energy of the
attosecond pulse. As a second approximation the dipole transition matrix element
dp(t) is assumed constant, both in momentum (for the CMA) and in time. With
such assumptions, the spectrogram obtained by acquiring the energy of the emitted
electrons as a function of the delay between the XUV and IR pulses can be treated
just like a conventional FROG trace.

Figure 5.1 shows the calculated evolution of the spectra of the photoelectrons
generated by isolated transform-limited XUV pulses with different durations, as a
function of the temporal delay between the XUV pulse and a 5-fs streaking pulse at
800 nm. The electrons are detected around θ = 0◦. When the XUV pulse duration is
shorter than the optical period of the streaking field the photoelectron spectra follow
the temporal evolution of the vector potential, A(t), of the streaking pulse. When
the XUV pulse duration is comparable or longer than the optical cycle of the IR
field, the photoelectron spectra show sidebands spaced by �ωL (where ωL is the an-
gular frequency of the IR pulse) in correspondence of the temporal overlap between
the XUV and IR pulses. Such sidebands are due to quantum interferences between
different portions of the ejected electron wave packet experiencing the same mo-
mentum shift by the IR field.

An important advantage of the FROG CRAB technique is its great versatility,
that makes it possible to analyze not only isolated pulses, with a duration that can
be longer or shorter than the period of the modulating electric field, but also trains of
attosecond pulses or even intermediate configurations of arbitrary complexity [4]. It
is also possible to exploit the dependence of φ(t) on the envelope of the modulating
electric field to retrieve the global temporal structure in the case of trains of non
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Fig. 5.1 Evolution of the photoelectron spectra as a function of the delay between the XUV
and IR pulses, calculated for isolated and transform-limited XUV pulses with duration of
130 as (a), 750 as (b), 1.5 fs (c) and 5 fs (d), assuming a 5-fs IR field with peak intensity
I = 1.5 × 1015 W/cm2. The photoelectrons average kinetic energy is 25 eV and the detection
angle is kept fix around θ = 0◦

identical pulses. The FROG CRAB technique also presents other advantages, inher-
ited from FROG: due to the high redundancy of information in the FROG CRAB
trace, it is very robust against noise, and it is unlikely to properly converge if ex-
perimental flaws exist [9]. In addition, in the case of isolated attosecond pulses only
one optical cycle of the gating IR field is needed for a correct reconstruction, while
FROG CRAB traces are usually acquired over a longer time span, thus increasing
even more the redundancy of information. Moreover, the retrieval of the modulating
electric field offers an additional opportunity to check the validity of the measure-
ment, by comparison with the results of the standard methods for visible pulses.
However, FROG CRAB also presents some limitations, that may hinder a correct
reconstruction, especially when dealing with sub-100-as pulses or with a main XUV
pulse with a residual satellite pulse. The PCGPA, for example, can be too demanding
in this case: in fact, the periodic boundary conditions assumed in its reconstruction
algorithm are not always satisfied in the case of FROG CRAB traces. In addition,
PCGPA needs to operate on square matrices, that is, the number of points on the en-
ergy axis must be the same as the one on the delay axis. Most experimental FROG
CRAB spectrograms do not satisfy this requirement and the number of steps on the
delay axis has to be increased by interpolating the existing ones before feeding the
trace to the inversion algorithm. This can cause the appearance of unphysical pat-
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terns when fast variations of the spectrogram are present (as in the case of satellite
pulses) and the PCGPA fails to retrieve the correct pulse values. In order to over-
come these problems, Gagnon and co-workers developed a new retrieval algorithm,
called least squares generalized projections algorithm (LSGPA) [10]. This algorithm
does not require periodic boundary conditions and obviates the need to interpolate
along the delay axis. It was shown that LSGPA is able to correctly reconstruct FROG
CRAB traces that PCGPA failed to, and was successfully used to characterize 80-as
pulses with a small residual satellite.

5.2.1 Experimental Results

The first experimental demonstration of the attosecond streak-camera method was
reported in 2001 by Hentschel et al. [11]. Isolated attosecond pulses were produced
by spectrally selecting the cutoff region of the harmonic spectrum generated in neon
by 7-fs driving pulses. The XUV beam transmitted by a circular Zr filter, with a size
matching the diameter of the harmonic beam, and the co-propagating annular IR
beam were focused onto a second gas jet by a concentric piezo-controlled dou-
ble mirror unit. The central part of the mirror unit was a Mo/Si multilayer acting
as a bandpass filter centered at 90 eV (bandwidth ≈ 5 eV). Upon measuring the
evolution of the width of the photoelectron spectrum as a function of the delay be-
tween the XUV and IR pulses it was possible to measure a XUV pulse duration of
650 ± 150 as. Using the same technique, pulses as short as 250 as were measured
in 2004 [12].

The first demonstration of complete temporal characterization of attosecond
pulses by the FROG CRAB technique was reported in 2006 by Sansone et al. [13].
Isolated attosecond pulses were generated by using the polarization gating tech-
nique in combination with few-optical-cycle driving pulses. Figure 5.2(a) shows the
photoelectron spectra as a function of the delay between the XUV and the streaking
IR pulses. The periodic oscillation of the FROG CRAB trace follows the temporal
evolution of the vector potential of the streaking pulse. The presence of chirp in
the XUV pulse results in a narrowing or broadening in the streaked electron spectra
at the zero-crossings of the driving vector potential (displayed by the white dashed
lines in Fig. 5.2(a)), with a corresponding increase or decrease of the electron count
rates, respectively. A nearly transform-limited pulse is characterized by an almost
constant electron count rate, as shown in Fig. 5.2(a). The temporal characteristics
of the attosecond pulses were retrieved using the principal-component generalized
projection algorithm (PCGPA) [8]. In the reconstructed temporal intensity profile of
the attosecond pulses, reported in Fig. 5.2(b), the pulse duration was 130 as. Subse-
quently, the FROG CRAB technique has been applied to the measurement of 80-as
isolated attosecond pulses produced by selecting the cutoff portion of the harmonic
spectrum generated by sub-1.5-cycle laser pulses [14].
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Fig. 5.2 FROG CRAB
measurement and
reconstruction: (a) complete
experimental FROG CRAB
trace measured as a function
of the temporal delay between
the attosecond and the
streaking IR pulses. Isolated
attosecond pulses were
generated by phase-stabilized,
5-fs pulses with modulated
polarization state. The white
dashed lines mark a few
zero-crossings of the driving
vector potential: the almost
constant electron count rates
around these positions is a
consequence of the excellent
chirp compensation by a
300-nm thick aluminum foil.
(b) Reconstruction of
temporal intensity profile of
the attosecond pulses after
5 × 104 iterations of the
PCGPA algorithm

5.3 Novel Temporal Characterization Techniques

In 2003 Quéré et al. proposed a technique based on the measurement of the pho-
toelectron wave-packet generated by two replica of the same attosecond pulse and
shifted in energy by an intense IR field [15]. The technique can be considered as
an extension of the SPIDER (Spectral Phase Interferometry for Direct Electric field
Reconstruction) method [16] used in the femtosecond domain, where two replica of
the same pulse are delayed and shifted in frequency by sum-frequency generation
in a nonlinear crystal using a strongly chirped visible-IR pulse. Simulations showed
that the technique could be applied for the characterization of extremely short pulses
down to 12.5 as. A similar approach was introduced in 2005 by Cormier et al. an-
alyzing the interferogram generated by two trains of attosecond pulses created by
two delayed driving pulses slightly shifted in frequency [17]. From the interference
pattern, observed either in the spectral domain (due to the time-delay between the
two driving pulses) or in the spatial domain when the two driving pulses are focused
to slightly different positions, it is possible to reconstruct the time evolution of the
train of attosecond pulses. The latter technique has been dubbed SEA (Spatially En-
coded Arrangement) SPIDER. Simulations indicate that this technique could also
be applied for the measurement of isolated attosecond pulses. Experimentally it was
implemented for the characterization of the 19th harmonic generated by a Ti:Sa laser
amplifier [18]. The generation of two isolated attosecond pulses shifted in frequency
and with a suitable delay, however, still represents a challenge from the experimental
point of view.
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Another approach was proposed by Dudovich and co-workers [19] that demon-
strated in situ characterization of a train of attosecond pulses by adding a small
second harmonic field to the fundamental field. Due to the symmetry breaking
of the total driving field, even harmonics of the fundamental frequency were
generated. By changing the delay between the two fields, their relative phase is
varied inducing a modulation in the intensity of the even harmonics signal. By
measuring such oscillation as a function of the delay, the relative phase of the
odd harmonics can be characterized and the attosecond pulse train can be recon-
structed.

5.3.1 Phase Retrieval by Omega Oscillation Filtering (PROOF)

In 2010 a novel technique was proposed that could allow the characterization
of broadband attosecond pulses using IR fields characterized by low intensity
(I ∼ 1011 W/cm2). The method, indicated as PROOF (Phase Retrieval by Omega
Oscillation Filtering) [20] is closely related to the RABITT (Reconstruction of At-
tosecond Beating by Interference of Two-photon Transitions) technique, used for
the characterization of trains of attosecond pulses [21]. In the case of RABITT the
relative phase between two consecutive harmonics, ωn−1 and ωn+1, is retrieved by
measuring the photoelectron signal obtained by two-color (XUV+IR) photoioniza-
tion. Two paths can contribute to the generation of electrons, whose energy is in-
termediate between the photoelectron signal due to single photon absorption of the
two harmonics: absorption of a XUV photon of the harmonic n + 1 and emission of
an IR photon, or absorption of a XUV photon of the harmonic n − 1 and of an IR
photon. As the two paths are indistinguishable they interfere and the photoelectron
signal (sideband or order n) presents a modulation given by [21–23]:

Af cos
(
2ωLτ + ϕn−1 − ϕn+1 + 
ϕ

f
atomic

)
, (5.6)

where Af depends on the matrix dipole moments between the initial and final states,
ωL is the angular frequency of the IR field, τ is the delay between the IR and XUV
pulses, (ϕn−1 − ϕn+1) is the difference between the phases of the harmonics n + 1

and n−1 and 
ϕ
f
atomic is the phase difference of the matrix elements corresponding

to photoionization from the n + 1 and n − 1 harmonics. The physical interpretation
of the PROOF technique is closely related to the previous formula, but takes into
account that the XUV spectrum is no longer a discrete series of harmonics but a
continuum distribution. The photoelectron signal at energy ωv is due to the super-
position of three terms oscillating at different frequencies:

I (ωv, τ ) = I0 + IωL
+ I2ωL

(5.7)

The three terms on the right-hand side of Eq. (5.7) represent a constant term (I0)

and two terms oscillating in time with frequency ωL (IωL
) and 2ωL (I2ωL

), related
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to transitions which involve the absorption and the emission of IR photons. From
the term oscillating at the IR frequency ωL, it is possible to extract the phase of the
attosecond pulse. Indeed this term is given by four different contributions:

IωL
∝ −U(ωv)U(ωv + ωL)ei[ϕ(ωv)−ϕ(ωv+ωL)]e(iωLτ)

+ U(ωv)U(ωv + ωL)ei[ϕ(ωv+ωL)−ϕ(ωv)]e(−iωLτ)

+ U(ωv)U(ωv − ωL)ei[ϕ(ωv)−ϕ(ωv−ωL)]e(−iωLτ)

− U(ωv)U(ωv − ωL)ei[ϕ(ωv−ωL)−ϕ(ωv)]e(iωLτ) (5.8)

where U(ω) and ϕ(ω) are the spectral amplitude and phase of the XUV pulse
at frequency ω, respectively. The first term of Eq. (5.8) represents a final state
with energy ωv + ωL that can be reached either by direct photo-absorption of
a photon ωv + ωL or by the absorption on an XUV photon ωv and an IR pho-
ton ωL. These two terms interfere depending on the relative phase of the two paths:
ϕ(ωv) − ϕ(ωv + ωL) + ωLτ . The second term represents a final state with energy
ωv that can be reached by direct absorption of an XUV photon ωv or by a two-
color process: absorption of an XUV photon ωv + ωL and emission of an IR pho-
ton ωL. This term will contribute to the signal at frequency ωv . The third term
corresponds to a signal at frequency ωv − ωL and the fourth one to a signal at fre-
quency ωv involving absorption of a photon ωv − ωL. It is important to observe
that this interpretation is closely related to the interpretation of the RABITT sig-
nal, the main difference being that in the case of the RABITT no XUV photon
at the harmonic order n is present as the XUV spectrum is composed of a dis-
crete series of odd harmonics. In the RABITT and PROOF techniques, the inten-
sity of the IR fields should be limited to the perturbative regime as they rely on
the assumption that only paths involving a single IR photon contribute to the sig-
nal. Upon increasing the IR intensity, this assumption becomes invalid and system-
atic errors can be introduced in the reconstruction of the attosecond field. However
also in such cases, simulations show that the PROOF method can reconstruct at-
tosecond field waveforms with a precision superior to the FROG CRAB technique
[20].

5.4 Attosecond Metrology by XUV Nonlinear Optics

A different class of attosecond metrology techniques is based on the use of non-
linear effects, as in the case of femtosecond visible or near-infrared pulses. The
extension of nonlinear optics to the XUV spectral region has been so far limited
by the low photon yield of the available attosecond sources and by the low nonlin-
ear cross-section in the XUV spectral region. Due to the high photon energy of the
XUV pulses, nonlinear processes induced by attosecond pulses necessarily lead to
ionization. Since the XUV field intensity does not exceed 1016 W/cm2, ionization
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proceeds by multiphoton absorption. For a second-order process the photoelectron
yield Y (2) from an interaction volume V with an atomic density na is given by
Y (2) = σ (2)F 2τnaV , where σ (2) is the two-photon cross-section, which is of the
order of 10−49 to 10−52 cm4 s for a range of excess energies from zero to the ion-
ization energy [24], F is the photon flux, and τ is the pulse duration. In order to
have a measurable two-photon ionization yield XUV intensities well exceeding 108

W/cm2 are required. This is the reason why the observation of two-photon processes
in the XUV region by using attosecond pulses is a rather demanding experimental
problem [25].

Various nonlinear processes have been used so far for the measurement of ultra-
short XUV pulse duration: (i) two-photon above threshold ionization (ATI); (ii) two-
photon absorption in atoms; (iii) two-photon double ionization; (iv) Coulomb explo-
sion of diatomic molecules via two-photon double ionization. In 2004 Sekikawa et
al. reported on the temporal characterization of the ninth harmonic of the driving
sub-10 fs pulses of 3.1 eV (central wavelength at 400 nm), by the autocorrelation
technique, employing two-photon above-threshold ionization of helium [26, 27].
The photon energy of the ninth harmonic (27.9 eV) is already above the first ioniza-
tion threshold of He, whereas two-photon absorption of 27.9-eV photons is below
the double ionization threshold. In the case of two-photon ATI, a second photon is
absorbed beyond the one required for ionization of helium atom. In the experiment,
two time-delayed replica of the driving pulse at 3.1 eV were focused, with no spa-
tial overlapping, into an argon gas jet for high-order harmonic generation. The ninth
harmonic pulses were focused into helium by an Sc/Si multilayer spherical mirror.
The photoelectrons were collected and energy-resolved by using a magnetic bottle
photoelectron spectrometer. Upon measuring the number of photoelectrons with en-
ergy corresponding to the two-photon ATI peak (at 31.2 eV) as a function of the
time delay between the two ninth-harmonic pulses, it was possible to measure the
autocorrelation trace, with a minimum pulse duration of 950 ± 90 as. The pulse en-
ergy of the ninth harmonic was 2 nJ on the target. More recently the temporal phase
and intensity profile of the ninth harmonic pulses at 27.9 eV have been measured
by using FROG based on two-photon ATI in He [28]. The shortest measured pulse
duration was 860 as with a flat phase.

The first observation of two-photon absorption (TPA) ionization of helium in-
duced by high-order harmonics of a Ti:sapphire laser was reported by Kobayashi
et al. in 1998 [29]. They measured the autocorrelation trace of the ninth harmonic
by acquiring the He+ yield induced by two-photon absorption: the measured pulse
duration was 27 fs. In 2003, by using the same nonlinear process, Tzallas et al.
demonstrated the first autocorrelation measurement of a train of attosecond pulses
[30]. Seventh to fifteenth harmonics generated in a xenon jet and transmitted by
an indium filter, were injected into a volume autocorrelator. The XUV beam was
divided in two parts by a spherical mirror cut into two halves, which focused the
two beams in a helium gas jet. One of the two parts of the mirror was mounted
on a piezo-crystal translation unit in order to introduce a controllable delay τ be-
tween the two pulse replica. The He+ yield induced by TPA was measured by a
time-of-flight mass spectrometer as a function of τ , and provided the second-order
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autocorrelation signal. The measured ion yield exhibits a clear attosecond structure,
with a periodicity twice that of the driving laser field, from which it was possible to
obtain an estimate of 780 ± 80 as for the average duration of the attosecond pulses
in the train.

Two-photon double ionization (TPDI) of He induced by femtosecond harmonic
pulses was used in 2005 to measure the autocorrelation trace of the 27th harmonic
(42-eV photon energy) of Ti:sapphire laser pulses [32]. In this case the two harmonic
pulse replicas were obtained by spatially splitting the harmonic beam with a separa-
tor of silicon carbide, one of whose parts was mounted on a translation stage in order
to introduce a time-delay between the two pulse replicas. The autocorrelation trace
was obtained by measuring the yield of doubly charged helium ions as a function
of the delay: minimum harmonic pulse duration was 8 fs, with a 24-nJ pulse energy
(corresponding to an estimated intensity at the focal point of 1.7 × 1013 W/cm2). So
far TPDI has not been reported in the attosecond regime.

Coulomb explosion of diatomic molecules via two-photon double ionization has
been used for the measurement of the interferometric autocorrelation of an attosec-
ond pulse train [25, 31], due to the larger nonlinear cross section with respect to
rare-gas atoms. The experimental apparatus is similar to that used in the case of
TPDI of He described above [32]; in this case authors used N2 molecules instead of
He atoms, and two-photon absorption was obtained by using high-order harmonics
at orders from 9th to 19th. The estimated intensity of the 11th harmonic at the fo-
cal point was 3 × 1014 W/cm2. The measured time-of-flight mass spectrum shows
a two-peak structure corresponding to N+ ions produced by Coulomb explosion
of N2+

2 ions induced by two-photon double ionization. The two peaks correspond
to ions with the same kinetic energy release of 5 eV emitted in the forward and
backward directions. The integrated ion yield as a function of the temporal delay
between the two XUV pulses displays clear bunches with a periodicity twice that of
the driving laser field, which correspond to the interferometric autocorrelation trace
of the train of attosecond pulses, with an estimated duration of the pulse envelope
of 320 as in full width at half maximum. This value corresponds to ∼ 1.3 optical
cycles of the principal carrier frequency of the 11th harmonic field.

5.5 Conclusions

Various schemes for temporal characterization of attosecond pulses have been re-
viewed in this chapter. Particular emphasis has been devoted to the streak-camera
approach, which is at the basis of several important applications of isolated attosec-
ond pulses. The FROG CRAB technique, based on the streaking concept, is now
used in various laboratories as a standard method for temporal characterization of
attosecond pulses. Advantages and limitations of such a reconstruction method have
been pointed out. Recently proposed experimental techniques offer the possibility
to extend the attosecond metrology to the sub-100-as temporal regime, where the
FROG CRAB approach starts to present limitations.
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Chapter 6
Strong-Field and Attosecond Physics
with Mid-infrared Lasers

Anthony D. DiChiara, Shambhu Ghmire, David A. Reis, Louis F. DiMauro,
and Pierre Agostini

Abstract This chapter reviews electron energy spectra, multiple ionization, har-
monic generation and attophysics as they are modified by scaling the interaction
physics to longer driving wavelengths. After a brief outline of the development of
mid-infared sources, we discuss findings on Above Threshold Ionization (ATI) and
multiple ionization as an (e, ne) process. We then review the properties of high
harmonic generation (HHG) in gas phase from the point of view of the highest
frequency and the group delay dispersion, both relevant to attophysics. We have ex-
plored other generating media and report HHG from crystal and liquid samples. We
conclude with a brief outlook of both the laser development and attophysics with
MIR sources.

6.1 Introduction

Attophysics is about a decade old and, using high harmonic generation (HHG),
pulse durations can now reach down to ∼80 attoseconds [1] from sources driven
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by Titanium sapphire systems at 800 nm. In parallel to the impressive technological
progress in the control and diagnostics of such pulses [2] mid-infrared (MIR) drivers
have attracted a great deal of interest because they offer, in principle, even better
performance thanks to the wavelength scaling properties of strong-field physics. In
particular the high harmonic cutoff and group delay dispersion (GDD)1 which are
both pertinent to ultrafast attosecond pulse generation can be significantly improved
by increasing the laser wavelength. In fact, increasing the laser wavelength is cur-
rently the only known method for continuously extending HHG beyond the extreme
ultraviolet (XUV) towards the X-ray region of the electromagnetic spectrum.

The philosophy of our group is to approach the study of attophysics by pursuing
a better understanding of how an atom behaves in a strong laser field in an inter-
action scaled by the laser wavelength. We have therefore developed drivers with
wavelengths in the range 1–4 µm based on optical parametric amplification (OPA),
and Difference Frequency Generation (DFG) to produce intense MIR femtosecond
pulses. In this chapter we review the properties of current mid-infrared lasers, with
special attention to the OPA and DFG systems in use in our group. We then ad-
dress the scaling properties of strong-field ionization, multiple ionization and HHG
from gas phase systems. The semi-classical rescattering model illustrates a picture
that easily scales with wavelength, in particular it addresses, the general structure
of the photoelectron energy spectra, the scaling of the harmonic cutoff, which has
reached hundreds of eV and should be pushed to the keV range in the near fu-
ture, and the quadratic spectral phase which controls the optimal bandwidth and the
shortest pulse deliverable by a given source of harmonics. Both of these predictions
are confirmed quantitatively by the experiment. The success of this model though,
does not preclude the occurrence of some unexpected results: for example, the low
energy structure in the photoelectron energy spectrum [3]. Testing the semiclassical
model domain of validity beyond the gas phase, in which atoms are isolated from
each other, is one of the motivations of the exploration of harmonic generation in
the liquid and solid phases, briefly reported in the chapter. In the concluding sec-
tion we discuss current development of an optical parametric chirped pulse ampli-
fier (OPCPA) to bridge the technological gap of OPA-based systems and envision
time-resolved imaging techniques allowed by the use of MIR lasers to reach the
sub-femtosecond time domain.

6.2 Laser Technology: State-of-the-Art and Perspectives

6.2.1 The 3.2–3.9 µm Laser System

The difference frequency generation (DFG) pump and signal beams are generated
by separate laser systems: (1) a Ti:Sapphire laser produces 100 fs full-width at half-
maximum (FWHM) pulses with a center wavelength of 0.816 µm and 3.0 mJ of en-
ergy and (2) a Nd:YLF regenerative amplifier [4] that delivers 16 ps FWHM pulses

1GDD is the quadratic spectral phase that is also known as attochirp.
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Fig. 6.1 Overview of our DFG scheme is shown in (a) with timing synchronization (see text for
details). The beams are incident from the left. Second harmonic is produced from the generated
signal beam in the KTA and is filtered and monitored with an integrated amplified photodiode. An
energy level diagram with photon energies drawn to scale is shown in (b). Timing synchronization
is monitored with a cross-correlation technique shown in (c)

with a center wavelength of 1.053 µm and 0.8 mJ of energy. The kilohertz ampli-
fiers are seeded with commercial oscillators (Time Bandwidth GE-100 [Nd:YLF]
and Spectra Physics Tsunami [Ti:Sapph]) that are electronically synchronized, as
described in [5]. The amplified pump and signal beams are collimated and sent
into the crystal in a near collinear geometry, Fig. 6.1(a), to provide lossless spatial
separation of the idler beam. Potassium Titanyle Arsenate (KTA) is used because
of its high damage threshold [6] and good transparency to wavelengths from 0.3–
5.0 µm [7].

Conservation of energy (see Fig. 6.1(b)),

ωi = ωp − ωs, (6.1)

implies that the central wavelength of the idler is 3.6 µm. However, we have found
that our pump beam undergoes a significant amount of spectral broadening from self
phase modulation [8]. The additional bandwidth in turn allows tuning of the idler
by adjusting the phase matching angle of the KTA crystal. In practice we can tune
continuously from 3.2–3.9 µm with a minimum of 50 µJ of energy and a constant
pulse duration of about 100 fs.

Timing stabilization for the two independent lasers is achieved with commercial
electronics to ≤3 ps rms jitter or less than 20 % of the 16 ps signal (1.05 µm) pulse
width. However, vibrations and other environmental factors limit the synchroniza-
tion of the pulse trains to approximately 10 ps/(10–30 minutes) drift. The drift is
compensated with a feedback loop that monitors the second harmonic (0.527 µm)
amplitude of the 100 fs signal beam generated in the DFG KTA crystal, Figs. 6.1(a)
and (c).
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Fig. 6.2 Models of strong field ionization: (a) N-photon ionization + S-photon ATI. (b) Keldysh
tunneling energy diagram showing the transverse expansion of a Gaussian wave packet [31]

6.2.2 The 1.3–2.0 µm Laser System

The 2 µm radiation source used in the experimental results presented hereafter is
based upon a commercial optical parametric amplifier (OPA) (model HE-TOPAS-
5/800 built by Light Conversion). The 2 µm OPA is pumped by 5 mJ, 50 fs pulses
derived from a Ti:Sapph fs system. The TOPAS starts by using a small amount
of pump light to generate a broadband spectrum via superfluorescence. A narrow
spectral portion is then used as a seed with the remaining 0.8 µm light. After six
passes in two BBO (beta-barium borate) nonlinear crystals 400 µJ of 2 µm radiation
is available (on target). Because this is a parametric amplifier that splits one 0.8 µm
photon into two lower energy ones, conservation of energy implies that 600 µJ of
1.3 µm idler radiation is also generated.

6.3 Photo-ionization and HHG at Long Laser Wavelengths

6.3.1 Tunnel Ionization and ATI in the Recollision Model

One of the first measurements [9] of the ionization rate appeared to depend on the
intensity exponentially and not to follow the power law predicted by the usual per-
turbation theory [10]. This result perhaps suggested to L.V. Keldysh a DC-tunneling
ionization. In his famous paper [11], he shows that the ionization rate changes from
a power law to an exponential, that depends on the laser intensity I , wavelength
λ, and the ionization potential, IP . The change in the rate dependence on inten-
sity follows a transition from the multiphoton regime, Fig. 6.2(a), to the tunneling
regime, Fig. 6.2(b). In the low frequency, low intensity limit the Keldysh theory of
ionization [11] reduces to a DC-tunneling ionization. To satisfy the limit condition,
the field’s frequency, ω = 2πc/λ, is assumed to be small compared to the tunneling
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frequency. More precisely, this is satisfied when the Keldysh adiabaticity parameter,
defined as2

γ = √
IP /2UP (6.2)

is less than one. In the regime where γ < 1, The ionization rate proceeds as

w ∝ exp(−2γ /3ω) (6.3)

independent of ω.
Keldysh theory, developed for the hydrogen ground state, was extended to ar-

bitrary states by Ammosov, Delone, and Krainov (ADK) in 1986 [12]. The ADK
rate includes an analytical solution for the normalization of the final Volkov state
wave function and offers a simple closed-form solution of the ionization rate in a
low frequency laser field.

The strong-field interaction of light with atoms first manifested itself in the pho-
toelectron spectra (Above Threshold Ionization (ATI) Karule [13]). Here we will
only concentrate on the classical aspects of ATI in the tunneling limit [14]. In that
regime, ionization is a subcycle event and electrons are born at t0 near the edge of
the combined barrier (xi ≈ 0) with initial velocity vi = 0 close to peaks of the laser
field. The electron energy spectrum is derived from Newton’s equation of motion
[15, 16]. For a field E(t) = E0 cos(ωt) the time dependent electron kinetic energy
is

E(t) = 2UP

[
sin(ωt) − sin(ωt0)

]2
. (6.4)

Half of the electron trajectories (ignoring the Coulomb attraction of the nucleus)
return to the nucleus with a maximum kinetic energy of 3.17UP [17, 18] at ωt0 ∼
0.3 rad. Electrons returning to the origin at t1 may elastically backscatter acquiring
more energy from the field so that after the recollision,

Ebs(t0) = 2UP

[
2 cos

(
ωt1(t0)

) − cos(ωt0)
]2

. (6.5)

Equations (6.4) and (6.5) are sufficient to determine the major features of the
photoelectron spectra (Fig. 6.3). Electrons born near the peak of the field (t0 = 0)
and drifting away from the core have a kinetic energy close to 0. Electrons born
(with a very low probability) close to a zero crossing of the field drift with a maxi-
mum energy of 2UP . Electrons that backscatter can acquire up to 10UP of energy.
The simpleman’s theory above is closer to reality as the laser wavelength is longer
and γ smaller. For the limits of validity of the tunneling scheme, see [19]. A numer-
ical solution of the time dependent Schrödinger equation (TDSE) [20] performed
for argon at 2 and 0.8 µm (see Sect. 6.4). The extracted trajectory for each wave-
length is shown in color while the completely classical trajectory is shown with the
solid black line. For 0.8 µm, 0.16 PW/cm2, γ = 0.91 the multiphoton character-
istics and discrepancy with the classical theory are obvious. However, for 2.0 µm

2UP is the cycle averaged kinetic energy a free electron gains from an oscillating electric field, and
it is defined as UP = e2E2

0/4meω
2, where, e is the charge, and me is the mass of the electron, and

E0 the electric field. IP is the ionization potential.
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Fig. 6.3 Strong-field
photoelectron spectra of
xenon ionized by a 3.6 µm
laser field. The peak intensity
is inferred as
5.4 × 1013 W/cm2. The light
and dark grey regions
corresponds to Eqs. (6.4) and
(6.5) respectively

at the same intensity γ = 0.36 and the agreement with classical theory is equally
obvious.

6.3.2 Non-sequential Ionization with a 3.6 µm Laser Field

The double (and multiple [21]) ionization of atoms by a short NIR laser pulse can-
not, in general, be explained by sequential tunnel ionization. For example, consid-
ering double ionization the experimental rate is 5–6 orders of magnitude larger than
the ADK rate [22, 23] and corresponds to an appearance intensity that is a factor of
3–5 lower than what is predicted by ADK. Treatments of this problem both quantum
[24, 25] or classical [21] have been a challenge for theory. The simple phenomeno-
logical approach that explains the photo-electron energy spectra can also be applied
to double ionization by (e, 2e) collision [18] and electron ion excitation. The use of
long (MIR) wavelength lasers, for which the recollision energy increases as λ2, al-
lows the study of higher order processes that may clarify the physics behind multiple
ionization.

As an example, the single through quintuple ionization of krypton at 3.6 µm
(γ = 0.25) is shown in Fig. 6.4 along with the yields calculated by numerical inte-
gration of the ADK formula for a 100 fs 3.6 µm that is Gaussian in time and space.
For the conditions of the experiment the Keldysh parameter is γ = 0.25 for the
maximum intensity measured.

Clearly, the agreement of ADK is satisfactory for Kr+, however the discrepancy
of the ADK rate for higher ionization channels is obvious. According to the recol-
lision model, non-sequential ionization (NSI) occurs when an electron wave packet
is driven back to the ion core by the strong laser field and results in a collisional
event (Fig. 6.2(b)). Surprisingly enough for a process happening in an intense laser
field, NSI can be viewed as a field-free inelastic (e, ne) collision. We demonstrate
this by making a direct correspondence between ionic branching ratios defined as,
Kr+n/Kr+ for n > 1, and field-free cross sections.

We have adopted the procedures of [26, 27] that treat rescattering as the multi-
plication of an electron wave packet, WP , with an appropriate field-free cross sec-
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Fig. 6.4 Ionization yields of
krypton driven by 3.6 µm
laser. The results of the full
calculation, Eq. (6.7), are
shown by dotted lines

tion, σ . Here we have used known experimental inelastic cross sections for krypton
[28, 29] for double through quadruple ionization, see Fig. 6.5(a). For quintuple ion-
ization and excitation we have used a Lotz fit [30] since this data was not available.
Excitation is assumed to lead to prompt ionization [27] and we include only the
largest excitation channel of (Kr+)∗, 4s4p6, since double ionization should be dom-
inated by a single excitation channel and direct (e, 2e) ionization. To calculate WP

the laser pulse is sampled in time increments of 1 a.u. and at each point a 1-D tra-
jectory is calculated by solving ẍ = −(e/m)E(t); only trajectories that return to the
core are retained. The initial conditions are consistent with the treatment in [27].
Each trajectory is weighted by the ADK yield to account for tunnel ionization and
ground state depletion. The free expansion of a tunnel ionized wave packet [31] is
taken into account to ensure that each classical trajectory represents a wave packet
with the correct area at recollision. The calculation is summed spatially to account
for the intensity distribution in a Gaussian laser focus and is shown in Fig. 6.5(b).
Figure 6.5(c) shows the measured branching ratios and the inelastic cross sections
from Fig. 6.5(a) broadened by our calculated WP ,

σ̃ (I ) =
∫

dE′σ(E′)WP (E′(I ))
∫

dE′WP (E′(I ))
. (6.6)

Moreover, we have used Eq. (6.6) to calculate the non-sequential ionization proba-
bility in the nearly hard sphere approximation [32],

P(b, I ) = σ̃ (I )
exp(b2/a2

0)

πa2
0

, (6.7)

where a0 = √
2/
E and b is the impact parameter. The results (Fig. 6.4) are in very

good agreement and strongly support the correspondence of strong-field NSI to a
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Fig. 6.5 Panel (a) shows
(e, ne) collisional ionization
cross sections from [28, 29].
See text for details. The return
distributions, WP , are shown
in panel (b) for 100 (red),
80 (green), 64 (black) and
51 (blue) TW/cm2. The
results of Eq. (6.6) as well as
the branching ratios are
shown in panel (b)

field-free (e, ne) process. This may in part be due to the fact that the recolliding
electron returns near the zero of the laser field when the Coulomb potential suffers
only a small distortion. We also note that even at the field maximum the region
of the potential near IP (ion) is not significantly distorted. However, in agreement
with theory [33] excitation processes are more sensitive to effects of the strong laser
field. The success of the field-free cross sections has thus, a simple explanation in
the three-step semi-classical model.

6.4 HHG and Attosecond Generation at MIR Wavelengths

High harmonic generation (HHG) is the other highly nonperturbative observation
of the strong-field interaction. HHG is moreover instrumental in the synthesis of
attosecond pulses. The rescatering model [17, 18] immediately explains the har-
monic cutoff: quantum mechanically the energy of the emitted photon is equal to
the summed energy of the absorbed photons. Classically, the active electron is ac-
celerated in the field and it is this kinetic energy which is converted into radiation.
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Fig. 6.6 The TDSE time
history of the HHG emission
energy for argon excited by
(a) 2 and (b) 0.8 µm driving
laser with intensity
0.16 PW/cm2 is shown by the
red to blue color scale. The
solid black lines are the
purely classical prediction for
return energy and each
numeric label corresponds to
the nth trajectory. The top
trace shows the electric field
of the input pulse, where the
time axis is given in units of
the laser period, T

The so-called harmonic cutoff follows by conservation of energy as 3.17UP + IP

[17]. The maximum energy, proportional to λ2 predicts a huge increase of photon
energy with mid-infrared drivers.

6.4.1 Harmonic Yield

With the most common driving wavelength of 0.8 µm (Ti:Sapph laser) and targets
(rare gases), the HHG efficiency is of the order of 10−6. Both Lewenstein’s strong-
field approximation and TDSE simulations (Fig. 6.6) indicate that the single-atom
dipole decreases rapidly with the laser wavelength [20]. This is most likely due to a
combination of the wave packet spreading during the electron trajectory in the con-
tinuum and the decrease of the recombination cross section as the electron energy
increases. TDSE calculations show that the single atom power spectrum yield scales
as λ−(5.5±0.5) at constant intensity [20] (see also [34]).

The experimental results of Shiner et al. [35] are in agreement with these cal-
culations. Dispersive effects from free electrons, and the intrinsic dipole phase [36]
generally result in an even more rapid decrease of the macroscopic yield scaling
with wavelength [37] at constant intensity. Fortunately, control parameters such as
focusing and target density enable means for global optimization and compensation
of the decrease in yield [38, 39].

If the change in harmonic yield in argon between 0.8 and 2 µm is monitored
while keeping the other conditions fixed, e.g. intensity, gas density and focusing,
and the comparison is confined to a common spectral bandwidth (35–50 eV), then
the harmonics generated by the 2 µm driver are observed to be 1000-times weaker
than with 0.8 µm and 6-times less than that predicted by ’single atom’ calculations
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Fig. 6.7 The high harmonic comb is shown (linear scale) in (a) produced in argon for an intensity
of 18 TW/cm2 with 0.8 µm (dashed line-gray filled) and 2 µmm (solid line-yellow filled) pulses
through an Al filter (transmission in dotted line). The cutoff at 75 eV is due to the Al transmission.
In panel (b) a Zr (filled) and Al (unfilled) filters are used together with the filter transmission curves
shown as dot-dash and dot, respectively. The graphs are not corrected for the grating efficiency.
The real cutoff (220 eV) is seen in the unfilled curve

[20, 38]. Naturally, one has the resource of independent optimization of the pa-
rameters. By optimizing the argon density for a maximum harmonic yield at both
wavelengths we achieve a yield at 2 µm that is only 85-times weaker than the yield
at 0.8 µm. Additional optimization of, particularly, the pump intensity and focusing
geometry will further close the gap in yield for the EUV (≤50 eV) with superior
results anticipated for higher photon energies (50 ≤ �ω ≤ 200 eV) unreachable at
0.8 µm.

High harmonic generation is moreover the only demonstrated route to generating
attosecond bursts of radiation [40]. The yield, cutoff, and spectral phase or attochirp
are critical to the Fourier synthesis of sub-cycle XUV pulses. The following subsec-
tions show recent results pertaining to high harmonics from MIR drivers and their
properties in the perspective of attophysics.

6.4.2 HHG Cutoff and Frequency Content

The harmonic comb consists of an odd-order series of nearly constant amplitude
harmonic peaks of the laser fundamental frequency. The comb terminates at an en-
ergy defined by the cutoff law, �ωcutoff = IP + 3.17UP , previously discussed as
the maximum energy a classically driven photoelectron can convert into a photon
energy. Verifying the wavelength scaling of the cutoff is the first goal of the experi-
ment [38, 41]. The harmonic spectra at 2 µm are recorded in three independent mea-
surements with different filters which have been separately normalized: aluminum
(Fig. 6.7(a)) and zirconium for the low energy portion and aluminum for the high-
energy region (Fig. 6.7(b)). First, Fig. 6.7(a) shows the argon harmonic distribution
in the extreme ultra-violet (EUV) region driven by 0.8 µm and 2 µm fundamental
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fields, transmitted by an Al filter [38]. The 0.8 µm distribution shows a 50 eV cutoff
(i.e. order 31) consistent with previous measurements, time dependent numerical
results [20] and the cutoff law. In contrast, as seen in Fig. 6.7(a) excitation with the
longer wavelength produces a denser harmonic comb (consequence of the smaller
photon energy) extending to the Al L-edge at ∼70 eV. Using a Zr filter instead,
the same argon harmonic comb is observed to extend over the entire Zr filter trans-
mission window (60–200 eV) (Fig. 6.7(b)). The fast structure is the 2 �ω (1.2 eV)
spacing while the overall shape is a convoluted instrumental response. No harmon-
ics are generated in this region using 0.8 µm excitation. A third set of measurements
using the second Al-transmission window is necessary to establish that the 2 µm
harmonic cutoff is ∼220 eV because the measurement using the zirconium filter
is obviously spectrally limited by the transmission drop at short wavelengths. This
cutoff value is consistent with the TDSE calculations [20] and extends the cutoff in
argon beyond the value found in a previous work at 1.5 µm [37] (Fig. 6.7(b)).

6.4.3 Spectral Phase Measurements

A short and a long trajectory are each identified by the total amount of time spent in
the continuum between birth and recombination [42]. In the context of attosecond
pulses Fourier-synthesized from high harmonics, an inherent GDD exists, due to
the relationship between harmonics and the length of the electron trajectories that
generates them [43, 44]. The group delay dispersion, which is approximately lin-
ear with energy for each class of trajectory, is understood classically as the return
energy vs. return time. Since the return energy is quadratic with wavelength and
the return time scales with λ we immediately recognize that the group delay scales
as 1/λ. Thus, increasing the wavelength decreases the group delay suggesting that
long wavelength drivers simultaneously move the harmonic comb to higher ener-
gies with more favorable intrinsic synchronization conditions. The laser used in this
section is our tunable (1.3–2.3 µm) source.

We first addressed the spectral phase measurement by adapting the all-optical
method introduced by Dudovich et al. [45]. In this method the high harmonics are
generated by a two-color combined field(fundamental driving field and its second
harmonic). In such a field, the centro-symmetry of the generation process is lost,
resulting in both even- and odd-order harmonics. The amplitude of the even-order
harmonics depends on the relative phase of the two-color combined field. By con-
trolling the subcycle delay between the fundamental and second harmonic pulses
and recording the resulting oscillations of the even harmonics, it is possible, using
the semiclassical model, to retrieve their emission times, and by interpolation, that
of the odd orders. In the limit of a sufficiently weak second harmonic beam the
emission times correspond to the unperturbed values. It should be stressed that this
method yields the in situ attochirp. Thus, the spectral phase of the attosecond burst
is measured under the conditions of the laser focus without possible propagation af-
fects. The independent of possible subsequent compensation. The phase of the high
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Fig. 6.8 (a) Full scan of ω–2ω delay obtained in xenon at 2 µm, and an intensity of 21 TW/cm2.
The even-order harmonics oscillate at 4 times the fundamental frequency. The dotted line serves as
a guide for visualizing the shift in the delay that maximizes each even-order harmonic. (b) RAB-
BITT spectrogram for 1.3 µm at a laser intensity of 18 TW/cm2. Two individual spectra (line
outs of (a)) for specific delays maximizing (solid line) or minimizing (dashed line) the even-order
harmonics

harmonic light has been measured with this method in gas jets of argon and xenon
at three different driving wavelengths (0.8, 1.3, and 2 µm).

High harmonic spectra are presented in Fig. 6.8(a) for xenon excited by a
21 TW/cm2, 2 µm pulse. The spectra recorded for two different ω–2ω total fields
illustrate the change in amplitude of the even-order harmonics with phase. By con-
trast, the odd-order harmonics are not modulated. A pair of fused silica wedges pro-
vides attosecond control of the relative phase between the ω–2ω fields. Figure 6.8(a)
is a global plot of the harmonic spectra as a function of this relative phase and shows
both the periodic oscillations and the shift in the delay that maximizes different
even-orders.

The pure wavelength scaling, Fig. 6.9 shows the product of the attochirp and the
intensity as a function of the fundamental driving wavelength (to account for the de-
pendence of the chirp on ponderomotive energy and therefore intensity). The figure
also includes measurements in argon for 80 TW/cm2, 0.8 µm, and 71 TW/cm2, 2 µm
pulses. As previously discussed, the expected 1/λ dependence is plotted as a solid
line. The experiment clearly demonstrates the reduction with fundamental wave-
length. The attochirp is reduced by using a longer wavelength driver from a value
of 41.5 as/eV at 0.8 µm to 21.5 as/eV at 2 µm. Those values consider the intrinsic
attochirp of the generation process only, independently of any subsequent compen-
sation. In those conditions, the optimum pulse duration goes down from 250 as at
0.8 µm to 180 as at 2 µm. This corresponds to an optimal bandwidth of 12.5 eV at
0.8 µm and 20 eV at 2 µm. In theory, the central frequency can be set anywhere in
the generated spectra, up to 25 eV at 0.8 µm and 90 eV at 2 µm.
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Fig. 6.9 Scaling of the attochirp as a function of wavelength. The product of the attochirp β with
the intensity I is plotted in order to remove the effect of the peak intensity (see text for details). The
straight line corresponds to the predicted scaling 1/λ. The solid circles are the result of the in situ
measurements and the open crosses are the results of the RABBITT method. Both measurements
are in agreement for 0.8 and 1.3 µm

Fig. 6.10 The OSU attosecond beamline apparatus is shown in panel (a) with a detail of our
RABBITT scheme shown in panel (b). (1) Beam splitter, (2) focusing lens to generate harmon-
ics, (3) generation gas target, (4) metal filter, (5) recombination mirror, (6) glass wedges for
delay scans, (7) focusing lens to match divergence, (8) toroidal mirror, (9) detection gas jet,
(10) cone-shaped permanent magnet, (11) magnetic bottle solenoid coils, and (12) micro chan-
nel plate detector

6.4.4 Attosecond Beam Line and RABBITT Measurements

The (ω–2ω) method depends on a theoretical modelling. It was therefore important
to compare its results with an independent method, the RABBITT method [46–48].
The attosecond beamline is illustrated in Fig. 6.10. It is a versatile design which is
now incorporating a RABBITT line, that is transport of the attosecond pulse train
to a second gas jet where it is superposed to a MIR pulse to ionize a target atom.
The method relies on two-photon, three-color ionization process, independent of
the HHG theory. Figure 6.9 shows preliminary results which appears to confirm the
previous one [44].
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6.5 Exploration of HHG by Liquids and Crystals

With long wavelength lasers demonstrated as a useful tool for understanding the
scaling properties of HHG we now turn to exploratory studies of below threshold
harmonics and HHG in condensed phase systems irradiated by our longest wave-
length laser. The latter is in part motivated by the simple fact that direct observation
of the ionization sequence by constituent charged particle by products in a liquid
or solid is limited to surface analysis. Therefore, understanding the strong-field re-
sponse of bulk condensed phase systems may best be initially pursued by investi-
gating the properties of HHG. Long wavelength lasers are absolutely critical to this
research because the low binding potential or energy gap in condensed state systems
makes tunnel ionization otherwise inaccessible. While the change in density alone
from liquid to solid is minor the structure of a periodic extended lattice has signif-
icant ramifications for condensed matter physics. By comparing a common liquid
and semiconductor material we will highlight just how significant the long range
order of a perfect crystal is in the strong-field sequence as well.

6.5.1 Harmonics Generated in Liquids

In a solid, the breakdown of the medium effectively destroys the integrity of the
sample and the order of the system across the extent of the laser focus. In this sense
a flowing liquid source presents a high density sample that can be exposed to fields
well above the limit of breakdown provided that the sample refresh itself faster than
the repetition rate of the laser. These conditions are satisfied by the design of Tauber
et al. which, in our version, consists of a 27 cm fluid column constructed from
stainless steel tubing, chromatography fittings, custom glassware, and a peristaltic
pump to recycle the fluid after the interaction region. At the end of the column
is a narrow aperture, 2.7 mm by 0.3 mm, that holds a thin wire loop to provide
enough capillarity for the fluid to form a film. With this device we can achieve fluid
films as thin as 150 µm with an average linear velocity of 900 µm/ms and corre-
sponds to a Reynold’s number of Re = 500. This is well within range of laminar
flow (Re < 2000) and the fluid source remained stable over acquisitions of several
hours. Light generated from the laser-fluid interaction was delivered to a Czerny-
Turner spectrometer with an intensified charge-coupled device placed at the output.
The spectrometer has a maximum resolution of 1 nm and is energy calibrated from
200 nm–800 nm within an absolute error of ±50 %. The laser wavelength was
tuned to. Figure 6.11(a) shows sample spectra for 3.6 µm laser light with two dif-
ferent fluid samples, water and hexane. In general, the conversion efficiency is very
good despite the low harmonic order. For water the conversion efficiency is 3×10−6

and for hexane it is an impressive 2 × 10−4. As described in [49] we believe that
despite the very high field strength the density of the fluid effectively shuts down
recombination and harmonics are produced through a perturbative mechanism [8].
We also observe that the spatial mode is extremely clean. Spatial mode cleaning is
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Fig. 6.11 Panel (a) shows two representative harmonic spectra from liquid water (dash line) and
hexane (solid line). The intensity of the laser was 9 × 1013 W/cm2 and 1014 W/cm2 respectively.
The mode of the fifth harmonic generated in water is shown in panel (b) and demonstrates signifi-
cant mode cleaning of the harmonic beam

known to occur as a result of femtosecond laser filamentation [50] and may indicate
that self and cross phase modulation are occurring in the fluid medium. Although,
the highest harmonic produced is only ∼4 eV the conversion efficiency and spatial
profile make MIR harmonic generation in a fluid medium an intriguing scenario.

6.5.2 Harmonic Generation in a Perfect ZnO Crystal

The long range order of a perfect crystal causes dramatic changes the observed har-
monic spectra. Here our experiments are performed with a similar set up as above
but with the laser wavelength tuned to 3.25 µm, a 500 µm ZnO crystal, and the en-
tire apparatus from the interaction region to the detector is purged with argon gas
to limit atmospheric absorption for photons above 6 eV. A sample spectra is shown
in Fig. 6.12. As discussed in [51] the periodicity of the crystal results in rapid field
driven Bragg scattering for electrons promoted into the conduction band (equivalent
to ionization) by the strong laser field. The nonlinear polarization that results con-
tains high order frequency components that extend over 6 eV above the band edge of
the crystal and indicates a distinct breakdown of the perturbative response observed
in a liquid media. We also find that the harmonic cutoff scales linearly with the field
[51] in stark contrast with the atomic picture. The breakdown of perturbation theory
for gas phase harmonic generation has provided decades of fruitful research and can
now be extended to an exciting new regime where the structure of a crystal plays a
pivotal role in the formation of a harmonic comb.

6.6 Conclusion and Outlook

Intense femtosecond mid-infrared lasers have allowed us to investigate the scaling
of strong-field single and multiple ionization, and harmonic generation physics and
to confirm the wavelength advantages in the prespective of attophysics. Extension
from gas phase targets to a solid state system has led to the discovery of a new
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Fig. 6.12 Harmonic
generation from a ZnO
crystal. The band edge of the
crystal is located at about
3.2 eV as indicated by the
vertical dotted line. 2.63 µJ
(0.52 µJ) corresponds to an
estimated intensity of
4.8 × 1012 W/cm2

(9.7 × 1011 W/cm2)

cutoff law while liquid targets have produced bright harmonics and a very clean
spatial mode.

Another interesting application of MIR laser technology coupled to the strong-
field picture lies in using laser driven scattering, e.g. multiple ionization, as a con-
trolled technique to perform sub-femtosecond measurements. In this case we intend
to use elastic scattering [52] to pursue laser driven diffractive imaging. Since the
scattering process is timed by the period of the laser field laser driven elastic scat-
tering potentially provides a route to perform a new class of time-resolved mea-
surements. It has been the purpose of this chapter to review attophysics from the
stand point of advances in MIR laser science and demonstrate the significance of
this approach.

Typically, the power produced by an OPA is a limiting factor since the conversion
efficiency is low; our HE-TOPAS is about 10 % efficient with respect to production
of the idler beam. Increasing the amount of Ti:Sa pump power has an upper limit
determined by the size high quality nonlinear crystals can be made with. Moreover,
one issue with performing strong-field experiments with long wavelength lasers is
the change in the diffraction limited spot size with wavelength. For example, chang-
ing the wavelength from 0.8 µm to 2.0 µm results in a factor of 6 decrease in the peak
intensity assuming all other pulse parameters remain unchanged. Therefore, OPA’s
are not well suited for more complicated pump probe scenarios or experiments that
may require millijoules of MIR laser power. A practical solution exists with optical
parametric chirped pulse amplification (OPCPA) [53] which limits the peak power
a nonlinear crystal is exposed to by stretching femtosecond pulses to picoseconds
and later compressing them back to the femtosecond time-scale thus allowing more
pump photons to be used. Figure 6.13 shows a schematic of the of the OPCPA that
is currently under construction at OSU. We anticipate that our OPCPA will provide
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Fig. 6.13 Diagram of OPCPA currently under construction at OSU

peak powers of 60 Gigawatts or 2 Terawatts at one kilohertz or 10 hertz repeti-
tion rates respectively. This will allow the OSU group to perform more complicated
pump probe experiments for attoscience as well as address wavelength scaling in
high energy density physics and ultrafast filamentation.
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Chapter 7
Strong Field Ionization in a Multi-color Field

T. Balciunas, A.J. Verhoef, S. Haessler, A.V. Mitrofanov, G. Fan,
E.E. Serebryannikov, M.Y. Ivanov, A.M. Zheltikov, and A. Baltuska

Abstract We describe several implementations of multi-color shaping of the optical
cycles of intense laser pulses, which allow direct control of strong-field dynamics
and have important implications for many of their applications. After reviewing a
purely optical detection method for attosecond tunneling ionization bursts in gases
and transparent solids, we experimentally demonstrate the steering of the induced
tunneling electron current via the optical cycle shape of the driving laser pulses.
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We describe two examples: the control of the electron emission direction in above-
threshold ionization, and a new scheme for the efficient generation of tunable THz
radiation. Finally, we also describe an application of shaped optical cycles to the
generation of ultrafast XUV pulses and present first results on steering of the return-
ing electron trajectories in HHG.

7.1 Introduction

Advances in ultrafast laser technology allowed the generation of pulses with inten-
sities that reach electric field strengths comparable to the Coulomb field in atoms,
molecules and bulk media. Because the field extrema occur twice per optical cycle
and the response of matter to such intensities is extremely fast and nonlinear with
respect to the instantaneous field strength, direct observation of attosecond dynam-
ics became possible, giving rise to the new research field of attophysics [1]. An
electric field competing in its strength with binding forces can significantly modify
the binding potential seen by outer valence electrons, allowing their release into the
continuum. Liberation of an electron by the laser field from its bound state is the
primary step in strong field—matter interaction [2]. Tunnel ionization and subse-
quent acceleration of the liberated electron lead to prominent phenomena like above
threshold ionization (ATI) [3] or THz field generation [4]. Some trajectories allow
the electron to return to the parent ion where it can recombine to the ground state
emitting high energy photons, the process known as high order harmonic generation
(HHG) [5].

Traditionally, the required field strengths are achieved by using ultrashort laser
pulses with a sinusoidal carrier wave. The shape of the waveform determines the
instances of ionization and the trajectories of the released electron. For a sinusoidal
carrier wave, this dependence famously results in the 3.17Up maximum kinetic en-
ergy of a rescattered electron being converted into the highest HHG photon energy
[5], as a direct consequence of controlling a returning electron wave packet trajec-
tory with a harmonically oscillating electric field.

The highest peak power of an ultrashort laser pulse is achieved through pulse
compression, i.e. elimination of group delay for all colors comprising the pulse.
Field evolution control, performed either through tailoring the pulse envelope or
through shaping the optical cycles, provides access to changing the outcome of com-
plex strong field matter interactions. Control on the femtosecond time scale can be
achieved by tuning the envelope of the driving laser pulse [6]. Control on the attosec-
ond, or sub-cycle, time scale requires shaping the optical cycle of the carrier wave.
Basic field shaping methods, without mentioning polarization coding methods are
the chirping of the carrier wave [7], control of its phase under a few-cycle envelope
[8], or coherent addition of low-order harmonics [9]. The later method corresponds
to Fourier synthesis of an optical waveform. The capacity of the lower harmonic
superposition method is however limited by a steep decrease in the generation effi-
ciency and the fact that harmonics quickly reach the UV region which is undesirable
for driving strong field phenomena. An important improvement of this multicolor
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method will be to efficiently generate Fourier components downconverted rather
than upconverted from the laser frequency. Optical parametric amplification is an
efficient and well-developed technology to realize such synthesis.

Here we describe several implementations of multi-color sub-cycle shaping of in-
tense laser fields that allow direct control of strong-field dynamics. The implications
of the initial step, tunnel ionization, as the fundamental process behind a plethora
of strong field processes, also discussed in [10], are reviewed in Sects. 7.2–7.6 of
this chapter. The final part deals with the control of the trajectories of the ionized
electrons for tailoring HHG.

7.2 Strong-Field Ionization

The ionization rate and timing can be controlled via sub-cycle shaping of the wave-
form. Keldysh suggested in his revolutionary theoretical work [2], that a valence
electron can tunnel through the binding potential barrier, modified by a strong laser
field. Since the probability of ionization reaches its maximum near the peaks of the
electric field, ionization is predicted to be confined to short intervals of time, last-
ing a fraction of a half cycle of the light field oscillation. Typically, the tunneling
ionization (TI) regime is defined to occur when the Keldysh parameter γ :

γ = ωL

√
2meIp

|e|E0
(7.1)

is much less than unity γ � 1 (ωL—laser carrier frequency, E0—amplitude of the
electric component of the light field, Ip—ionization potential of an atom, me and
e—electron mass and charge respectively). In a later theoretical work [11] Yudin
and Ivanov suggested that tunneling remains significant even for γ greater than one.
The case, when γ ∼ 1 corresponds to the non-adiabatic tunneling regime. Since in
this regime the corresponding tunneling time is on the order of the optical half-
cycle, the binding potential formed by the atomic field and oscillating laser field
varies during tunneling in this regime.

In the regime of TI, the probability of ionization is extremely sensitive to the
amplitude of the electric field since only a sufficiently strong field can cause sub-
stantial modification of the binding atomic potential. Consequently, the ionization
rate becomes strongly sensitive to the absolute phase of the light pulse, which leads
to the expectation that the ionization yield reveals a step-wise profile on a sub-
femtosecond time scale where each step is locked to a half-cycle of the laser field.
Such a behavior of the ionization yield has been recently visualized in an elegant
time-of-flight spectrometry measurement [12] where the attosecond steps in the ion
yield were detected using an isolated soft X-ray attosecond pump pulse and a few-
cycle optical probe. It also demonstrates that the tunneling regime of ionization
remains significant even at γ values greater than unity (as it was predicted in [11])
since γ ∼ 3 was used in the experiment.
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Fig. 7.1 Ionization in a strong laser field can be viewed as tunneling through a barrier formed
by the addition of potential slope caused the laser electric field and the atom’s Coulomb poten-
tial. After ionization, the motion of the freed electron is forced by the laser’s electric field, and
thus the freed electron can come back to its parent ion with a high kinetic energy and recombine.
Upon recombination a high energetic photon is emitted (a). However, the recombination probabil-
ity is low, and thus most freed electrons remain and gain energy until the laser pulse has passed
(b). Generally, the electron emission is symmetric with respect to the laser polarization direction.
This symmetry can be broken by adding a second laser field with an appropriately chosen differ-
ent color and phase (c). The asymmetric electron emission can give rise to emission of a strong
low-frequency (THz) pulse

It is important to emphasize that the direct observation of ions was performed in
[12] by means of a time-of-flight measurement. This method is currently success-
fully used in attosecond physics [13, 14] for investigation of different intra-atomic
and intra-molecular process in gases [15] and solid surfaces [16]. This technique
implies the detection of charged particles (electrons or ions) that have escaped from
the interaction volume and is applicable for gaseous media or solid surfaces. How-
ever, it cannot be used for investigation of ionization processes in volume of bulk
materials. Therefore, for such materials another method which is not based on direct
detection of ionization products has to be developed.

Recently, we have devised an all-optical approach for investigation of ionization
dynamics in transparent media, based on the detection of a time-resolved optical sig-
nal which uniquely originates from the electron tunneling [17]. This method utilizes
a non-collinear optical pump-probe scheme, where ionization dynamics created by
a few-cycle pump pulse is read out by a probe pulse in the form of new spectral
components. The non-collinear pump-probe scheme allows us to discriminate be-
tween the delay-dependent signal in the direction of the probe pulse, originating
from ionization, and all possible signals generated through the nonlinear response
of the medium. From the nature of TI, one can obviously expect that new frequen-
cies are generated spaced by twice the optical frequency of the ionizing field. This
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Fig. 7.2 Sideband generation due to tunnel ionization effects. In a monochromatic laser field,
due to tunnel ionization, odd-order harmonics are generated (a). When a weak second laser field
is added with a slightly different frequency, sidebands spaced by twice the stronger laser field’s
frequency are generated relative to the weak field’s frequency as well (b). When the weak laser
field’s frequency is equal to half the frequency of the strong field, the tunnel ionization is enhanced
every other half-cycle of the strong field. The induced asymmetric emission gives rise to sidebands
spaced by exactly once the frequency of the strong field, and thus a field with almost zero fre-
quency, i.e. THz emission can be observed as well (c). By tuning the weak field’s frequency away
from 1/2 the strong field frequency by 
ω, the frequency of the generated THz sideband is shifted
by 2
ω (d)

behavior was first proposed by F. Brunel in 1990 [18], as a mechanism to explain
high harmonic generation (HHG). Although later it was shown by P. Corkum [5]
that HHG is better explained by recombination of accelerated electrons after TI [19]
(see also Fig. 7.1), investigation of harmonic generation following the mechanism
proposed by Brunel can offer more insights in the dynamics of TI in the adiabatic
regime.

In the pump-probe scheme, it is not required that the pump and probe fields have
the same frequency. Thus one may expect that the ionization profile read out by the
probe field gives rise to sidebands separated by twice the optical frequencies of the
pump field with respect to the frequency of the probe field. When the polarization of
the probe field is the same as the polarization of the pump field, and the fields prop-
agate together in the same direction, the modulation on the pump field caused by
the probe causes a modulation of the ionization rate, which results in the generation
of even more frequencies. The implications of this insight are reviewed in Fig. 7.2.

In this chapter, we present experimental results on optical signals induced by TI,
detected in different frequency ranges, and a theoretical model of the generation of
new optical frequencies in media ionized by a high-intensity laser field. After the
presentation of a semiclassical framework to describe TI in a multicolor laser field
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and a quantum mechanical interpretation, we present different experiments support-
ing our model. First of all, we demonstrate using TI in gaseous media that our non-
collinear pump-probe scheme allows detecting the new frequency components in the
probe field direction, such that the TI induced signal can be separated from other
nonlinear responses. In a second step, we show that the method allows detecting
the TI induced signal from bulk dielectric media, expanding the field of attosecond
physics to systems where direct detection of charged particles is impossible. When
the probe beam has the same polarization as the pump, and has a frequency close
to half the pump frequency, TI can be suppressed for every other half-cycle, sim-
ilarly to when the probe frequency is close to the pump second harmonic. In such
a case, a sideband close to zero frequency can be observed from gaseous media in
the adiabatic TI regime [20]. Such a scheme offers great perspectives for broad-
band and high peak amplitude THz-pulse generation. We show that the frequency
of the THz sideband can be continuously tuned by tuning the frequency ratio of the
two color field. Our experimental observations are in good agreement with calcula-
tions of the optical response from the ionized medium using semiclassical two-step
model. Finally, we show that the directional current in gases induced by incom-
mensurate frequency fields can be directly detected. A classical description of the
electron current following TI in a multi-color laser field can at the same time ac-
curately describe the electron kinetic energy spectrum, and the generation of new
frequencies from an ionized medium. We also show that the low energy electron
spectrum may be used for a more robust carrier-envelope phase detection scheme,
since the electron yield at low kinetic energies is orders of magnitude higher than at
high kinetic energies.

7.2.1 Semiclassical Model of Electron Emission and Sideband
Generation in a Two-Color Field

The semiclassical model of Brunel harmonic emission [18] provides an intuitive
description of the mechanism of the process. It is based on microscopic electron
current production in a field. Brunel proposed a model initially aiming to explain
high order harmonic generation. More recently it was shown that the superposition
of two colors, namely fundamental frequency and the second harmonic of the laser
field, induces a directional current and the model is used to explain the strong THz
pulse emission in plasma [21]. In the high-intensity regime, the ionization of atoms
or molecules can be described as a tunneling of an electron through the barrier into
the continuum. Quantitatively this is calculated using the ADK tunneling rate for-
mula [24]. After the electron is released into a continuum, it is treated as a classical
particle and is accelerated in a laser field. The velocity vd of an electron in a laser
field E(t) is given by:

v(t) = qe

me

∫ t

t0

E
(
t ′
)
dt ′ (7.2)
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The resulting laser-field induced electron current density is then calculated by
integrating:

J (t) = q2
e ρ

me

∫ t

−∞
dtiΓ (ti)

∫ t

ti

dt ′E
(
t ′
)

(7.3)

where Γ is the tunneling rate, ρ is the density of gas, qe and me is the charge and
mass of an electron. The emission of electromagnetic field is related to the accel-
eration of the charge and is therefore proportional to the derivative of the induced
current density J (t):

ETHz ∝ dJ (t)

dt
(7.4)

7.2.2 Quantum Mechanical Treatment of Brunel Emission

The classical interpretation of the emission by the induced electron current although
intuitive, is not rigorous and does have serious limitations. On the other hand full ab
initio numerical integration of time-dependent Schrödinger equation was performed
to calculate THz emission [22, 23] and shows a good agreement with the experi-
mental data. Initial steps were done to apply a strong field approximation for the
calculation of the THz emission using analytical quantum mechanical model [23].
Here we show that there is a bridge between the classical model of the emission
due to strong field ionization and charge motion in the laser field and the free-free
transitions in the quantum mechanical interpretation. The semiclassical treatment
by Brunel is based on several approximations. First, only the interaction of the free
electron with the laser field is considered, the Coulomb potential of the core is ne-
glected. The model describes the electromagnetic wave emission that arises from
the current J induced by the laser field. The emitted electric field is proportional to
the derivative J̇ which is can be expressed as a product of the ionization rate and
the laser field:

J̇ ∝ EL(t)n(t) (7.5)

where EL(t) is the laser electric field and n(t) is the time-dependent electron den-
sity. In the limit of small depletion and strong field regime the free electron density
can be expressed as n(t) = N

∫ t
Γ (t ′)dt ′, where N is the density of the atoms or

molecules and Γ (t) is the static ionization rate. From the quantum mechanical per-
spective, the induced dipole moment is:

d(t) = 〈
ψ(t)|d̂|ψ(t)

〉
(7.6)

The wavefunction of the whole system can be separated into continuum and
bound wavepacket parts ψ = ψb + ψc. Similar to the semiclassical model, let us
consider only the free electrons and replace the full wavefunction with the contin-
uum wavepacket ψc. The derivative of the current J̇ is associated with the second
derivative of the dipole moment:

d̈(t) = 〈
ψc(t)

∣∣Ftotal
∣∣ψc(t)

〉
(7.7)
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where Ftotal is the total field acting on the electron wavepacket, which can be sep-
arated into two parts: Ftotal = FL + Fcore . The first term corresponds to the force
acting on the electron by laser field and the second term is the force due to interac-
tion with the core. By neglecting the latter term, the dipole acceleration becomes:

d̈(t) = FL

〈
ψc(t)

∣∣ψc(t)
〉

(7.8)

The right hand side of the equation is just a probability of ionization times the
force of the laser field FLWC(t). Since n(t) ≈ NWC(t), we see that the expression
(7.8) is essentially the same as the derivative of the electron current (7.5) in the
semi-classical treatment, which means that the emission mechanism proposed by
Brunel arises due to continuum-continuum transitions.

7.3 High-Frequency Sidebands in Gas Targets

We experimentally observe the emission of new optical frequency components that
are generated following the emission mechanism proposed by Brunel. In a non-
collinear pump-probe setup, using 250 µJ, 5 fs horizontally polarized pump pulses,
and 1 µJ, 10 fs vertically polarized probe pulses, we have measured the ioniza-
tion induced high-frequency sidebands as a function of delay between the pump and
probe pulses. In a first experiment, we have used krypton at a neutral gas pressure of
∼ 250 mbar, and we have observed the TI induced sidebands lying around the 3rd,
5th and 7th harmonic of the pump and probe pulses. The measured spectrally re-
solved signals as a function of pump-probe delay are shown in Fig. 7.3(a). The tem-
porally integrated signals (Fig. 7.3(b)) are compared with the signal obtained from
numerical simulations, that includes gas and plasma dispersion, diffraction, spatial
self-action induced by Kerr-nonlinearities, spectral transformation phenomena such
as self phase modulation, wave mixing and harmonic generation, as well as ion-
ization induced loss and plasma related nonlinearities. Although the signal-to-noise
ratio of the experimental data is rather small, several very important agreements
between the experimental data and the numerical simulations can be identified. In
Fig. 7.3(b), the experimental data integrated along the delay-axis is compared to
the full numerical results (dashed colored curves) are and with the results when no
propagation effects are taken into account (black dotted curves). A clear frequency
shift away from ‘pure’ harmonics can be observed when the propagation effects are
taken into account. This shift, although the magnitude is different for the different
sidebands, is observed in the experimental data as well.

In order to further investigate the TI induced sideband generation, we have per-
formed a more extensive study of the sideband around the 3rd harmonic of our
pump and probe pulses. In this study, an argon target was used. While the ioniza-
tion yield from argon is lower than from krypton, the signal may be expected to be
slightly lower. However, since we use a spectrometer that is optimized for detection
of light between 200 and 400 nm, the signal-to-noise ratio for these measurements
is much higher than for the measurements using krypton, as can be seen in Fig. 7.4.
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Fig. 7.3 High frequency sideband generation in krypton. Panel (a) shows the measured spectrally
resolved signals as a function of the delay between the pump and probe pulses. In panel (b) we
compare the measured signals integrated along the delay axis with the results from numerical
simulations, taking into account all propagation effects (dashed colored curves) and without taking
into account propagation effects (black dotted curves). The frequency shift caused by propagation
effects is clearly seen in the numerical results as well as in the measured data

We have investigated the influence of the pump pulse chirp on the measured signal
(Fig. 7.4(b)), as well as the influence of the probe energy (Fig. 7.4(c)). For the lat-
ter, a linear dependence of the TI induced signal on the probe energy is observed,
as may be expected since the probe pulse reads out the modulation induced by the
pump pulse. The influence of the pump pulse chirp on the measured signal can
be expected to have different implications. First of all, since the periodicity of the
ionization steps is disrupted, spectral broadening of the TI induced signal may be
expected. However, since the intensity is reduced when a chirp is introduced on
the pump pulse, it is clear that the TI induced signal is greatly reduced as well.
While we observe a spectral broadening for small amounts of chirp introduced to
the pump pulse, the decrease of the TI induced signal for increased chirp on the
pump pulse makes a quantitative study of the spectrally resolved signal rather com-
plicated. Therefore we only plot the spectrally integrated TI induced signal as a
function of pump pulse chirp, which clearly shows the expected rapid decrease of
the signal (see Fig. 7.4(b)).

7.4 High-Frequency Sidebands in Bulk Dielectrics

Having us proved the conceptual point about the optical detection of the TI induced
signal in gas targets, krypton and argon, we have subsequently performed measure-
ments of the TI induced sideband in the wavelength range from 200 to 300 nm from
different bulk dielectrics. Since in many cases the third harmonic generated by the
probe beam alone was comparable in strength to the TI induced signal, we have set
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Fig. 7.4 Investigation of the sideband close to the 3rd harmonic frequency due to tunnel ionization
in argon. Panel (a) shows the spectrally resolved measured signal as a function of pump-probe
delay. The yellow curves show the signal integrated along the delay and wavelength axes. The
orange curve shows the normalized third harmonic of the probe pulse measured in absence of the
pump pulses. Panel (b) shows the spectrally integrated signal as a function of net material insertion
in the pump beam path. The induced chirp lowers the peak intensity, and thus the ionization yield
and, therefore, the yield of the ionization induced sideband. The yellow curve shows the normalized
integrated signal, and the orange curve shows the estimated normalized peak intensity of the pump
pulses. Panel (c) shows the dependence of the sideband signal on the probe pulse energy. The
orange curve shows the signal in absence of the pump pulse

the central wavelength of the probe pulses to be different from the central wave-
length of the pump pulses. This ensures that in addition to the spatial separation of
the TI induced signal from other processes, the TI induced signal can be spectrally
separated from signals due to other processes that propagate in the same direction
as the probe beam. In order to confirm that the spatial and spectral separation works,
we have measured the signal with linear polarized pump pulses, as well as with cir-
cular polarized pump pulses. In the case of circular polarization, while TI can still be
the dominant mechanism for ionization, the free electron density will not increase
stepwise (as is the case with linear polarized pump pulses), but smoothly. Thus, in
the case of circular polarized pump pulses, no sidebands will be generated. Fig-
ure 7.5 shows the measured signal for the case of linear polarized pump pulses (a)
and circular polarized pump pulses (b). While the absence of the TI induced side-
band in the case of circular polarized pump pulses is notable, one can observe a
clear signal due to 4-wave-mixing (FWM) (ωpump + 2probe) as well. While this
signal does not propagate in the same direction as the probe beam, however, of all
FWM signals possible it propagates closest to the probe beam, and therefore is not
completely suppressed by our spatial filtering. It has to be noted, that since the sig-
nal at ωpump + 2ωprobe inherits its polarization from the pump pulses, it is blocked
by the polarizer in our setup in the case of linear polarized pump pulses, and that in
the case of circular polarized pump pulses, it has a nonzero projection on the probe
polarization direction.

Since the ionization rate depends exponentially on the binding potential of the
material under investigation, we have performed measurements of the TI induced
sideband from different dielectrics, each with a different bandgap (binding poten-
tial). For constant pump pulse intensity, a stronger signal is expected from materials
with a smaller bandgap. In Fig. 7.6 we show the measured signal from different bulk
dielectric materials at a pump pulse intensity of ∼ 20 TW/cm2. The expectation that
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Fig. 7.5 Tunnel ionization induced sideband generation in a bulk dielectric (fused silica). Since
the tunnel ionization rate strongly depends on the instantaneous field strength, the ionization rate
in a linear polarized field peaks strongly once per half-cycle. In a circular polarized field, the tunnel
ionization rate varies smoothly along the laser pulse, since the field strength never becomes zero.
Panel (a) shows the tunnel ionization induced sideband generated from fused silica with linear
polarized pump pulses. This signal is not observed when the pump pulses have circular polariza-
tion (b). In this case, the 4-wave mixing signal wpump + 2wprobe is not blocked by the polarizer
before our spectrometer, and can be used to confirm that the spatial and temporal overlap of the
pump and probe pulses is not lost. Panels (c) and (d) show the temporal evolution of a respec-
tively linear and circular polarized few cycle pulse. Panel (e) shows the normalized instantaneous
intensity for the pulses shown in panels (c) (black) and (d) (green)

Fig. 7.6 First tunnel ionization induced sidebands observed from different bulk dielectrics.
(a) Soda lime silicate—Na2O(22 %)CaO(3 %)SiO2(75 %)—bandgap 6.5 eV. (b) Fused sili-
ca—bandgap 9 eV. (c) CaF2—bandgap 10 eV. (d) MgF2—bandgap 11 eV

less signal is expected from material with a higher bandgap is confirmed by these
measurements, with the exception of the signal measured from our composite glass
soda lime silicate. It has to be noted that it is known that in addition to the size
of the band gap, the presence of impurities in the sample under investigation may
play a significant role in suppressing or promoting ionization in the laser field. For
example, samples with impurities are known to be more prone to optical damage
than very pure samples of the same material. Additionally, for crystalline materials
the orientation of the crystal axes with respect to the laser polarization can influence
ionization as well [25].

7.5 Low Frequency Sideband Generation from Gas

In this section we show that the same ideas that were behind the odd-harmonic gen-
eration experiments in Sects. 7.3 and 7.4 can be seamlessly extended to explain the
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emission of low-frequency sidebands in the THz range. In fact, the process can be
treated as a special case of wavemixing based on transient nonlinearities and as sug-
gested in Ref. [26] can lead to the emission of THz “Brunel sidebands”. Mixing the
fundamental field with its second harmonic breaks the symmetry of the cycle and
yields to the emission of even harmonics in addition to the odd harmonics. In addi-
tion to even high order harmonic generation, this was exploited for the generation
of THz pulses in plasma by Cook and Hochstrasser [27].

There exist several interpretations of the process. Originally, the emission of the
strong THz transients was attributed to a four wave mixing in air. Later, however, it
was shown that the THz emission directly relies on the production of laser induced
plasma. Another more accepted interpretation is a semi-classical two-step model.
The second color acts as an “AC bias” by breaking the symmetry of the optical
cycle and yields production of directional electron current. This directional electron
burst was directly observed by means of ATI spectroscopy [28].

The experiments of the THz generation that were done to date were based on
the degenerate scheme where the fundamental laser field and its second harmonic
are mixed. Here we have used a different scheme based on parametric amplifier
for the generation of the second field, whose frequency can be continuously tuned
around the degeneracy point. The frequency of the signal wave of the degenerate
OPA is half the frequency of the fundamental laser pulse. This ωp + 1/2ωp scheme
is similar to the popular ωp + 2ωp scheme based on second harmonic generation,
except that the lower frequency component is the weaker one. When the frequency
of the second field is detuned from the degeneracy point, the drift of the electrons
in the laser induced plasma is modulated in time, which shifts the emission peak
towards higher frequencies.

An important difference in the case of multi-color pulse superposition using op-
tical parametric amplifier (OPA) as compared to the second harmonic generation
case is the phase relation between the constituent colors. In the general case, the
superposition of frequency ω and αω fields can be written as follows:

E = E1 cos(ωt + ϕCEP) + E2 cos(αωt + βϕCEP + ϕrel) (7.9)

In second harmonic generation both the carrier frequency and the carrier enve-
lope phase (CEP) are doubled (α = β = 2). In this case the slip of the CEP causes
the delay τ = ϕCEP · ω−1 of the waveform with respect to the envelope, where ω is
the laser frequency. Therefore, the change is unimportant if the pulse contains many
cycles and the effect of the envelope on the cycle is negligible. More generally, in
the case of sum frequency generation or n-th harmonic generation, the CEP and the
frequency multiplier are the same (β = α = n) which consequently only causes a
shift of the waveform under the envelope. However, in the case of an OPA seeded
by a white light super continuum the CEP of the seed pulse is preserved (β = 1)
which causes a change of the fringe shape of the field. The multi-color waveform
synthesis using an OPA has the additional advantage that the frequency ratio α can
be tuned continuously. The previously mentioned modulation of the electron burst
emission direction in time leads to the shift of the sidebands in the frequency domain
including the lowest frequency THz sideband as illustrated in Fig. 7.2. In order to
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Fig. 7.7 (a) Emission spectrum of plasma excited with ω and 1/2ω + 2π
ν fields, where

υ = 2υs − υp is the detuning frequency. The two-color driving laser field is comprised of
the fundamental wave (λp = 1.03 µm, 250 µJ) and a tunable signal wave generated in an OPA
(λs = 2.06 − 1.8 µm, 20 µJ). (b) A comparison of the measured THz transient with the CEP of the
laser locked and free running

get a reproducible field shape, we needed to actively stabilize the CEP of the pump
and signal pulses of the OPA. Since the seed for the signal pulse is derived from the
pump pulse, it is enough to stabilize the CEP of the driving laser in order to get all
the waves of the OPA phase-locked together.

Tunable THz emission from a plasma was generated using two colors from an
OPA, which was pumped by an actively CEP stabilized Yb laser. The measured
spectra for different signal and pump pulse frequency ratios are shown in Fig. 7.7.
By detuning the OPA from degeneracy, the frequency of the THz sideband can be
shifted up to 40 THz. The demonstrated tuning bandwidth was limited by the de-
tection scheme and the optical coatings used for combining the different frequency
components of the generating beam. The spectra shown in Fig. 7.7(a) are not cor-
rected for the detection setup response which drops at higher frequencies and yields
broadening of the measured spectrum, and thus shifts the apparent maximum to
lower frequencies. Figure 7.7(b) shows the effect of the CEP locking of the laser
pulse on the measured THz transient. In the case of a free running laser a THz pulse
is generated by every laser pulse, but due to random phase of the THz pulse the av-
erage signal measured with our field sensitive electro optic (EO) sampling detection
setup is zero.

7.6 Mapping of Electric Current with ATI Spectroscopy

In addition to the optical detection described in the previous sections, the directional
current induced by asymmetric field composed of incommensurate frequencies was
also measured directly using electron spectrometry. Combination of several colors
provides additional knobs to control the dynamics of sub-cycle ionization. This ap-
proach was successfully applied, for example, for the measurement of electron birth
time in the HHG process [29] and isolated attosecond pulse generation [30, 31].
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Here have extended this approach and combine incommensurate frequency infrared
colors to control the timing and the trajectory of the electron in a continuum.

In this section we shall present ATI electron spectroscopy measurements in xenon
using intense two-color laser pulses. A two color beam that is composed of a strong
1030 nm and a weaker 1545 nm signal wave is focused into a xenon gas cell. The
intensity of approximately 0.6 × 1014 W/cm2 is reached in the focus which corre-
sponds to the regime where TI is a dominant process (γ ≈ 0.8). In the strong field
regime the electron wave packet evolution in the continuum is mainly determined
by the shape of the laser field and the Coulomb interaction with the parent ion can
be neglected.

The superposition of two colors can be considered as a train of few-cycle pulses
with a DC offset (if the amplitudes of the two fields are not equal). In case of equal
amplitudes of two colors E1 and E2, the resulting field is:

E = f (t)2 sin

(
ω1 + ω2

2
t + ϕCEP + ϕrel

2

)
cos

(
ω1 − ω2

2
t − ϕrel

2

)
(7.10)

In the case of combination of pulses with a wavelength of 1030 nm and 1545 nm,
the synthesized field can be considered as a train of pulses with the correspond-
ing carrier wavelength λ = 4πc/(ω1 + ω2) = 1.2 µm and separated by T = 2π/

(ω1 − ω2) = 10 fs in time.
The experimental results are summarized in Fig. 7.8. The electron spectrum and

a lineout at 15 eV shown in panels (a) and (b) are highly dependent on the CEP of
the laser pulse. The electron asymmetry modulation depth at 15 eV exceeds 50 %,
which indicates good reproducibility of the generated waveforms. The calculated
asymmetry map depicted in Fig. 7.8 c) shows the value of the normalized asymmetry
parameter a = (L−R)/(L+R) versus energy and CEP of the laser pulse. From this
data the phase ellipse is obtained by taking lineouts at two different energy windows
[32, 33], which can be used for in-situ calibration of the actual produced waveform.

Usually for the measurement of the CEP value the high energy part of the spec-
trum corresponding to rescattered electrons is used. The low energy part of the spec-
trum which is dominated by direct electrons, is also sensitive to the CEP of the pulse.
Here we show that the CEP can be measured in-situ not only from the high energy
part of the electron spectrum, but also the low energy direct electrons can be used to
retrieve the CEP without π -ambiguity. From the experimental data in Fig. 7.9 a low
energy window can be observed where the phase of the retrieved asymmetry varies
with electron energy allowing CEP retrieval without π ambiguity. The advantage
of using low energy electrons over using high energy electrons is that the electron
yield much higher allowing for low noise CEP detection without using very high
gas densities. Another advantage of using low energy electrons is the better spectral
resolution of time of flight spectrometers at lower energies.

7.7 High-Order Harmonic Generation

The use of a multicolor multi-cycle driver waveform that can modify the return-
ing trajectory and, simultaneously, accelerate the tunneled-out electron to a higher
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Fig. 7.8 ATI electron spectrum measurement. (a) Phase dependent spectrum of the electrons emit-
ted to the right, (b) lineout at 15 eV of the left and right energy spectra for different CEP, (c) mea-
sured asymmetry parameter dependence on CE phase and electron energy, (d) CEP phase ellipse
obtained from assymmetry parameters at 55 and 75 eV energy

Fig. 7.9 Phase ellipses obtained by taking lineouts at different positions of the spectrum in the low
energy range that is dominated by the direct electrons (a). The retrieved CE-phase (blue line) is
obtained using 11 eV and 16 eV energy windows. The dashed lined represents the ideal of perfect
phase stability and control

kinetic energy compared to the case of a single-color sinusoidal driver field [34].
The initial suggestion for this optimized re-colliding electron steering, dubbed “the
perfect wave” [34], assumed a combination of UV optical harmonics of a 800-nm
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Fig. 7.10 Concept of a three-wave CEP-stable synthesizer for HHG driving. (a) A multi-mJ
diode-pumped femtosecond 1 µm CEP-stabilized pump laser; (b) collinear mid-IR CEP-stable
OPA

laser and included a near-IR sub-harmonic (1600 nm) to demonstrate the feasibility
of the cut-off enhancement numerically. An efficient and technically straightfor-
ward approach to adding Fourier components at octave frequency spacing can be
implemented using a phase-locked parametric amplifier. Shaping of the waveform
is achieved via delaying the phases of the different color components and allows
controlling the HHG cut-off. Simulations based on SFA [35] shown in Fig. 7.11(c)
show the dependence of the cut-off on the carrier envelope phase of the driving laser
pulse φCEP. Here we demonstrate preliminary results of HHG driving with individ-
ual colors of multi-color synthesizer.

The general scheme of the experimental setup is depicted in Fig. 7.10. An
Yb:KGW CPA laser system is used as a front-end for a high energy Yb:CaF2 regen-
erative amplifier (RA) [36]. Using an electronic phase-lock loop (PLL), the carrier-
envelope-offset phase of the amplifier chain is actively stabilized [37]. A white-
light seeded parametric amplifier is pumped with actively CEP stabilized pulses
and yields phase locked signal, pump and idler waves that can be coherently com-
bined.

The results of the HHG driven by three incommensurate frequency fields are
summarized Fig. 7.12. Firstly, HHG was tested using 180 fs 1.03 µm pulses di-
rectly from the Yb laser. Secondly, as a demonstration that the peak power of the
system is sufficient for energy demanding applications such as HHG, we measure
HHG in argon driven by two waves of our synthesizer individually: the signal wave
at 1.545 µm of a KTA OPA and the fundamental wave at 1.03 µm, as shown in
Fig. 7.12(a)–(b). A first obvious effect of coherently combining those two color
components is obvious in Fig. 7.12(c). Due to a three times larger periodicity of the
two-color field as compared to 1 µm wave and asymmetric half-cycles, the density of
the harmonic peaks increases six times. Since the amplitude of the individual peaks
drops roughly only by a factor of 2, the total flux integrated over the spectrum of
the denser-spaced harmonics increases dramatically. Moreover, the spectrum gener-
ated using the two-color driver extends beyond the transmission edge of aluminum
filter, demonstrating that the cut-off can be pushed above the saturation limit of the
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Fig. 7.11 High order harmonic spectra generated with phase-locked multiple color pulses.
(a) A series of measured XUV high-order harmonic spectra generated using three colors, which de-
pend upon the shape of the optical cycle of the generating intense infrared synthesized waveforms.
The waveform is controlled by scanning the CEP of the driving laser pulse. (b) f-2f interference
spectrum used for locking the CE phase. The region with slanted line pattern corresponds to the
linear ramp of the phase which is used for the measurement of the HHG spectrum dependence vs.
phase. (c) Simulation of the three-color driven HHG spectra CEP dependence for different relative
phases between the 1.545 µm (ω/1.5) and 1.03 µm (ω) waves ϕrel = 0 and ϕrel = π/2

1 µm 180 fs pulse. When the third color pulse is added, the HHG spectrum becomes
highly CEP-dependent and exhibits phase-dependent cut-off modulation. This CEP
dependence signifies that sub-cycle shaping is a potential tool for controlling the
dynamics of the electron in a strong laser field. Superposition of these different in-
frared colors with comparable amplitudes provides a route towards a source of high
XUV photon energy and flux.
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Fig. 7.12 Multi-color HHG. Comparison of HHG spectrum generated in Argon using single color
at (a) 1.545 µm, (b) 1.03 µm and (c) cutt-off region of the HHG spectrum generated using two-color
field composed of 1.03 µm (ω) and 1.545 µm (ω/1.5) waves. The spectrum extends beyond the Al
filter transmission edge at 72.5 eV

7.8 Conclusions

In this chapter, we have shown a pure optical detection of the electron ionization
bursts, as well as control of the ionization and steering of the electron current via
multi-color waveform synthesis. TI induces attosecond electron bursts that result in
emission of new optical signals both at frequencies higher than the ionizing field and
at frequencies lower than the ionizing field. In contrast to other attosecond metrol-
ogy methods, the induced emission can be studied both in gases and bulk dielectrics.
The experimental data are in good agreement with a calculations based on the semi-
classical model describing ionization in the strong field regime and subsequent mo-
tion of the free electrons. We have also presented the first results on steering of the
returning electron trajectories in HHG.
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Chapter 8
Attosecond Electron Interferometry

Johan Mauritsson, Marcus Dahlström, Kathrin Klünder, Marko Swoboda,
Thomas Fordell, Per Johnsson, Mathieu Gisselbrecht, and Anne L’Huillier

Abstract Attosecond extreme ultraviolet light pulses have the potential to resolve
the ultrafast electron dynamics that govern basic properties of atoms, molecules, and
solids. Here we present three different interferometric pump-probe methods aiming
to access not only the temporal dynamics, but also state specific phase information
after excitation/ionization using attosecond pulses.
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Fig. 8.1 (a) APT plus IR field, (b) isolated attosecond pulses plus delayed IR field

8.1 Introduction

Attosecond pulses are the shortest available probes to time-resolve processes that
occur on the natural time scale of electrons (notably photo excitation processes in
atoms) [1, 2]. The bandwidth of these pulses is intrinsically very broad. In order to
obtain state specific information we need to achieve a spectral resolution much bet-
ter than the inverse of the pulse duration. Here we demonstrate that this is achiev-
able by utilizing the coherence of multiple pulses combined with interferometric
measurements. We do this by detecting photoelectrons ionized using either an at-
tosecond pulse train (APT), which corresponds to a frequency comb in the spectral
domain, or a pair of pulses, analog to traditional Ramsey spectroscopy, with the
difference that the pulses have different frequencies, one in the extreme ultraviolet
(XUV) and one in the infrared (IR) or visible frequency range. The coherent addi-
tion of multiple ionization pathways result in observable interference fringes in the
photoelectron spectra that contain both spectral and temporal information about the
ionization process. The spectral resolution will, in this case, not be limited by the
bandwidth of the pulses, but by the stability and delay range of the pulses.

In this chapter we present three experiments where attosecond electron interfer-
ometry is used to obtain both spectral and temporal information. In these experi-
ments we:

1. measure the phase variation of resonant two-color two-photon ionization, which
allows us to determine the intensity dependence of the 1s2-1s3p transition energy
in helium [3];

2. measure the difference in time delay between electrons emitted from the 3s2 and
3p6 sub-shells in argon [4];

3. characterize an excited electron wave packet in helium composed of the 3p, 4p
and 5p states by interfering it with a known reference [5].

In the first experiments (1 and 2) we use an APT and a weak IR probe field
(Fig. 8.1(a)), while in the third experiment (3) an isolated attosecond pulse and a
few-cycle IR pulse interact with the atom (Fig. 8.1(b)). In all three cases the mea-
surements are based on interferences between photoelectron wave packets at differ-
ent delays between the attosecond pump pulses and the IR probe pulses. The spectral
resolution is not given by the inverse of the duration of the actual pulses but rather
by that of the pump-probe delay. We thus reach a resolution that can potentially be
orders of magnitude better than the Fourier limit of the excitation pulse.
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Fig. 8.2 The pathways in
three different cases
presented in this chapter

8.2 Electron Interferometry

The characteristics of attosecond pulses in terms of coherence, bandwidth, pulse du-
ration and spectral range make the use of traditional spectroscopy methods difficult
and new techniques have to be developed [6–15]. The techniques presented in this
chapter are based on electron interferometry to perform measurements over large
spectral regions. The keywords here are phase and phase variation. Being able to
measure how the phase is varying over large energy spectra is essential to access the
attosecond timescale.

In order to do attosecond electron interferometry we need (at least) two ionization
pathways to the same final state. In this case the interference is a result of the fact that
we do not know, when observing an electron, which way it entered the continuum.
If the phase of one pathway is known that path can serve as a reference to the second
path whose phase we want to measure.

The different pathways in the three experiments presented can be summarized as
follows:

(i) Path 1: absorption of an XUV photon followed by absorption of an IR photon.
Path 2: absorption of a more energetic XUV photon followed by emission of
an IR photon. In this case we do not know the phase of either pathway and
have to compare the interference signal with another signal in order to obtain
information about the relative phase difference, Fig. 8.2(a).

(ii) Path 1: the first XUV photon is tuned to be close to a resonance and the system
is then ionized by an IR photon. Path 2: absorption of a more energetic XUV
photon (sufficient to ionize the system) followed by emission of an IR photon,
Fig. 8.2(b).

(iii) Path 1: ionization using an attosecond pulse. Path 2: excitation of one or sev-
eral bound states using an attosecond pulse, followed by ionization by a phase
locked IR pulse. In this scheme phase information about the bound states can
be obtained, Fig. 8.2(c).

Already the first demonstration of attosecond pulses [6, 16] utilized electron in-
terferometry as a characterization method. The technique known as RABITT (Re-
construction of Attosecond Beating by Interfering Two-photon Transitions) is used
to characterize an average attosecond pulse in a pulse train. In the RABITT method
the delay between the APT and an IR probe field is scanned and a photoelectron
cross-correlation spectrogram is recorded as a function of delay.
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Fig. 8.3 Rabitt scheme.
(a) A train of attosecond
pulses is used to ionize a gas.
If the energy of the individual
harmonics is in excess of the
ionization potential the atom
is ionized via a one photon
ionization process. (b) When
the ionization takes place in
the presence of an IR field
sidebands can be generated
either by absorption or
emission of an IR photon.
Each sideband can therefore
be reached through two
different quantum paths that
will interfere

Information about the timing of the photoionization process is found in the
modulated sidebands, which are reached by two interfering quantum paths, see
Fig. 8.3. The first path is absorption of the harmonic with frequency qω, V

(q)
I ∝

exp(−iqωt + iφq), followed by absorption of an IR photon V
(+)
II ∝ exp(−iωt + iφ1).

The second path is absorption of the harmonic with frequency (q + 2)ω,

V
(q+2)
I ∝ exp[−i(q + 2)ωt + iφq+2], followed by emission of an IR photon

V
(−)
II ∝ exp(iωt − iφ1). Both pathways result in the same final energy, Ek =

(q + 1)�ω − Ip .
The photoelectron signal in the sidebands varies as a function of delay as

s(τ ) = A + B cos
[
2ω(τ − τGD − τI )

]
,

where A and B do not depend on the relative delay τ = φ1/ω1, τGD ≈
(φq+2 −φq)/2ω is the group delay of the attosecond pulse and τI ≈ (ϕ−

I −ϕ+
I )/2ω

is a delay introduced by the ionization process involving a two photon transition.
The temporal structure of the attosecond pulses can be reconstructed from the spec-
trum in combination with the group delay. This implies that τI has to be known or
assumed to be sufficiently small to be neglected. The delay τI can be calculated
numerically by solving the time-dependent Schrödinger equation (TDSE) using a
single-active electron approximation [6, 17] and [18]. In the next two sections we
focus our attention on measuring τI using attosecond electron interferometry exper-
iments.

8.3 Photo Excitation Using an APT and an IR Field

Although the RABITT method presented above was originally developed to charac-
terize APTs, two-photon electron interferometry can be used to measure the atomic
properties of the target gas provided the phase variation between all the harmonics
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Fig. 8.4 Electron spectra as a
function of delay for argon
(a) and for helium (b) with a
detuning of δω = 190 meV.
In helium the phase of the
modulation of the 16th
sideband depends on the
detuning while the higher
orders do not (see dashed
lines). (c) Measured phase
difference as a function of
harmonic order for argon
(light grey) and helium (dark
grey)

is known [18, 19]. We take benefit of this to study the bound excited state of helium,
1s3p 1P1, dressed by an IR laser field, via resonant two-color two-photon ionization.

The APT is first characterized using argon as calibration gas. In argon all har-
monics in the APT from harmonic 15 to harmonic 25 have sufficient energy to over-
come the ionization potential. We record the photoelectron spectra as a function of
the delay between XUV and IR. In Fig. 8.4(a), the intensity modulation of the side-
bands reveals a characteristic linear time-offset due to the phase difference between
harmonics. The duration of the reconstructed pulses in the APT is about 260 as.

Once characterized, the same attosecond pulse train is used to ionize helium in
the presence of an IR field. The difference now being that harmonic 15 does not
have sufficient energy to ionize helium and the energy of this harmonic is close
to resonance with the 1s3p 1P1 state. The absorption of one additional IR photon,
however, is sufficient to ionize and sideband 16 can, therefore, still be observed.
Compared to argon, sideband 16 exhibits a distinct time-offset with respect to higher
order sidebands (see Fig. 8.4(b)). This phase variation is a signature of the resonant
character of the photo-excitation process in helium.

By comparing the measurements in argon and helium we can extract the phase
induced by the state close to resonance. We subtract the linear contribution and set
the unaffected phase of higher order sidebands as a reference clock to zero in order
to read directly the induced phase shift from the phase of sideband 16, as illustrated
in Fig. 8.5.

The induced phase is expected to depend on the detuning from the resonance
and experimentally this detuning can be obtained either by changing the frequency
of the driving laser and thereby the frequency of harmonic 15, or by changing the
intensity of the probe IR field and thereby shifting the resonant state by the ac Stark
shift.

We start by detuning the laser nominal frequency keeping everything else con-
stant and calibrate the induced phase shift as a function of detuning, see Fig. 8.6.
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Fig. 8.5 Schematic
photo-ionization diagram in
Helium. The harmonic phase
differences at different
dressing intensities are clearly
noticeable for sideband 16

Fig. 8.6 (a) Measurements
(circles) of the phase as a
function of laser detuning.
The dark line indicates results
of a perturbative model while
the lighter grey line shows
results of simulations based
on solving the TDSE.
(b) Phase (squares) as a
function of intensity, the solid
line is averaged over six
points

Sideband 16 is very close to the ionization threshold, and only half the resonance
(positive detuning) is accessible. For negative detuning, it is not energetically possi-
ble to ionize the excited state with only one IR photon. The measurements are com-
pared with the results of two different calculations (solid lines): the dark red line
represents a perturbative model considering only the resonant state, while light or-
ange line shows the result of calculations performed by numerically integrating the
TDSE in the single active electron approximation [20]. Both calculations are per-
formed in conditions similar to those in the experiment, where we assume Gaussian
envelopes for the IR and XUV pulses with FWHMs of 35 and 15 fs, respectively.
The result agrees very well with the experiment.

We change now the intensity of the probe field and measure the induced phase
shift in order to investigate the bound excited state, 1s3p 1P1 of helium in a dressed
IR laser. In Fig. 8.6(b) an almost linear increase of the phase with intensity is ob-
served, and emphasized by the dark red curve obtained by averaging.
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Fig. 8.7 Measured transition
energy of the 1s3p state.
Experimental results (orange
line), compared with the
ponderomotive energy (black)
and TDSE calculation (dark
red line)

Combining the two phase measurements in Figs. 8.6(a) and 8.6(b), we can deter-
mine the intensity dependence of the 1s2-1s3p transition energy. Both experimental
(orange line) and TDSE (dashed red line) results are shown in Fig. 8.7. Assuming
the ac Stark shift of the fundamental state to be very small, we present as guide-
line the variation of the transition energy if the 1s3p state was moving following
the ponderomotive energy (black line). We find that the measured transition energy
increases about 40 % more rapidly with the laser intensity than the ponderomotive
energy, up to the saturation at about 1.3 × 1012 W/cm2. This measurement of the
two-photon ionization phase variation in the vicinity of a resonant state allows the
investigation of atoms in a dressing field. The method can naturally also be applied
to study the dynamics of auto-ionizing states in molecules [14, 21].

8.4 Photo Ionization Using an APT and an IR Field

In the experiment presented above the attosecond pulse train was first characterized
and then used to do the measurement. An alternative approach is to do the two mea-
surements simultaneously. The same pulse train is then used for both measurements
and by subtracting the two results the influence of the pulse structure is removed.
We use this approach to study photoionization of argon atoms excited by attosecond
pulses and measure the difference in time delays between electrons emitted from
the 3s2 and 3p6 shells at different excitation energies ranging from 32 to 42 eV. The
attosecond pulses have a central energy of 38 eV and a bandwidth of 10 eV, cor-
responding to a compressed duration of 170 as. The actual attosecond pulses were
not fully compressed and measured to be 450 as. Interestingly, in this experiment
the exact temporal structure of the attosecond pulse is not important since it affects
the electrons coming from the two initial states in the same way. A Cr filter is used
to select a rather narrow harmonic spectrum, containing harmonic orders from 21
to 25, so that electrons emitted from the 3s2 and 3p6 shells are separated in energy
(see Fig. 8.8).
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Fig. 8.8 Principle of the
time-delay measurement.
Two electron wave packets
originating from different
shells are simultaneously
created using the same comb
of high-order harmonics. The
outgoing electron wave
packets are further probed
with a weak IR field. For
simplicity only two
harmonics are indicated. Also
shown is the experimental
harmonic spectrum used

Acquiring two interferometric traces at the same time, we can determine the dif-
ference in delay in photo emission, τI (3s) − τI (3p), at the position of the sideband
peaks. In this experiment we observe three sidebands (with orders 22, 24 and 26).
The interpretation of this delay difference requires some theoretical analysis, based
on second-order perturbation theory.

A two-photon absorption matrix element can be written in atomic units as

M(�k) = −iFLFH lim
ε→+0

∑

n

〈�k|z|n〉〈n|z|i〉
Ei + ωH − En + iε

,

where FL and FH is the complex field amplitude of the laser and harmonic field
respectively, and ωH is the frequency of the harmonic. The initial state, ϕi = 〈�r|i〉,
is assumed to be a bound state with energy Ei . The final state, ϕ�k = 〈�r|�k〉, is taken
to have an asymptotic momentum along �k and energy Ek = k2/2 in atomic units.
The sum runs over all bound states and continuum states of the atom, ϕn = 〈�r|n〉,
with energy En.

Making a partial wave expansion of the final state, separating angular and radial
parts and for simplicity assuming that the initial state is an s state, the matrix element
becomes:

M(�k) = −iFLFH

∑

�=0,2

C�0Y�0(k̂)eiη�(k)(−i)� lim
ε→+0

∑

n

〈Rk�|r|Rn1〉〈Rn1|r|Ri0〉
Ei + ωH − En + iε

,

where Y�0 is a spherical harmonic, C�0 the corresponding angular coefficient and η�

the scattering phase of the final state with angular quantum number �. This expres-
sion can be rewritten as

M(�k) = −iFLFH

∑

�=0,2

C�0Y�0(k̂)eiη�(k)(−i)�〈Rk�|r|ρka1〉,

where we have introduced the perturbed wave function ρka1, ka1 denotes the inter-
mediate state wave number and 1 is the intermediate angular momentum quantum
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Fig. 8.9 Comparison
between the measured delay
differences for ionization of
Ar from the 3s and 3p shells
(marks with error bars) with
calculations performed
according to the approximate
theory developed in [4] (light
grey line). Also shown is the
delay expected for
one-photon ionization (black
line) and the laser-driven
continuum-continuum
transition (dashed line)

number. The perturbed wave function is an outgoing complex wave function. Ap-
proximating the involved continuum wave functions by their asymptotic behavior
[4], the phase of the final state cancels out and we obtain the simple result:

M(�k) ∝ eiη1(ka) ×
(

i

ka − k

)iz
(2ka)

i
ka

(2k)
i
k

Γ (2 + iz) ≡ eiη1(ka) × eiφcc(ka)

Combining the two paths leading to a given sideband, labeled with subscripts a

and e respectively, we find that the ionization delay introduced previously is the sum
of two terms:

τI = η1(ke) − η1(ka)

2ω
+ φcc(ke) − φcc(ka)

2ω
∼= τW + τcc.

The first term can be interpreted as the group delay of the single-photon ion-
ized photoelectron wave packet, also known as the Wigner-Smith delay [22, 23].
However, there is also a delay coupled to the continuum-continuum transitions be-
tween the states reached by one-photon ionization and the sideband states where the
measurement is done. Using a classical interpretation, this “continuum-continuum”
delay arises from the motion of the electron in a Coulomb potential in the presence
of a probe IR field. Figure 8.9 shows experimental results compared to a theoreti-
cal prediction based on Hartree-Fock calculations for the Wigner-Smith delay and
on asymptotic behaviors for the continuum-continuum part. The agreement is sat-
isfactory, at least for the two points at highest energy. However, let us emphasize
the need for more experiments and for a more accurate theoretical treatment of both
the continuum-continuum transitions and the Wigner-Smith time delays in a region
where correlation effects in the initial and final states should be important [24–27].
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Fig. 8.10 Principle of attosecond pump-probe interferometry: (a) A broadband, isolated attosec-
ond pulse centered on the ionization threshold of Helium is used to coherently excite an electron
wave packet consisting of a superposition of bound and continuum p-states. After a variable delay
the bound part of the wave packet is ionized by a few cycle IR pulse, which is locked in phase to the
attosecond pulse. The electron distribution is recorded using a velocity map imaging spectrometer
(VMIS). Three VMIS images are shown for different delays in (c)–(e) and the on-axis electron
energy is presented as a function of delay in (b). The photoelectron spectra exhibit interference
fringes owing to different pathways leading into the continuum

8.5 Photo Excitation Using a Single Attosecond Pulse
and a Delayed IR Field

The methods presented so far have all used APTs and the spectral resolution ob-
tained is a result of the number of pulses in the trains. When isolated attosecond
pulses are used, the interferometry technique is slightly different. In analogy with
Ramsey spectroscopy, the spectral resolution is now determined by the separation
between the pump and the probe pulses and the stability of the experimental setup.
The advantage of using an isolated attosecond pulse is the continuous spectrum
that allows us to excite several bound states simultaneously, i.e. to create a wave
packet.

In Fig. 8.10 we demonstrate the principle of our method. We use a free wave
packet as a reference to measure the amplitudes and binding energies of the states
in a bound wave packet. We do this by exciting helium atoms with an attosecond
pulse with a bandwidth centered near the ionization threshold, thus creating both
a bound and a free wave packet simultaneously. After a variable delay, the bound
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Fig. 8.11 (a) Quantum beat; Ionization of both bound states with one IR photon each (slightly
different frequencies so that they end up at the same final energy) and detection of the beating
between the two outgoing electron waves. (b) Which-way interferometry; path one: ionization with
one XUV photon, path two: ionization with an XUV plus an IR photon. (c) Which-way multi-pho-
ton interferometry; path one: ionization with one XUV photon, path two: ionization with an XUV
plus two IR photons

wave packet is ionized by a few-cycle IR laser precisely synchronized to the orig-
inal attosecond pulse. By measuring the delay-dependent photoelectron spectrum
we obtain an interferogram that contains both quantum beats as well as multipath
interferences. Analysis of the interferogram allows us to determine the bound wave
packet components with a spectral resolution more than two orders of magnitude
better than the inverse of the attosecond pulse duration.

The combination of interferometry and angular resolved electron detection en-
ables us to effectively separate the contributions from different pathways, including
different bound states and different number of photons used in the ionization pro-
cess.

The excitation of the bound wave packet and the reference wave packet has to
take place at the same time, but there are different ways this can be done. We can,
as in our experiment, use an attosecond pulse with a bandwidth centered near the
ionization threshold, thereby creating the two wave packets simultaneously, but they
could also be excited through a shake-up/shake-off process in which case an electron
is rapidly removed and the remaining electron (in the case of helium) finds itself in
a perturbed potential and gets excited.

Let us assume that we have created our reference continuum wave packet and a
bound wave packet consisting of two states. In order to make these two wave packets
interfere we need to ionize the bound wave packet, promoting it to the same contin-
uum energy as the reference wave packet. In this process there are three dominant
combinations of pathways that can interfere; these are presented in Fig. 8.11.

We will now consider a shake-up/shake-off process in helium. The description
would of course work equally well for direct excitation with an attosecond pulse
but would include a few more terms. In the case of shake-up the, abrupt changes in
the atomic potential create a perturbation which may ‘shake’ the remaining electron



132 J. Mauritsson et al.

into excited and (shake-off) continuum states. The initial wave packets (both the
bound and the reference) will both be s-states and can be described as:

ψref = a(E)e−iEτ Y00(θ,ϕ).

Here, for simplicity, we assume the radial dependence of the wave packet to be
included in a(E). The bound wave packet is still assumed to consist of only two
states with binding energies E1 and E2. Once this wave packet is ionized it can be
written as

ψwp = [
b1(E)e−iE1τ − b2(E)e−iE2τ

]
Y10(θ,ϕ).

The states in the reference wave packet and the ionized bound wave packet are
orthogonal and at a first glance no interferences might be expected. However, if
the angular distribution is measured the interferences appear. The angular resolved
photo electron distribution, F(E, θ), can be decomposed into Legendre polynomials

F(E, θ) =
∫ 2π

0
dϕ|ψref + ψwp|2 =

2∑

�=0

β�(E)P�(cos θ),

where

β0 = 1

2

(|a|2 + |b1|2 + |b2|2 + 2Re
{
b1b

∗
2eiωbτ

})
,

β1 = √
3
(
Re

{
a∗b1e

i
ω1τ
} + Re

{
a∗b2e

i
ω2τ
})

,

β2 = |b1|2 + |b2|2 + 2Re
{
b1b

∗
2eiωbτ

}
.

Here we find interference terms between the direct and the indirect paths in the
first odd polynomial (β1) and a beat signal, which is interference between the outgo-
ing waves from the two different states, in the even polynomials. 
ωi is the energy
difference between bound state with index i and the detected electron energy and ωb

is the energy difference between the two bound states. In general, interference pro-
cesses that have different parities in the two pathways (see for example Fig. 8.11(b))
will end up in the odd Legendre polynomials and processes with the same parities in
the pathways (Figs. 8.11(a) and 8.11(c)) will end up in the even polynomials. Con-
tributions to the odd Legendre polynomials do not affect the total ionization yield,
but only the symmetry of the ionization, whereas contributions to the even polyno-
mials (such as the quantum beat) will change the overall ionization signal, but not
the symmetry.

Ionization out of the bound states using more than one IR photon (Fig. 8.11(c))
can be treated in a similar fashion. In case of two IR photons the parity of the
two pathways will be the same and the interference can be seen in the even
Legendre polynomials, i.e. the same Legendre polynomials the quantum beat ap-
pear in Figs. 8.12(e) and 8.12(f). These two interference processes (Figs. 8.11(a)
and 8.11(c)), furthermore, include the same total number of photons and will, there-
fore, have comparable strengths and also the same intensity dependence. By plotting
the different Legendre polynomials as a function of time it can be seen that different
interferences can be clearly distinguished.
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Fig. 8.12 Partial wave analysis of the experimental angular distributions. (a) Experimental in-
terferogram obtained by recording the photoelectrons along the polarization axis and its Fourier
transform (b). With mainly 4p and 5p excited the beating between the outgoing electron waves has
a period of approximately 13 fs (three beat periods can be seen in (a)). From the Fourier analysis
(b) we can resolve the two states and the beating between them, but also see a small hint of the 3p
state, which was only weakly excited in this particular experimental scan. The different processes
can be separated by a partial wave analysis where the direct–indirect interference appears primarily
in the odd expansion coefficients, (c) and (d), and the quantum beat signal appears exclusively in
the even coefficients, (e) and (f)

8.6 Conclusion

In conclusion, the methods demonstrated in this chapter can be used to probe the
temporal evolution of bound electron wave packets with high spectral and temporal
resolution simultaneously. Our method to measure the phase of resonant two pho-
ton ionization process, here demonstrated in He, could be applied to the study of
numerous resonant or quasi-resonant processes in atoms and molecules. We believe
that the work on the measured time-delays in photo emission will stimulate further
experiments, aiming at measuring photoemission delays in a variety of systems, and
providing data that could be compared to more advanced theoretical calculations.
The interferometric technique presented here, which uses a reference continuum
wave packet and a delayed probe excitation, can be used to probe the temporal evo-
lution of bound or quasi-bound electron wave packets, e.g., composed of autoioniz-
ing states with high spectral and temporal resolution simultaneously, thus providing
an increased precision when doing attosecond experiments. None of the methods
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rely on the use of intense probing fields, which is important when attosecond tech-
niques are applied to more complex systems.
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Chapter 9
The Attoclock: A Novel Ultrafast Measurement
Technique with Attosecond Time Resolution

Claudio Cirelli, Adrian N. Pfeiffer, Mathias Smolarski, Petrissa Eckle,
and Ursula Keller

Abstract The recent progress of the ultrafast laser technology enables to cap-
ture and control electrons dynamics, which is the key to understand how energy
and charge are transported not only in atoms but also in more complex solid-state
and molecular systems. This task calls for the development of novel measurement
techniques with attosecond time resolution. The “attoclock” is a relatively simple
method, which provides attosecond time resolution without the explicit need of at-
tosecond pulses. In this chapter we review the details of this powerful experimental
technique, which was employed in the recent years to investigate electron tunnel-
ing dynamics and to study the electron kinematics in strong field single and double
ionization.

9.1 Introduction

According to Bohr’s model of the hydrogen atom, it takes about 150 attosecond
(1 attosecond [as] = 10−18 s) for an electron in the ground state to orbit around
the core. Therefore, the attosecond is the typical time scale for electronic motion.
The real-time observation of fundamental processes mediated by electron dynamics
like chemical bond breaking and formation, charge transfer, energy transport and
many others, requires a measurement technique with attosecond time resolution.
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A natural choice is to exploit light pulses in the attosecond time domain: attosecond
pulses allow for snapshots of electron dynamics exactly like femtosecond pulses
enable observation of molecular dynamics [1].

The first successful generation of light pulses with attosecond time duration was
demonstrated in 2001 [2, 3]. Although technically still very challenging, nowadays
single attosecond pulses [2, 4–7] or attosecond pulse trains [3, 8, 9] are generated
routinely in various labs employing different methods. For time-resolved measure-
ments with attosecond time resolution one would apply the so-called “pump-probe”
technique, well established in femtosecond domain [10]: a first pulse (pump) trig-
gers the process under investigation, while a second pulse (probe) measures the
induced modifications after a certain, controllable, delay with respect to the pump.
Provided that the process is repeatable within a time shorter than the pulse repetition
rate, a scan of the delay between the two pulses gives insight into the full dynamics
of the system.

With this approach, the time resolution is determined by the duration of the at-
tosecond pulses. With the continued progress of the cutting-edge laser technology,
it is nowadays possible to generate attosecond pulses shorter than 100 as in the ex-
treme ultraviolet (XUV) wavelength region [4].

Unfortunately this traditional pump-probe technique is still very limited in the
attosecond time domain [11], due to the extremely low average photon flux of the
available attosecond sources [12]. In the femtosecond domain pump-probe spec-
troscopy is performed with pulse energies of few nanojoule and at repetition rates of
about 100 MHz. While we can obtain similar pulse energies delivered at the target in
attosecond science [13, 14], attosecond pulses are accessible only at a repetition rate
in the order of 1 to 10 kHz. As a consequence the time-averaged pump-probe sig-
nal, which depends on the square of the instantaneous laser power, drops by several
order of magnitudes, imposing unfeasibly long data acquisition times to achieve the
same statistics. Furthermore, attosecond pulses lie in the XUV region of the electro-
magnetic spectrum where the cross-sections for multi-photon interactions are much
lower than in the visible or near-infrared where the femtosecond pulses have been
successfully applied in the traditional pump-probe technique.

To date, experiments probing ultrafast electron dynamics have been successfully
performed by using a single attosecond pulse or attosecond pulse train as pump and
a femtosecond infrared pulse as probe or vice versa [1, 15–17]. In the so-called
“streaking experiments” [2], the attosecond XUV pulse (pump) ionizes electrons
from the target atoms. Just after ionization, the co-propagating femtosecond pulse
(probe) alters the momentum of the liberated electrons, depending on the electron’s
instant of release [18, 19]. The moment in time when the electron is liberated into
the continuum becomes mapped onto a change in final energy of the electron; there-
fore time is mapped to energy. The measurement of attosecond light pulses of 80 as
duration [4] and the real-time observation of electron charge transport in solids
[20] demonstrates the power of attosecond streaking in exploring electronic mo-
tion. However, the technique relies on isolated attosecond light pulses starting the
streaking dynamics.
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9.2 Principle of the Attoclock

A completely different approach is exploited in attosecond angular streaking
[21, 22]. Here close-to-circularly polarized laser pulses are employed: the elec-
tric field vector while rotating in the polarization plane, ionizes and further deflects
the electrons in the angular spatial direction, such that the instant of ionization is
mapped to the final angle of the momentum vector. Hence, time is mapped to angle.
In the case of pulse durations in the two-optical-cycle regime we can assume that
most of the ionization is restricted to the central cycle and the time-to-angle mapping
is therefore univocal [23]: this is the “minute hand” of the attoclock, which gives the
fine timing. In the case of measurements employing laser pulses of longer duration,
ionization is achieved during multiple optical cycles and the timing is no longer un-
ambiguous if only the minute hand is considered. However a coarser “hour hand”
based on the magnitude of the electron momentum can be used to extract the precise
timing [24]. In the multicycle measurement, measuring time is therefore achieved
by “counting cycles”, such as it is done on a watch face: every hour, the minute
hand of a watch points into the same angle (i.e. the mapping to angle is no longer
ambiguous) but an univocal timing information can be retrieved by interrogating the
hour hand.

The laser-atom interaction process on which the attoclock is based can be divided
into two steps in analogy to the three-step-model of high-harmonic generation [25].
In the first step (tunnel ionization) the electron tunnels through the potential barrier
that is suppressed in a certain direction by the laser electric field; in the second
step (streaking) the electron is accelerated in the radial and angular direction by the
rotating electric field of the laser pulse starting with zero kinetic energy.

Both ionization and streaking depend sensitively on the electric field of the laser
pulse. The electric field of a laser pulse can be expressed as (atomic units are used
throughout all the chapter):

F(t) =
(

Fx(t)

Fy(t)

)

= f (t)
√

I√
1 + ε2

(
cos(ωt + ϕCEO)

ε sin(ωt + ϕCEO)

)

(9.1)

where ω is the central frequency, I is the peak intensity, f (t) the normalized field
envelope, ε is the ellipticity and φCEO is the carrier-envelope-offset (CEO) phase
[26], also referred to as the carrier envelope phase (CEP). With this definition of the
electric field, the xy-plane is the polarization plane and the major polarization axis
is along the x-axis. For a correct interpretation of an attoclock experiment the peak
intensity, pulse envelope, CEO phase, ellipticity and orientation of the polarization
ellipse are all parameters that need to be controlled precisely. An electron released
at the instant of time t with zero kinetic energy will have a final (i.e. after the laser
pulse) momentum that can be expressed in atomic units as:

p(t) = −A(t) = −
∫ ∞

t

F
(
t ′
)
dt ′ (9.2)
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where A(t) is the vector potential. Substituting Eq. (9.1) into (9.2) and solving the
integral within the slowly-varying-envelope approximation [27] f ′(t)/ω � f (t),
we can find an expression for the electron momentum:

p(t) =
(

px(t)

py(t)

)
≈ f (t)

√
I

ω
√

1 + ε2

(
sin(ωt + ϕCEO)

−ε cos(ωt + ϕCEO)

)
(9.3)

Since the electric field is a vector, whose magnitude and angle with respect to a
given axis change as a function of time in the polarization plane, it is useful to write
the pulse field components in polar coordinates (r(t), φ(t)):

F(t) =
(

Er(t)

Eϕ(t)

)

=
(

(f (t)
√

I/
√

1 + ε2)
√

cos2(ωt + ϕCEO) + ε2 sin2(ωt + ϕCEO)

arctan(ε sin(ωt + ϕCEO)/ cos(ωt + ϕCEO))

)

(9.4)

Also the final momentum vector can be written in polar coordinates pr and pθ :

p(t) =
(

pr(t)

pθ (t)

)

≈
(

f (t)
√

I/(ω
√

1 + ε2)
√

sin2(ωt + ϕCEO) + ε2 cos2(ωt + ϕCEO)

arctan(−ε cos(ωt + ϕCEO)/ sin(ωt + ϕCEO))

)

(9.5)

Both momentum components carry information that can be divided into coarse
timing (hour hand) and fine timing (minute hand).

9.2.1 The Minute Hand

If the laser pulse duration is in the two-optical-cycle regime (at 800 nm about 6 fs
or below) the ionization events are confined within the central optical cycle. For a
perfectly circularly polarized laser pulse, the peak of the electric field vector runs
over 360◦ within one optical cycle. One degree of angular resolution corresponds
to 7.4 as at a center wavelength of 800 nm. Measuring the final angle of the elec-
tron momentum pθ (Eq. (9.5)) enables one to measure time with a precision well
below one optical period. In principle there is no fundamental lower limit because
electron momentum vectors can be measured with high precision. In Sect. 9.2.1.4
we will discuss about the uncertainties that limit the resolution and the accuracy of
the method, which however is well below the shortest pulse duration achieved to
date (i.e. ≈100 as [4]). Therefore, the “minute hand” of the attoclock provides at-
tosecond timing information without requiring attosecond pulses [28]. Independent
measurements give precise knowledge of the temporal evolution of the electric field
in the pulse which are required for the interpretation of any attoclock measurement.
In Eq. (9.5) we see that the final angle of the electron momentum is dependent on
the parameters ε (the ellipticity value) and φCEO (the CEO phase).
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9.2.1.1 Quasi-static Tunneling Ionization Rate

In the attoclock technique, the fine timing of the minute hand is obtained by ex-
tracting the angle pθ (Eq. (9.5)) from the photoelectron (or photoion) momentum
distributions arising from strong field ionization. Such final momentum distributions
differ qualitatively according to the polarization state of the laser pulse. The reason
for that is the strong dependence of the tunnel ionization rate upon the instanta-

neous value of the electric field magnitude Fr(t) = |F(t)| =
√

Fx(t)2 + Fy(t)2. For

laser intensities in the range of 0.1 − 1 × 1015 W/cm2 it is commonly accepted that
most of the ionization occurs through tunneling: the laser field deforms the binding
potential of an atom so strongly, that a potential barrier is created through which
an electron may tunnel. According to tunneling theories developed by Perelomov,
Popov and Terentev (PPT) [29] on the basis of the pioneering work by Keldysh [30],
and further summarized by Ammosov, Delone and Krainov (ADK) [31], the rate of
tunneling ionization (TI) reads:

WTI(F ) = C2
l

2|m||m|!
(2l + 1)(l + |m|)!

2(l − |m|)!
1

κ2Z/κ−1

(
2κ3

F

)2Z/κ−|m|−1

e−2κ3/3F (9.6)

where Cl measures the amplitude of the electron wavefunction in the tunneling
region and can be derived from the ground-state wavefunction obtained with a
model potential [32, 33]; l and m are the angular momentum quantum numbers;
and κ = √

2Ip , with Ip being the ionization potential.
It is known that static field ionization rates derived by tunneling theories become

invalid in the higher intensity regime, where the atomic potential is bent such that
the probability for over-the-barrier ionization (OBI) starts to be no longer negligible.
Nevertheless, Eq. (9.6) can still be used provided that an exponential correction
factor is considered, as proposed by Tong and Lin [32]:

WTBI(F ) = WTI(F )e−α(Z2/Ip)/(F/κ3) (9.7)

where the values of the empirical parameter α is tabulated in [32] for different gas
targets. Furthermore, for high intensities, ionization occurs at a rate high enough
for saturation to become important. This can be accounted for by weighting the
ionization rate with the survival probability [34]:

Wsat(F ) = WTBI(F ) exp

(
−

∫ t

t0

WTBI
(
t ′
)
dt ′

)
. (9.8)

Equation (9.8) shows that a variation of 10 % of the electric field amplitude is
enough to change the ionization rate by almost one order of magnitude, while keep-
ing all the other parameters constant. For linearly polarized light, the electric field
amplitude oscillates rapidly at the carrier frequency, while for purely circularly po-
larized light it varies slowly following the envelope. As a consequence, the variation
of the ionization rate on the time scale of one laser cycle is much smaller for circular
than for linear polarization. This leads to different shapes of final momentum distri-
bution in the polarization plane: for linearly polarized light the distribution exhibits



140 C. Cirelli et al.

Fig. 9.1 Polarimetry: the
ellipticity ε and the angle of
the polarization ellipse β . The
angle α is the angle between
the polarization plane of the
linearly polarized incoming
pulse and the fast axis of the
quarter-wave plate. The data
points (stars with error bars)
are well reproduced by a
calculation taking into
account the wavelength
dependence of the
quarter-wave plate (solid
line). A simple calculation
neglecting the wavelength
dependence (dashed line)
shows significant errors at
ε ≈ ±1 (see especially the
inset)

a Gaussian profile with a maximum in the directions along and orthogonal to the
polarization axis; for circularly polarized light a torus builds up, which is equally
populated in all angular directions if the CEO phase is not stabilized.

9.2.1.2 Ellipticity Effects

The polarization state of a laser pulse is defined by the value of its ellipticity ε and
the angular orientation of the polarization ellipse. Broadband half and quarter wave
plates allow for pulse polarization control, while a polarimetry measurement returns
the value of ellipticity and the orientation of the polarization ellipse. Figure 9.1
shows the dependence of the ellipticity ε and the orientation of the polarization
ellipse as a function of the angle of the quarter-wave plate α. Ideally, the phase
delay between the fast and slow axis of the quarter wave plate should be exactly
π/2 for any wavelength; however, there are no birefringent materials that show such
a “flat” retardation property over the whole spectral range covered by few-cycle
pulses. Generally, a combination of materials is used for the best possible chromatic
correction (referred to as achromatic retardation plates). Still, a slight, wavelength
dependent, deviation from π/2 is unavoidable. The dependence of the phase delay
on the wavelength results in a complicated behavior.

In order to obtain the correct behavior in the range of ellipticity close to circularly
polarized light (ε ≈ ±1), the measured input pulse has to be Fourier-transformed
into the spectral domain and then numerically propagated through the polarization
shaping optics. After projection onto the fast and slow axis of the quarter wave plate,
the phase shift is added to the pulse, fully taking into account the material disper-
sion. After a back-transformation into the time domain, the calculated pulse exhibits
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Fig. 9.2 Spatial evolution of
the electric field of a purely
circularly polarized laser
pulse in the polarization plane
(x–y) for two different values
of the CEO phase. A shift of
the CEO phase from 0 (left)
to π/4 (right) causes an
anti-clockwise rotation of
π/4 of the pulse field

excellent agreement with the full characterization measurement of the elliptically
polarized laser field [35].

9.2.1.3 CEO Phase Effects

With laser pulses as short as few optical cycles, CEO phase effects in angular streak-
ing start to become significant [28]. The reason is that the CEO phase governs the
electric field waveform through Eq. (9.1) or Eq. (9.4) and consequently the final
momentum distributions.

In the case of perfectly circularly polarized light (ε = ±1), the temporal evo-
lution of the electric field Er(t) is independent of the CEO phase. However, the
CEO phase determines the angular position of the maximum electric field vector
(Fig. 9.2). Equation (9.4) shows that for ε = ±1 the electric field components in
polar coordinates are simply given by:

(
Er(t)

Eϕ(t)

)

=
(

f (t)
√

I/2

ωt + ϕCEO

)

. (9.9)

Equation (9.9) indicates that if the CEO phase is shifted by 
φ, the pulse field is
rotated in space by 
φ (Fig. 9.2). Since most of the ionization occurs in the direction
of the electric field maximum (see Eq. (9.6)), the CEO phase controls the direction
of emission of the electrons in the polarization plane.

With elliptically polarized pulses, the situation is more complex. Now the
electric-field vector follows the polarization ellipse and its magnitude varies in an
optical cycle between local minima, when the electric field vector points towards
the minor axis of the polarization ellipse and local maxima, when the electric field
vector points towards the major axis of the ellipse. The result is that the momentum
distributions show two distinct peaks separated by roughly 180◦, whose relative in-
tensity changes while varying the CEO phase, as explained in Fig. 9.3.

When the CEO phase value is such that the maximum of the electric field vec-
tor points in the direction of the major axis of the polarization ellipse (Fig. 9.3(a))
one dominant peak (labeled A in Fig. 9.3(a)) is created in the rate and in the field
evolution (see the inset in Fig. 9.3(a)); this is reflected in the electron momentum
distribution, where one of the lobes exhibits higher intensity. When the CEO phase
is shifted by π/2 (Fig. 9.3(b)), the maximum of the electric field vector is along
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Fig. 9.3 CEO phase and ellipticity effects. Temporal evolution of the electric field for 5.5-fs pulses
for different values of CEO phase, CEP = 0 (a) and CEP = π/2 (b). The electric field is depicted
(solid line) together with the corresponding ionization rate, according to Eq. (9.8) (dashed line) for
purely circularly polarized light (black) and elliptical light (ε = 0.92, red). The curves have been
normalized to 1. The insets on the left illustrate how the electric field rotates along a circle (black)
for circular polarization or along an ellipse (red) for elliptical polarization and the arrows indicate
the direction of the field maximum, according to the value of CEO phase. The insets on the right
show a closer view into the central optical cycle (where most of the ionization takes place): the
electric field magnitude peaks at two instants labeled A and C and reaches local minima at other
instants B and D, marked also on the polarization ellipse. This evolution manifests itself directly
in the momentum distributions (px,py ), that have been separately normalized for visualization
purposes (adapted from [28])

the minor axis of the polarization ellipse and two equal peaks (labeled A and C
in Fig. 9.3(b)) are found in the rate and in the temporal evolution of the pulse;
consequently, the two peaks in the electron momentum distribution have the same
intensity.

9.2.1.4 Accuracy and Resolution

As reported above, measurements employing perfectly circularly polarized light
would allow a robust time-to-momentum mapping in experiments where the CEO
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Fig. 9.4 Temporal localization accuracy. (a) Radially integrated momentum distributions; the dou-
ble peak structure due to the residual ellipticity (ε = 0.92) is clearly resolved for a constant value
of CEO phase = π/2. The dashed curve corresponds to a double Gaussian fitting that returns the
streaking angle θ1 and θ2. (b) The angular position of θ1 is shown as a function of the CEO phase
for measured (open circles) and simulated (dashed line) momentum distributions; the error bars
are the root-mean-square errors given by the fitting procedure. The temporal localization accuracy
of 20 as follows from the comparison with the simulated curve. Adapted from [28]

phase is stabilized. Figure 9.2 and Eq. (9.4) show that the CEO phase controls the
direction of ionization over the full angular spread traced by the rotating electric
field vector. Instead, in the case of elliptically polarized light, instead, the time-to-
momentum mapping is dictated by the polarization ellipse, with the angular position
of the peaks in the momentum distribution varying weakly with a variation of the
CEO phase. Nevertheless, the subcycle dynamics have been captured with a tempo-
ral localization accuracy of ≈ 20 as. An estimated time resolution of about 200 as
can be achieved with the attoclock [28].

The time resolution and the temporal localization accuracy have been obtained
as follows. From the CEO phase dependent two-dimensional momentum distribu-
tions such as those shown in the insets of Fig. 9.3, a radially integrated distribu-
tion is obtained by calculating the angular component of the electron momentum
pθ = arctan(py/px) for each data point. The positions of the peaks of this angu-
lar distribution are extracted by a fit with a double Gaussian function, as shown in
Fig. 9.4(a). The average root-mean-square error given by the fitting procedure yields
the precision of the measurement, representing how precisely the peak positions can
be determined. For the dataset presented in Fig. 9.4, the precision is much smaller
than the actual signal width and amounts to about 2.5◦, equivalent to 16 as. This
number results from a statistical error and it can be in principle infinitely small for
an infinitely large sample size, i.e. for an infinitely long data acquisition time. How-
ever, what is more interesting in a measurement technique is its accuracy, defined
as the degree of closeness of measurements of a quantity to that quantity’s actual
value. The accuracy is the same as precision as long as no systematic errors in the
experiment occur. To check if this is the case in our experiment, the data need to be
compared with simulations.
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Simulated momentum distributions are obtained within the frame of the semi-
classical model, where classical propagation of the electron in the laser field fol-
lows tunnel ionization: an electron released at the instant of time t with zero ki-
netic energy will be driven by the laser field until it acquires the final (i.e. after the
laser pulse) momentum p(t) = −A(t), as expressed by Eq. (9.2). Calculating the
final momentum according to Eq. (9.3) or Eq. (9.5) for different ionization times,
weighted by the tunneling rate given in Eq. (9.8) yields a distribution from which
the peak position for different values of CEO phase can be extracted (Fig. 9.4(b)).
Even though this simple approach excludes any Coulomb interaction of the elec-
tron with the parent ion after ionization, it can be used to check the accuracy of the
attoclock, by monitoring how the position of the peaks change scanning the CEO
phase. To include the influence of the ion, one has to calculate the classical elec-
tron trajectory during the streaking by solving numerically the equation of motion
in the combined laser-ion potential. This results in a rotation of the whole (px,py )
distribution by an additional angular offset 
θ , which is independent of the CEO
phase [36]. This means that the Coulomb correction would manifest itself as a shift
of the blue dashed curve shown in Fig. 9.4(b) downwards (or upwards, depending
on the helicity of the light). In the present analysis, which excludes electron-ion in-
teraction, the experimental and simulated curves are superimposed by minimizing
the root mean square error δθ on the peak position defined as

δθ =
√

1

N

∑(
θ

exp
1,2 − θ sim

1,2

)2
. (9.10)

δθ gives an estimate of the highest measurement accuracy achieved. Due to the pro-
cedure adopted systematic errors, which cause fixed angular offsets, are not taken
into account in this value. Nevertheless, other systematic errors that would induce
a different trend of the peak position as a function of CEO phase are included.
Figure 9.4(b) shows that the agreement between the experimental data and the sim-
ulations is excellent, yielding a temporal localization accuracy of about 3◦ or 20 as.

In the attoclock we have to distinguish between two different parameters that
describe temporal properties: the temporal localization accuracy (tracking the peak
of the ionization rate), which has been discussed before, and the temporal resolu-
tion (the minimum time difference to separate two independent ionization events
that may happen within the same optical cycle). An estimate of the latter can be
obtained by calculating the angular uncertainty caused by the tunneling and by an
initial momentum distribution of the electron wavepacket at the exit of the tunnel.
The initial electron momentum can be assumed to be zero in a first approximation,
but in a more detailed picture, the electron must be treated as a wavepacket. It is
possible to model the spread of the electron wavepacket, which in the end results
in an angular uncertainty, in a semiclassical simulation by an ensemble of trajecto-
ries. The key point is to assign a certain initial momentum distribution at the start of
the trajectory. If the initial velocity is chosen to match the distribution predicted by
ADK tunneling theories [31], the angular uncertainty can be obtained by the width
of the peak in the radially integrated momentum distribution. The uncertainty in
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Fig. 9.5 Angular uncertainty
in degrees (on the left axis)
and corresponding width in
time (on the right axis) for
pulses at a center wavelength
of 740 nm for different values
of ellipticity. The plot
indicates that σtime is strongly
dependent on ellipticity and
intensity but rather weakly
influenced by the laser pulse
duration

time, which can be calculated by the angular width, has a pure quantum origin since
it is due to the inherent electron wavepacket spread. It can be considered a lower
limit for the attoclock temporal resolution. Simulations show that it is strongly af-
fected by the pulse intensity and ellipticity but not by its time duration, as depicted
in Fig. 9.5 for the Helium ionized with pulses at a central wavelength of 740 nm.
Besides this fundamental limit, other experimental uncertainties further degrade this
resolution. Generally, the detector resolution is estimated to be around 10 degrees,
corresponding to about 70 as (for a discussion of this value, see Sect. 9.3.2). The
shot-to-shot CEO phase fluctuations can be measured with an independent f-to-2f
interferometer [37] and generally amount to about 6 degrees or 40 as. The gas jet
temperature accounts for additional 8 degrees (50 as) because it induces a broad-
ening of the momentum distribution in the radial and angular directions. All these
experimental uncertainties come from different parts of the experiment and are as-
sumed to be uncorrelated: they can be added to the estimated width of the electron
wavepacket after ionization (Fig. 9.5) to yield an average value of about 240 as for
peak laser intensity of 0.4 PW/cm2 and ε = 0.92.

The width of the electron wavepacket after tunnel ionization can be estimated
also by quantum mechanical calculations. The time-dependent Schrödinger equa-
tion (TDSE) for a helium atom in circularly polarized field is integrated at a peak
intensity of 1 × 1014 W/cm2, while putting a pulsed source of electrons at the nu-
cleus. This source term can be designed to emit electrons in the same direction as
for laser-induced tunneling, thus it mimics the strong-field ionization process. It can
be switched on and off rapidly without non-adiabatic effects on the wavefunction
inside the atomic potential. With this approach, the narrowest angular spread of the
free electrons is 35◦ corresponding to a resolution of about 240 as for pulses at a
center wavelength of 740 nm [28].

The measurements presented above, performed with elliptically polarized and
CEO phase stabilized pulses show the potential of the attoclock technique: subcycle
dynamics induced by tunnel ionization can be resolved and are directly read out
from the momentum distributions of the ionized electrons in the polarization plane.
The excellent agreement of the experimental data with the simulations shows that
the semiclassical model describes the ionization and streaking processes extremely
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well and therefore it can be used as the key to extract timing information with a
precision of a few attoseconds [22, 24].

If the CEO phase is not stabilized, the counts are accumulated over all the random
CEO phase values and the field modulations shown in Fig. 9.3 are washed away in
the time domain. However, the momentum distribution still exhibits two dominant
peaks, located at a position in the polarization plane determined by the polarization
ellipse. The latter remains fixed in space and does not depend on the CEO phase.
From an experimental point of view, inverting the time-to-momentum mapping is
more robust for purely circular polarization since the counts are equally distributed
as a function of angle. On the other hand, as shown above, it is possible to gener-
alize the technique to elliptically polarized pulses, provided that the ellipticity and
the orientation of the polarization ellipse are known [35]. In this case, the residual
amount of ellipticity turns out to be even beneficial for obtaining measurements with
“absolute” timing. The orientation of the ellipse provides the reference for the ori-
entation of the electric-field maximum without the need for determining or locking
the CEO phase [22].

With the support of the semiclassical model, one may use the measured electron
momenta to extract the timing of the ionization process itself: with the knowledge
of the electric field of the pulse given by a polarimetry measurement (see Fig. 9.1),
one can trace back the classical electron trajectory in the laser-potential combined
field and determine when the trajectory was started. This is exactly the procedure
adopted in the work of Eckle et al. [22], who applied the attoclock technique to study
one of the fundamental aspects of quantum mechanics: the possibility of particles
to pass classically forbidden regions by tunneling through a barrier. Ionization of
an atom by strong laser field permits addressing the question of a possible real and
measurable tunneling delay time.

The comparison of the measured momentum distributions with the simulated
ones, which include the influence of the Coulomb interaction but exclude any hy-
pothetical tunneling delay time, led to the conclusion that the tunneling process is
almost instantaneous (an intensity averaged upper limit of 12 as was determined
[22]). In fact no additional angular offset, besides the one induced by the Coulomb
interaction of the electron with the parent ion, was observed. A real tunneling delay
time 
tD would manifest itself as an angular offset. To understand this, it is useful
to simplify the problem by neglecting the Coulomb correction. The final electron
momentum can then be calculated analytically from Eq. (9.2). If a real tunneling
delay time 
tD is considered, an electron that exits the tunnel barrier at t0 would
be streaked to a different angle and its final momentum would be −A(t0 − 
tD)

instead of −A(t0).

9.2.2 The Hour Hand

If the pulse duration and intensity are such that ionization probability is not confined
within the central optical cycle, then the fine timing estimate provided by the minute
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Fig. 9.6 The hands of the attoclock. (a) The minute hand is given by the angle of the final electron
momentum pθ . This angle follows the laser carrier frequency ω, therefore it changes fast with time
providing attosecond resolution, see Sect. 9.2.1.4. However, if the ionization rate (dotted line),
calculated by the electric field (solid line) through Eq. (9.8), spans over more than one optical
cycle, the one-to-one time to angle mapping is lost. Nevertheless, univocal timing information
over an interval of time exceeding the laser period can still be retrieved considering the radial
component of the final momentum (b); this is the hour hand of the attoclock. In general pr (solid
line in the bottom panel of (b)) is not an injective function of time, due to the oscillations stemming
from the ellipticity, but the “ellipticity-corrected” radial momentum p′

r (dashed line in the bottom
panel of (b)) preserves the univocal mapping provided that the electron is released before the peak
of the pulse

hand is no longer unambiguous. Figure 9.6(a) shows this situation for a 30-fs pulse
at peak intensity of 4.5 PW/cm2 and ellipticity 0.77. This plot is similar to those
shown in Fig. 9.3 but in the case of multicycle ionization: the tunneling ionization
rate (green curve in the plot) as calculated by Eq. (9.8) spans over about 5 optical
cycles. As a consequence, two electrons released at t1 and t2 with a time differ-
ence of one optical cycle, will be detected with the same angle of the momentum
pθ,1 = pθ,2 (Fig. 9.6(a)), because the electric fields Er,1 and Er,2 at the instant of
ionization point in the same direction. This means that the one-to-one time to angle
mapping is lost. However, as Fig. 9.6(b) indicates, the radial electron momentum
will be different and can be used to extract timing information [24].

For perfectly circularly polarized light (ε = ±1), Eq. (9.5) states that pr(t) is
not dependent on the CEO phase and is simply given by pr(t) = f (t)

√
I/2/ω.

Assuming a Gaussian field envelope f (t) = exp[−t2/(2τ 2
p)], where τp is the laser

pulse duration, we can find a momentum-to-time mapping given by:

tcoarse = ±τp

√

2 ln

( √
I

prω
√

2

)
. (9.11)

In general, this mapping is not univocal, because in Eq. (9.11) two solutions for
tcoarse can be found for the same value of final radial momentum pr . However, if
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the ionization event is restricted to the time interval [−∞,0], only the negative sign
solution in Eq. (9.11) has to be considered and the momentum-to-time mapping is
unambiguous. The timing given in Eq. (9.11) is rather coarse, because pr(t) follows
the envelope of the laser pulse field, which changes slowly with time. The temporal
resolution achievable with the hour hand of the attoclock is therefore in the order of
the optical period of the laser pulse, therefore in the femtosecond time domain.

For elliptical polarization, the radial momentum pr still follows the envelope of
the electric field but sub-cycle oscillations show up, due to the ellipticity (see also
Sect. 9.2.1.2). However, a compensation for the non-completeness of the circular
polarization is possible, provided that the value of ellipticity and the orientation of
the polarization ellipse are known. In this case, one can calculate an “ellipticity-
corrected” radial momentum

p′
r =

√
(
1 + ε2

)
p2

x + 1 + ε2

ε2
p2

y ≈ f (t)
√

I

ω
(9.12)

which is again an injective function of time, under the assumption that the electron
is released before the peak of the pulse.

9.3 Experimental Setup

In the attoclock technique the instant of ionization is mapped to a vector momen-
tum, thus requiring a momentum-imaging detector with an appreciable momentum
resolution over 4π solid angle. COLTRIMS (“COLd Target Recoil Ion Momen-
tum Spectroscopy”) is an acronym for a technology which provides insight into the
complete kinematics of electrons or ions emerging from single atomic or molecu-
lar fragmentation, essentially almost independent on the direction and magnitude
of their vector momenta [38]. The momentum resolution achieved is at best few
percent of an atomic unit, equivalent to ion energy resolution of tenths of µeV. The
development of sophisticated delay-line detector systems allowed coincidence mea-
surements of vector momenta of several electrons and ions, making this machine,
re-named “Reaction Microscope”, an extremely versatile spectrometer [39]. Excel-
lent reviews have been written in the past years, covering all the main characteristics
of this detector as well as its most successful applications [38–42]. Here we limit our
discussion to those aspects that are especially interesting for the attoclock technique,
namely the procedure of calculation of the vector momenta, momentum resolution
of ions and electrons, 2 and 3-particle coincidence measurements and others.

9.3.1 Calculation of the Momentum Vectors

High momentum resolution is achieved by preparing the atomic or molecular target
in a state with the narrowest possible momentum distribution. This is realized by



9 The Attoclock: A Novel Ultrafast Measurement Technique 149

pre-cooling the target gas with liquid nitrogen and subsequently letting it expand
trough a 30 µm nozzle. A cold gas jet is generated by cutting out with a skimmer the
“zone of silence”, a region with very low internal gas temperature that is formed just
after the nozzle. An additional slit further collimates the gas jet, so that its diameter
is about 1 mm at the interaction region, where it intersects the laser focus. The
Reaction Microscope apparatus has separate time- and position sensitive detectors
combined with Micro Channel Plates (MCP) for detecting negatively and positively
charged particles; the detectors are installed at the two end of a spectrometer. The
spectrometer axis (labeled as x throughout this chapter) is aligned perpendicular to
both the gas jet (y) and the laser propagation direction (z); with this geometry, the
polarization plane of the laser pulse is defined as the (x–y) plane. For further details
of the experimental setup see [21] and [43].

The charged fragments created at the interaction region are driven towards the
detectors by homogeneous electric and magnetic fields aligned along the spectrom-
eter axis (x axis). The magnetic field, generated by Helmholtz coils located outside
the vacuum chamber, is necessary to guide the electrons on helical trajectories, thus
ensuring collection from the full solid angle (up to a maximum initial momentum).
Compared to the electrons, the ion fragments experience only a small rotation by
the magnetic field due to their much heavier mass. The spectrometer electric field
strength is about 7 to 8 orders of magnitude smaller compared to the one of the laser
pulse. Therefore, during the pulse duration (few femtosecond after ionization), the
force exerted by the spectrometer fields is negligible. Within this time, the displace-
ment of the electrons (that are faster than the ions) is in the range of few nanometers.
Thus, it is reasonable to assume the particle to be at the instant of time t0 at position
(x = 0, y = 0, z = 0) and to have a momentum p = (px,py,pz) after the laser pulse
has passed. At t = t0 the charged particles start their trajectories and move under the
force of the spectrometer fields until they reach the detectors after a Time-Of-Flight
(TOF) in the range of typically hundreds of nanoseconds to few tenths of microsec-
onds. When a particle of mass m and charge q collides onto the detector plate at the
position (y, z), it has gained a momentum equal to

px = mx

t − t0
− 1

2
Eq(t − t0)

py = −1

2
Bq

[
z − y

tan(Bq(t − t0)/2m)

]

pz = 1

2
Bq

[
y + z

tan(Bq(t − t0)/2m)

]

(9.13)

where E and B are the strength of the spectrometer electric and magnetic field
respectively and t − t0 = TOF. All the parameters on the right side of Eq. (9.13)
are known: TOF, y and z are measured by the time and position sensitive detectors
and x is the distance between the laser focus and the detector plate. Hence one gets
access to the momentum vector of the particle just after the laser pulse has passed.

The values of the spectrometer fields E and B , needed to calculate the final
momenta according to Eq. (9.13) are determined by the analysis of the raw data.
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Fig. 9.7 Magnetic field calibration. (a) Electron detector image: for a given value B of the spec-
trometer magnetic field, the maximum momentum that can be imaged onto the detector (80 mm
diameter, white circle) is given by Eq. (9.16). (b) After each cyclotron period tc the electrons are
refocused in time and come back to the y = 0, z = 0 position. This leads to periodic nodes in the
so-called “fish spectrum”. Estimating the value of tc (equal to 15.77 ns in this case) allows the
determination of the magnetic field strength with Eq. (9.15) (B = 2.266 mT). The electrons were
produced from Ar atoms with almost circularly polarized light (ellipticity equal to 0.95)

First, the raw data are filtered according to the “time sum” of the delay line signals:
wherever the particle hits the detector, the sum of duration of the electronic signals
traveling to each delayline end must be constant. This ensures that only real events
and not signal generated by electronic noise are taken into account. After the fil-
tering, in the ion TOF spectrum, different species can be identified: they reach the
detector with appreciable time difference (in the order of few microseconds for stan-
dard spectrometer field strength) due to their different mass. Apart from the target
gas, smaller and broader peaks of the background gases (mainly hydrogen but also
water, nitrogen and oxygen) appear in the TOF spectrum. After associating each ion
peak with the respective atomic species, the spectrometer electric field strength E

and the instant of ionization t0 can be calculated by solving the equation for at least
two values of tion:

E = 2mionx

q(tion − t0)2
(9.14)

The calculation of the magnetic field B is done with the electron data. Indeed
the magnetic field affects the electrons’ trajectories much more than the ions’. The
Lorentz force F = q[E + (v × B)] constrains the electrons on helical trajectories
with the result that they are periodically refocused along the electron TOF axis,
passing by the initial position (y = 0, z = 0). By determining the cyclotron period tc
between the nodes in the TOF spectrum (see Fig. 9.7(b)) the value of the magnetic
field can be inferred with the equation:

B = mel

q

2π

tc
(9.15)
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Fig. 9.8 Electron momentum distributions measured from single ionization of Argon atoms with
elliptically polarized light (ε = 0.78) at a peak intensity of 3.5 × 1014 W/cm2. (a) and (b) show the
distributions obtained with E = 418 V/m: some initial momenta indicated by white arrows are not
accessible due to the loss of resolution and can be cut out (b). Additional measurements taken with
different spectrometer E field (not shown here) allow the reconstruction of the full momentum
distribution (c)

The periodic refocusing in time causes a loss of resolution for certain initial mo-
menta. For TOF = t − t0 = tc Eq. (9.13) states that py and pz diverge leading to
an impossibility in reconstructing the initial vector momentum. One may use either
a lower magnetic field strength, thus increasing tc and reducing the number of the
nodes, or a stronger electric field in order to confine the electron distribution within
two of the nodes, at the cost of a slightly worse momentum resolution in the x (TOF)
direction. However the approach of using a high electric field and a low magnetic
field is not always practicable. The detection of high-momentum electrons puts con-
straints on the minimum value of the B field to be used and makes it impossible to
squeeze all the electron distribution within the cyclotron period tc . Indeed, the lower
the magnetic field, the lower is the maximum allowed momentum in the y direction
that can be still imaged onto the detector. The latter has to obey the following equa-
tion (see also Fig. 9.7(a)):

pmax
y <

BqD

4
(9.16)

where D is the diameter of the electron detector (typically 80 or 120 mm). For
some applications of the attoclock technique, one may need to detect electrons with
momentum up to 3 a.u. in the x and y directions with an 80-mm detector. This
results in a minimum B field of about 2 mT (which can be generated with a current
of 30 A flowing in the Helmholtz coils, corresponding to a power of almost 1 kW)
and a cyclotron period as short as 18 ns.

Due to the loss of resolution for the certain initial momenta, the electron distri-
bution in the polarization plane (x, y) cannot be fully reconstructed. Figure 9.8(a)
shows that for some values of px indicated by the arrows, a value for py is not
defined. These are the momenta emerging from the nodes in the TOF, shown in
Fig. 9.7; they can be filtered out, as it is done in Fig. 9.8(b), rendering the momen-
tum mapping of the attoclock technique inaccurate. A solution to the problem is
given by the acquisition of additional datasets with different values of spectrom-
eter E field. In this way, the positions of the nodes in the TOF still remain (they
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are determined by the B field), but they correspond to different regions of momen-
tum. By merging 3–4 datasets it is therefore possible to reconstruct the full electron
momentum distribution, as shown in Fig. 9.8(c).

9.3.2 Single Ionization and Momentum Resolution

The problem of resolution loss for some initial electron momenta can be circum-
vented if ion momentum distributions are used for the attoclock analysis instead
of electron momentum distributions. For the case of ions, due to their mass, the
cyclotron period is much larger than the TOF: for helium, for relatively strong mag-
netic fields, tc is in the range of 100 µs, thus much longer than the ion TOF, which is
typically in the range of few microseconds. On the other hand, the large mass of the
ions can be the reason for a lack of resolution of the ion momentum distribution: the
error given by the initial thermal spread becomes more significant the heavier the
ion is because the latter gains less velocity during the ionization process; in addition
supersonic cooling works generally worse for heavy atoms and molecules. There-
fore the momentum resolution in the direction of the gas jet (y) becomes worse.
Consequently, the momentum distribution for circularly polarized light is no longer
a torus and the angular streaking analysis becomes meaningless. This imposes that
the analysis has to be done on the basis of electron momenta for heavy gas targets
(like argon), following the procedure summarized in Fig. 9.8. For light gas targets
(like helium), either ion or electron momentum can be exploited. In general, the mo-
mentum resolution is better for electron detection than for ions. However, electron
momenta are more affected by small error in the determination of the spectrome-
ter parameters like the field strengths, the instant of ionization or the propagation
distances. Therefore, the calibration procedure has to be extremely accurate.

The advantage of using indifferently ion or electron momentum distributions
comes from the possibility of the simultaneous detection of both offered by the
Reaction Microscope, which is the principle of a “coincidence measurement”. For
the case of single ionization, momentum conservation dictates that the two distribu-
tions must be symmetric upon inversion. The ion momentum vector pion must equal
out the electron momentum vector pelectron because the two particles experience an
opposite acceleration during the ionization process, simply due to the different sign
of the their charge. As a result the distribution of the sum (pion + pelectron) has to
peak at zero. Figure 9.9 shows coincidence spectra for single ionization of helium.
A Gaussian fit of the distributions along the x, y and z axis (top of Fig. 9.9) returns
the position of the peak and its width. The former, that must be zero, can be used
to fine tune the parameters of Eq. (9.13), like the electric field strength E, roughly
estimated by Eq. (9.14), or the spectrometer’s arm lengths x with an iterative proce-
dure. The latter is a measure for the total momentum resolution of the spectrometer
(for electrons and ions) and generally it is not the same for the different directions.
Which are the most important effects that affect the width of the momentum distri-
butions shown in Fig. 9.9?
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Fig. 9.9 Coincidence spectra for single ionization of helium at a laser peak intensity of
8 × 1014 W/cm2. The width of the (pion + pelectron) distribution is estimated by a Gaussian curve
fitting and is a measure of the spectrometer momentum resolution along the different directions.
The 2D representation can be used for the calibration and for an estimation of false coincidences,
because the distribution should be along a straight line following the anti-diagonal. Adapted from
[43]

1. Thermal spread. Fig. 9.9 shows that the resolution is worse along y direction than
along x or z, mainly because of the thermal spread of the gas jet. The influence
of the initial thermal velocity is more important for the detection of ions than
of electrons, because the latter are much stronger accelerated by the laser field
during the ionization process and therefore an initial velocity distribution has
minor weight.

2. Uncertainty in the origin of ionization. The calculation of the momenta by
Eq. (9.13) is based on the assumption that the origin of the electron (or ion) tra-
jectory is exactly at the center of the coordinate system. However, it may happen
that atoms are ionized with a small offset, particularly along the laser propagation
direction (z), due to the spatial extent of the laser focus. This offset contributes
to the broadening of the momentum sum distribution but can be minimized with
a tight laser focus geometry.

3. Detector resolution. Additional uncertainties may come from the resolution of
time- and position sensitive detectors (typically 
x = 
t = 0.5 ns; 
y = 
z =
0.5 mm) and from possible misalignment and inhomogeneity of the spectrometer
E and B fields.

4. Saturation of the detector. If too many particles hit the MCP at the same time,
this may cause a “saturation” of the detectors: particles arriving later onto the
same detector position are not detected due to the dead time of the electronics
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and the momentum sum distribution becomes wider and asymmetric due to false
coincidences (see also Sect. 9.3.3). This is a common problem for the Reaction
Microscope apparatuses: in order to have reasonable momentum resolution and
reliable measurements, the number of ionization events per laser pulse must be
kept much smaller than one. This is achieved for instance by reducing the gas jet
density at the inevitable cost of a longer data acquisition time.

For the attoclock technique, the most important observable is the angular com-
ponent of the momentum in the polarization plane, which is given by pθ =
arctan(py/px) (see Fig. 9.4(a)). An estimate of the angular uncertainty can be ob-
tained by propagating the uncertainties on px and py determined by the Gaussian
fit as shown in Fig. 9.9. The angular uncertainty depends on the value of pθ and is
the largest for pθ = 0, π and smallest for pθ = π/2, 3π/2. On average, the mean
value of all the σpθ gives a meaningful estimate of the angular uncertainty. For the
particular case of the single coincidence measurement shown in Fig. 9.9, the values
of σpx and σpy result in a final uncertainty σpθ equal to about 10 degrees, equivalent
to 70 as for pulses at the central wavelength of 740 nm. However, with improved
jet stage configurations, a much narrower distribution in the y direction can be ob-
tained, resulting in an uncertainty as small as 20 as (see Sect. 9.2.1.4 and Ref. [22]).

Figure 9.9 can provide additional information regarding the quality of the data,
besides an estimate of the momentum resolution. In a single ionization channel
particles coming from the same parent atom have to satisfy the equation pion =
−pelectron imposed by momentum conservation. These are the “real” coincidences
that have to be distinguished from the random (or “false”) ones. The selection is
readily done by checking the momentum conservation plots shown in Fig. 9.9:
the diffuse background out of the anti-diagonal in the 2D plot or, equivalently, the
pedestal on the sides of the peak at zero are random coincidences from either a dif-
ferent atom or electronic noise. Like in the case of momentum resolution, a low ion
(and electron) count rate is beneficial to keep the contribution of false coincidences
low. If the count rate is too high, it means that more than one atom is ionized per
laser shot. As a consequence one may find in the dataset events where one singly
charged ion and two (or more) electrons are detected per laser shot. In this case,
the two combinations have to be considered. Both contribute to the coincidence
spectra, but necessarily one of the two (if not both, in case the “real” electron was
not detected for some reason) has to be a false coincidence, falling out of the anti-
diagonal in the 2D plots shown in Fig. 9.9. The situation becomes even worse, when
the “false” electron is detected.

9.3.3 Double Ionization

The multihit capabilities of the delayline anode detectors allow the measurement
of more than one particle per laser shot, thus opening the possibility to study dou-
ble ionization processes of atoms or molecules. With the attoclock technique, it is
possible to deduce the timing of release of the first and the second electron by the
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Fig. 9.10 Coincidence spectra for double ionization of argon for 7-fs (a) and (c) and 33-fs (b) and
(d) laser pulses, adapted from reference [24]. The spectra are integrated over an intensity range,
which is up to 3.5 PW/cm2 for (a) and (c) and up to 6 PW/cm2 for (b) and (d). The larger intensities
reached with the longer pulses induces a larger amount of false coincidences (relative height of the
pedestal, indicated by an arrow, larger in (b) than in (a))

relative angle of the momentum vectors (minute hand, Sect. 9.2.1) and their magni-
tude (hour hand, Sect. 9.2.2). In order to do that, the momenta of the doubly charged
ion and the two electrons need to be measured in coincidence. In this case, momen-
tum conservation laws impose the condition pion + pelectron1 + pelectron2 = 0 if the
three particles stem from the break-up of a single atom.

When examining a double ionization channel, there are two different methods
for data processing.

1. 3-Particle coincidence. Out of all the detected particles per each laser shot, only
groups consisting of one doubly charged ion and two electrons are selected. Like
in the case of the single ionization (Fig. 9.9) the momentum conservation equa-
tion pion + pelectron1 + pelectron2 ∼ 0 is exploited to check the quality of the data
and estimate the amount of false coincidence, as displayed in Fig. 9.10. The
problem is more complicated than in the case of single ionization, because now
three particles have to be detected simultaneously. However, this “complete de-
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tection” method ensures that the contribution of false coincidences is kept low:
in the data shown in Fig. 9.10 false coincidences are about 10 % for low inten-
sities and 20 % for high intensities. The disadvantage of this method is that the
detection efficiency results to be inhomogeneous. If the two ionized electrons
have the same vector momentum pelectron1 ≈ pelectron2, they will impact onto the
electron detector at the same position and at the same time. However, only one of
the two electrons will be detected. When the first electron hits the MCP, a blind
zone due to the detector dead time builds up around the position of the impact;
the second electron that would impact within this blind zone is not detected. As
a consequence, this group of particles, consisting of one doubly charged ion and
one electron only, will not survive the filtering of the data. In other words, the
detection efficiency is much lower for two electrons carrying the same vector
momentum than for those having different ones.

2. 2-Particle coincidence. In this method the filtering of the data is less severe.
Groups consisting of one doubly charged ion and only one electron are selected;
the momentum conservation equation pelectron2 = −(pion + pelectron1) is now ex-
ploited to calculate the vector momentum of the second electron. The advantage
of this method is that the detection efficiency is much more homogeneous com-
pared to the 3-particle coincidence method. Also electrons carrying the same
vector momentum after ionization are included in the analysis, because only one
needs to be measured directly and the second is calculated indirectly. The draw-
back is the higher contribution of false coincidences, which can be estimated
from the momentum sum of the single ionization channel (Fig. 9.9) and the elec-
tron rate at the detector [44]. For experimental conditions similar to those of
Fig. 9.10 for instance, the false coincidences amount to about 20 % for low in-
tensity to about 27 % for high intensity.

9.4 Conclusions and Outlook

Up to now, the attoclock technique has been applied in experiments performed in the
tunneling regime exploiting the unique property of resolving attosecond electron dy-
namics with femtosecond pulses. Experiments providing timing information on the
attosecond timescale of strong-field single [22, 36] and double ionization [24, 45] of
helium and argon have been presented as first applications. Single attosecond pulses
or attosecond pulse trains do not initiate strong-field processes due to their energy
photons (in the XUV range) and low intensity. However, they are currently acting as
triggers or temporal references in energy streaking experiments where they are used
in combination with linearly polarized femtosecond pulses and provide attosecond
resolution.

Two recent experiments have investigated the dynamics of single-photon ioniza-
tion in neon and argon by utilizing such setups in an attempt to answer one of the
most fundamental questions in quantum mechanics [46, 47]: how fast can light re-
move a bound electron from an atom, a molecule or a solid? The outcome of these
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experiments leads towards the conclusion that single-photon ionization takes a finite
amount of time, in contrast to what was inferred by the attoclock experiment for the
case of strong-field ionization [22].

The attoclock method can also in principle be employed in a similar manner:
a single attosecond pulse induces ionization, while an elliptically polarized fem-
tosecond pulse subsequently probes the dynamics, in a “cleaner” way compared to
linearly polarized pulses because additional effects induced by multiple returns of
the electron to the core are prevented [48].

Once embedded in a two-color scheme (XUV + infrared), the attoclock tech-
nique may become the method of choice to investigate electron dynamics also in
more complex systems like molecules and solids.
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Chapter 10
Studying the Electronic Structure of Molecules
with High Harmonic Spectroscopy

D.M. Villeneuve, J.B. Bertrand, P.B. Corkum, N. Dudovich, J. Itatani,
J.C. Kieffer, F. Légaré, J. Levesque, Y. Mairesse, H. Niikura, B.E. Schmidt,
A.D. Shiner, and H.J. Wörner

Abstract High harmonic spectroscopy is a tool to study the valence electronic
structure of atoms and molecules. It uses the techniques of high harmonic gener-
ation, in which a femtosecond laser ionizes the gas sample and XUV radiation is
emitted in the forward direction. The XUV intensity, phase and polarization con-
tain information about the orbital from which an electron was removed by the laser.
High harmonic spectroscopy reveals details of electron-electron interactions, mo-
tion of electronic wave packets, and can follow a chemical reaction.
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10.1 Introduction

In recent years, high harmonic generation (HHG) has developed into the main tool
of attosecond science. It has permitted the production of attosecond pulses [1], the
observation of molecular dynamics [2] and the imaging of molecular orbitals with
Ångström resolution [3]. HHG is most simply understood in terms of the three-step
model: a molecule exposed to a strong laser field is tunnel ionized, the liberated
electron is then accelerated by the field oscillations which can force it to recollide
with the parent ion [4]. Recollision is the common step of most strong field pro-
cesses that permit the observation of dynamical events with attosecond temporal
and Ångström spatial resolution [5].

Measuring and understanding the electronic structure and correlated dynamics
of matter on its natural time scale represents the main thrust of ultrafast laser sci-
ence. Understanding the correlated nature of multi-electron systems indeed repre-
sents one of the major scientific challenges [6]. Electron correlations affect essential
properties of complex systems ranging from configuration interactions in molecules
to cooperative phenomena in solids, like superconductivity. Our knowledge of the
electronic structure of matter originates from several decades of research on pho-
toionization and photoelectron spectroscopy [7–9], mainly driven by the develop-
ment of synchrotron-based sources. Recent advances in strong-field physics have
opened an alternative approach to probing both the electronic structure [3, 10] and
the dynamics [2, 11, 12] of molecules using table-top laser sources. These new
methods rely on the recollision of an electron, removed from the molecule by a
strong laser field, with its parent ion [4]. The electronic structure of the molecule is
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encoded in the emitted high-harmonic spectrum through the amplitude and phase of
the photorecombination matrix elements [11, 13–15] .

The current understanding of processes occurring in a strong laser field relies
on the strong-field approximation (SFA) [16] but its shortcomings for quantitative
modeling are now becoming apparent. When the electron is far away from the ion
core, its motion is dominated by the laser field and therefore its wave function is
well represented by plane wave functions or the time-dependent Volkov functions.
The difficulty of the coupled Coulomb-Volkov problem is usually addressed by a
perturbative treatment of the Coulomb field [17]. We will show that an alternative
strategy, treating the ionic potential exactly and neglecting the effect of the laser
field during recombination, is very accurate, at least for atoms and small molecules.

10.2 Cooper Minimum in Argon Revealed by High Harmonic
Spectroscopy

The photoionization cross section of argon atoms exhibits a prominent minimum at a
photon energy around 50 eV. We will show that this minimum is also apparent in the
high harmonic spectrum of argon [13]. We show that the position of the minimum
is not influenced by the strong laser field that is present during the recombination
process. This remarkable observation implies that high harmonic experiments can
directly measure the field-free electronic structure of the target atom or molecule.
Experimentally, we study the argon atom as one of the most frequently used in high-
harmonic and attosecond pulse generation and we show that the position of the min-
imum is independent of intensity and driving wavelength. Theoretically, we develop
a method to calculate high-harmonic spectra from field-free continuum functions of
an effective potential. The calculation of recombination cross-sections for HHG us-
ing scattering functions has been introduced in Ref. [18]. It has subsequently been
used to predict harmonic spectra of the rare gas atoms [19] and H+

2 [20]. We show
that the minimum observed in HHG in argon atoms lies close to the minimum in the
photoionization spectrum that is known as Cooper minimum [21]. Indeed, the last
step of HHG is similar to photorecombination of an ion and an electron. We show
that our method is capable of quantitatively reproducing the position of the observed
minimum in contrast to other methods using plane waves or Coulomb waves.

The experimental setup consists of a chirped-pulse amplification titanium-
sapphire laser system (KM Labs), a hollow-core fiber setup for pulse compression
and a vacuum chamber for generation and characterization of high-harmonic ra-
diation. The laser system provides pulses of 2 mJ energy and 35 fs duration at
a repetition rate of 1 kHz. The pulses are focused into a hollow-core fiber filled
with argon to achieve self-phase modulation [22] and are subsequently compressed
using chirped mirrors. The typical duration of the compressed pulses was 6–8 fs.
These pulses are focused ∼1 mm below the orifice of a pulsed nozzle generating
a supersonic expansion of argon. This setup minimizes the effects of phase mis-
match and reabsorption of the high-harmonic radiation and leads to the observation
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Fig. 10.1 High-harmonic
spectra generated in argon
using an 8 fs laser pulse
centered at 780 nm. The three
different panels correspond to
the laser intensities
2.5 × 1014 W/cm2 (a),
2.9 × 1014 W/cm2 (b) and
3.5 × 1014 W/cm2 (c).
Adapted from [23]

of the single-atom response. The generated high-order harmonics are sent into an
XUV spectrometer consisting of an aberration-corrected concave grating that spec-
trally disperses the harmonics and images them onto a microchannel plate detector.
A CCD (charge-coupled device) camera accumulates the spectral image and trans-
fers it to a computer. The image is integrated over the spatial dimension to provide
the high harmonic spectrum.

High-harmonic spectra generated in argon using an 8 fs laser pulse centered at
780 nm at different intensities are shown in Fig. 10.1. In the region of low photon
energies, the spectrum shows the usual progression of odd harmonics of the fun-
damental wavelength which turns into a continuum close to the cut-off. The most
striking feature of the spectrum is the presence of a deep minimum around the 33rd
harmonic.

Different origins are conceivable for minima in high-harmonic spectra. Minima
can originate from the structure of the atom or molecule. Their position is approxi-
mately independent of the laser intensity as is the case in 2-center interference [24].
A minimum can also originate from dynamics of either the electron in the contin-
uum or of the molecular cation following tunnel ionization and/or the action of the
strong laser field. An example of continuum dynamics has been reported using a
mixture of helium and neon as nonlinear medium [25]. Such minima are associated
with a well defined recollision time and their location in photon energy (i.e. har-
monic order) would therefore shift approximately linearly with intensity. It would
also depend strongly on the wavelength of the fundamental field.

With increasing intensities the cut-off in the high-harmonic spectra shown in
Fig. 10.1 extends clearly, but the position of the minimum is left unchanged. Mea-
surements at longer wavelengths have revealed a minimum at the same photon ener-
gies as reported here [26]. This proves that the minimum observed in high-harmonic
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spectra of argon is associated with the electronic structure of the atom rather than
with its dynamics in the laser field and is independent of the laser source.

We find that the minimum in argon appears at 53 ± 3 eV. This is close to the
observed position of the Cooper minimum in the single-photon-ionization efficiency
[27]. The minimum in argon has been reported many times in the literature since the
early days of HHG [28, 29]. The minimum is much deeper in our spectra because
we use an ultra-short pulse that extends the cut-off and places the minimum into the
plateau.

We now show that we can accurately model the recombination step in HHG using
field-free one-electron procedures commonly used in photoionization spectroscopy.
The potential is used to generate both the bound (ground) state and the continuum
wave functions, neglecting the laser field at the moment of recombination. Without
the laser field, the problem is spherically symmetric. The electronic wave function
is represented as a product

Ψ (r, θ,φ) = 1

r
φ�(r)Y

m
� (θ,φ) (10.1)

of a reduced radial wave function φ�(r) and spherical harmonics. � stands for the
angular momentum quantum number of the electron and m its projection quantum
number. An effective one-electron potential [30]

V�(r) = �(� + 1)

2r2
− 1

r
− Ae−r + (17 − A)e−Cr

r
(10.2)

with (A = 5.4,C = 3.682) is used and spin-orbit interaction is neglected. The
ground state wave function (3p) is generated by diagonalizing the Hamiltonian for
� = 1 on a numerical grid. The continuum functions are generated by numerically
integrating the Schrödinger equation for a given (positive) kinetic energy of the elec-
tron using the Numerov algorithm [31]. The normalization is performed at asymp-
totically large radial coordinates including the Coulomb tail [32].

Figure 10.2 represents the bound and continuum wave functions for argon. The
two-dimensional cut through the continuum wave function was obtained by sum-
ming all partial wave components from � = 0 to � = 50 that were obtained from
numerical integration of the effective potential in Eq. (10.2). The continuum wave
function consists of a plane wave propagating along the x axis from left to right and
the superimposed scattered wave that strongly distorts the appearance of the plane
wave. This highlights the problem of using plane waves to represent the continuum
wave function, as we will do in future sections.

Figure 10.3 shows the log base 10 of the photoionization dipole squared as de-
scribed above. The minimum at about 55 eV is evident. Also shown is the photoion-
ization phase which is seen to have a gradual phase shift over tens of electron volts
around the Cooper minimum. The gradual nature is due to the d-wave partial wave
component of the transition changing sign around the minimum, but it does not have
sufficient magnitude near the minimum to abruptly influence the phase.

The minimum observed in HHG occurs because the total recombination dipole
goes through a minimum for a certain value of the electron’s kinetic energy. This
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Fig. 10.2 3px (m� = 0) orbital wavefunction of argon and two-dimensional cut through the real
part of the continuum wave function for k = 1.8 a.u. The atomic orbital was obtained from a
quantum chemical ab initio calculation using the Hartree-Fock method and the cc-pVTZ basis set.
The two colors correspond to different signs of the wave function and their intensity of color codes
the amplitude. The continuum wave function was calculated from the effective potential given in
the text by adding the components � = 0 to 50. The color code, in this later case, represents the
amplitude. Adapted from [23]

Fig. 10.3 Green line shows
the log base 10 of the
calculated photoionization
cross section. The Cooper
minimum near 55 eV is
evident. The blue line shows
the phase of the
photoionization dipole
moment. A gradual phase
change of somewhat less than
π occurs centered at the
Cooper minimum

happens because the radial integral for the transition to d wave changes sign. More-
over, the phase of the dipole varies quickly across the minimum position. This will
translate to a similar variation in the harmonic phase that should be observable in
experiments using the RABBITT technique [33, 34] or mixed gases [25].

The present example enables us to directly compare the information content of
a HHG spectrum with that of a photoelectron experiment. The radial integrals are
identical for both cases but a photoionization cross section represents an angle-
integrated measurement and is thus described by an incoherent sum over the emit-
ted partial waves whereas HHG is an inherently differential technique which is ex-
pressed as a coherent sum over recombining partial waves. This explains why the
minimum seen in HHG is much deeper than the minimum seen in photoionization.

The conversion from the electron’s kinetic energy (k2/2 in atomic units) to the
photon energy (Ω) has been a subject of debate in recent work, some studies using
Ω = k2/2, others Ω = k2/2 + Ip [3, 35, 36]. The disagreement originates from
the fact that the kinetic energy of the electron is not clearly defined at the moment
of recollision because the electron is accelerated by the ionic potential. The use of
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plane waves and the relation Ω = k2/2 + Ip predicts that the minimum in argon lies
around 21 eV. If the other dispersion relation is used, the minimum shifts to 5 eV,
so the agreement with experiment is even worse. In the case of exact continuum
functions, the dispersion relation can only be Ω = k2/2+Ip because the momentum
k of the electron is defined at asymptotic distances from the core where the ionic
potential is negligible.

The main approximations of the present method lie in neglecting the laser field
which can be justified using a semi-classical argument by comparing the magnitude
of the energies involved in the process. The electron corresponding to the observed
minimum position has a kinetic energy of 35 eV and the ionic potential is 15.8 eV.
However, the variation of the electrostatic potential of the laser field across the re-
gion where recombination takes place amounts to a few electron-Volts only. This
means that the effect of the laser field on the electron at the moment of recombi-
nation is negligible and suggests that field-free continuum wave functions properly
describe the region where recombination occurs.

10.3 Interchannel Coupling and the Giant Resonance in Xenon

In the previous section, we showed that a structural feature in the photoionization
cross section of argon could be clearly seen in high harmonic spectra. We now ex-
tend this observation, to show that photoionization cross sections can be recorded
up to 150 eV, and that the high harmonic spectrum contains features due to multi-
electron processes during photorecombination, specifically interchannel couplings.

We use high harmonic spectroscopy to investigate a new class of collective elec-
tronic dynamics—induced and probed by the recombining electron. The kinetic en-
ergy of the returning electron is usually much larger than the difference between
electronic energy levels of the parent ion. Consequently, inelastic scattering fol-
lowed by recombination is energetically possible, as illustrated in Fig. 10.4(right).
Using the xenon atom as an example, we demonstrate that such processes indeed
occur and that they can locally enhance the efficiency of HHG by more than one
order of magnitude. We show that such a seemingly complex pathway contributes
significantly to the phase matched process. This observation uncovers a new un-
expected facet of high harmonic spectroscopy—it provides access to electron cor-
relations which are otherwise very difficult to observe. Our results suggest that
electron-electron (e-e) excitations may be ubiquitous in high harmonic spectroscopy
experiments. High harmonic spectroscopy gives access to multi-electron dynamics
through their spectral signature, much as in photoionization studies, but it offers the
additional potential of attosecond temporal resolution.

Until recently, HHG was interpreted within the single-active-electron approxi-
mation. HHG experiments in pre-formed, transition-metal plasmas by Ganeev et al.
[37] observed significant enhancements of a single harmonic order. These enhance-
ments were recently interpreted by Frolov et al. [38] to be caused by Fano autoion-
izing resonances and 3d-3p transitions, underlining the importance of multi-electron
effects in HHG.
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Fig. 10.4 Steps for harmonic generation. In the usual 3-step model an electron is tunnel ionized
from the valance shell, accelerates in the continuum and then recombines to the state from which it
came (left). With inelastic scattering the returning electron can promote a lower lying electron into
the valance band and then recombine to the vacancy in the lower lying state (right). In both cases a
100 eV photon is emitted by recombination to a 5p vacancy (left) or a 4d vacancy (right). Adapted
from [39]

We used a novel laser source that is almost ideal for spectroscopic studies [40–42]
(see below), having a wavelength of 1.8 µm and a duration of less than 2 optical
cycles. With its long wavelength, it creates a recollision electron whose energy can
exceed 100 eV, even for low ionization potential systems such as small organic
molecules.

HHG spectra were recorded for the noble gases, argon, krypton and xenon, using
a thin phase-matched gas jet [39]. Results are shown in Fig 10.5 and demonstrate
the smooth spectra that are possible with this laser source. The limit of 160 eV is
imposed by the spectrometer. We now show how the photoionization cross section
can be measured with these spectra. It has been shown that the three-step model
for HHG [4] can be approximately factorized into three terms [3, 15, 43, 44] cor-
responding to ionization (I ), electron propagation W(E), and recombination (σ r).
Although the range of validity for this expression has not been fully explored, it is
sufficiently accurate to allow us to compare the HHG spectra of Xe and Kr, both of
which involve ionization from p-orbitals.

S(EΩ) = I (F,ω)W(E)σ r(E) = W(E)σ r(E). (10.3)

Here S(EΩ) is the HHG power spectrum, EΩ = E + Ip is the emitted photon en-
ergy, E is the electron kinetic energy, ω is the laser frequency, F is the laser field,
and Ip is the ionization potential. The photorecombination cross section σ r is re-
lated to the photoionization cross section σ i through the principle of detailed bal-
ance [43, 45]. In addition, the differential photoionization cross section in which the
photoelectron is ejected parallel to the polarization vector of the electromagnetic
field is the appropriate component for photorecombination. The differential cross
section is determined from the anisotropy parameter β measured in the photoion-
ization experiments, using the relation ∂σ i/∂Ω = σ total(1 + βP2(cos θ))/4π for
θ = 0.
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Fig. 10.5 Experimental HHG spectrum for xenon (blue line) obtained with a laser source with a
wavelength of 1.8 µm, pulse duration of 11 fs (∼ 1.8 cycles), and intensity of 1.9 × 1014 W/cm2.
The raw xenon spectrum was divided by the spectrometer calibration. The RRPA calculation of the
xenon PICS by Kutzner et al. [47] (green line). The red and green symbols are PICS measurements
by Fahlmann [48] and Becker [49] respectively, each weighted using the anisotropy parameter
calculated by Kutzner et al. [47]. Derived from [39]

In order to calibrate the recording system, we use the measured HHG spectrum
from krypton SKr(EΩ) and the photoionization cross section σ i

Kr(EΩ) from the
literature [46] to accurately determine the recolliding electron wavepacket spec-
trum W(E) by setting W(E) = SKr(EΩ)/σ i

Kr(EΩ), using a similar approach
to that used by Itatani et al. [3]. We then divide the measured HHG spectrum
for xenon with this term, to extract the photoionization cross section for xenon:
σ i

Xe = SXe(EΩ)/W(E). Because this procedure divides one spectrum by another,
experimental details such as grating reflectivity and detector response cancel out. In
addition, the proportionality factor [43, 45] relating σ i and σ r approximately cancel
out when the ionization potentials are similar. The correction factor is at most a fac-
tor of 2 across the entire spectrum, telling us that the recolliding wave packet is al-
most flat across the spectrum. The experimentally derived σ i

Xe is plotted in Fig. 10.5,
together with the photoionization cross section from synchrotron experiments. The
excellent agreement shows that the HHG spectrum contains detailed information
about the electronic structure of atoms, imprinted through the photorecombination
cross section. It is remarkable that the intense laser field can be neglected.

We now study the xenon results, shown in Fig. 10.5. The most striking feature
is the pronounced peak around 100 eV. This peak is also seen in the photoioniza-
tion cross section from synchrotron measurements, also shown in Fig. 10.5. This
peak has been extensively studied in the context of photoionization, and led to the
development of a theory that included e-e correlations during photoionization [50].
The 100 eV peak is interpreted as being due to the influence of 4d electrons, which
have a large photoionization cross section in this region owing to a shape resonance.
Energy-resolved measurements [49] have shown that the photoionization cross sec-
tion of the 5p shell is strongly enhanced around 100 eV through e-e interactions
with the 4d sub-shell.
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The first step in HHG is tunnel ionization from the most weakly bound electrons,
the 5p electrons in the case of xenon. The probability of tunnel ionizing a 4d electron
whose binding energy is 68 eV is vanishingly small (10−51). So how is it that the
photorecombination process in HHG can manifest the influence of the 4d shell? Fig-
ure 10.4(right) illustrates the Coulomb interaction between the returning continuum
electron and a bound 4d electron. An exchange of energy takes place, resulting in
the promotion of a 4d electron to fill the 5p hole. This causes the continuum electron
to lose 56 eV (the difference between binding energies of the two sub-shells), and
hence to have the correct kinetic energy to experience the quasibound continuum
state that enhances the 4d cross section. The decelerated electron then recombines
to the 4d hole and emits a photon whose energy is the same as that of the direct
channel, due to energy conservation. The smooth green curve in Fig. 10.5 is derived
from a complete multi-electron calculation [47] that includes contributions from all
sub-shells.

Although we have successfully predicted the observed HHG spectrum in xenon,
it is not obvious that the 4d channel will be phase matched, a necessity for HHG.
Does the e-e interaction cause a loss of the coherence that is necessary for HHG
phase matching? A generalized HHG model [39] shows that coherence is indeed
maintained. In SFA, the ion evolves with a phase given by its total energy; the con-
tinuum electron gains a phase given by the classical action. After the collisional
excitation, both the ion and the continuum electron exchange energy, but the to-
tal energy remains the same, meaning that the excitation time does not affect the
emission phase, and coherence is maintained.

The observation of the 100 eV peak in xenon in the HHG spectrum is striking
in several ways. It reinforces the observation that the HHG spectrum is largely de-
termined by the photoionization cross section [15, 23, 43]. In fact Frolov et al. [15]
predicted that the xenon giant resonance will appear in HHG spectra. The agreement
between our measured spectrum and the previously measured photoionization cross
section is remarkable because it represents a clear observation of e-e correlations
and excitation of the ion in HHG. Indeed, it is quite likely that collisional excita-
tion followed by recombination to an inner shell orbital is a general phenomenon in
HHG whose experimental evidence has been directly observed for the first time due
to the newly developed sub-two cycle IR laser source.

10.4 High Harmonics from Aligned Molecules

It has been demonstrated in experiments with aligned molecules that the highest oc-
cupied molecular orbital (HOMO) largely determines the shape of the HHG spec-
trum [51]. It was shown [3] that the process of high harmonic generation could be
used to form an image of a single electron orbital wave function of N2, and that
the orbitals of rare gas atoms determine the HHG spectrum [36]. These experiments
are supported by calculations that show the dependence on the HOMO [52–55]. In
this section, we will show that the HHG spectra from aligned N2, O2 and CO2 have
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Fig. 10.6 Experimental high harmonic spectra versus angle between the molecular axis and the
laser polarization, from N2, O2 and CO2 molecules. The colour scale is the square root of the
intensity of each harmonic, divided by the continuum wave function amplitude Ω2a(Ω). The
radius in the polar plot is the harmonic order (from 17th to 43rd), and the polar angle is the angle
between the molecular axis and the laser polarization. Derived from [56]

unique features that are determined by the electronic structure of each molecule
[56].

The experimental setup has been described previously [3, 57]. Briefly, N2, O2

or CO2 gas was introduced into the vacuum chamber through a pulsed supersonic
valve providing a gas density of about 1017 cm−3 with a rotational temperature
of about 30 K. A 30 fs duration, 800 nm laser pulse with an intensity of about
5 × 1013 W/cm2 created a superposition of rotational states, leading to periodic
revivals of molecular alignment [58, 59]. The direction along which the molecular
axes were aligned could be rotated by means of a half wave plate. At the peak of
the rotational revival, typically 4–20 ps after the first pulse, a second, more intense,
laser pulse was focused into the gas to produce high harmonics. Its intensity was
approximately 1 to 2 × 1014 W/cm2. The HHG spectra were recorded by an XUV
spectrometer consisting of a variable groove spacing grating and an MCP and CCD
camera.

HHG spectra were obtained for molecules aligned in 5 degree steps in the range
of ±100 degrees relative to the intense laser’s polarization. The results are presented
in Fig. 10.6. The value that is plotted is related to the measured intensity of each
harmonic order, S(Ω), as follows.

In the three step model, the HHG response is a product of the ionization, the
propagation, and the recombination. We lump together the first two steps into a term
that describes the continuum wave function at the time of recombination, a(ω). The
emitted signal S(Ω) is given by

S(Ω) = Ω4
∣∣a(Ω)D(Ω)

∣∣2
. (10.4)

Here, Ω is the emitted XUV frequency, and D is the recombination dipole ma-
trix element. The spectral amplitude of the continuum wave function a(Ω) was
determined by a separate measurement of the harmonic spectrum, Sref (Ω), taken
from a reference atom, argon. Rather than matching the ionization potential of the
molecules with individual reference atoms, we used only argon. It was shown in
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Fig. 10.7 Calibration of the continuum wave function Ω2a(Ω) amplitude from the reference ar-
gon spectrum. The HHG spectrum of argon is recorded, then is divided by the calculated recombi-
nation dipole for the Ar 3p orbital. A straight line fit on the semilog scale is used to normalize the
spectra presented in Fig. 10.6. Derived from [56]

[36] that atoms as different as He, Ne and Ar, gave essentially the same continuum
wave function amplitude,

a(Ω) = Sref (Ω)1/2

Ω2D(Ω)
.

D is evaluated using the 3p orbital of argon calculated by GAMESS [60]
The calibration Ω2a(Ω) is approximately a straight line on a semilog plot [36]

as shown in Fig. 10.7. We fit it to a linear function, Ω2a(Ω) = a1e
−a2Ω , to avoid

any small deviations due to structure in the argon spectrum, for example the Cooper
minimum near H31 [13, 21]. Thus in Fig. 10.6 we plot S(Ω)1/2/(Ω2a(Ω)) .

It should be noted that the alignment dependence of the ionization probability
is implicitly included in these measurements. For example, we know that N2 is
more easily ionized parallel to its molecular axis, whereas CO2 and O2 preferen-
tially ionize at 45◦ [61]. In addition, all values are integrated over the distribution of
molecular angles that are present in the aligned ensemble.

Each molecule is clearly distinctive, supporting our notion that the valence elec-
tronic structure of each molecule is responsible for the HHG emission. N2 shows
strongest emission near 0◦, whereas CO2 is strongest at 90◦. O2 shows less variation
with angle, but peaks broadly near 0◦.

The CO2 measurements clearly show an amplitude minimum near 0◦ that is con-
ventionally attributed to two-center interference in the emission process [62–64].
The position of the minimum goes to higher order with increasing molecular an-
gles. For the simple plane wave model, destructive interference of emission from
each of the oxygen atoms occurs when sin(k · R/2) = 0, where R = 2.3 Å is the
distance between the oxygen atoms, and k is the electron wavenumber (or momen-
tum in atomic units) associated with the harmonic order. This can be written as
cos θmol = 2π/kR. For θmol = 0, the minimum should occur at H27, assuming the
“dispersion relation” Ω = k2/2 + Ip . Measurements of the harmonic phase by the
RABBITT technique [65] show a phase jump of about 2 radians in this region, and
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Fig. 10.8 Measurement of the polarization rotation of harmonics produced in aligned N2, O2 and
CO2. The colour represents the rotation angle from vertical in degrees. Positive values (colour red)
mean that the emitted XUV polarization has deviated from the probe laser polarization direction,
in the direction of the molecular axis. For an atom, the rotation angle will be zero. To within
experimental accuracy, the emitted radiation was linearly polarized. Derived from [68]

the position of the phase jump increases with molecular angle. These observations
seem consistent with a two-center interference process that depends on molecular
orientation. However it should be noted that there is some disagreement in the loca-
tion of the interference minimum. Kanai et al. [64] observed the minimum at H25,
where Vozzi et al. [63] observed it at H33. This was attributed to an intensity depen-
dence of the interference that is not predicted by the simple model and needs further
theoretical investigation. This discrepancy has now been resolved to be due to inter-
ferences between emission from different orbitals in CO2, notably the HOMO and
HOMO-2 when the laser field is parallel to the molecular axis [11, 66].

The N2 measurements show a minimum around H25. Interestingly, this mini-
mum does not shift to higher orders as the molecule is rotated away from the laser
polarization, and even exists in unaligned molecular samples. Measurements of the
harmonic phase in randomly aligned [67] and aligned N2 [65] show a phase jump
starting at H25, also independent of angle. All these observations are in contradic-
tion with the simple two-center interference model, which predicts a strong angular
dependence of the amplitude and phase.

In order to measure the polarization state of the emitted XUV radiation, the pre-
vious setup was modified to include a pair of silver mirror at 20◦ and 25◦ angles
between the grating and the MCP [68]. These mirrors acted as an XUV polarizer
[69], although not with perfect extinction. As in the previous section, the direction
of the molecular axis could be controlled by waveplate HWP1, and was varied in 5◦
steps over the range ±100◦. In addition, the polarization of both pump and probe
pulses was rotated by HWP2. In a typical polarimetry measurement, the analysing
polarizer is rotated; in the present case we keep the analyser fixed and rotate both
the molecules and the probe laser polarization. Further details of the experimental
setup can be found in Ref. [68]

The results of the polarization measurement [68] for different aligned molecules
are shown in Fig. 10.8. We present the polarization direction in the laboratory frame,
in which the incoming laser polarization is vertical. It is also possible to present the
same data in the molecular frame (not shown). As was the case for the measurement
of harmonic intensity, each molecule shows a unique signature.
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The polarization rotation measured in O2, shown in Fig. 10.8(b), is rather un-
remarkable compared with the other molecules studied. The XUV polarization is
rotated in the direction of the molecular axis, but its value is largely independent of
molecular angle or harmonic order. This implies that there is no change of sign of
the recombination dipole vector components.

The polarization measurements for CO2 molecules are shown in Fig. 10.8(c).
This molecule shows the greatest amount of polarization rotation of the three
molecules studied. It is significant that the direction is opposite to that of O2. The
maximum rotation coincides with the harmonic order previously associated with a
minimum in the harmonic spectrum in CO2. Thus, polarimetry allows us to attribute
this amplitude minimum to the component of the dipole moment that is parallel to
the generating laser polarization.

The N2 molecules in Fig. 10.8(a) show a change in behaviour between low and
high harmonic orders. For the low harmonics, the polarization direction rotates in
the direction of the laser polarization. The high harmonics show a rotation in the
opposite direction. This remarkable feature was recently confirmed by other mea-
surements [70]. The point at which the rotation changes sign is around H21, and
this point is largely independent of angle. This almost coincides with the order at
which the emission amplitude has a minimum, H25, which is also independent of
angle. The minimum in amplitude indicates a minimum in the recombination dipole
matrix element. The change in polarization direction indicates a sign change in the
perpendicular component of the vector recombination dipole. This would seem to be
contrary to the conclusion from the experimental measurements in which it seems
that the perpendicular component changes sign. However the experimental results
are consistent with the model interpretation where the parallel component changes
sign. Since the experiment only measures the angle of the polarization modulo 2π ,
what seems like a rotation of say 20◦ could in reality be a rotation of −160◦. Thus
the amplitude and polarization measurements contain complementary information
about the recombination dipole.

10.5 Tomographic Imaging of a Molecular Orbital

Some interpretations of quantum mechanics hold that wave functions do not exist in
reality, and that only the square of the wave function has any meaning. Nevertheless
scientists use the concept of wave functions to help visualize the electronic structure
of atoms and molecules [71]. In particular, single-electron molecular orbital wave
functions are mathematical constructs that are used to describe the multi-electron
wave function of molecules. The highest lying orbitals are of particular interest since
they are responsible for the chemical properties of molecules. Yet they are elusive to
observe experimentally. Using the highly non-linear process of tunnel ionization in
an intense, femtosecond infrared laser field, we selectively remove the highest oc-
cupied molecular orbital electron, and then recombine this electron about 2 fs later.
This results in the emission of high harmonics from the molecule that contain infor-
mation about the shape of the molecular orbital. By aligning the gas phase molecule
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at a set of angles, the resulting HHG spectra can be tomographically inverted to
yield the two-dimensional orbital wave function. The coherent interference between
the free electron wave function and the molecular orbital wave function, a form of
homodyne detection, enables us to see the actual wave function, not its square [3].

Only a few methods can currently “see” the highest molecular orbitals—electron
momentum spectroscopy (EMS) [72] and scanning tunneling microscopy (STM)
[73–75]. These experiments have provided valuable data that can be compared with
various theoretical descriptions, e.g Hartree-Fock, Kohn-Sham and Dyson orbitals
[76]. Other techniques such as electron scattering or x-ray diffraction measure the
total electron density of the molecule, not specific orbitals. Yet it is the frontier
orbitals that give the molecule its chemical properties.

HHG is usually thought of as a source of attosecond XUV photons that can
be used to probe ultrafast dynamics. We will use molecular HHG not as a probe,
but as a sensitive signature of the molecular orbit structure. It has been suggested
that the HHG spectrum from molecules might contain information on the internu-
clear separation [77, 78]. We will show that, by recording a series of HHG spectra
from molecules held at fixed angles, it is possible to tomographically reconstruct
the shape of the highest electronic orbital, including the relative phase of the wave
function.

It is possible to align gas-phase molecules in space by means of non-resonant
laser fields [79]. It has been demonstrated that medium-sized molecules can be held
in space in three dimensions using elliptically polarized fields [80]. Field-free align-
ment has been demonstrated using an adiabatic pulse that abruptly turns off [81], and
by short pulses that produce rotational wavepackets that periodically rephase [82].
Furthermore, polar molecules can be oriented in a particular direction [83, 84].

A proof-of-principle experiment was performed on a simple molecule, N2, whose
highest occupied molecular orbital (HOMO) is known to be a 2pσg orbital. More
precisely, the 2pσg is the Dyson orbital that is associated with ionization of N2 to the
ground state of the cation. The next highest orbitals, about 1 eV below the HOMO,
are 2pπu, and so have distinctly different symmetry. Evidence for emission from
lower orbitals of N2 has been reported [85].

In the experiment [3] the output of a Ti:Sapphire laser system (10 mJ, 27 fs,
800 nm, 50 Hz) was split into two pulses with a variable delay. The first pulse
served to produce a rotational wave packet in the nitrogen gas emanating from a
nozzle [82]. Its intensity was low enough (< 1014 W/cm2) that no harmonics were
generated. The second laser pulse (3 × 1014 W/cm2) produced the HHG spectrum
that was detected with an XUV spectrometer.

During the rotational revivals, there were two distinct times at which the
molecules have a clear spatial orientation—parallel (4.094 ps) and perpendicular
(4.415 ps) to the laser polarization [82]. We used the parallel alignment time, and
rotated the molecular axis relative to the polarization of the HHG pulse using a half-
wave plate. In order to remove the sensitivity of the XUV spectrometer and other
systematic effects, we have normalized the N2 spectrum to that of argon. Argon has
nearly the same ionization potential as nitrogen, and so the ionization process will
be very similar. The calibration used is similar to that shown in Fig. 10.7.
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Fig. 10.9 High harmonic
spectra of N2 recorded at 5
degree increments for the
angle between the molecular
axis and the laser polarization
direction. Each spectrum has
been divided by the linearized
argon reference spectrum to
remove the amplitude of the
recolliding wave packet.
Derived from [56]

It has been shown that the three-step model for HHG [4] can be factorized into
three terms [3, 15, 43, 44]. The harmonic signal will be proportional to the square
of the dipole moment induced by the returning electron,

d = 〈
ψm(r)

∣∣r
∣∣ψe(r)

〉
. (10.5)

Here, ψm is the molecular orbital wave function that was ionized. The outgoing
electronic wave function is a complicated Volkov wave [86], but upon return ψe(r)
is described by a plane wave, eikx . More recent models have described the con-
tinuum state as a field-free scattering state. For the sake of simplicity in analysis,
we will use the plane wave model. For each harmonic number n, we know that the
corresponding momentum kn of the returning electron is �kn = √

2me(nEL − Ei).
In Fig. 10.9 we show the high harmonic spectra recorded for aligned N2

molecules, divided by the argon reference signal. The molecular axis has been ro-
tated by 5 degrees between each measurement, and the fact that each spectral am-
plitude is different indicates the high degree of alignment achieved.

We now go on to show that the HHG signal can be tomographically inverted to
yield a picture of the molecular orbital. We will assume that the laser polarization
axis is in the x direction, and that the molecular axis is at an angle θ with respect
to x. For a non-planar molecule, this angle can be replaced by the Euler angles that
will completely describe its orientation. We then use a rotated version of the wave
function to represent the rotated molecule, ψm(r, θ).

From Eq. (10.5) the dipole magnitude for the n-th harmonic can be written as an
integral,

dn(θ) =
∫ ∞

−∞

∫ ∞

−∞
ψm(r, θ)reiknxdxdy (10.6a)

= FT

{∫ ∞

−∞
ψm(r, θ)rdy

}
(10.6b)
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Fig. 10.10 (a) Highest
occupied molecular orbital of
N2 as reconstructed using the
high harmonic emission in
Fig. 10.9. Assumptions about
a phase jump near H25 and
the polarization of the
emission were made.
(b) Ab initio calculation of
the 3σg orbital of N2. Derived
from [3]

where we have dropped the third dimension z for clarity. Note that d is a complex
vector. It can be seen that this is a spatial Fourier transform in direction x of an
integral along y of the molecular wavefunction.

The Fourier Slice Theorem [87] shows that the Fourier transform of a projection
P is equal to a cut at angle θ through the two-dimensional transform F of the object.
This is the essence of computed tomography based on the inverse Radon transform.
Our dipole is the Fourier transform of a projection of the wave function, and so the
parallel between the HHG process and computed tomography is uncanny.

The result of the tomographic deconvolution is shown in Fig. 10.10. The upper
panel shows the experimental reconstruction, while the lower panel is the calculated
shape of the 3σg orbital of N2. Note that the colour scale includes both positive and
negative values, indicating that we are measuring a wave function as opposed to the
square of the wave function. The lobes at which the wave function passes through
zero are well reproduced in the reconstruction.

It may seem that quantum mechanics forbids the observation of a wave function
[71]. Whereas a single quantum system cannot be observed, an ensemble of quan-
tum systems can be measured [88]. In addition, we effectively record the dipole
matrix elements of a transition between two states of the system, Eq. (10.5). Since
this is an expectation value of a Hermitian operator, it is an observable in quantum
mechanics. We determine the molecular orbital wave function to within an arbitrary
phase, with a normalization constant and a DC term, because it is effectively a ho-
modyne measurement; part of the bound state electron wave function is removed by
the laser, and then interferes with itself when it recombines.

The spatial resolution is limited to the electron wavelength corresponding to the
highest attainable harmonic order. This is determined by the ionization potential Ei

and the intensity at which the molecule ionizes (not necessarily the peak laser inten-
sity). For I = 2 × 1014 W/cm2 at 800 nm wavelength, nEL = 38 eV and λe = 2 Å.
By going to longer wavelengths, such as through the use of optical parametric am-
plifiers, the cutoff energy is increased. For a laser wavelength of 1.8 µm, λe = 0.9 Å,
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Fig. 10.11 High harmonic
intensities for aligned CO2
molecules using elliptically
polarized laser radiation. The
HHG signal was obtained for
ellipticities for which the
spectrum was reduced by
1/3, averaged for both left
and right ellipticities. This
removes the effect of the
nodal planes, since the
recolliding wave packet
returns at an angle to the
nodal plane

and the highest spatial frequency component is k = 7 Å
−1

. This is usually sufficient
to resolve typical molecular orbitals [89].

The mathematical underpinnings of this reconstruction technique have been stud-
ied in more detail in [90, 91]. Rather than considering just a single molecular orbital,
the more detailed approaches consider all electrons in the system to be indistinguish-
able, leading to concepts of Dyson orbitals and electron exchange upon recombina-
tion. These factors have an effect on the interpretation of the reconstruction, and lead
to even better agreement between theory and experiment than shown in Fig. 10.10.

10.6 Tomographic Reconstruction of CO2 Molecular Orbital

In the previous section we showed how one can create an image of a single molec-
ular orbital wave function in the case of N2 molecules. In this section we use a
similar approach to a different molecule, CO2. The shape and symmetry of the CO2
HOMO (Πg) is quite different from that of the N2 molecule (Σg). The presence
of nodal planes in Πg symmetry makes the interpretation more difficult. In addi-
tion, for a perfectly aligned molecule at 0 degrees, the ionization along the nodal
plane direction results in a node in the outgoing continuum electron wave function.
Therefore the returning continuum wave function will have a nodal plane, violat-
ing the assumption of a plane wave. This violation does not occur at angles other
than 0 and 90 degrees. Nevertheless, it makes the reconstruction more complicated.
A reconstruction of the HOMO of CO2 was performed by Vozzi et al. [92].

To get around this difficulty, we performed an experiment with aligned CO2
molecules using elliptically polarized 800 nm laser radiation [93]. High harmonic
spectra were recorded for each molecular alignment angle, at a range of laser el-
lipticities. The HHG signal was obtained for ellipticities for which the spectrum
was reduced by 1/3, averaged for both left and right ellipticities. The experimental
results are shown in Fig. 10.11.

As was the case for the reconstruction of the N2 wave function, the HHG spec-
trum from CO2 was divided by the HHG spectrum from reference argon atoms.
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Fig. 10.12 Polar plot of the
square root of the CO2 signal
from Fig. 10.11, normalized
by the HHG signal from
reference argon atoms. The
image has been symmetrized
into all four polar quadrants

This results in a normalized HHG signal. We plot the square root of this normal-
ized signal in Fig. 10.12. This figure is somewhat different than the results shown
in Fig. 10.6 for CO2 which used linearly polarized light to generate HHG. In the
present case using elliptical light, there is a small minimum at 90 degrees, whereas
for linear light, there is a maximum at 90 degrees. This is probably related to the
nodal plane in the HOMO wave function.

We will reconstruct the bound state wave function from this data, using a slightly
different procedure than in the previous section. As before, the HHG signal is writ-
ten as a product of a recombination moment times the amplitude of the recolliding
electron wave packet, a.

S(ω; θ) = ∣∣a(ω)
∣∣2∣∣dL(ω; θ)

∣∣2

Previously we used the length form of the transition dipole matrix element between
the bound state and the continuum wave function which is approximated by a plane
wave.

dL(ω; θ) = 〈
Ψ (r; θ)

∣∣r
∣∣k(ω)

〉
(10.7)

=
∫

drΨ (r; θ)reikr (10.8)

Instead we use the velocity form of the matrix element,

dv(ω; θ) = Ω
〈
Ψ (r; θ)

∣∣p̂
∣∣k(ω)

〉
(10.9)

= Ω

∫
drΨ (r; θ)p̂eikr (10.10)

= ΩkΨ (p; θ) (10.11)

since the momentum operator p̂ operating on a plane wave of momentum k re-
turns k. Therefore the velocity form of the transition dipole matrix element is pro-
portional to the bound state wave function in momentum space. This is just the
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Fig. 10.13 Polar plot of the
square root of the CO2 signal
from Fig. 10.11, normalized
by the HHG signal from
reference argon atoms, as
shown in Fig. 10.12. The
values have been multiplied
by ±1 in different parts of the
image, corresponding to
where phase jumps are
assumed to occur

spatial Fourier transform of the real space wave function. This velocity form ap-
proach has the advantage that it does not require knowledge of the two polarization
components of the emission; this is also a shortcoming, since it does not take into
account the extra information provided by the polarization. In the present experi-
ment using elliptically polarized light, we do not have the polarization information
of the XUV radiation.

We lack one vital piece of information, namely the phase of the XUV emission.
As in the case of N2, we will assume that the wave function is real, so that the
phase will be either 0 or π . Therefore we multiply the square root of the normalized
signal (Fig. 10.12) by ±1, as shown in Fig. 10.13. We assume a phase jump near
H25, where there is a minimum in the emission (see Fig. 10.12). We also assume
a phase jump at angle 0, 90, 180 and 270 degrees. This assumption is based on the
assumption of the symmetry of the bound state wave function. By taking the inverse
Fourier transform of Fig. 10.13, we arrive at the spatial image of the bound state
wave function of CO2, shown in Fig. 10.14. This indeed looks like the expected Πg

orbital of CO2.
The problem with this orbital reconstruction is the assumption of phase jumps.

By assuming phase jumps at each quadrant, we have in effect determined the sym-
metry of the wave function. If we do not put in a phase jump at 90 and 270 degrees,
we can reconstruct an orbital with Πu symmetry instead. In fact, if you replace the
experimental data in Fig. 10.12 with the value 1 everywhere, but make the same
phase change assumptions, then you still obtain an orbital that looks like a Πg wave
function. Therefore we should be very suspicious when someone uses this approach
to reconstruct the CO2 HOMO wave function.

10.7 Following a Chemical Reaction Using High-Harmonic
Spectroscopy

Simultaneous imaging of the geometric and electronic structure of a molecule as
it undergoes a chemical reaction is one of the main goals of modern ultrafast sci-
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Fig. 10.14 An inverse Fourier transform of the velocity-form transition moments in Fig. 10.13 is
shown. This should be a reconstructed image of the CO2 HOMO wave function. It indeed shows
the expected Πg symmetry. Unfortunately, the symmetry of this image is determined by the as-
sumptions of phase jumps that were made in Fig. 10.13. Other assumptions of phase jumps would
lead to different symmetries

ence. Techniques based on diffraction [94, 95] measure the position of the atoms
within the molecule with high accuracy but are much less sensitive to the electronic
structure of the molecule, particularly the valence shell in which the chemical trans-
formations originate. A new complementary approach exploits the rescattering of
an electron removed from the molecule by a strong laser field to measure the struc-
ture of the molecule [96]. The associated recollision also leads to high-harmonic
generation that encodes the structure of the orbital to which the electron recombines
[3, 97]. So far, these methods have only been applied to the electronic ground state
of molecules [35, 98–100]. Ultrafast dynamics in molecules occur predominantly in
excited electronic states which can only be prepared in small fractions when multi-
photon processes need to be avoided.

We extend high-harmonic spectroscopy from probing static molecular struc-
ture to probing photochemical dynamics. Using the impulsive photodissociation of
molecular bromine, we show that the electromagnetic interference between high
harmonics generated from the molecular ground state and the excited state occurs
on the attosecond timescale. The coherent addition of the emitted radiation results
in high visibility of the excited state dynamics despite the low excited state fraction.

The photorecombination step in high-harmonic generation is essentially a time
reversal of photoionization. Before describing the HHG experiment, it is useful
to compare and contrast the two approaches. In femtosecond photoelectron spec-
troscopy, single-photon absorption creates a photoelectron which encodes informa-
tion of the molecule’s electronic structure in its spectrum [101, 102]. In femtosec-
ond high-harmonic spectroscopy, similar detailed information [23, 43] is carried in
the emitted photon. In photoelectron spectroscopy, different initial (neutral) and fi-
nal (ionic) electronic states are distinguished through the photoelectron energy. In
high-harmonic spectroscopy, the broadband recolliding electron wave can only re-
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Fig. 10.15 Potential energy
curves of Br2 (X 1Σ+

g ground

state and C 1Π1u excited
state) and Br+2 (X+ 2Πg
ground state). The shape of
the nuclear wave packet in the
excited state after selected
delays 
t is also shown. The
wave packets were obtained
by numerical propagation
assuming a 40 fs excitation
pulse centered at 400 nm. The
inset shows the expectation
value of the internuclear
separation as a function of the
pump-probe delay. Derived
from [105]

combine to vacant states, which are selectively created by the tunnel ionization step.
Tunnel ionization is exponentially sensitive to the binding energy of each ioniza-
tion channel. The simultaneous measurement of a broad photon spectrum and the
selection of the probed state by tunneling both point to greater simplicity for high-
harmonic spectroscopy. However, the emitted photons originating from different
initial electronic states overlap spectrally, adding an undesirable complexity to the
interpretation of high-harmonic spectroscopy. We show that this apparent complex-
ity becomes an advantage as the unexcited molecules can serve as a local oscillator
against which we measure the excited state dynamics. Just as in a radio receiver, the
local oscillator makes a weak signal that would be otherwise difficult to observe,
readily visible. Moreover, the coherent detection provides a high sensitivity to the
phase of the radiation, which reflects the evolution of the ionization potential along
the dissociation coordinate.

The experimental setup consists of a chirped-pulse amplified titanium-sapphire
femtosecond laser system, a high-harmonic source chamber equipped with a pulsed
valve and an XUV spectrometer. The laser system provides 800 nm pulses of 32 fs
duration (FWHM). The laser beam is split into two parts of variable intensities using
a half-wave plate and a polarizer. The minor part of the energy is sent through a 2:1
telescope and used to generate 400 nm radiation in a type I BBO of 60 µm thickness.
The major part is sent through a computer-controlled delay stage and is recombined
with the 400 nm radiation using a dichroic beam splitter. The combined beams are
focused into the chamber using a f = 50 cm spherical mirror.

High-order harmonics are generated in a supersonic expansion of Br2 seeded in
2 bars of helium. The helium carrier gas is sent through liquid Br2 kept at room
temperature. Bromine molecules are excited by single-photon absorption at 400 nm
to the repulsive C 1Π1u state (see Fig. 10.15) and high harmonics are generated
in the strong 800 nm field. The focus of both beams is placed ∼1 mm before the
pulsed molecular jet expanding through a nozzle of 250 µm diameter. This setup



10 Studying the Electronic Structure of Molecules 181

Fig. 10.16 Intensity of harmonics 19 (full line) and 18 (dash-dotted line) from excited bromine
molecules as a function of the delay between a 400 nm pump pulse and a perpendicularly polarized
800 nm pulse generating high harmonics (left-hand axis). The temporal overlap of 400 and 800 nm
pulses leads to the emission of even order harmonics, like H18. The total ion yield (dotted line,
right-hand axis) shown as dashed line was measured under identical conditions but with higher
statistics. Derived from [105]

minimizes the effect of phase-mismatch and reabsorption of the high-harmonic ra-
diation and leads to the observation of the single-molecule response [103]. The typ-
ical pulse energies of 1.5 mJ (800 nm) and 5 µJ (400 nm) result in intensities of
1.5 × 1014 W/cm2 (800 nm) and 5 × 1011 W/cm2, the 400 nm beam having half
the diameter of the 800 nm beam. The total number of produced ions is measured
by a wire mesh located 10 cm below the nozzle orifice. We have verified that the
response of the ion detector was linear. The high-harmonics are spectrally resolved
using an aberration-corrected XUV grating and imaged by a micro-channel plate
detector backed with a phosphor screen using a charge-coupled device camera. The
harmonic intensities are extracted by integrating the images spatially and spectrally.

Figure 10.15 shows the relevant potential energy curves of Br2 and Br+2 . Single-
photon excitation at 400 nm from the X 1Σ+

g ground state leads almost exclusively

to the repulsive C 1Π1u state which dissociates into two bromine atoms in their
ground spin-orbit state (2P3/2,mJ = 1/2) [104]. The figure also shows the shape of
the vibrational wave function in the ground state and the calculated nuclear wave
packet on the excited state surface at selected delays 
t after excitation by a 40 fs
pump pulse centered at 400 nm. The 2Π3/2g ground state curve of Br+2 is also shown
to illustrate the variation of the ionization potential with the internuclear distance.

Figure 10.16 shows the observed harmonic and ion signals in a pump-probe ex-
periment with perpendicular polarizations. The power of H19 decreases during the
excitation, reaches a minimum after the peak of the 400 nm pulse and then recovers
to its initial power level. In contrast, the ion yield increases, reaching its maximum
after the peak of the 400 nm pulse and subsequently decreases to its initial level.
The maximum increase in ion yield amounts to 7 % whereas the harmonic signal is
depleted by up to 30 %. The signal of H19 and the ion yield have been normalized to
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unity at negative delays. This signal level corresponds to all molecules being in the
ground electronic state. Temporal overlap of the 800 nm and 400 nm pulses leads to
the appearance of even-order harmonics [106] which provide the time origin and a
high-order cross-correlation (∼50–60 fs).

When Br2 is excited to the C 1Π1u state, the ionization potential for the removal
of the most weakly bound electron is reduced from 10.5 to 7.5 eV, explaining the
observed increase in the ion yield. The rising part of the ion yield curve reflects the
build-up of the excited state population during the excitation pulse. As Br2 disso-
ciates along the repulsive C 1Π1u state, the ionization potential increases from 7.5
to 11.8 eV, resulting in a decreasing ionization rate of the excited state. Since the
ionization rate increases at early delays, one might expect that the harmonic yield
would also increase. However, the opposite is observed. Moreover, the variation of
the harmonic signal is much larger than that of the ion signal and exceeds the exci-
tation fraction by a factor of 2.

These results clearly demonstrate a destructive interference between harmonics
emitted by the excited molecules and those emitted by the ground state molecules.
Destructive interference is the origin of the opposite behavior of ion and harmonic
yield. Since the interference between the excited and unexcited molecules involves
both phase and amplitude of emission, it is impossible to determine both parameters
with a single measurement. In the following section, we utilize a different geometry
in order to extract both amplitude and phase.

10.8 Transient Grating High Harmonic Spectroscopy

The strong-field approach to molecular imaging relies on an intense femtosecond
laser field (∼1014 W/cm2) to extract an electron wave packet from one of the va-
lence orbitals and drive it back to interfere with the initial bound electronic state.
When the electron recombines with the parent ion, it emits extreme-ultraviolet
(XUV) radiation in a train of attosecond pulses. All molecules in the sample radiate
coherently with the electric field of the driving laser in a phase-matched process.
In this section, we demonstrate how HHG can be applied to observe a chemical
reaction in real time [89, 107].

We form a sinusoidal grating of excited molecules using two pump beams that
cross in the medium, as shown in Fig. 10.17. Horizontal planes of excited molecules
alternate with planes of unexcited molecules. We generate high harmonics from this
grating with a delayed 800 nm laser pulse (probe). The zero time-delay and the
cross-correlation time of 50 fs is monitored through the appearance of even-order
harmonics.

From the zeroth and first order diffracted signals, we can uniquely extract the
harmonic amplitudes de/dg and phases |φe − φg| of the excited state relative to the
ground state (where dg,e and φg,e are the harmonic amplitudes and phases of the
ground (g) and excited (e) states). We show the experimentally determined values
in Fig. 10.18, when the pump and probe pulses are parallel (a) or perpendicular (b).
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Fig. 10.17 Schematic of the
transient grating excitation
geometry. Two 400 nm pump
pulses set up a transient
grating of excitation in the
molecular beam. A delayed
800 nm pulse generates high
harmonics. The periodic
modulation of the high
harmonic amplitude and
phase in the near field results
in first order diffraction in the
far field. Derived from [107]

The different time evolution for the amplitude and the phase is striking. While
the phase reaches its asymptotic value after ≈150 fs, the amplitude takes more than
300 fs. It is also striking that the time response of the amplitude changes with the
relative polarization of the excitation and harmonic generation pulse. In contrast,
while the time-dependent phase is different for the different polarizations, it reaches
the same asymptotic value at the same time delay. We will first concentrate on the
phase, then discuss the amplitude.

The phase of high-harmonic radiation has two main contributions: (1) The elec-
tron and the ion accumulate a relative phase between the moment of ionization and
recombination. The phase shift between the same harmonic order q being emitted
by two electronic states differing in ionization potential by 
Ip can be expressed as

φq ≈ 
Ipτ̄q , [25] where τ̄q is the average transit time of the electron in the con-
tinuum. (2) When the electron recombines, the transition moment imposes an am-
plitude and a phase on the radiation [11, 23]. The first contribution depends on the
electron trajectory (determined by the laser parameters) and the ionization potential.
The second contribution characterises the electronic structure of the molecule. It de-
pends on the emitted photon energy and the angle of recombination in the molecular
frame [3].

The time evolution of the reconstructed phase in Fig. 10.18 can be split in two
regions: the first 150 fs, where the phase undergoes a rapid variation, and the sub-
sequent flat region where the phase is independent of the relative polarizations.
The rapid variation of the phase reflects the fast variation of the ionization poten-
tials with delay. The strong dependence of the phase on the relative polarizations
(Fig. 10.18(a) vs. (b)) also shows that the phase traces the evolution of the elec-
tronic structure of the molecule as it dissociates. This variation occurs because the
electrostatic potential into which the electron recombines changes significantly. At
asymptotic delays we measure Br atoms relative to ground state molecules. The
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Fig. 10.18 Reconstruction of
high harmonic amplitude and
phase. (a) shows the
reconstructed amplitude (left)
and phase (right) of the
excited state emission relative
to the ground state, for
parallel pump-probe
polarizations. (b) is the same
as (a) except the pump-probe
polarizations are
perpendicular. (c) shows the
measured internuclear
separations as determined by
the two-center interference
condition for each harmonic
order. Derived from [107]

phase shift is independent of the direction of recombination, consistent with the
fact that Br2 dissociates into atoms in the |mj | = 1/2 magnetic sub-level [104].
The phase shift is 1.8 radians for H13. Using the relation 
φq ≈ 
Ipτ̄q , we ob-
tain 
Ip = 1.3 eV, in good agreement with the known ionization potentials of Br2

and Br.
We now turn to the temporal evolution of the amplitudes. The odd harmonics go

through a deep minimum at an early time delay that depends on the harmonic or-
der (see inset of Fig. 10.18(a)). The minimum occurs between 51 ± 5 fs (H21) and
78 ± 5 fs (H13). It measures the stretching of the orbital as the molecule dissoci-
ates. Since at early delays the ionization step selects molecules lying parallel to the
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laser field, we obtain almost identical results in both polarizations. When the elec-
tron recombines to the initial state, its de Broglie wavelength λq can destructively
interfere with the initial state wave function. Destructive interference occurs when
R = (2n + 1)/2λq (n integer) in the case of a σu orbital [24]. Using n = 1 and the
relation Ω = k2/2 between the photon energy Ω and the electron momentum k, we
translate the minimum of H21 to a bond length of 3.3 Å and that in H13 to 3.9 Å—in
good agreement with wave packet calculations. Thus, we trace the bond length as a
function of time using quantum interference.

As the molecule dissociates, additional minima corresponding to destructive in-
terference with n > 1 could be expected. Instead, we observe a slow rise of the
amplitude. At delays larger than 150 fs, the four valence molecular orbitals of Br2

formed from the 4p atomic orbitals of Br become nearly degenerate and high-
harmonic generation becomes essentially atomic in character. In this regime, the
gerade or ungerade states of the ion are degenerate—there should be no quantum
interference in ionization nor in recombination. Consequently, it is only the prop-
agation of the electron in the laser field that is affected by the second atom. For
perpendicularly polarised pump and probe beams, the interaction of the ionised elec-
tron with the neighbouring atom is maximized since the electron trajectory between
tunneling and recollision lies in the plane of the disc of dissociating atoms. The
slower recovery of the amplitude in Fig. 10.18(b) reflects this fact. This property of
high-harmonic spectroscopy is analogous to XAFS (extended X-ray absorption fine
structure) and may be useful to probe the chemical environment of a low-Ip species
(e.g. a molecule in a helium droplet).

Time-resolved photoelectron measurements of the dissociation of Br2 have beau-
tifully demonstrated how the binding energies shift as the atoms move apart. In Refs.
[102, 108, 109] the time delay for the appearance of an atomic-like photoelectron
spectrum was determined to lie in the range of 40–85 fs. In high-harmonic spec-
troscopy, the recollision of the returning photoelectron is sensitive to the electronic
structure of the molecule rather than to the binding energy of individual orbitals. The
minima between 50–80 fs show that the electron recombines to a 2-centre molecular
wave function. The absence of such minima in the range of 100–150 fs suggests that
at longer delays the recombination of the electron has become essentially atomic.
An analogous transition between two- and one-center signatures has recently been
observed in core-shell photoionization of a static molecule [110].

Looking forward, measuring the amplitude and phase of the photorecombination
moment relative to a fully characterised ground state reference [3] will allow the
dynamic imaging of orbitals in a chemical reaction. The unique properties of high-
harmonic spectroscopy will lead to other applications in femtochemistry, reaching
from simple dissociation dynamics, to proton transfer, to non-adiabatic reaction dy-
namics, to complex photochemical processes. For example, the change in electronic
structure associated with the crossing of a conical intersection [111, 112] will be
mapped into the harmonic radiation. In all these cases, the sensitivity of high har-
monic spectroscopy to the electronic structure will provide new insight.
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10.9 Conclusions

We hope that the reader will recognize the potential of this new spectroscopic tech-
nique called high harmonic spectroscopy. We have shown that we can observe elec-
tronic structure in atoms and molecules, that we can reconstruct a single molecular
orbital wave function, and that we can follow a chemical reaction. As we gain ex-
perience with this technique, we learn its advantages and disadvantages. We have
recently observed that high harmonic spectroscopy with molecules larger than di-
atomics is sensitive to the electronic state of the excited molecule, rather than the
motion of a nuclear wavepacket; we have shown this for NO2 [113] and recently for
SO2, and we believe that this may be a general property. We expect that the advent
of mid-infrared few-cycle laser sources will also help in applying high harmonic
spectroscopy to larger molecules with low ionization potentials.
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Chapter 11
Attosecond Molecular Spectroscopies with XUV
Harmonic Radiation

R. Guichard, J. Caillat, S. Haessler, Z. Diveki, T. Ruchon, P. Salières, R. Taïeb,
and A. Maquet

Abstract When irradiated by an intense pulse of an infrared (IR) laser, molecules
emit a coherent radiation composed of a frequency comb of harmonics of the pump
laser frequency, ranging from ultraviolet (UV) up to soft X-rays. These harmonics
are emitted during extremely short time windows, within the attosecond range. The
properties of harmonic emission are of much interest when applied to issues of rel-
evance to AMOP (Atomic, Molecular and Optical Physics) and they have opened
a new domain of investigation in the emerging field of attophysics. In the spectral
domain, analyzing high harmonic spectra provides original information on the elec-
tronic structure of the outer orbitals that are active in the generation process. In
the time domain, the use of attosecond pulses of Extreme Ultra-Violet (XUV) har-
monics within a pump-probe scheme opens unique opportunities to develop a new
time-resolved spectroscopy of transient excited molecular states. In this review, we
shall report on recent advances in the field and we shall address several issues of in-
terest with the objective to go beyond the “proof-of-principle” demonstrations that
have been reported so far.

11.1 Introduction

Uncovering time-dependent aspects of chemical reactivity with unprecedented time
resolution, in the attosecond range, has become achievable through the recent ad-
vent of harmonic-based sources of XUV radiation. In this context, two distinct kinds
of applications of these new sources have been explored so far. In a chronological
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order, the first one has been the detailed analysis of the harmonic spectra gener-
ated by aligned molecular systems. This provides valuable information about the
electronic molecular states (dominantly the outer valence states) involved into the
generation process. Moreover, the analysis of such time-resolved harmonic spectra
is expected to provide new insights in the dynamics of the electronic processes at
work when generated by a system in the course of a chemical change. The second
one is the use of harmonics as a photoionization probe, to extend the XUV measure-
ments performed with synchrotron sources. A typical example includes the study of
the resonances embedded within the atomic or molecular continuum: synchrotron
measurements display the spectral signatures of autoionizing states as well as of
the so-called shape resonances. As we shall report, a most interesting feature of
harmonic-based measurements is that they give direct access to the temporal char-
acterization of these phenomena.

In the context of this class of attosecond-resolved measurements performed with
coherent XUV radiation, it turns out that the intensities of the harmonic lines can
be measured quite straightforwardly, while the harmonic phases are a priori less ac-
cessible. The precise determination of these latter provides the key to explore the
time domain, as their energy derivative gives access to characteristic time delays,
with attosecond time resolution, in the system under consideration. Several tech-
niques have been implemented so far to measure the harmonic phases. Among them,
we shall focus the presentation on a multicolor IR-XUV photoionization scheme
dubbed RABBIT (Reconstruction of Attosecond Beating By Interference of Two-
photon transitions) technique [1–3]. In the following, we will describe some of the
recent advances that have been achieved with the help of this technique, both from
the theory and experimental standpoints.

Focusing first on the characterization of High Harmonic Generation (HHG) spec-
tra in aligned molecules, it is well established now that the phases and intensities of
the spectral components are very sensitive probes of the molecular states involved
in the generation process. The first milestone in this direction has been the “tomo-
graphic imaging” of a molecular orbital, derived from the analysis of the harmonic
emission by aligned N2 molecules with different orientations of the internuclear
axis with respect to the polarization of the pump field. This procedure, based on
the analysis of the scaled harmonic intensities with assumptions for the harmonic
phases, has initially permitted to image the σg HOMO (Highest Occupied Molec-
ular Orbital) which is dominantly involved in the generation process [4]. A more
detailed characterization of such HHG emission, including the determination of the
spectral phases, has revealed that the HHG process results in fact from a delicate
combination of contributions originating from both the σg HOMO and from the
nearest underlying orbital πu HOMO-1 [5]. In specific laser conditions, i.e. when
a particular laser intensity is chosen, disentangling the contributions of each orbital
to the harmonic signal is made possible as the net result of all phase contributions
is close to π/2, therefore encoding them in the real and imaginary parts of the har-
monic dipole, respectively. However, when the pump laser intensity is varied, this
distinction becomes unclear as the mixing of the two contributions appears to be
spectrally and intensity dependent [6].
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Still regarding HHG in aligned molecules, another important question has
emerged about the possibility to control the attosecond emission by changing the
molecular response. The basic idea relies on the dependence of the harmonic gen-
eration on the orientation of the molecular axis with respect to the polarization of
the pump laser. For instance, in two-center systems, interference phenomena are
expected to take place depending on the internuclear distance, the molecular align-
ment and the de Broglie wavelength of the recombining electron. It is expected
that these parameters govern the harmonic intensities and phases, allowing a pulse
shaping of the attosecond emission in given spectral regions. Interferences resulting
from multi-orbital contributions could also allow such pulse shaping. This has been
demonstrated in the test case of the linear CO2 molecule [7].

A second (more recent) field of investigations deals with the molecular response
to the attosecond pulses of harmonic XUV radiation generated in an auxiliary gas
jet. Clearly, under such conditions, molecules can experience various excitation pro-
cesses, including ionization and dissociation. However, given the unique temporal
properties of harmonic pulses, the possibility arises to uncover the dynamics of ex-
cited “vibronic” molecular states. This implies to disentangle the electronic and nu-
clear degrees of freedom in reactive species. We shall show below that the RABBIT
technique is again an efficient tool to achieve this goal [8, 9].

Central as an investigation tool in all the above listed topics is the RABBIT
technique. It has been implemented in several experiments to realize the combined
measurements of the phases and amplitudes of harmonic signals. For the sake of
completeness, we shall devote Sect. 11.2 to a brief description of the technique. In
Sect. 11.3, we shall discuss how molecular data can be extracted from the analysis of
harmonic spectra generated in aligned molecules. Subsections will concentrate on
multichannel (or multi-orbital) contributions and on the control of harmonic emis-
sion in the time domain. The main features of the recently developed attosecond
XUV spectroscopy of molecular excited states will be outlined in Sect. 11.4, with
applications to the relation between RABBIT phases and the timing of photoelec-
tron emission in near-threshold transitions. The chapter will end in Sect. 11.5 with
a brief discussion of the perspectives opened by these recent advances.

11.2 RABBIT Analysis of Harmonic Spectra

The RABBIT technique has been designed first with the objective to measure the
relative phases of consecutive odd harmonics, as generated in a system with cen-
tral symmetry. It is based on the multicolor ionization of an auxiliary atomic or
molecular gas sample, in the simultaneous presence of an attenuated beam of the
pump IR laser with frequency ωL together with a comb of its odd XUV harmonics
with frequencies Ω± = (2q ± 1)ωL, [1–3]. In these conditions, the photoionization
spectrum displays equidistant lines labelled . . . ,H2q−1,H2q+1, . . . , that are asso-
ciated to the absorption of single harmonic photons, and intermediate sidebands
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. . . ,SB2q, . . . resulting from the exchange of one additional IR photon. In the mod-
erate IR intensity regime considered, the sidebands result from two-photon IR-XUV
ionization transitions.

Still in this regime, it turns out that two distinct quantum paths contribute domi-
nantly to the formation of a given sideband SB2q : (i) sequential absorption of H2q−1
and of the fundamental and (ii) sequential absorption of H2q+1, followed by the
stimulated emission of the fundamental. Two other quantum paths also participate
which are associated to transitions with reversed time-ordering but, in the context
considered here, their contributions are much smaller [1–3]. The dominant XUV-
IR processes correspond to two-photon “Above-Threshold Ionization” (ATI) tran-
sitions. Then, RABBIT measurements consist in monitoring the variations of the
sideband magnitude when the IR-XUV delay τ is varied. One shows that, as a result
of the two quantum paths interferences’, it can be written under the generic form
below, which evidences that each sideband signal S2q oscillates periodically as a
function of τ :

S2q = α + β cos(2ωLτ + 
φΩ + 
θ) (11.1)

where α and β are real quantities, 
φΩ = φ2q+1 − φ2q−1 is the difference between
the intrinsic phases of the two consecutive harmonics and 
θ is a contribution that
is characteristic of the ionized system. The latter term originates from the fact that
the second-order transition amplitudes associated to ATI transitions are complex
numbers, with phases that depend on the quantum path followed by the system
to reach the sideband. Thus when clocked against the IR laser cycle, the periodic
variations of the cosine term in the expression Eq. (11.1) contains both the phase
informations about the harmonics as well as intrinsic molecular data contained in
the 
θ term. If the continuum structure of the system under study is smooth, 
θ ≈ 0
and the measurement of the phases of the oscillations gives a direct access to the
relative phases of the harmonics 
φΩ and, by extension, to their emission time,
with attosecond resolution [10, 11].

To make the connexion between phase differences and time delays clearer, it is
convenient to rewrite the formula in Eq. (11.1) under the form:

S2q = α + β cos
[
2ωL(τ + τ2q + τI )

]
(11.2)

where τ2q = (φ2q+1 −φ2q−1)/2ωL is a finite difference approximation to the group
delay GD = ∂φ/∂ω of the harmonic radiation at the considered frequency, which is
also called the “emission time”, and τI = 
θ/2ωL is an intrinsic time delay result-
ing from the analytical structure of the two-photon ATI transition amplitude in the
system under consideration. For the sake of completeness we turn now to a succinct
presentation of the origin of this additional phase or, equivalently, of this time delay.

The RABBIT technique is implemented with radiation fields with intensities
moderate enough so that lowest-order time-dependent perturbation theory applies.
Then, the structure of the relevant transition amplitudes dominantly involved in the
process is the one of a second-order matrix element associated to a two-photon ATI
transition . Each matrix element contains angular factors that may be complex quan-
tities, but it turns out that they average out when performing the angular integration
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of the squared amplitude that is required to reproduce the photoelectron signal. The
phase difference 
θ in Eq. (11.1) originates from the radial parts of the amplitudes,
which are complex numbers for ATI transitions.

This can be seen from their expression which is associated to the transition from
an initial bound state with radial component |Rni,�i

〉 with negative energy εi towards
a final state in the continuum |Rk2q ,�f

〉 associated to photoelectrons in the sideband
SB2q , with kinetic energy: ε2q = k2

2q/2 = εi +2qωL. The transition results from the
sequential absorption of one harmonic XUV photon Ω± followed by the exchange
of the IR photon ωL. Thus, the radial component of the transition amplitude is of
the following form:

T ±
�f ,�,�i

(εi + Ω±) =
∑

n

〈Rk2q ,�f
|r|Rn,�〉〈Rn,�|r|Rni,�i

〉
εi + Ω± − εn

+ lim
ε→0+

∫ +∞

0
dεk

〈Rk2q�f
|r|Rk,�〉〈Rk,�|r|Rni,�i

〉
εi + Ω± − εk + iε

. (11.3)

In this expression, we have made explicit the structure of the sum running over the
whole atomic spectrum, by separating the contributions of the discrete states with
negative energies εn > εi and radial component |Rn,�〉 and of the states in the contin-
uous spectrum, with energies εk and radial wave function |Rk,�〉. We note that the an-
gular momentum algebra imposes the selection rules � = �i ± 1 and �f = �i, �i ± 2.
Also, the radial wave functions are real quantities, so that, in the first term, the sum
over the discrete spectrum is also real, with denominators which stay positive as
Ω± > |εi |. By contrast, the second term, i.e. the integral over the continuous spec-
trum, is a complex number. This is because of the presence of a pole on the positive
energy real axis located at εk = εi + Ω±. This implies that the integral acquires an
imaginary component according to the prescription:

lim
ε→0+

∫ +∞

−∞
dx

x + iε
= P

∫ +∞

−∞
dx

x
− iπδ(x) (11.4)

where the Cauchy principal part in the first term is a real quantity while the second
term with the delta function is pure imaginary. The consequence is that the ampli-
tude attached to each quantum path leading to the sideband of interest acquires a
phase, i.e.

T ±
�f ,�,�i

(εi + Ω±) = ∣∣T ±
�f ,�,�i

(εi + Ω±)
∣∣eiθ± . (11.5)

The quantity 
θ introduced in Eq. (11.1) is the difference 
θ = θ+ − θ− between
the phases of the quantum path amplitudes leading to a given sideband. As we shall
show below, this analytical structure of the RABBIT amplitudes play a most impor-
tant role to address several phenomena of interest in attophysics that are investigated
with the help of harmonics.
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11.3 Harmonic Emission by Aligned Molecules

11.3.1 Multichannel Contributions to Harmonic Emission

Typical harmonic spectra generated in atoms exhibit the following general features:
a rapid decay at the lowest orders, followed by a plateau where the harmonic inten-
sity is roughly constant, and a final decay beyond the cutoff location. When gen-
erated in molecules, intensity minima and corresponding phase jumps appear in
the emitted high-order harmonic signal. Three distinct classes of intensity minima,
related either to structural or dynamical origins, have been evidenced. A represen-
tative type of “structural” minimum has been documented in two-center molecules
[12, 13]. It appears when destructive interferences take place between XUV radia-
tion emissions from each center. The harmonic frequency at which such minima are
located depends on the molecular alignment with respect to the laser polarization θ ,
as well as on the internuclear distance R. It can be linked to the angular dependence
of the recombination dipole moment of each contributing channel [7, 14, 15] and its
position does not change with the laser parameters [12, 16]. Another type of mini-
mum is referred to as “Cooper-like”, since its presence can be related to the minima
observed in the photoionization cross section of the species under study. They in-
volve destructive interferences between either distinct angular momentum compo-
nents of the unbound electron wave packet when it recombines with the initial state
[17], or from the nodal structure of the initial state. The position of such minima is
independent of any laser parameter—especially the intensity IL, [18]. A third type
of minima, referred to as “dynamical”, occurs when several molecular orbitals (or
channels) contribute to HHG. In the specific situations where two contributions end
up with a π -phase difference and thus interfere destructively, a marked minimum
appears in the harmonic spectrum. Varying the driving laser parameters—either in-
tensity or wavelength—shifts their relative phase and thus modifies the spectral po-
sition of the dynamical minima [19, 20].

The discrimination between the different types of minima is therefore based on
two main experimental parameters: θ and IL. The presence of a so-called dynami-
cal minimum indicates that several orbitals, typically the valence molecular orbitals
(HOMO-1, . . .) lying close below the highest-occupied one (HOMO), are energet-
ically high enough to contribute to the first stage of HHG, namely the tunneling
ionization process (step (i)). During the continuum excursion (step (ii)) prior to re-
combination (step (iii)), they leave the molecular ion in a coherent superposition of
the ground (X) and excited states (A,B, . . .). All these ionization channels finally
coherently contribute to the harmonic emission [20, 21] which encodes the ultrafast
dynamics occurring in the molecular ion during the emission process, giving access,
e.g., to the rearrangements taking place in the electronic shells within less than one
laser cycle [22, 23].

Disentangling the contributions of the different ionization channels thus requires
an advanced characterization of the harmonic emission, including the measure-
ments, not only of the spectral intensities of the harmonic components [14, 15, 19,
21, 24, 26], but also of their relative phases. As explained in Sect. 11.2, this can
be achieved with the help of the RABBIT technique. For the sake of illustration,
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Fig. 11.1 Experimental recombination dipole for N2 molecules. Amplitude (a) and phase (b) of
the complex soft-X-ray field for N2 at various alignment angles normalized by that for argon. For
perpendicular alignment (θ = 90◦), the phase decreases by π/2 between harmonic H17 and H27.
This change gradually disappears when rotating the molecules towards parallel alignment (θ = 0◦).
For all angles, the phase increases by π/2 from H27 on, which might be the beginning of a larger
jump not completely contained in our spectral range. The phase difference is set to 0 at the lowest
harmonic order H17

we present the measurements of the angular dependence of the harmonic yields
and phases, in the specific case of N2 as generating medium, at a fixed intensity
(1.2 × 1014 W/cm2) in Fig. 11.1 [5].

In that system, the global phase difference between the contributions of the
HOMO and of the HOMO-1 orbitals for harmonic 25 is close to π/2 [5]. Therefore,
their contributions to the normalized molecular dipole are practically disentangled
in the imaginary and real part respectively. A more detailed analysis of the complex
dipole structure allows the exploitation of the measured data: (i) to simulate the tem-
poral profiles of the attosecond emission, (ii) to reconstruct the involved orbitals by
a tomographic procedure, and, merging the temporal and structural aspects, (iii) to
image, at the instant of recombination, the dynamical “hole” formed by the coherent
ionization channels [5].

Pursuing that type of investigation by varying the laser intensity IL, one can
evidence the changes in HHG when exploring frequencies below and above the
cut-off. Again, in the case of N2, this is achieved when varying IL between 0.7 ×
1014 W/cm2 (cut-off at H21) and 1.3×1014 W/cm2 (cut-off at H29). One can observe
a fast variation of the harmonic phase as a function of the harmonic order, while
the harmonic intensity presents a shallow IL-independent minimum, as shown in
Fig. 11.2 [6].

Two mechanisms were identified to explain this measured non-trivial phase evo-
lution. First, the difference in the continuum dynamics of the two channels controls
the harmonic phase in the cut-off region. Second, the remarkably fast—sub-cycle—
nuclear dynamics occurring on the attosecond timescale in the A channel strongly
affects its contribution to HHG. Typically, in N2, the non-trivial HHG phase changes
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Fig. 11.2 Pump laser
intensity-dependent harmonic
phases (a) and intensities (b)
measured for N2 at θ = 90◦
and respectively calibrated
with Ar quantities for
different driving laser
intensities indicated in units
of 1014 W/cm2. All phases
are moved to 0 at H15

over the spectral range are attributed to variations of the X- and A-channel relative
amplitudes and phases, up to a situation where the A channel contribution is sig-
nificantly reduced. Therefore, the relative magnitudes of the contributions of differ-
ent orbitals (here principally the HOMO and HOMO-1) to HHG can be controlled
through a fine tuning of the laser intensity.

11.3.2 Control in Time of Harmonic Emission

Generating attosecond pulse trains in aligned molecules does not only provide a sig-
nal that encodes information about the molecular structure and dynamics, but it also
provides a mean to coherently control the attosecond time profile of the XUV emis-
sion. This has been demonstrated on the example of the attosecond high harmonic
emission from aligned CO2 molecules [7]. Again, much similarly to the previously
discussed case of N2, the laser intensity appears as a key parameter to control the
different orbital contributions.

Figure 11.3 shows spectral intensities and emission times measured with the
RABBIT method for CO2 molecules, the internuclear axis of which has been
aligned at varying angles θ with respect to the driving laser polarization direction.
These data have been obtained with a driving laser pulse of 55 fs duration and an
intensity of 0.95 × 1014 W/cm2. The spectral intensities show a strong dependence
on alignment angle around the harmonic orders 23 and 25: for the parallel align-
ment (θ = 0◦), their intensities are suppressed by about one order of magnitude as
compared to perpendicular alignment (θ = 90◦). Correlated with this suppression,
a “hump” on the emission time curves is observed, which appears on top of the usual
linear increase with harmonic order, typical for the short trajectory contribution to
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Fig. 11.3 Spectral Intensities (a) and emission times (b) for CO2 aligned at θ = 0◦ (squares),
10◦ (triangles), 30◦ (diamonds) and 90◦ (circles). These data are taken from the series of measure-
ments also used for Fig. 3 in [7]

HHG. The emission times are the derivative of the harmonic spectral phase with
respect to frequency—namely the group delay, i.e. the hump corresponds to a rapid
phase increase, or a phase jump. In these experiments, the value of this phase jump
has been found to be (2.0 ± 0.6) rad in a series of 8 independent measurements
for θ = 0◦. The angle-dependent intensity minimum correlated to a phase jump is a
clear sign for destructive quantum interference taking place in HHG. While in [7],
structural interference appearing around harmonic photon energies of 60 eV [24, 25]
has been initially proposed as the main origin, it later turned out that dynamic inter-
ference of the two channels involving the HOMO and HOMO-2 of CO2 [20] is the
most likely explanation of the observations.

Indeed, whatever the physical process behind, the destructive interference can
however be controlled by the choice of the molecule, the alignment, and possibly
the driving laser intensity. This opens the possibility to control the temporal profile
of the emitted attosecond pulses. Figure 11.4(a) and (b) shows reconstructions of
the temporal intensity profiles of the attosecond pulses emitted by CO2 molecules
aligned at varying angles θ = 0◦,10◦,20◦, . . . ,90◦ for two different spectral ranges.
The data used for these reconstructions is from the same series of RABBIT scans, of
which Fig. 11.3 shows a selection. Including only harmonic orders below the phase
jump in the attosecond pulse reconstruction leads to pulses whose shape and tim-
ing are independent of the molecular alignment. They also have the same duration
of 320 as FWHM and timing as the attosecond pulses generated in the ‘reference
atom’ krypton, which has the same ionization potential as CO2. However, including
only the harmonic orders undergoing the phase jump in the attosecond pulse recon-
struction, the obtained intensity profile for θ = 0◦ is delayed by 150 as with respect
to the krypton emission, and gradually evolves in agreement with the reference atom
as the molecules are rotated towards perpendicular alignment (θ = 90◦) [7]. The de-
layed emission is due to the spreading of the phase jump over several harmonic or-
ders, which leads to the corresponding emission times being shifted to larger values.
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Fig. 11.4 Intensity of a typical attosecond pulse in the generated train, mapped as a function of
the alignment angle θ and time t , with t = 0 at the maximum of the generating laser field. Circles
give the peak position of the pulse in a series of RABBIT scans, and the error bars represent the
standard deviation of the emission time of sideband SB16, indicating the error in absolute timing
of the attosecond pulses. Black and dashed white lines indicate the positions of peak and half–
maximum, respectively, of the attosecond pulse generated in krypton under the same experimental
conditions. (a) Using harmonics H17–H23, located below the phase jump, and (b), using harmon-
ics H23–H29, undergoing the phase jump. (c) Using harmonics H17–H29 and assuming constant
spectral amplitudes for θ = 0◦ (blue) and θ = 90◦ (orange). (Figure adapted from [7])

Assuming that with spectral filters we are able to transform our measured spectral
amplitudes into flat ones and including the whole spectral range (harmonics H17–
H29) into the reconstruction, strongly distorted pulse time profiles are obtained, as
shown in Fig. 11.4(c). For θ = 0◦ and thus for a strong phase jump, destructive in-
terference between the parts of the spectrum before and after the phase jump causes
a dip in the temporal intensity. This dip appears just at the temporal position where
constructive interference of all spectral components builds up the pulse peak in the
case of θ = 90◦, where there is no phase jump. Rotating the molecules can thus
switch the pulse time profile from a single to a double peak structure.

What are the possible applications of this pulse shaping method? XUV pulse
shaping can be achieved, of course, partly by amplitude shaping using filters or
specifically designed mirrors. Including only certain harmonic orders in the APT
reconstruction is already a ‘virtual’ amplitude shaping. The most interesting fea-
ture of aligned molecules as an APT source is the phase jump that can be switched
on and off and placed at a chosen spectral position according to the molecule, its
alignment, and possibly the driving laser intensity. The capability of adding a phase
jump, close to π , at some spectral position is a central element in any pulse shap-
ing scheme [27], which has until recently not been available in the XUV regime.
Such a phase jump, placed at the transition energy, can serve to transiently enhance
a resonant transition [28], which is one of the simplest coherent control schemes.
Below- and above-resonance contributions to the excited state population then in-
terfere constructively and result in so called coherent transients. The phase jump
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in the XUV emission from aligned molecules can thus be used to drive a transient
enhancement of the population of a spectrally large resonance in the XUV region.

11.4 Molecular Photoionization with Attosecond XUV Harmonic
Pulses

As explained in the previous sections, the RABBIT method was developed (and
successfully applied) to characterize ultrashort XUV pulse trains produced in HHG,
through the retrieval of the harmonic phases 
φΩ (see Eq. (11.1)). To achieve this
goal, the implementation of the RABBIT technique assumes that the harmonics are
detected in a reference gas with known or negligible atomic/molecular phases 
θ .

However, the method was recently used in a non-conventional way, where a gas
is ionized with characterized harmonics and the atomic/molecular phases 
θ are
deduced from RABBIT measurements [8, 9, 29, 30]. This came with new issues
concerning the interpretation of the experimental data: What information is encoded
in 
θ? To be more specific, what can be learned from these phases in terms of
ionization dynamics? Up to date, two different—but not contradictory—answers
were proposed. In [30], it was shown that, close to the ionization threshold with the
constraint that 
θ varies smoothly with energy, it gives access to a characteristic
time-delay τI (see Eq. (11.2)) that is reminiscent of the so-called “Wigner time-
delay”. The latter is defined as the energy derivative of the scattering phase shift of
the photoelectron wave function [31]. In this section, we focus on a complementary
interpretation, introduced in [9], which relates the spectral derivative of 
θ to the
sideband formation delay [32].

11.4.1 RABBIT Phase and Time Delays

The two paths leading to a given sideband can be seen as two “quantum slits”
through which the released electron wave-packet is coherently formed. The phase

θ is nothing but the phase difference accumulated by the wave packet during its
formation through each of the paths, irrelevant of the IR and XUV fields phases.

This translates into the time domain by assigning, to each path leading to a given
sideband SB2q , a “generalized group delay” defined as

τ± = 1

2q ± 1

∂θ±
∂ωL

, (11.6)

where θ± are the phases of the two-photon matrix elements associated to each path,
as defined in Eq. 11.5 [32]. These delays then appear in the spectral variations of
the SB2q RABBIT phase as:

1

2q

∂
θ

∂ωL

= 1

2q

(
∂θ+
∂ωL

− ∂θ−
∂ωL

)
(11.7)

= 2q + 1

2q
τ+ − 2q − 1

2q
τ−. (11.8)
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Fig. 11.5 Model system. The potential (full black line) is composed of a soft-coulomb binding
term, adjusted for a ground state energy ε0 = −15.65 eV, to which a symmetric barrier is added to
create a shape resonance of width Γr ≈ 10 meV at εr = 1.22 eV. Starting from the ground state,
the 11th harmonic of a ∼ 800 nm laser hits the vicinity of the resonance, while the 13th harmonic
reaches a smooth region of the continuum. This model potential corresponds actually to a cut in
the potential of the more elaborate molecular model used in Ref. [9]

For sufficiently large orders q , the latter can be approximated as

1

2q

∂
θ

∂ωL

� τ+ − τ− (11.9)

The RABBIT phase derivative thus provides the sideband group delay difference,
through each of the interfering paths.

11.4.2 Physical Meaning of the Delays

The physical meaning of these delays was evidenced in [9], in numerical experi-
ments where the delays derived from RABBIT simulations were compared to wave-
packet “times-of-flights (TOF)”, as suggested by Eq. (11.9). The simulations were
performed on a model molecule accounting for the essential vibronic features of N2,
on which preliminary experimental results had been reported, in a situation where
one of the paths leading to the sideband strongly differs from the other [8].

Here, we illustrate the method with similar simulations on a simple, one-
dimensional (1D), model system (see Fig. 11.5). The model potential was designed
to present a shape resonance with energy εr = 1.22 eV above threshold, i.e. at about
17 eV above the ground state (ε0 = −15.65 eV). The energy difference corresponds
to the energy of the 11th harmonic of a 800 nm Ti:Sapph laser (ωL ≈ 1.55 eV).
When simulating a RABBIT experiment, the path leading to SB12 through H11 is
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Fig. 11.6 (a) Probability to photoionize the system with H11 as a function of the fundamental fre-
quency ωL (blue dashed curve); SB12 RABBIT phase obtained by photoionizing the system with
H11, H13 and the fundamental (green full curve). (b) Group delay difference τ+ − τ− retrieved
through numerical differentiation of the RABBIT phase according to Eq. (11.9) (green full curve);
Photoionization delay difference τ̃+ − τ̃− obtained by TOF-like detection of the SB12 wave-pack-
ets (empty circles linked by black dashed lines). The frequency ωr at which H11 hits the sharp
resonance is indicated by a vertical red dotted line

therefore affected by the resonance, in contrast with the upper path involving H13
through a smooth continuum. Such simulations were realized by solving ab ini-
tio the corresponding time-dependent Schrödinger equation (TDSE) for the system.
The laser frequencies were chosen to explore the vicinity of the resonance with field
intensities kept low enough to make negligible the transitions involving more than
two photons.

In a first stage, we computed the ionization probability with H11 only, when
varying the fundamental frequency ωL between 1.5 and 1.6 eV. This provides a
clear picture of the structure of the system’s spectrum in the vicinity of the reso-
nance. The result is displayed on frame (a) of Fig. 11.6(dashed blue curve). The
resonance we are interested in is responsible for the prominent peak localized at
ωr = (εr − ε0)/11 ≈ 1.53 eV. Its width is governed by the spectral width of the H11
pulse, which exceeds the resonance’s width Γr by about one order of magnitude. In
addition, a broader resonance is revealed at higher energies, for ωL ≈ 1.6 eV.

Then, we simulated the photoionization of the model system in the presence of
the XUV harmonics 11 and 13, as well as of the fundamental IR. Electron spectra
were obtained by a spectral Fourier analysis of the final wave-function, and RAB-
BIT phases were retrieved from the SB12 oscillations observed when tuning the
XUV-IR delay τ (see Sect. 11.2). The procedure was repeated for a set of frequen-
cies in the range of interest. The results are presented in Fig. 11.6. The vertical
dashed line indicates the resonant laser frequency ωr , for which Ω− = 11 × ωL =
16.87 eV. We see that the RABBIT phase (frame (a) of Fig. 11.6) undergoes a −π

jump when Ω− crosses the resonance. This corresponds to the change of sign of the
denominator in the term (thus by far dominant) associated to the resonant state n = r
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in the corresponding two-photon transition matrix element shown in Eq. (11.3). An-
other negative, but less pronounced, jump takes place as H11 enters the vicinity of
the second, broader, resonance. In addition, a third jump (now positive) takes place
between the resonances, around ωL ≈ 1.56 eV. The latter results from an almost
zero in the two-photon transition probability, where the contributions from the two
consecutive resonances compensate each other, leaving only the contribution from
the smooth continuum. Note that the two vibronic resonances identified in [9] cor-
respond to two vibrational states associated to the same electronic resonance, while
here they correspond to two different electronic states of our simpler 1D model. By
contrast, we have checked that a typical—resonance-free—RABBIT phase varies
by less than few tenths of radians within this range of laser frequencies.

We now turn to the generalized group delay difference ∂
θ/(12∂ωL) as given
by Eq. (11.9), obtained by numerical differentiation of the RABBIT phases. It is
displayed as the green full curve in frame (b) of Fig. 11.6. Each jump observed in
the phase translates into a delay difference of several femtoseconds, up to ≈ 10 fs
at ωr : On the time scale of photoionization, it is a dramatic change in duration, as
compared e.g. to Wigner-like delays which typically do not exceed a few tens of
attoseconds [30, 33].

Whether such a delay difference—derived from a set of RABBIT phases—has
any physical reality, was checked with the help of another series of simulations,
where the model system was photoionized by either H11 or H13, in addition to the
fundamental. This corresponds respectively to the lower and upper paths leading
to SB12 in the previous RABBIT simulations. Here we have performed “numerical
time-of-fligth (TOF)” evaluations by computing, for each path, the electron flux at a
given distance from the core. The latter was chosen large enough to make sure that
the electron wave-packet associated to SB12 reaches the virtual detector when the
interaction with the XUV and IR fields is over. At each considered frequency, the
flux temporal profile reflects the pulse shape (not shown). The time at which it is
maximum is a good indicator of the SB12 wave-packet arrival time at the virtual de-
tector (noted τ̃− and τ̃+ for the lower and upper paths respectively). Note that, while
the values of τ̃+ and τ̃− obviously depend on the detector’s position, the difference
τ̃+ − τ̃− does not, because the two wave-packets evolve with the same total energy,
along the same potential.

We have reported the arrival time difference τ̃+ − τ̃− as a function of ωL in
frame (b) of Fig. 11.6(empty circles connected by black dashed lines), and found
an excellent agreement with the RABBIT derived group delay difference (green full
curve, same plot).

Comparing these two sets of data demonstrates that the group delay differences
derived from RABBIT data uncover the presence of a chronology in two-photon
ATI transitions, which is not measurable otherwise with current TOF technologies.
As both wave-packet components evolve identically once formed, this group delay
difference can be ascribed to a difference of time spent prior to their release, i.e. dur-
ing their formation. This can therefore be viewed as a time during which the system
is “trapped” in the intermediate stage of the two-photon absorption, although the
XUV and IR pulses act simultaneously, i.e. in an a priori non-sequential regime. An
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interesting point, besides the possibility to measure such delays, is that the transition
duration can be controlled by tuning the laser frequency around resonances.

11.5 Conclusions

In this chapter, we have presented recent experimental and theoretical results on the
study of a new class of molecular processes that have been uncovered with the help
of coherent XUV harmonic radiations. We have reported advances realized in two
main domains of applications that have been explored so far: (i) Characterization
and control of the harmonic emission, with applications to molecular structure is-
sues; (ii) Use of harmonic radiation to evidence temporal aspects of the non-linear
response of molecular systems. Thanks to the temporal structure of the harmonic
pulse trains, it is now feasible to follow the temporal evolution of such systems, at
the attosecond level. Here, the emphasis has been on the IR-XUV RABBIT tech-
nique which has revealed itself as an efficient tool to follow in time the changes in
the electronic distribution within a molecule. So far, these studies have been con-
ducted in simple molecules and, as such, they should be considered as proofs of
principle. In any case, they open most interesting perspectives towards the study in
real time of electronic processes in reactive systems.
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Chapter 12
Observation and Control of Electron Dynamics
in Molecules

Andreas Becker, Feng He, Antonio Picón, Camilo Ruiz, Norio Takemoto,
and Agnieszka Jaroń-Becker

Abstract The technological development of ultrashort laser pulses makes it possi-
ble to monitor and control the dynamics of the electrons in atoms and molecules.
In this Chapter we first review recent experimental and theoretical progress towards
tracking and understanding of electron motion in nature’s simplest molecule, the
hydrogen molecular ion, on its natural time scale. A complex and counterintuitive
dynamics appears due to a strong coupling between different electronic states and
of the electron with the external field. Different approaches for the observation of
these single-active electron effects in the hydrogen molecular ion as well as of
electron rearrangement in the valence shell of more complex molecules are pre-
sented. Based on these new insights we then turn to a discussion of recently pro-
posed strategies to control electron localization in molecules with carrier-envelope
phase locked pulses, attosecond pump-probe set-ups as well as circularly polarized
laser pulses. In particular, results of experiments, in which the asymmetry of local-
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A. Jaroń-Becker
e-mail: jaron@jila.colorado.edu

F. He
Key Laboratory for Laser Plasmas (Ministry of Education) and Department of Physics
and Astronomy, SJTU, Shanghai 200240, People’s Republic of China
e-mail: fhe@sjtu.edu.cn

C. Ruiz
Centro de Laseres Pulsados CLPU, Edificion M3, Parque Cientifico, C/ Adaja s/n,
37185 Villamajor, Spain
e-mail: camilo@usal.es

N. Takemoto
Department of Chemical Physics, Weizmann Institute of Science, 76100 Rehovot, Israel
e-mail: norio.takemoto@weizmann.ac.il

L. Plaja et al. (eds.), Attosecond Physics, Springer Series in Optical Sciences 177,
DOI 10.1007/978-3-642-37623-8_12,
© Springer-Verlag Berlin Heidelberg 2013

207

mailto:andreas.becker@colorado.edu
mailto:Antonio.Picon@uab.es
mailto:jaron@jila.colorado.edu
mailto:fhe@sjtu.edu.cn
mailto:camilo@usal.es
mailto:norio.takemoto@weizmann.ac.il
http://dx.doi.org/10.1007/978-3-642-37623-8_12


208 A. Becker et al.

ization probabilities at the protons in the hydrogen molecular ion is observed, are
complemented with theoretical results and analysis from ab-initio numerical simu-
lations.

12.1 Introduction

One of the central goals of ultrafast intense laser science is to observe, understand
and control the dynamics of the components of matter on their natural time scale.
Real-time observation and control of the motion and rearrangement of atoms in
molecules and condensed matter have been achieved using femtosecond laser tech-
niques in the past (for a review of the field of femtochemistry, see [1]). The ad-
vent of attosecond laser pulse technology promises to improve the temporal reso-
lution towards the shorter attosecond time scale of electron dynamics in atoms and
molecules. Insights into attosecond electron motion, including that driven by the in-
tense laser pulse itself, may provide new or refined understanding of basic phenom-
ena, such as ionization or higher-order harmonic generation, the coupling between
electronic and nuclear dynamics as well as the control of charge localization and
charge transfer in and between molecules.

Much progress in this direction has been done recently for the simplest
molecules, namely the hydrogen molecular ion and the hydrogen molecule (as well
as their isotopes). For these systems theoretical analysis can be performed with high
accuracy using elaborate numerical calculations. On the other hand, detailed obser-
vation of the electron as well as the coupled electron-nuclear dynamics, involving
the detection of the momenta of all charged particles in coincidence, has become
possible or is on the verge to emerge. Thus, these molecules are an ideal meeting
ground for experiment and theory to analyze sub-femtosecond electron dynamics
and its control by the electric field of an ultrashort intense laser pulse. Recent re-
sults provide vivid examples of the potential of attosecond physics in this respect.
This includes surprising and even counterintuitive new insights into seemingly well-
understood processes, such as laser-induced ionization of a molecule.

In the next section we will discuss how intramolecular electron dynamics on the
attosecond time scale can influence the ionization process in a molecule. A theo-
retical analysis of this phenomenon, based on results of numerical solutions of the
time-dependent Schrödinger equation, will be complemented with actual experi-
mental observations and theoretical proposals for future experiments. We will also
discuss recent experimental and theoretical efforts to visualize electron rearrange-
ment in other di- and triatomic molecules. We will then turn to the question how
the electron in the simplest chemical bond can be controlled and the electron can
be localized at one of the two protons in the hydrogen molecular ion. Different the-
oretical concepts will be contrasted with available experimental data. Finally, we
will briefly discuss recent progress towards steering electronic dynamics in more
complex molecules.
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12.2 Attosecond Laser Driven Intramolecular Electronic
Dynamics

Ionization of atoms and molecules by a laser field is the doorway state to many
phenomena in strong-field science, e.g. the generation of higher-order harmonics
and attosecond pulses (for a review, see [2]), molecular dissociation and its control
[3] and ultrafast molecular imaging [4]. Widely used ionization pictures and theo-
ries, such as tunneling ionization or multiphoton ionization, make use of quasistatic
or cycle-averaged approximations for the interaction of the electrons with the laser
electric field. Up to now, little attention has been given to the sub-cycle dynamics of
the electron driven by the oscillating laser electric field inside the atom or molecule
before or during the ionization process. Attosecond technology has shifted this per-
spective since the electron dynamics can now be probed, sometimes with surprising
and counterintuitive results.

12.2.1 Charge-Resonance-Enhanced Ionization on the Attosecond
Time Scale

Arguably, the most popular ionization models in the interaction of ultrashort laser
pulses with matter are based on the quasistatic approximation of the laser electric
field. In this approximation it is assumed that the change of the electric field of the
laser in time happens slowly as compared to the electron dynamics in the process
under consideration [5]. For example, in the tunnel ionization picture, the combi-
nation of the potentials due to the Coulomb attraction of the atomic or molecular
core and the laser electric field form a barrier through which the electron can escape
from the atom or molecule. According to this picture, one expects that the probabil-
ity for ionization is largest when the potential barrier becomes thinnest. In a linearly
polarized laser field this coincides with the moments in time when the electric field
is strongest, i.e., over the envelope of the field amplitude at its peak and during one
oscillation of the field at the extrema. Attosecond probing of the ionization of neon
atoms during the interaction with a near-infrared laser pulse provided strong support
of this picture in the atomic case [6].

Some molecules, such as the hydrogen molecular ion, show more complex ion-
ization mechanisms, which are however still explained based on the quasistatic ap-
proximation of the laser electric field. A strong coupling between a pair of quasi-
degenerate states with opposite parity, also called charge-resonant states [7], can
lead to a strong enhancement of the ionization probability of the molecule [8, 9].
In the hydrogen molecular ion the ground state of 1sσg-symmetry and the first ex-
cited state of 2pσu-symmetry form such a pair of states when the molecular ion is
stretched to intermediate separations of the protons. As shown in Fig. 12.1(a), the
coupling between the states lifts the energy level at one of the protons while the
energy level at the other proton is decreased by the laser electric field. At high field
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Fig. 12.1 Mechanism and results for charge-resonance-enhanced ionization (CREI) in the hy-
drogen molecular ion by T. Zuo and A.D. Bandrauk [8]: (a) Lowest energy levels (see text) in
hydrogen molecular ion induced by a static electric field of E0 = 0.0533 a.u. (corresponding to an
intensity of I = 1014 W/cm2) at internuclear separations of 6 a.u., 10 a.u. and 14 a.u. (from left to
right); (b) Results of ab-initio numerical simulations for the ionization rate of hydrogen molecular
ion in a linearly polarized laser field (peak intensity: 1014 W/cm2, wavelength: 1064 nm). The
CREI regime is indicated (adapted from [8])

strengths, the upper state lies above the internal Coulomb barrier between the pro-
tons and the electron is ionized efficiently, which leads to a strong enhancement of
the ionization probability at intermediate internuclear distances (see Fig. 12.1(b)).
The corresponding ionization mechanism was theoretically predicted and termed
charge-resonance-enhanced ionization (CREI) [8, 9] before the dependence of the
ionization probability on the internuclear separation was observed in the experiment
[10].

In the original CREI picture ionization of the hydrogen molecular ion is viewed
on the femtosecond time scale of nuclear dynamics. On the attosecond time scale
it has the same features as the tunneling ionization picture because of the inher-
ent quasistatic field approximation. This means that in a linearly polarized laser
field the ionization probability is expected to be largest whenever the external field
is strongest. However, recent results of numerical solutions of the time-dependent
Schrödinger equation capturing the interaction of the hydrogen molecular ion with
an intense laser pulse do not agree with the expectation of the quasistatic CREI pic-
ture [11]. As shown in Fig. 12.2(b), over one half cycle of the oscillation of the laser
electric field the ionization rate of the hydrogen molecular ion can have two max-
ima but a minimum near the peak of the field. This unexpected multiple ionization
burst phenomenon in case of the hydrogen molecular ion becomes specifically ap-
parent when compared to results of a quasi-static ionization theory for the hydrogen
atom, which exhibit the expected maxima in ionization rate at every maximum of
the field (Fig. 12.2(a)). Indeed, further theoretical analysis shows that even more
than two ionization bursts can occur within a half cycle of the oscillation of the field
depending on the parameters of the field [12].



12 Observation and Control of Electron Dynamics in Molecules 211

Fig. 12.2 Ionization rates (solid blue curves) of (a) the hydrogen atom and (b) the hydrogen
molecular ion as a function of time over one cycle of a laser pulse [11]. The molecular ioniza-
tion rates, as obtained by numerical solution of the corresponding time-dependent Schrödinger
equation, are accumulated over internuclear separations between 6.75 a.u. and 7.25 a.u. The elec-
tric field of the laser pulse is represented by the dashed red curves and the field parameters were
wavelength: 800 nm, peak intensity: 6 × 1013 W/cm2 and pulse duration: 26.69 fs (adapted from
[11])

Based on numerical results, Kawata et al. first noticed an ultrafast laser-driven
intramolecular electron dynamics between the two protons such that the electron
population at each of the protons is maximized more than once over a half cycle of
the field [13]. With the increasing interest in attosecond electron dynamics it was
shown that this phenomenon is the physical origin for the multiple ionization bursts
[11] and the intensity-dependent electron localization in the dissociating hydrogen
molecular ion [14] (see Sect. 12.4.2). An explanation of the sub-laser-cycle electron
dynamics is given by a strong-field modulated diffraction effect in the molecule
(c.f., Fig. 12.3). The intramolecular electron transfer between the protons is gated at
specific electron momenta, as can be seen from a phase-space analysis in terms of
the Wigner distribution1 [14]:

W(z,pz; t) = 1

π

∫ ∫
ρdρdR

∫ ∞

−∞
dyΨ ∗(R, z + y,ρ; t)Ψ (R, z − y,ρ; t)

× exp(2ipzy) (12.1)

where Ψ (R, z,ρ; t) is the solution of the corresponding Schrödinger equation of the
hydrogen molecular ion interacting with the field and pz is the momentum along the
polarization direction of the field. Figure 12.3 shows snapshots of the Wigner distri-
butions at four time instants over a field cycle (rows) and three different laser inten-
sities (columns). The red spots in the distributions correspond to the maxima of the
electron population, while the blue spots mark forbidden regions in the phase-space.
Following the evolution of the Wigner distribution at the lowest intensity (left hand
column) we see that the population moves from the proton centered at z ≈ 3.5 a.u.

1Throughout this chapter, we use atomic units: Bohr radius a0 = 1, mass of electron me = 1,
Planck’s constant � = 1, charge of electron qe = 1 and Bohr magneton μB = 1/2c with c is the
speed of light.
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Fig. 12.3 Wigner distributions (on a linear color scale) for the interaction of a dissociating hydro-
gen molecular ion with an infrared laser pulse at 800 nm and a pulse length of 5.3 fs [14]. The four
snapshots in each of the columns are taken over about one cycle of the oscillating electric field
at intensities: 3 × 1012 W/cm2 (left column), 2 × 1013 W/cm2 (middle column) and 1014 W/cm2

(right column). The red spots indicate the momentum gates due to diffraction effects (molecular
structure factor sin2(pzR/2)), which are modulated by the strong field along the momentum axis.
The dashed lines indicate the oscillation of the central point in the momentum distribution (adapted
from [14])

at discrete momenta to the other proton, located at z ≈ −3.5 a.u. The discrete mo-
menta correspond to diffraction peaks (or, momentum gates [14]) in the electron
momentum distribution, which can be factorized into an atomic momentum distri-
bution and a two-center structure factor (in the present case, sin2(pzR/2)) [14, 15].
In the field the momentum gates are shifted back and forth with the period of the
driving laser period, since according to the minimum coupling principle the elec-
tron momentum pz is replaced by pz − A(t)/c where A(t) is the time-dependent
vector potential of the laser pulse. At small field intensities the momentum shift
is small and the electron distribution oscillates between the two protons follow-
ing the oscillating electric field. However, if A(t) exceeds the field-free values of
the momentum gates, the electronic flux between the protons reverses and opposes
the classical laser-electric force. At high field intensities the momentum gates are
shifted across the favored pz ≈ 0 region several times, resulting in a bunching of the
electronic flux within the molecule over one half-cycle of the oscillation of the laser
field. A detailed analysis of the gating effect in terms of Bohmian trajectories has
been given recently as well [16].

Complementary insight into the multiple ionization burst phenomenon was
gained by analyzing the complex electron dynamics in a model consisting of the
two charge resonant states (1sσg and 2pσu in the case of hydrogen molecular ion).
Based on an analysis of the general solution of the time-dependent Schrödinger
equation of the model in terms of the two Floquet states expressed in form of a
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series expansion, the time instants tloc for maximum localization of the electron
distribution at one of the protons was derived as [11, 12]:

A(tloc) = −c
mπ + ξ

2dgu

, with m = 0,±1,±2, . . . (12.2)

The time instants depend on the mixing angle ξ of the two Floquet states as well
as the dipole transition matrix element dgu between the two states. The two-state
model used in the analysis is valid when these two states are coupled much more
strongly with each other than with the other states in the molecule. In the case of H+

2
at small internuclear separations around the equilibrium distance, the absolute value
of the transition dipole element between the ground 1sσg-state and the first excited
2pσu-state is comparable to those between these states and other excited states.
Hence, the traditional tunnel ionization picture is expected to appear. However, as
the internuclear separation gets larger in the process of dissociation, the energy lev-
els of the pair of state (1sσg and 2pσu) become almost degenerate and isolated from
the other states, and dgu grows proportionally to the internuclear distance [17]. This
validates the derivation of Eq. (12.2) within the two-state model. For large dgu, the
condition can be fulfilled for more than one value of tloc in a half cycle of the oscilla-
tion of the electric field which results in a bunching of the electron localization and
corresponding multiple ionization bursts (for a detailed derivation and discussion,
see Ref. [12]). Comparison of the time instants for electron localization predicted
by the simple condition (12.2) with the numerical results in Fig. 12.2 shows a good
agreement. Although the result has been derived and confirmed for the specific case
of the hydrogen molecular ion, it is expected to hold for other molecules with pair(s)
of quasi-degenerate charge resonant states as well.

12.2.2 Observation of Intramolecular Electron Dynamics
in Hydrogen Molecular Ion

Attosecond laser pulse technology potentially allows to take snapshots of the elec-
tron dynamics in an atom or molecule on its natural time scale. The complex laser-
driven dynamics, discussed in the previous section, provides a particularly interest-
ing and challenging example, since it leads to counterintuitive phenomena such as
multiple ionization bursts. Below, we first discuss theoretical studies on probing the
asymmetry of the electron density in the molecule via attosecond photoionization
in opposite directions along the molecular axis. This theoretical concept is then ex-
tended such that the polarization direction of the attosecond pulse is set perpendicu-
lar to the molecular axis and two-center interference patterns are used for retrieving
the quantum states. Finally, we will review how traces of the attosecond intramolec-
ular electronic dynamics can be mapped onto the electron momentum distribution
generated by a femtosecond circularly polarized laser field using the attoclock con-
cept.
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Fig. 12.4 Numerical results by A.D. Bandrauk et al. [18] for (a) the electron probability density as
a function of time for a coherent superposition of two electronic states in the hydrogen molecular
ion at an internuclear separation of 8 a.u. and (b) the asymmetry in the photoelectron emission
along the internuclear axis as a function of time delay between a pump pulse (115 nm, 0.8 fs) and
an ionizing probe pulse (20 nm, 100 as) (adapted from [20], original result in [18])

12.2.2.1 Theoretical Proposals for Tracing Attosecond Electron Dynamics

Several theoretical proposals how to track electron motion in molecules are based
on the application of an attosecond laser pulse to ionize the electron and measure the
angular distribution of the photoelectron momentum. In order to explore this idea
Bandrauk and coworkers [18, 19] created in their numerical simulations coherent
superpositions of different electronic states in the hydrogen molecular ion with a
sub-fs vacuum ultraviolet (VUV) pulse. The induced electron wavepacket dynam-
ics between the two protons (Fig. 12.4(a)) is then probed with a second attosecond
pulse, which photoionizes the molecular ion along the internuclear axis. The oscil-
lation of the electron population is mapped onto the asymmetry in the photoelectron
emission along the molecular axis, (P+ − P−)/(P+ + P−), where P± is the prob-
ability to observe the electron along the positive or negative direction, respectively
(Fig. 12.4(b)). A similar concept has been applied theoretically to ionization of the
hydrogen molecule followed by dissociation of the ion as well [21].

Conceptually, the partial electron waves ejected from the two atomic centers of
a diatomic molecule take the role of the coherent light waves emerging from the
two slits in the Young’s experiment [22]. This analogy, first discussed by Cohen and
Fano [23], was recently applied to attosecond photoionization of a dissociating hy-
drogen molecular ion [24–26]. On the femtosecond time scale, the photoionization
yield as a function of the internuclear separation shows oscillations, which are a
characteristic feature of the two-center interference effects [27–29]. Results of nu-
merical calculations for an attosecond pump-probe scenario show that information
about the nuclear wave packet, such as the velocity, the internuclear separation and
the width of the wave packet, can be retrieved from the oscillation and the decrease
of its amplitude (see, Fig. 12.5) [26].

Beyond the information about the slower nuclear dynamics, the two-center in-
terference effects in the electron momentum distributions exhibit information about
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Fig. 12.5 (a) Results of numerical simulations [26] for a pump-probe scenario, in which the first
pulse (wavelength: 117 nm, pulse length: 1.2 fs, intensity: 8 × 1012 W/cm2) excites the hydro-
gen molecular ion to the dissociative 2pσu-state and the time-delayed second pulse (frequency:
22 nm, pulse length: 73 as, intensity: 1.35 × 1014 W/cm2) ionizes the dissociating molecular ion.
(b) Spreading of the nuclear wave packet, as obtained from the results of the numerical simulations
(points with error bars) and the decrease of the amplitude of the oscillation in the ionization yield
(fit, dashed line) (adapted from [26])

Fig. 12.6 (a) Results of numerical simulations for the photoelectron momentum distributions
following ionization of hydrogen molecular ion at an internuclear separation of 7 a.u. with an
intense XUV pulse (25 nm, 1 × 1012 W/cm2, 500.3 as) [11]. The electron probability distribu-
tion in the hydrogen molecular ion was driven by an IR laser field at 1400 nm, peak intensity of
1.5 × 1013 W/cm2, and a pulse duration 14.01 fs. The momentum distributions are obtained for
the following time delays between the two pulses (from the upper left to the lower right): 0, 0.05,
0.1, 0.15, 0.2, 0.25 IR laser cycles. (b) Normalized populations (upper panel) and relative phase
of the amplitudes (lower panel) at the two protons, as retrieved from the momentum distributions
(markers), in comparison with the results of the ab-initio numerical simulations [11] (adapted from
[11])

the electron dynamics in the molecule itself. As an example, Fig. 12.6(a) shows re-
sults of a numerical experiment in which the electron in a hydrogen molecular ion
is driven by an infrared laser pulse, polarized along the internuclear axis, and being
probed by a sub-fs extreme ultraviolet (XUV) laser pulse, polarized perpendicular to
the internuclear axis, at six different delay times of the two pulses over a quarter of
the infrared (IR) laser cycle [11]. The momentum distributions clearly show that the
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interference patterns vary which is due to the changes in the IR-laser driven electron
wavefunction. Using a two-state model of the hydrogen molecular ion the complex
electron dynamics, discussed in Sect. 12.2.1, can be retrieved from the interference
patterns (see, Fig. 12.6(b)) [11].

Recently, observable traces of intramolecular electron dynamics have been pre-
dicted to occur in higher-order harmonic generation as well [30]. Results of numeri-
cal calculations show a high sensitivity of the spectra to the coupled electron-nuclear
dynamics, which allows to separate contributions from the coherent superposition
of two or more states in the hydrogen molecular ion. Furthermore, concepts for the
generation of attosecond electron pulses, which would provide the required tem-
poral and spatial resolution for diffraction experiments, have been brought forward
recently [31]. Based on these developments, it has been shown theoretically that
the time-dependent localization and delocalization of the electron probability dis-
tribution can be imaged on the differential cross section for elastic scattering of an
electron pulse of a diatomic molecule [32].

12.2.2.2 Experimental Observation Using the Attoclock Concept

Using a different concept the electron motion inside the molecule can be indirectly
captured. To this end, a femtosecond circularly polarized laser pulse is applied to
induce ionization of the electron from the target. In a long circularly polarized pulse
the magnitudes of the electric field and the vector potential of the laser are almost
constant near the peak and only their directions rotate once every 2.6 fs for a near-
infrared laser operating at about 800 nm. Assuming that the escaping electron will be
accelerated from rest after the ionization in the field, the final momentum distribu-
tion pf = A(ti)/c, where A(ti) is the vector potential at the instant of ionization ti ,
is a measure of the release time of the electron from the target [33]. More precisely,
it is the angular resolution (angular streaking) of the photoelectron momentum dis-
tribution which provides the attosecond temporal resolution in this concept, which
is also called attoclock [34] and has been used for other attosecond measurements
on atoms before [34, 35].

Applied to a target with a spherical symmetric electron probability density, such
as e.g. an atom, the electron will be released at a constant rate as the electric field
rotates. One therefore expects a donut-shaped electron momentum distribution of
radius |pf | = A0/c where A0 is the peak amplitude of the vector potential. In con-
trast, for the hydrogen molecular ion with an initial state distribution in its ground
state elongated along the internuclear axis it is expected that the ionization rate is
largest when the electric field is aligned along the molecular axis. Consequently, the
momentum distribution should peak along the corresponding direction of the vector
potential at this time instant, namely perpendicular to the molecular axis on the ring
|pf | = A0/c (see, Fig. 12.7(a)). However, recent experimental observations, pre-
sented in Fig. 12.7(b), show that the electron momentum distribution is tilted in the
same direction as the rotation of the laser electric field and peaked at lower momenta
than expected [36]. This indicates that the instant of ionization as well as the initial
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Fig. 12.7 Photoelectron momentum distribution (a) as expected for ionization of the hydrogen
molecular ion in its 1sσg ground state and (b) as observed in the experiment (laser parameters:
6 × 1014 W/cm2, 780 nm, and 35 fs) [36]. (c) Snapshot of the calculated electron probability
density in hydrogen molecular ion at a time instant of 356 as after the electric field vector was
aligned along the axis connecting the protons, which are located at (x, y) = (±3.5 a.u.,0) [36].
The grey solid and dashed lines are the contour lines of the potential at the field free energies of
the two lowest energy states. The + signs mark the saddle points of the instantaneous potential.
The bold white arrow and the thin white arrow indicate the initial momentum of the electron wave
packet and A(ti )/c, respectively (adapted from [36])

momentum of the electron is at odds with the expectation from previously assumed
(quasistatic) ionization models.

Results of ab-initio numerical simulations reproduce the tilted peak as the main
contribution in the calculated electron momentum distribution. Moreover, the snap-
shot of the electron probability density in Fig. 12.7(c) captures the time instant when
the electron wave packet is released from the molecular ion [36]. The snapshot
shows that the laser electric field is not aligned along the internuclear axis at the
moment of ionization and the wave packet has an initial velocity with a component
opposite to the acceleration by the field. The late emission of the electron wave
packet is induced by the strong coupling between the ground and first excited states
of the molecular ion, as discussed in Sect. 12.2.1. This induces a complex electron
dynamics in the molecule, which leads to the attosecond time lag and the initial mo-
mentum in the electron emission. The experiment maps these features of the electron
dynamics onto the tilt angle and the magnitude of the observed electron momentum
distribution.

12.3 Tracing Electron Rearrangement in Larger Molecules

In Sect. 12.2 we considered electron dynamics in nature’s simplest molecule, the
hydrogen molecular ion having just one electron. In view of the goal of attosecond
physics to provide new insights into chemical reactions or charge transfer processes
in molecules at the level of electrons, it is important to develop techniques which vi-
sualize the rearrangement of the entire valence shell in molecules during a process.
There have been at least three promising approaches to time resolve the electron
rearrangement during the dissociation of a molecule proposed recently, which are
schematically depicted in Fig. 12.8, namely (a) photoelectron spectroscopy [37],
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Fig. 12.8 Concepts for time-resolved measurements of electron rearrangement during the transfor-
mation of a diatomic molecule AB to two atoms. The electronic dynamics is probed at a time delay
after the initiation of molecular dissociation by (a) photoelectron spectroscopy [37], (b) strong–
field ionization [38] or (c) higher-order harmonic generation [39]

(b) strong-field above threshold ionization [38] and (c) higher-order harmonic gen-
eration [39]. The potential of each of these approaches has been demonstrated for
the dissociation of di- or triatomic molecules, which is usually induced by excita-
tion of an electron from the ground state to one or a superposition of a few excited
state(s) at the equilibrium distance of the molecule.

In the first approach, called time-resolved photoelectron spectroscopy
(Fig. 12.8(a)), the dissociating molecule is probed by a VUV (or, XUV) pulse
via single photon ionization and photoelectron spectra are recorded. By variation
of the pump-probe delay the time evolution of the excited state can be monitored
[37, 40–42]. Detailed insights into certain aspects of a dynamical process, such as,
for example, predissociation via asymmetric stretching in case of the carbon disul-
fide molecule could be gained [41]. This technique is particularly useful to probe
dissociation dynamics, shifts in the binding energy and changes in the electronic
density at small internuclear distances in the molecule. On the other hand the lin-
ear response of the method makes it challenging to follow changes at internuclear
separations at which potential energy curves become quasi-degenerate.

The nonlinear nature of strong-field processes, such as above threshold ioniza-
tion (Fig. 12.8(b)) or higher-order harmonic generation (Fig. 12.8(c)), promises to
provide an alternative to time-resolved photoelectron spectroscopy. Both methods
have in common that an ultrashort intense laser pulse is applied as the time-delayed
probe pulse. It is well known from past work that harmonic spectra [4, 43–46] as
well as ion yields [15, 47–49] reflect the symmetry of the molecular orbital involved
in the process due to characteristic interference effects. It has been demonstrated
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Fig. 12.9 Comparison of (a) experimental ion yields and (b) calculated ionization rates of bromine
molecule as a function of the kinetic energy release and the time delay after the dissociating
pulse [38]. According to the theoretical analysis contributions from different orbitals in the va-
lence shell dominate the ionization signal as the time delay increases. Laser parameters: 400 nm,
2 × 1011 W/cm2 and 40 fs (dissociating pulse); 800 nm, 4 × 1013 W/cm2 and 30 fs (adapted from
[38])

that, in particular, harmonic spectra can reveal the changes in the nuclear and or-
bital structure up to attosecond time resolution as the configuration of the molecule
changes [50, 51] or the molecule dissociates [39]. While the high harmonic signal
usually reflects a single-active-electron response, traces of multielectron rearrange-
ment in the valence shell could be observed in the dissociation of bromine molecule
using strong-field ionization as a probe signal during the dissociation [38]. Fig-
ure 12.9 shows the yields of the ionic fragments as a function of the kinetic energy
release and the time delay between the pump and the probe pulses. Experimen-
tal data (panel (a)) and theoretical results for ionization rates using the molecular
strong-field approximation [15, 48] (panel (b)) are in good agreement. As indicated,
the calculations reveal that the response from different orbitals in the valence shell
of the dissociating bromine molecule varies as the time delay increases. Surpris-
ingly, one can observe changes in the electron density up to time delays of about
150 fs after the excitation of the molecule, at which the molecule has stretched to
more than twice its equilibrium distance. The results therefore show the encourag-
ing perspective that the nonlinear interaction of ultrashort intense laser pulse with
the molecule can probe the electronic structure changes even if the potential energy
curves are nearly degenerate [38].

12.4 Control of Charge Distribution in Molecules

Controlling the dynamics of all constituents in a reaction is a fascinating goal in
photochemistry. Due to the rapid progress in femtosecond laser technology it has
become possible to accurately change phase, amplitude, and polarization of the dif-
ferent frequency components of a femtosecond laser pulse (for a recent review, see
[52]). Such pulses are nowadays an effective tool to control the fragments of a laser
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Fig. 12.10 Left: Theoretical predictions by V. Roudnev et al. [56] for a strong asymmetry
in the electron localization in positive and negative direction along the internuclear axis in a
dissociating hydrogen molecular ion as a function of the carrier-envelope phase of a linearly
polarized laser pulse at 800 nm, 9 × 1014 W/cm2 and 10 fs. Right: Asymmetry parameter
A = (P+ − P−)/(P+ + P−) for electron localization in positive and negative direction along the
internuclear axis in dissociation of deuterium molecular ion with a 5 fs, 1014 W/cm2 laser pulse
[57]. (A) Without stabilization of the carrier-envelope phase as a function of kinetic energy re-
lease, (B) as a function of carrier-envelope phase and kinetic energy release and (C) as a function
of the carrier-envelope phase integrated over several ranges of the kinetic energy release spectrum
(adapted from [56] and [57])

induced reaction on the time scale of atomic motion [3, 53]. The development of
carrier-envelope phase-locked few-cycle pulses [54] and sub-femtosecond pulses
[55] has prepared the ground to go a step further and control the electron dynamics
in the molecule itself and in between molecules. In this section we will review differ-
ent theoretical concepts and experimental realizations of controlling the localization
of an electron in a dissociating molecule. As for the observation of intramolecular
electron dynamics (see Sect. 12.2) much work has been devoted to the simplest
molecules.

12.4.1 Control with Carrier-Envelope Phase-Locked Pulses

One method to control electron localization in a dissociating molecule uses few-
cycle laser pulses with a controlled evolution of the electric field via a locked carrier-
envelope phase. Initial studies in the framework of the time-dependent Schrödinger
equation showed that the carrier-envelope phase of an ultrashort intense laser pulse
does influence the electron localization probability during the dissociation of the
hydrogen molecular ion [56]. The results for the angular distribution of the products
in the dissociation, namely the hydrogen atom and the proton, show a strong asym-
metry of the localization of the electron at one of the protons with variation of the
carrier-envelope phase (left panel of Fig. 12.10).
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Fig. 12.11 Dissociation of the deuterium molecular ion due to ionization of the neutral molecule
followed by excitation of the ion by the recolling ion (RES, dashed arrow) or traditional laser–
driven dissociation processes such as bond softening (BS) and above-threshold-dissociation (ATD)
(adapted from [58])

Experimental results, in general, confirm the pronounced dependence of the
electron localization on the carrier-envelope phase (part C in right hand panel of
Fig. 12.10). However, one has to consider that in the experimental studies the hy-
drogen molecular ion (or, the deuterium molecular ion) is usually produced from the
neutrals by the laser pulse itself [57–59] or a preceding few-cycle pulse [60, 61]. Re-
cent experimental studies show that the ionization step from the neutral to the molec-
ular ion itself does not influence the control over the localization of the electron in
the dissociating ion [59]. However, the electron set free during the ionization may
return to the parent ion. Thus, in the experiments the excitation to the 2pσu-state,
which starts the dissociation of the molecular ion, may either be induced by the
rescattering electron (RES) or by the laser field itself, e.g. via bond softening (BS)
or above-threshold-dissociation (ATD) [62]. Experimentally, these pathways can be
distinguished in the kinetic energy release (KER) spectrum of the fragments (see
Fig. 12.11). Rescattering of the electrons predominantly occurs within one cycle
after the ionization event and, hence, at rather short internuclear separations in the
molecular ion (corresponding to a higher kinetic energy release) [63]. On the other
hand, dissociation by the laser pulse itself is predominantly induced at larger inter-
nuclear separations (corresponding to a lower kinetic energy release). The time scale
of vibrational motion in the electronic ground state of the ion depends on the mass
of nuclei. Therefore dissociation of the light hydrogen molecular ion is found to
be predominantly induced by the laser [59], while rescattering induced dissociation
appears to be the dominant mechanism for the deuterium molecular ion in ultrashort
few-cycle pulses [57]. Consequently, the control over the electron localization has
been observed for fragments at low or high kinetic energy release in the respective
experiments (for control via the pathway of rescattering induced dissociation, see
right panel in Fig. 12.10) .
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Fig. 12.12 Electron localization probabilities in the two-pulse control scheme (see Sect. 12.4.2)
in positive (thick line) and the negative (thin line) direction along the internuclear axis (a) without
controlling second pulse and (b) with second time delayed pulse (represented by its electric field
as dashed dotted line). Laser parameters were: 106 nm, 1013 W/cm2 and 0.425 fs (for the exciting
VUV pulse) and 800 nm, 3 × 1012 W/cm2 and 3.8 fs (for the controlling infrared pulse). The time
delay between the pulses was 6.9 fs (adapted from [66])

Taking account of effects induced by the rescattering electron requires the de-
velopment of theoretical approaches which include electron correlation. Models to
describe this two-electron dynamics have been proposed recently [63, 64]. However,
in most of the theoretical studies on electron localization in the hydrogen molecular
ion (and its isotopes) by carrier-envelope phase locked pulses so far, the ionization
step and the “first” electron is neglected. Of course, such single-active-electron mod-
els do account for the pathways via laser induced dissociation only. In particular, the
above-mentioned mass effect has been studied theoretically in Ref. [65].

Once the molecular ion is excited into the 2pσu-state field-free dissociation
would lead to equal localization probabilities at either one of the two nuclei (for
results of related simulations in the two pulse scenario, discussed in Sect. 12.4.2,
see Fig. 12.12(a), [66]). Further interaction with the controlled evolution of the field
as the nuclei start to separate however creates a coherent superposition of the 1sσg-
and the 2pσu-states, which equivalently can be viewed as coherent superposition of
states localized at the two nuclei. The asymmetry of electron localization depends
on the ratio of the amplitudes and the relative phase of the population in the two
states as the internuclear separation grows. Mixing of the two states should occur
at internuclear separations at which there is a resonant transition between the two
states. However, it is known that the transition dipole matrix element between the
two charge resonant states increases linearly with the internuclear separation [17],
which does make a mixing at intermediate internuclear distances beyond the region
of resonant transitions feasible as well. As the internuclear distance increases further
(to about 6–10 a.u.), the potential barrier between the nuclei rises until the electron
density probability finally remains localized at the nuclei [57, 66].

The time it takes for the nuclei to reach this localization region depends on the
dissociation pathway (RES, BS, ATD etc.). Thus, the phase of the field at the mo-
ment of localization of the electron will depend on the specific pathway as well,
which gives rise to significant differences in the observed asymmetries of the lo-
calization at the two nuclei. This interpretation is strongly supported by experimen-
tal and theoretical data for the localization asymmetries in case of the deuterium
molecular ion in a two-color field (superposition of 400 nm and 800 nm radiation
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Fig. 12.13 Comparison of (a) experimental and (b) theoretical data for the asymmetry of the
electron localization in the dissociating deuterium molecular ion as a function of kinetic energy
release and relative phase between intense laser pulses at 800 nm and 400 nm [58]. The panels
show energy spectra integrated over all phases (left) and asymmetries integrated over different
regions of the kinetic energy release (bottom) (adapted from [58])

fields) [58]. The results corresponding to dissociation via bond softening (KER be-
low 0.3 eV), above-threshold-dissociation (KER between 0.3 eV and 2 eV) and
rescattering (KER between 4 eV and 6 eV) clearly show a different dependence on
the relative phase between the two fields (see Fig. 12.13). Other theoretical studies
[67] confirm that the sign of the electric field at the moment of promotion of the
electron to the dissociative state is an essential factor which determines whether the
electron localizes at the left or the right nucleus.

The degree of the localization can be efficiently enhanced in a pump-probe set-up
with two ultrashort carrier-envelope phase locked pulses [60, 61]. The first pulse is
used to create a coherent superposition of vibrational states in the electronic ground
state of the hydrogen molecular ion, which for strong field ionization can differ
from the usually expected Franck-Condon-like distributions [68, 69]. Change of
the time delay for the second pulse, which induces the dissociation and controls
the electron localization, results in a strong variation of the degree of localization.
These experimental data indicate that the control mechanism strongly depends on
the form of the nuclear wave packet as it passes the region of coupling between the
two states [61]. A control over the internal quantum state (here, the vibrational state)
of the molecular ion would be therefore desirable. A coherent control scheme of the
population in the vibrational state based on the application of infrared laser pulses
has been proposed recently [70].

Understanding of control mechanisms in more complex molecules requires a
more efficient theoretical approach than the often used ab-initio simulations of the
time-dependent Schrödinger equation in case of the hydrogen molecular ion. Such
a model has been recently proposed [67] and successfully applied to analyze ex-
periments on carrier-envelope phase controlled electron localization in deuterium
molecule [67], carbon monoxide [71] and deuterium chloride [72]. In the model an
electronic wavefunction is defined based on the populations in the relevant elec-
tronic states and interference terms between the states at a given internuclear dis-
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tance. The nuclear dynamics is determined via calculations of potential energy sur-
faces using elaborate quantum-chemical program packages. The temporal evolution
of the electronic wavefunction results then from the changes in the orbitals with
internuclear distance. This approach, in which the coupling of electronic to nuclear
dynamics is considered in style of the Born-Oppenheimer approximation, allows for
the desired efficient calculation of the localization dynamics in larger molecules.

12.4.2 Control with an Attosecond Pump Pulse (Train)
and an Infrared Probe Pulse

An alternative approach to control the electron localization in the hydrogen molec-
ular ion makes use of two time-delayed coherent pulses [66]. The first attosecond
pulse initiates the dissociation of the hydrogen molecular ion, either by excitation to
the 2pσu-state from the ground state of the ion [66] or by ionization of the neutral
hydrogen molecule accompanied by excitation to the dissociative state of the ion
[73, 74]. The time-delayed second pulse is then used to steer the electron between
the protons by effective mixing of the population in the ground and the first excited
electronic state at intermediate internuclear separations of the protons. The results of
numerical solutions of the time-dependent Schrödinger equation in Fig. 12.12 show
how the electric field of the second time-delayed pulse breaks the symmetry in elec-
tron localization for a field-free dissociation (panel (a)) and drives the electron in
the molecule, which results in a high degree of control over the electron localization
at one of the protons in the dissociating hydrogen molecular ion (panel (b)) [66].

In the two-pulse scenario the carrier-envelope phase of the second pulse is used
to steer the electron localization independent of the dissociation step, which may
enhance the asymmetries in the localization probabilities [75]. Results of numerical
simulations confirm the importance of two parameters, the time delay between the
pulses and the carrier-envelope phase of the second probe pulse, for the control of
the electron localization (see Fig. 12.14) [76]. However the control mechanism, and
hence the dependence of the localization probabilities on the control parameters
becomes significantly more complex, when the intramolecular electron dynamics
varies strongly at high field strengths, as discussed in Sect. 12.2.1 [14].

General features of the two-pulse control strategy are confirmed in recent exper-
iments [73, 74]. The excitation of the molecular ion to the dissociative 2pσu-state,
accompanied in the experiment by ionization of the initially prepared deuterium
molecules, is induced by either a single attosecond pulse [74] or an attosecond pulse
train [73]. An interesting aspect of the latter study is that a control of the localization
can be achieved only, if the pulses in the train are separated by the full cycle of the
infrared field (see Fig. 12.15(a)), which can be achieved by mixing the driving field
with its second harmonic [77, 78]. This dependence on the time delay of pulses in
the train was theoretically predicted [79] and can be readily explained by the results
of numerical simulations, presented in Figs. 12.15(b) and (c). For a separation of the
attosecond pulses by a full cycle (panel (b)) the individual electron wave packets,
generated by the pulses in the train, are directed by the control field to the same
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Fig. 12.14 Results of numerical simulations for the asymmetry parameter A = (P− − P+)/

(P− + P+), where P± is the differential ionization probability in positive and negative direction
along the internuclear axis, as a function of the time delay 
t between the two pulses and the
carrier-envelope phase φ2 of the second pulse in a two-pulse control scheme [76]. The parameters
of the two laser pulses in the simulations were: 1013 W/cm2 (peak intensity), 106 nm (wavelength)
and 0.425 fs (pulse length) for the exciting VUV first pulse and 3 × 1012 W/cm2 (peak intensity),
800 nm (wavelength) and 5.8 fs (pulse length) for the controlling second infrared pulse

nucleus as they are in phase with the control field. On the other hand electron wave
packets generated by pulses separated by a half cycle of the driving pulse are out of
phase with the control field and directed to opposite nuclei (panel (c)). Thus, while
in both scenarios there is control over each of the electron wave packets, a variation
of the total asymmetry parameter will occur in the previous case only [79]. A similar
analysis holds when the molecular ion is excited by a series of rescattering events
[58]. In this case excitation once every cycle is as well achieved by superimposing
the driving field with its second harmonic (see results at KER between 4 eV and
6 eV in Fig. 12.13).

Recently, experimental studies of the two-pulse scenario were performed with
unequaled time resolution using a single attosecond pulse of 300–400 as in dura-
tion together with an infrared laser pulse having a pulse length of about 5 fs. The
experimental data were analyzed on the basis of high-precision numerical simula-
tions taking account of all electronic and vibrational degrees of freedom [74]. The
combined experimental and computational efforts revealed another, previously un-
determined, complex localization mechanism, in which the infrared pulse induces a
quantum mechanical interference between different states in the ion, including au-
toionizing states, at short internuclear separations close to the equilibrium distance.
These results show that attosecond pulse technology can become a powerful tech-
nique to control electron dynamics even in systems with strong couplings between
many electronic-vibrational levels.

The fascinating idea to guide an electronic wavepacket has been recently studied
in more complex molecules as well [80–83]. For example, new mechanisms for the
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Fig. 12.15 (a) Comparison of experimental data (circles with error bars) with results of numerical
simulations (line) for the asymmetry parameter A of electron localization in deuterium molecular
ion as a function between the exciting attosecond pulse train (pulse duration: 400 as for the indi-
vidual pulse) and the controlling infrared pulse (800 nm, 5 × 1013 W/cm2, 40 fs) [73]. (b), (c) In-
tegrated electron probability density as a function of the internuclear separation R and the time
delay after initiation of the dissociation of the hydrogen molecular ion by an attosecond pulse train
in which the pulses are either separated by a full cycle (panel (b)) or a half cycle (panel (c)) of the
controlling infrared laser pulse [79] (adapted from [73] and [79])

Fig. 12.16 Theoretical result
by I. Barth et al. [81] for an
electronic ring current in an
oriented Mg-porphyrin
molecule, which is induced
by a circularly polarized laser
pulse. Laser parameters:
3.42 eV (frequency),
1.28 × 1012 W/cm2 (peak
intensity) and 9.67 fs (pulse
duration) (adapted from [81])

induction of electronic ring currents have been proposed and theoretically demon-
strated in Mg-porphyrin [81] and chiral aromatic molecules [83]. An example of the
induced electronic dynamics is shown in Fig. 12.16. The flux in the oriented Mg-
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porphyrin molecule is driven by a circularly polarized UV π laser pulse on the time
scale of the pulse duration of a few femtoseconds.
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Chapter 13
Attosecond Time-Resolved Photoemission
Spectroscopy in Condensed Matter—
Photoelectron Wave Phase Shifts and Time
Delays

Ulrich Heinzmann

Abstract The chapter reviews the first attosecond time-resolved photoemission ex-
periment performed on a tungsten single crystal surface and discusses the status and
the limitations of this research field in condensed matter. It also discusses the re-
lationship between photoelectron wave phase shifts obtained in spin-resolved pho-
toemission experiments and attosecond Wigner time delays of the photoelectron
emission for certain orbital angular momenta. Finally it reviews similar ESCA (elec-
tron spectroscopy for chemical analysis) photoemission measurements recently per-
formed on a solid as well as on a molecular adsorbate with some femtosecond time
and 0.1 eV energy resolution.

13.1 Introduction

For about 100 years the photoemission process has been one of the most important
analyzing methods for studying the electronic structure of matter. Where light in-
tensities are not too strong each absorbed photon creates one free electron which
may leave the solid crystal and its surface as a photoelectron. The kinetic energy of
this photoelectron is given by the light energy minus the work function (difference
between the vacuum energy level and the Fermi energy) minus the binding energy
with respect to the Fermi energy. Visible and UV-light is used to eject non-localized
electrons from the conduction band and XUV radiation is used to additionally eject
electrons localized in the inner-shell of a certain atom in the bulk of the crystal or
on its surface.

The motion of electrons in metallic solids, i.e. conductivity, is the basis of mod-
ern electronic technology; the absorption of photons triggers the excitation of bound
electrons to the conduction band and can be used as a fast switch [1]. Photoelectrons
only from the first few atomic layers are able to leave the crystal [2] and thus pho-
toemission has been demonstrated as being a very surface-sensitive experimental
tool for the broad field of surface chemistry and surface physics [3]. The successful
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development of fs-lasers in the ultraviolet (UV) and soft x-ray in the past decades
has allowed the study of processes of chemical reactions at the surface [4] and thus
of related electronic transitions on metal surfaces [5], molecular adsorbates [6], in-
terfaces [7], magnetic adlayers [8] and semiconductors [9]: Two-photon photoemis-
sion experiments (2PPE) have enabled measurement of the lifetime of excited states
[10], coherent electronic wave-packets on metal surfaces have been observed [11],
laser assisted photoemission studies on a metal surface have been performed [12]
and surface photo-voltage transients on a semi-conductor surface have been studied
experimentally with fs-time resolution [13].

13.2 Sub-femtosecond Time-Resolved Photoemission
Experiments

In 2005 the life-time of a Koster-Kronig decay in an adsorbate was measured with
sub-femtosecond resolution by means of core-hole clock spectroscopy (CHC) [14]:
A core electron of an atom, for example sulphur in this case, adsorbed on a Ru(0001)
surface is promoted by resonant excitation from the ground state 2s to the 3p state
above the Fermi energy but below the vacuum level creating a core-hole with a
life time of 500 as. But the adsorbate bound to the surface is not isolated so it can
exchange charge and energy. If the status of the resonantly excited electron changes
during the lifetime of the core level, the coherence of excitation and decay is lost. By
quantitative cross-comparison of the intensities for the resonant Auger (also called
Auger Resonant Raman Effect, ARRE) and the normal Auger processes, the charge
transfer time for electron transfer from the adsorbate to the solid is given by the ratio
of both intensities in units of the core hole lifetime. Thus with CHC-spectroscopy
by means of CW-radiation (for example synchrotron radiation) it was possible to
indirectly study the dynamics of an electron transfer between different parts of an
adsorbate system resolved in time with attosecond accuracy by cross-comparing the
intensities of different Auger electrons emitted.

In 2007 the first real attosecond time-resolved photoemission experiment in con-
densed matter with ultrashort XUV laser radiation was performed on the W(110)
surface [15]. The photoemission process is often described in the three-step model:
(i) photoexcitation to an upper band as an intermediate bound state; (ii) transport of
the electron through the crystal in the presence of a screened hole state; (iii) escape
through the surface accompanied by creation of an image charge. In the past, the
timescale on which these processes occur was inaccessible to experiments. On the
one hand it was possible to calculate the transport time of a 60 eV electron from a
bulk atom to the surface using a classical approach as being about 200 as, taking
into account that the electron escape depth for these energies is just a few atomic
layers, i.e. about 0.5–1 nm [2]. On the other hand the escape through the surface has
been seen up to now to be instantaneous in time, like the tunnel process in atoms
whose time dynamics has recently become a matter of topical research [16]. The
motion of electrons in the upper conduction band to the surface takes place as an
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ultrashort wave-packet with a certain group velocity. In order to describe single-
electron motions in many-electron bands as a single particle flow, the effective mass
m∗ which may be different from sub-band to sub-band has to be used instead of
the free-electron mass m keeping its charge e constant. During photoemission, the
hole state is screened by the non-localized neighbouring electrons. Furthermore, the
photoelectron leaves the metal surface in the presence of an image charge. The time
dynamics of hole-screening and image charge creation and decay have been stud-
ied theoretically [5, 17] and offer now access to experimental studies in condensed
matter physics. None of the above-mentioned femtosecond methods, however, have
shown the dynamics of electron emission in time directly. The sequential emission
of photoelectrons from different bands of a metal solid on an attosecond timescale,
and the duration of the photoelectron pulse, were the showcase examples of [15]
and opened up the new field of attosecond spectroscopy of solids.

Attosecond resolved photoionization of free-atoms in an atomic beam had al-
ready been performed prior to 2007 by use of an ultrashort near-IR-light pulse (NIR)
[18] with a stabilized carrier envelope phase as the clock: A single 250 attosecond
long pulse of extreme ultraviolet radiation (XUV) from NIR laser-induced High
Harmonic Generation was used to photoionize the atom and to trigger the motion
of the emitted photoelectron with respect to the phase of the oscillating electric
field underneath the ultrashort NIR light pulse [19]. Since the duration of the pho-
toelectron pulse (250 as) was short compared with the oscillating period of the NIR
pulse (2.3 fs), the emitted electrons were accelerated or decelerated like ballistic
particles by the phase-stabilized, non-jittering electric field of the NIR pulse. Thus
the atomic photoelectrons either won or lost kinetic energy up to 20 eV addition-
ally as in a conventional streak camera. The existence of such “streaking curves”
i.e. oscillation of the photoelectron kinetic energy as a function of the delay be-
tween attosecond XUV-pulse and NIR-pulse demonstrated the attosecond duration
of the atomic photoelectron pulse and presented the delay of the NIR-pulse as a
real-time clock to determine experimentally the delays of emission times for the
different kinds of electrons emitted (for example Auger vs. photoelectrons) [20].
Very recently the delay of different photoelectrons in atomic photoionization has
been experimentally identified as being 21 as [21]. These attosecond-resolved pho-
toelectron emission experiments on isolated atoms in the gas-phase gave rise to the
question as to whether such an attosecond time-resolved photoemission experiment
could in principle be performed on a solid crystal directly opening up attosecond
spectroscopy for application in condensed matter physics. It is the objective of the
present chapter to review this first attosecond resolved photoemission experiment
[15] using a tungsten single crystal as a photoelectron emitter and to discuss the
status of the field today.

What is completely different between photoemission from a metal crystal com-
pared with atomic photoionization?

1. The radiation hits 108 times more atoms in the condensed matter case than in
atomic beam experiments. The atoms have a neighbour distance of about 0.3 nm
so that the outermost atomic orbitals overlap creating a conduction band with
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Fig. 13.1 Experimental set up of the attosecond time-resolved photoemission experiment with
W(110) (adapted from Ref. [15]). The 5 fs laser pulse produces the XUV 300 as pulse (HHG)
in the neon-filled tube and co-propagates with the XUV via the delayable double mirror system
to the W(110) crystal surface in Brewster geometry (inset). The photoemission in the direction
normal to the surface in the presence of the linearly polarized IR pulse is studied by means of the
time of flight (TOF) spectrometer as a function of the delay between IR and XUV pulse (streaking
technique)

many non-localized electrons in the initial state. The electron spectrum in pho-
toemission from core states is additionally complicated by a core level shift of
the surface atoms compared to the bulk atoms—in this case of W(110) 4f state it
is 0.3 eV [22, 23]—i.e. the source of photoelectrons has different locations in the
solid; they also have different binding energies for the same electronic states and
they have different velocities in the solid before they escape through the surface
compared to the case outside the crystal.

2. The streaking technique as a time-clock uses a NIR pulse whose electric field
accelerates or decelerates the photoelectrons in a free-free transition. Is this dif-
ferent in the presence of a metallic surface? The decision was made to use a
set-up involving a collinear input of XUV and NIR at a grazing incidence angle
in order to have the electric field of the NIR light nearly perpendicular to the
surface (p-light geometry) (see Fig. 13.1, inset). Furthermore a Brewster angle
geometry was used in order to avoid standing waves at the surface due to con-
structive interference of the incoming and reflected NIR and thus E-field nodes
which obviously would make the streaking technique impossible.
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3. Unlike atoms with only a few electronic states at certain energies, condensed
matter has bands with many occupied and unoccupied states, also far beyond
the Fermi energy. Thus multiphoton excitations and above-threshold ionization
processes occur on account of the presence of the strong NIR pulse alone. This
increases dramatically the unwanted background with respect to the single XUV-
photoelectron spectra and free-free transitions due to the NIR laser-pulse as a
streaking clock. Furthermore a compromise had to be made between the energy
resolution for photoelectron spectroscopy necessary in order to discriminate be-
tween the different solid state bands and time-resolution. Being presented the
opportunity of varying the multilayer XUV-optics to determine radiation band-
widths of between 1 and 15 eV corresponding to 2 fs [24] to 150 as [25, 26] led
to the decision to use a multilayer XUV mirror for 91 eV radiation energy with
a 6 eV bandwidth which corresponded to a time resolution of 300 as.

Figure 13.1 describes schematically the set up of the new experiment. Tungsten
has been used as the photoemission target, since unlike other solids the electron
escape depth (mean free path) for photoelectron kinetic energies around 90 eV is
lower (2 atomic layers) than at 50 eV (3 atomic layers) [27] with the consequence
that the slower photoelectrons escape later not only due to the smaller velocity but
also due to their location of birth deeper in the crystal.

A linearly polarized, waveform-controlled 5 fs, 0.4 mJ, 750 nm (T0 = 2.5 fs)
laser pulse with carefully optimized values of carrier envelope phase produced one
isolated single XUV pulse at the high energy end of the High Harmonic spectral
comb at (�ωXUV)mean = 91 eV in a gas of neon atoms. The XUV pulse copropa-
gated with the laser pulse in a collinear, laser-like beam to a W(110) crystal under
the grazing Brewster angle of 15 degrees placed in the focus of a spherical, two-
component, Mo/Si multilayer mirror of 120-mm focal length [28]. It was separated
from the NIR in the inner part of the laser beam by a zirconium pellicle, which
blocked the NIR but not the XUV. The inner mirror reflected XUV radiation over a
band of ∼ 6 eV, centred at ∼91 eV. Consequently, the XUV pulse created photoelec-
trons with a kinetic energy of p2

i /2m = �ωXUV − Wb , (where Wb is the electron’s
binding energy, plus the work function of the crystal) spread over a 6 eV band, with
pi being the momentum of the electron. The volume of the light-field probing was
defined laterally by the < 10 µm diameter of the XUV beam at its focus and lon-
gitudinally by the escape depth of the photoelectrons as being about 1 nm which is
well confined within the focal volume of the laser beam (diameter > 60 µm). For
p2

i /2m ≈ 100 eV, the electrons travelled less than 100 nm within 10 fs and hence
remained safely confined to the region of constant laser field amplitude outside the
crystal surface. Inside the crystal a constant laser field was also approximatively
assumed within the 1 nm layer thickness where the photoelectrons could only es-
cape the crystal surface. But due to refraction of the IR laser radiation at the surface
(outermost conduction band of the first row of atoms), there was no acceleration of
the electrons emitted normal to the surface inside the crystal because of the linear
polarization nearly parallel to the surface (see inset in Fig. 13.1).
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Once placed in the electric field of a linearly polarized wave, the change of the
electrons momentum 
p(r, t) at the location r and time t along the direction of the
electric field is given by


p(r, t) = e

∫ ∞

t

EL

(
r, t ′

)
dt ′ = eAL(r, t)

where AL(r, t) is the vector potential of the electric field EL(r, t) = E0εL(r, t) ×
cos(kr − ωLt + ϕ), where E0 is the maximum field amplitude and k is the wave
vector. Thus the change of the kinetic energy due to the interaction with the NIR is
given by 
W(t) ≈ e(pi/m)AL(t).

These considerations suggest that the electron probe needs to be localized not
only in time to a tiny fraction of the wave period T0, but also in space to a tiny frac-
tion of the wavelength λL of the light. The latter requirement can be substantially
relaxed if the electron release is triggered with an energetic photon pulse that co-
propagates with the NIR laser wave in a collinear beam. This was certainly true
outside the crystal. Thus the timing of the probe electrons relative to the light
field was invariant to space along the laser propagation in this case. The field-
induced variation of the final energy spectrum of the photoelectrons versus delay
between the XUV burst and the laser pulse revealed, without the need of any de-
tailed analysis, that probing was implemented by a single burst of sub-femtosecond
duration that was synchronized with sub-femtosecond accuracy to the NIR laser
field.

The complete photoemission experiment was performed in Ultra-High Vacuum
(UHV, 10−9 mbar). The W crystal was heated in front of an O2 doser to about
1400 K (local pressure in front of the crystal was approximately 10−6 mbar, pres-
sure in chamber < 3 · 10−8 mbar) followed by repeated flashing to about 2200 K in
order to clean it. The visibility of the 4f peak in photoemission was an indication as
to how long the crystal surface remained sufficiently impurity-free since the peak
disappeared if the impurity had an adsorbate thickness of more than 1 nm, corre-
sponding to the escape depth of the electrons. It took no longer than one hour to run
through the photoemission experiment, following which the cleaning procedure of
the crystal surface was repeated in a special preparation chamber, separated from
the main UHV-chamber. The crystal was mounted on a rotatable and movable ma-
nipulator and was grounded in order to avoid charging and to define zero energy. All
streaking measurements were performed with NIR laser radiation at a constant in-
tensity in order to avoid changes of space charge due to multi-photon photoemission
of the NIR. The intensity of the NIR was limited such that the NIR induced multi-
photon photoelectron signals did not dominate the time-of-flight (TOF) spectra and
the photoelectrons from the W 4f band were quantitatively discriminated against
the NIR-induced background. The photoelectrons emitted normally to the W(110)
surface were spectrally analysed with respect to their kinetic energy by means of
the TOF. By using a piezo translation stage connected with the movable inner part
of the focussing mirror, the time delay of the XUV 300 as pulse was increased or
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Fig. 13.2 Raw streaking
spectrum of W(110): the
dependence of photoelectron
kinetic energy as a function
of the delay between the IR
and the 91 eV XUV pulse.
The photoelectrons from the
4f core states and from the d
conduction band close to the
Fermi energy follow with
their energies the oscillation
of the electric field of the IR
pulse (adapted from Ref.
[15])

decreased in steps of 50 nm corresponding to 300 as with respect to the NIR pulse
with its stabilized carrier envelope phase.

Figure 13.2 shows the photoelectron spectra of W(110) measured in this way
as a function of the delay over the whole duration of the NIR pulse [15]. Positive
relative delay means that the XUV arrived earlier than the NIR, and negative delay
indicates the opposite. In Fig. 13.2 no background was subtracted, only the time
spectra of the time-of-flight spectrometer were converted into photoelectron energy
spectra. An approximately 10 eV broad conduction band could be observed below
the Fermi edge at about a photoelectron kinetic energy of 87 eV, and the 4f band of
W(110) at about 60 eV. For both bands the emitted photoelectrons showed a pro-
nounced streaking structure with the delay to the phase stabilized NIR laser pulse.
This could be observed over the whole NIR pulse of about 3 laser oscillation peri-
ods. We limited the energy range shown in Fig. 13.2 to energies above 55 eV where
the NIR-induced background was negligible in order to demonstrate that, even in
this raw spectra, a time delay shift of about one experimental step between the two
streaking curves (Fermi edge electrons and 4 f electrons) can easily be observed
with the eye: Maxima and minima of the Fermi edge streaking (sine-oscillation of
kinetic energy) are shifted to the left side compared to the streaking of the 4f edge.
This has shown for the first time that different types of photoelectrons from different
bands leave the crystal sequentially at different times. Furthermore, it is evident that
the photoelectrons even from the non-localised d-band at the Fermi edge which have
been emitted by means of a 300 as XUV pulse also show a sub-femtosecond pulse
duration; were this not the case the streaking in Fig. 13.2 could not be observed.
The streaking signal (oscillation of the photoelectron kinetic energies as a function
of the delay following the E field structure of the IR radiation) was expected for the
4f band, since it is a localized atomic like state, but not at all for the conduction
band since it was believed that many electron effects in the conduction band and
their non-localization described by Bloch waves would smear out all time memo-
ries and thus any streaking signal. Obviously this picture was wrong: The 300 as
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Fig. 13.3 Photoelectron spectrum of W(110) with and without the near infrared pulse obtained
using a 91 eV XUV pulse. The dashed vertical line marks the kinetic energy for photoelectrons
emitted from states at the Fermi energy. Straight lines between the measured intensity values at
50 eV and 65 eV as well as at 65 eV and 95 eV mark the background contribution (see text)
(adapted from Ref. [15])

excitation and the fast transport through only 2 to 3 atomic layers of the solid was
too fast for the electron cloud in the conduction band to cancel the time memory. In
order to gain better access to these observations, fit procedures of the raw data had
to be performed.

The first step was to detect and to subtract the background electron spectrum
from the raw measured data. The measured electron spectra have a form of two
peaks existing on top of a background. This background appears due to two pro-
cesses. First, the NIR probe field can create electrons with kinetic energies reaching
100 eV by a process which is analogous to the above threshold ionisation process
(ATI) in isolated atoms. For brevity this part of the background is referred to as “ATI
background”. Second, an electron ejected by the extreme-ultraviolet (XUV) pulse
can experience inelastic collisions before it leaves the metal. Comparison of photo-
electron spectra recorded with and without the presence of the NIR streaking field
provides an insight into the properties of the XUV-induced and the ATI background
signals. Spectra recorded with and without the presence of the NIR streaking field
are shown in Fig. 13.3. It is worth noting that in the streaking experiment the IR
intensity has been dramatically reduced to such a value that the ATI background
vanishes at the f band at about 50 eV kinetic energy.

In Fig. 13.4 a smoothed photoelectron spectrum of W(110) as a function of the
binding energy is shown for a delay value where the NIR laser pulse shows a vanish-
ing E-field, after the background of Fig. 13.3 has been subtracted. Here the 4f-band
with electrons from the localized 4f atomic states and consisting of four sub-bands is
at about 32 eV binding energy, as highly resolved photoemission experiments have
demonstrated [22, 23, 29, 30]. There are two spin orbit split fine structure compo-
nents f7/2 and f5/2 which are separated by 2.18 eV and each of them in turn are
separated in a surface and a bulk peak by the core level shift of 0.3 eV (the branch-
ing ratio f7/2 to f5/2 has been fitted to be 1.6). The conduction band (predominantly
itinerant d-like states) can be seen below the Fermi edge. It is worth noting that the
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Fig. 13.4 Background
subtracted results of Fig. 13.2
according to the procedure
given in Fig. 13.3 describing
the 4f core state and
conduction band (d)
photoemission intensity as a
function of the binding
energy for W(110) with
Gauss peak fits for the f7/2,
f5/2 bulk and surface parts
and the conduction band

Fig. 13.5 ATI background
subtracted streaking spectrum
of W(110) according to
Fig. 13.2 (left) in cross-
comparison with its Fourier
analysis at the IR laser
frequency ωL (right) (adapted
from Ref. [15])

bands shown in Fig. 13.4 do not show their natural bandwidths since the photoemis-
sion experiment has been performed by means of an ultrashort XUV pulse of 300 as
duration corresponding to a bandwidth of 6 eV. In Fig. 13.4 also the individual fits of
the four 4f sub-bands described above are drawn together by using Gaussian curves
to produce a fit of the total ensemble of 4f bands as well as of the band at the Fermi
edge.

Fourier analysis was used to study the raw spectra and any time-dependence
of the background subtraction procedure. The results of this Fourier analysis are
summarized in Fig. 13.5. The magnitude of the Fourier component at the carrier
laser frequency ωL is maximal at the slopes of the peaks, where a small spectral
shift causes the largest change in the spectral intensity. It is clear from this analysis
that no periodic modulation at the laser frequency is observed in regions containing
only background, specifically at energies below the 4f peak or in between the peaks.
Therefore, streaking of the XUV-produced background was determined as being
negligibly small in the measurements.
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Fig. 13.6 Sinusoidal fit of
the streaking curves of the
data in Fig. 13.2 in
connection with the
background subtraction as
given in Figs. 13.3 and 13.4
for the photoelectrons emitted
from the 4f core level states
and from the band at the
Fermi energy of W(110).
They are shifted in delay by
140 ± 70 as

This static behaviour of the background electrons could be expected for several
reasons. Most importantly, streaking can only be observed if the duration of the
streaked electron wave packet is sufficiently small. Ideally, the wave packet should
be much shorter than the period of the streaking field. While the electrons that com-
pose the photoemission peaks come from the first atomic layers, the background
electrons can originate from much deeper in the material, so they need more time
to reach the surface, which broadens their emission time and therefore weakens the
effect of streaking.

Figure 13.6 presents a cross-comparison of the streaking fit data of the maxima of
the 4f band with that of the Fermi energy given by the inflection points of the elec-
tron spectra as given in Fig. 13.3 and Fig. 13.4. Both curves demonstrate a streaking,
i.e. an oscillation in energy over 4 eV and 8 eV for 4f and Fermi energy electrons,
respectively, with the time dependence of the electric field distribution of the NIR
pulse. Additionally as already shown in Fig. 13.2 and discussed above, the streak-
ing curve of the 4f shows an overall shift of 140 ± 70 as (single standard deviation)
to the streaking curve of the Fermi edge. This means that the electrons from the
non-localized band are emitted about 140 as earlier than the localised 4f electrons.
This has shown for the first time that different types of photoelectron from different
bands are emitted sequentially at different times.

Since the two fits in Fig. 13.6 do not have exactly the same but a shifted struc-
ture, a second evaluation of the raw data was performed and published in [15] by
looking at the streaking oscillation of the centre of mass of the two peaks at 45 to
65 eV and 65 to 100 eV. The advantage is that the centre of mass of a peak is more
stable with respect to background fluctuations, the disadvantage is that it does not
fit the streaking of the conduction band at the Fermi energy but at a kinetic energy
which is about 8 eV lower, thus other parts of the conduction band become the sub-
ject of the streaking analysis. The results of the evaluation obtained by cubic-spline
interpolation using a smoothed and not background corrected spectrum (shown in
Fig. 13.7 with this centre of mass analysis) are shown in Fig. 13.8. Once again, both
streaking curves are shifted, now with a time shift of 110 ± 70 as. It is worth not-
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Fig. 13.7 Smoothed
streaking spectrum of W(110)
after cubic spline
interpolation of the
oscillation of the kinetic
energies as given in Fig. 13.2
as a function of the delay
between IR and XUV pulse
(adapted from Ref. [15])

Fig. 13.8 Fit through the
streaking oscillations in
Fig. 13.7 of W(110) at the
centre of mass of the 4f state
peak and of the conduction
band peak. They are shifted in
delay by 110 ± 70 as
(adapted from Ref. [15])

ing that the oscillation amplitude of the streaking in Fig. 13.8 (centre of mass) is
smaller than in Fig. 13.6 (background corrected peaks directly). It is also worth not-
ing that the experiment has recently been repeated [31] with a much shorter XUV
pulse of 80 as duration where a streaking shift of 85±35 as between the 3d conduc-
tion band and the 4f band has been found for W(110). Although the three different
time shifts measured—(140 ± 70 as, 110 ± 70 as and 85 ± 35 as)—agree within
their error bars, they all refer to different parts of the conduction band, the 85 as
pulse has a bandwidth of 20 eV shifting the energy range of study further away
from the Fermi energy and averaging it out over the whole conduction band which
is indeed a composition of 5d, 5p and 6sp band parts. The energy dependence of the
phase shifts, and thus the time delays, for different orbital angular momenta in time-
resolved photoemission are further discussed later in this chapter. It is worth noting
that very recently (2012) Stefan Neppl (TU Munich) has repeated the attosecond-
time-resolved photoemission experiment with W(110) at a higher XUV photon and
thus higher photoelectron energy and measured a pronounced shorter emission time
shift (not yet published).
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Fig. 13.9 Static band
structure calculation of bcc
tungsten along Γ N

momentum direction [110].
Zero on the energy axis is the
Fermi energy. Electrons from
the 4f states are photoexcited
by the 88–94 eV XUV peak
into the upper conduction
band that is shaded and
centred at about 58 eV.
Similarly, electrons from the
conduction band reach bands
with energies around 85 eV.
The slope of the upper
conduction bands estimates
the group velocities of the
electrons inside the crystal
(adapted from Ref. [15])

13.3 Interpretations of the Emission Time Differences

The experimentally observed delays of the photoelectrons emitted from different
bands of W(110) may have different reasons, since the electrons have different ki-
netic energies and they may originate from locations at different distances with re-
spect to the surface. Five different theoretical approaches to describe the dynamics
of the photoemission process at W(110) exist so far, all yielding delays between 42
and 110 as for the core and the conduction band electrons photoemitted. The first
theoretical approach by Echenique used a static band structure calculation as given
in Fig. 13.9 [15] and explained the different delayed emission by different group
velocities of the final states given as slopes dE/dp with p = kh/2π as the electron
momentum. This classical model used the assumption of a sudden refraction of the
IR laser beam as shown in Fig. 13.1 at the surface with the consequence that there
is no streaking effect inside the crystal since the electric field of the IR laser and the
velocities of the photoelectrons observed normal to the surface are perpendicular to
each other. Thus a delay results from electron flight time differences in the location
of photoexcitation up to the surface. Ref. [15] found that electrons of 85 eV kinetic
energy need about 60 as to propagate a distance of 0.4 nm in the crystal while elec-
trons of 58 eV need 150 as, which is in good agreement with the experiment. The
critical point of this approach was of course the use of a static band structure which
might not be valid for an ultrashort photoemission process.

By taking the delocalization of the 4f and 5d states of tungsten into account
differently, using a quantum mechanical approach and assuming that the IR laser
radiation does not penetrate into the crystal, Kazansky and Echenique [32] found
that the concept of group velocities could be ruled out for small time intervals. The
main effect of the delay is attributed to the localized nature of the core electrons in
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contrast to the conduction band electrons which are completely delocalized. Con-
trary to this approach Baggesen and Madsen [33] found in a quantum mechanical
approach using Volkov waves as final states that the delay originates from the travel
through the surface. Zhang and Thumm [34] assumed a localized core state and
delocalized electrons in the conduction band in a jellium approximation under the
circumstance that the streaking laser field inside the solid is included. The photoe-
mission by XUV was dealt with by the first order perturbation theory, whereas the
streaking itself was not treated with the perturbation theory; they took into account
interfering contributions from different lattice layers to the dipole matrix elements
of the optical transition under the circumstance that the core electrons were delocal-
ized within the jellium model. They calculated a delay of 110 as in agreement with
the experiment.

Lemell et al. [35] used a classical transport theory, neglecting the penetration of
the IR laser field into the crystal but using different group velocities for electrons
from 4f, 6s and 5d states. They found a delay of 110 as in agreement with the exper-
iment with group velocities as given in [15] or alternatively 42 as with a free particle
dispersion relation. Summarizing, with the given theoretical approaches so far, the
real nature of the delay is not yet quantitatively understood. There is however no
doubt that it exists: Electrons of different states excited by an ultrashort attosecond
pulse leave the crystal surface at different times.

The fact that electrons from different bands with different symmetries i.e. orbital
angular momenta (s, p, d, f) may have different group velocities, even if they have
the same kinetic energies [35], gives rise to the general question as to which parts
of the full Hamilton operator influence the time delays of emitted photoelectrons
measured by means of streaking experiments. Very recently, Zhang and Thumm
[36] discussed theoretically the relationship of streaking and Wigner time delays.
Based upon the essence of the time delay introduced by Wigner and Smith [37, 38]
they discussed theoretically how phase shifts of individually travelling plane wave
components lead to spectral delays: τ = dϕ/dε with τ being the Wigner time delay,
ϕ the phase shift and ε the photoelectron kinetic energy. The Wigner relationship
is based upon the definition of the group velocity mentioned above υ = dE/dp.
This means in practice that a delay of photoelectron wave packets t is given by
the derivative of the phase shift ϕ with respect to the electron energy as being t =
658 as ·dϕ/dE with E in units of eV. Phase shifts ϕ between different partial waves
thus automatically create a delay of the electron wave packets t1 − t2 if they show
a different dispersion t1 − t2 = 658 as · d(ϕ1 − ϕ2)/dE. Furthermore, this poses the
question of how phase shift resolved photoemission experiments can be performed
in reality.

13.4 Phase Shift Resolved Photoemission and Its Relation
to Time Delays

Indeed, phase shift resolved photoelectron emission experiments have been success-
fully performed with free atoms and molecules, adsorbates and solids in the past
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Fig. 13.10 Reaction plane of spin resolved photoemission of atoms by means of unpolarized radi-
ation given by the momenta of the photon and photoelectron. The so-called dynamical spin polar-
ization P is perpendicular to this plane, its value varies with the emission angle θ (upper part). Spin
polarization P measured at the magic angle θm = 54◦ for photoelectrons from free xenon atoms
with respect to the 5p1/2 orbital leaving the ion in the 2P1/2 state as a function of the light wave-
length in cross comparison with different theories (curves) [39, 40] (lower part). ξ is the so-called
dynamical spin parameter which is given by P(θm)

decades by the group of the author of this chapter [39–47]. These experiments have
used cw-radiation in the XUV region like the core hole clock spectroscopy (CHC)
mentioned above, but they have also gained access to the phase shifts and thus to the
time dynamics via the dynamical spin polarization of the photoelectrons emitted. It
has been experimentally verified in more than 60 systems studied so far, that pho-
toelectrons emitted by circularly polarized radiation are in general spin polarized
up to 100 % by means of the spin polarization transfer from the photons absorbed
onto the photoelectrons due to the existence of the spin-orbit interaction. It has been
shown experimentally, however, that this degree of polarization can also be achieved
by using a linearly polarized or even unpolarized radiation for one component of the
spin polarization vector, the so-called dynamical spin polarization perpendicular to
the reaction plane, spanned by photon and electron momenta as shown in Fig. 13.10
(upper part), if the influence of the spin-orbit interaction is experimentally resolved
in the photoelectron spectrum [39, 40]. This dynamical spin polarization, which
varies with the photoelectron emission angle θ and is proportional to sin θ · cos θ

[41], is shown in Fig. 13.10 (lower part) for θm = 54◦ as a function of the radiation
wavelength for photoelectrons of free xenon atoms leaving the xenon ion back in
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Fig. 13.11 Measured phase
shift differences (upper part)
and dipole matrix elements
(lower part) (error bars)
[39, 40] of photoelectrons
from Xe 5p with respect to
transition into the energy
degenerate d and s continua
as a function of the photon
energy. The dashed curve
shows the calculated
Coulomb phase shift
σd − σs − π . The full curve
connects the experimental
data points, its derivative
dδ/dE is the Wigner time
delay between the partial
wave packets d and s given in
numbers in the upper part
(see text)

the 2P1/2 state. The existence of this dynamical spin polarization is based upon the
quantum mechanical interference of the d and s continuum wave functions reached
by the optical transition from the p1/2 atomic orbital according to the selection rules.
Its value is directly proportional to the sine of the phase shift difference of these two
partial photoelectron waves δd − δs :

P
(
54◦) = Dd · Ds

D2
d + D2

s

· sin(δd − δs)

The matrix elements Dd and Ds have been determined experimentally by means
of the spin polarization values, when circularly polarized radiation is used, and by
means of the photoionization cross-section. Thus a so-called quantum mechanical
“complete” photoemission experiment has been performed, which means that exper-
imentally all individual matrix elements and phase shift differences have now been
determined separately. The results for the xenon atom are shown in Fig. 13.11. The
phase shift difference given in the upper part of Fig. 13.11 as a function of the energy
is the sum of the Coulomb phase shift difference σd −σs −π , which describes the in-
fluence of the pure Coulomb potential of the core (hydrogenic part), and of the phase
shift difference influenced by the many electron system of the xenon atom. The slope
of the phase shift difference curves as a function of the energy directly gives the time
delays of the photoelectrons emitted in the individual continuum channels d and s
to be 45 as for the Coulomb phase shift alone and 76 as = 45 + 31 as in total at
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Fig. 13.12 Analytically
calculated energy dependence
of the energy slope of the
Coulomb phase shift
σd − σs − π given as time
delay

the joint kinetic energy of 7 eV (20.5 eV photon energy), as given in Fig. 13.11.
Figure 13.12 shows that the time delay due to this Coulomb phase shift strongly
decreases with increasing kinetic energy and is negligible (<8 as) for kinetic ener-
gies higher than 30 eV. With respect to the time-resolved photoemission of f-core
level bands and of the conduction band of W(110) discussed above, Figure 13.13
shows phase shift differences of f7/2 and f5/2 continuum waves with respect to a
p3/2 continuum wave of the photoelectron emission of mercury atoms (lower part
of Fig. 13.13) together with the corresponding matrix elements [45]. Note that the
phase shifts describe only the non-hydrogenic part, after the Coulomb phase shifts
have been subtracted; they are given as differences of quantum defects 
μ in units
of π [40]. In the energy range presented in Fig. 13.13 the non-Coulombic phase
shift differences have a slope which defines a time delay between f and p waves to
be 77 as and 59 as for the Hg atoms d3/2 and d5/2 initial states, respectively. It is
worth being noted that the phase shift differences f7/2 − f5/2 as well as p3/2 −p1/2 in
Fig. 13.13 do not show any dispersion with the consequence that the spin orbit inter-
action alone, as a part of the total potential in which the photoelectron leaves, does
not create any time delay. Obviously the main part of the time delay with respect to
f and p waves is due to the different centrifugal term l(l + 1)/r2 in the Schrödinger
equation.

In the photoemission of metal surfaces there is a prominent showcase example
of a pronounced dynamical spin polarization and thus of a large phase difference
and time delay: a sinφ · cosφ dependent dynamical spin polarization exists with
respect to the azimuthal rotation angle φ in the photoemission of Pt(110) in normal
electron emission and in normal incidence of linearly polarized radiation. The elec-
tric vector E and the crystal [11̄0] direction define the reaction plane in this case,
as given in Fig. 13.14. The spin polarization varies between −10 % and +10 %;
using all experimental data, a phase shift difference is obtained as a function of the
binding energy for a fixed photon energy of 11.8 eV, as given in the right part of
Fig. 13.14 [44]. Its slope versus energy gives the high value of 4.7 fs for the time

delay of electrons from the two bands Σ3
5 and Σ4

5 [44, 46, 47]. This value of a time
delay for photoelectrons from different bands is so high because the kinetic energy
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Fig. 13.13 Matrix elements D and phase shift differences μ = (δ − σ)/π in units of π , without
Coulomb phases σ , for f and p photoelectrons leaving the mercury atom back in the 5d2D5/2 (left
part) and 5d2D3/2 (right part) final ionic state, experiment (error bars) and theory (adapted from
Ref. [45]), as a function of the photoelectron kinetic energy. The numbers denote the corresponding
time delays given by the slopes of the phase shift curves

of the photoelectrons is low and the two bands show a strong hybridization. It is ob-
vious from Figs. 13.11, 13.12, 13.13 and 13.14 that the slope of the phase shifts and
thus the time delays in photoemission strongly decrease with higher photoelectron
energies which explains the result reported at the end of Sect. 13.2 for the higher
photon energy. It is further obvious that the faster the photoelectrons are, the shorter
the flights times and their differences have to be to pass a distance of an order of the
size of an atom.

13.5 Outlook: The Combination of High Time and Energy
Resolutions

All the cases of time delays in photoemission discussed so far show a strong vari-
ation with respect to the energy. Unlike free atoms and molecules, condensed mat-
ter has broad energy bands filled with electrons which show a pronounced dis-
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Fig. 13.14 Dynamical spin polarization of photoemission with Pt(110) by use of linearly polarized
radiation in the set up given in the upper left part (adapted from Ref. [44]). By use of 11.8 eV
radiation, a spin polarization along the direction of ejected electrons normal to the surface has
been measured as a function of the azimuthal angle φ by rotation about the surface normal (lower
part). Evaluation of the experimental data yields the values with error bars of the phase difference
for photoelectron waves according to the transition from the Σ3

5 (M(3)) and Σ4
5 (M(4)) initial bands

[47]. Its slope at about 0.5 eV binding energy below the Fermi energy yields a time delay of 4.7 fs

persion. Thus attosecond-time-resolved photoemission spectroscopy in condensed
matter faces its limitation in the energy-time uncertainty. The shorter the as-XUV
pulse, the broader in energy its bandwidth has to be and the less the spectroscopic
view is detailed to the electronic structure of the solid. Electron Spectroscopy for
Chemical Analysis (ESCA) has become very important in molecular and adsor-
bate systems: Energy shifts in photoelectron spectra in the order of a few tenths of
electron-volt indicate changes in the chemical bonds [48]. Thus it was also a sci-
entific goal to combine ESCA with the time resolution of ultrashort photoemission
studies. However, the time resolution has to stay in the fs range in order to achieve
an energy resolution of less than 1 eV. Recently two types of ESCA experiments
with fs-XUV pulses in photoemission of condensed matter have been performed us-
ing an apparatus very similar to that described in Fig. 13.1. Figure 13.15 describes
the ESCA photoemission from iodophenylphenol molecules adsorbed on a silicon
substrate [49] and shows the pump probe experiment with fs-resolution where the
benzene ring is pumped by a UV pulse and the iodine atom is probed by means
of the ESCA shift with respect to its 4d core level in photoemission. The selectiv-
ity of this experiment in time and energy unveils metastable molecular configura-
tions (prefulvene, benzvalene), given in the lower part of Fig. 13.15, that appear
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Fig. 13.15 Time-resolved ESCA study of 30 fs pumped iodophenylphenol molecules adsorbed on
silicon with photoelectron spectra for different delays (a)–(g) between the fs UV pump pulse and
the fs EUV probe pulse. The pump process changes in time the structure of the benzene ring as
shown in the lower part (adapted from Ref. [49])

about 50ps after the fs-excitation and are efficiently guarded back to the ground
state.

The second case of pump probe ESCA studies, using XUV laser pulses gener-
ated by HHG in time-resolved photoemission, studied very recently the VO2 in-
sulator metal phase transition [50]. The experimental set up was again similar to
Fig. 13.1 and used a 30 fs IR pump pulse to excite the HOMO electrons below
the Fermi energy to the LUMO band and the XUV probe pulse to study the ESCA
shifts of the V3p core levels and of the conduction bands as a function of the de-
lay between pump and probe pulse with fs accuracy. The spectroscopic ESCA shift
corresponds to the phase transition from the monoclinic insulating phase and to the
tetragonal metal phase of VO2 (see Fig. 13.16), as seen in the hysteresis curve in the
upper part of Fig. 13.16 by thermal cooling and heating. Thus, by using ultrashort
fs IR and XUV radiation, this time-resolved ESCA experiment confirmed the Mott-
Hubbard nature of the band gap collapse and of the insulator-metal phase transition
to be initiated by an electronic transition. These two time-resolved photoemission
ESCA studies have chosen the compromise in time and energy resolution needed to
perform a time-resolved spectroscopy experiment.
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Fig. 13.16 Time-resolved ESCA study of the VO2 insulator metal phase transition (adapted from
Ref. [50]). The upper part shows how the 3p core level photoemission binding energy shift can be
used to study the phase transition from the monoclinic insulating to the tetragonal metal phase by
heating and cooling the crystal (hysteresis). The lower part shows the fs and ps dynamics for the
phase transition, pumped by 30 fs IR and probed by a EUV pulse with respect to the 3p core level
photoemission
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Chapter 14
Attosecond Science Comes of Age

Ferenc Krausz

Abstract After a decade of development, attosecond science has reached a mature
state. The basic tools and techniques are now established. The increase of flux and
photon energies and subfemtosecond control of the fields are major technological
frontiers for the near future. In this chapter we shall review the new routes for the
development of the field, their applications and implications for new discoveries.

It has been about 10 years ago that the first isolated light pulses shorter than one fem-
tosecond [1] as well as trains of such bursts [2] have been reported. They signaled
the birth of metrology with attosecond resolution, allowing—for the first time—
real-time observation of the fastest dynamics outside the atomic core: the motion
of electrons [3] and the oscillations of light fields [4]. Along with light waveform
control [5], attosecond pulses [6] sparked a revolution in the exploration and control
of electronic phenomena in the microcosm. This volume provides a comprehensive
overview of the first decade of attosecond science, which was dominated by devel-
oping basic tools and techniques, their validation and first applications.1 These tools
and techniques are now in place and work well, providing the basis for entering a
new phase of the evolution of this new subfield of optical science.

The next decade of attosecond science will witness a further accelerating
progress of attosecond sources and techniques opening entirely new research oppor-
tunities as well as a strong shift of applications from the scrutiny of simple systems
(atoms and simple molecules) towards ever more complex systems such as large bi-
ological molecules, solids, surfaces and molecular systems assembled on surfaces.
Advances in attosecond technologies will bring about never-before-witnessed syn-
ergies between laser- and accelerator-based light sources and applications that aim
at seeking answers to grand questions of physical science, life science, and tech-
nology: Is it feasible to create compact X-ray lasers, for a number of applications
in science and technology? Can initial attosecond electron motion affect changes in

1For a comprehensive review, see [7].
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complex molecular structure and be used for affecting these changes? Is light-field-
controlled attochemistry feasible? Where are the ultimate speed limits of electronics
and how can we reach them? Can electronic signal processing be speeded up to light
frequencies? Is the recording of snapshots with atomic resolution in space and time
feasible for the direct visualization of any motion outside the atomic core, including
the fastest one, the motion of electrons?

On the following pages, we shall look forward and speculate about the major
routes this still very young discipline is likely to take in the next decade by address-
ing desirable technological advances as well as their possible implications for new
discoveries and developments.

14.1 Frontiers in Attosecond Sources and Techniques

Few-cycle laser pulses with a controlled waveform constitute an enabling tech-
nology for the generation of isolated attosecond pulses, metrology of these tools
and their applications for time-domain access to electron processes. Figure 14.1
shows a state-of-the-art apparatus for attosecond metrology and spectroscopy, the
AS-2 beamline at the Max Planck Institute of Quantum Optics (photo at the top).
The beamline is seeded with sub-4-fs, 750-nm-carrier-wavelength near-single-cycle
laser pulses, which produce sub-100-attosecond XUV pulses in the 100-eV pho-
ton energy range. Temporal characterization of both tools is implemented with an
attosecond streak camera, schematically shown in the bottom panel of Fig. 14.1.
The light-field-driven streak camera records XUV-induced, laser-field-affected pho-
toelectrons as a function of delay between the XUV and laser pulse. The resultant
streaking spectrogram allows a complete retrieval of the sub-4-fs laser waveform as
well as the 72-attosecond XUV pulse. Coming in perfect synchrony to each other,
they allow a number of spectroscopic techniques (with the attosecond pulse serving
either as a trigger or a probe pulse) to be accomplished: attosecond streaking [8, 9]
and tunneling [10] spectroscopy using the XUV pulse as a trigger and the controlled
laser field as a probe, or attosecond photoelectron or absorption spectroscopy of
strong-field processes with the XUV pulse in the role of the probe [11].

In spite of tremendous progress, the toolbox of attosecond technology is still
limited to attosecond pulses with moderate (typically sub-nanojoule) energy and
photon energies in the extreme ultraviolet (typically in the range of 100 eV or be-
low). These limitations currently prevent attosecond pulses from being simultane-
ously used for both triggering and interrogation as well as from probing dynamics
of strongly-bound electrons deep inside atoms and molecules, respectively. There
is a strong demand for increased photon flux and energy of attosecond pulses and
growing efforts to meet these demands.

The most promising route to meeting both demands is offered by X-ray free
electron lasers [12–14]. They provide both unparalleled flux and photon energies up
to the hard-X-ray regime. FELs in the soft and hard X-ray regime have been reported
to generate pulses down to the 10-fs regime [15]. They even offer the potential for
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Fig. 14.1 Second-generation attosecond beamline AS-2 at the Max Planck Institute of Quantum
Optics (a) uses sub-4-fs waveform-controlled laser pulses and sub-100-attosecond XUV pulses for
the time-resolved investigation of ultrafast electron processes (b). The tools are temporally charac-
terized by attosecond streaking (see attosecond streaking spectrogram recorded) and subsequently
used for pump-probe spectroscopy, e.g. for the scrutiny of strong-field-induced electron processes
in dielectrics, by means of attosecond XUV absorption spectroscopy. Courtesy of Thorsten Naeser
(Panel (a)) and Martin Schultze (Panel (b))
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sub-femtosecond and attosecond pulses. Motivated by exciting applications, several
promising concepts have been devised [16, 17] and ever more extensive theoretical
as well as experimental research is under way to exploit this potential.

Laser-based techniques also afford promise for significant advances in scaling
flux and photon energy of attosecond pulses, even though they are unlikely to
ever be able to compete with FELs in terms of these parameters. High-order har-
monic generation in gases, which is currently the standard technique for attosec-
ond pulse generation, may be scaled to higher flux by using more powerful driver
pulses with peak powers in the multi-terawatt regime [18]. With the use of a few-
cycle driver source [19] or gating techniques [20], this approach affords promise
for microjoule-energy, multi-gigawatt-peak-power attosecond XUV pulses. On the
other hand, longer-wavelength driver fields can result in kiloelectronvolt photon en-
ergies from the atomic HHG process [21], but the process suffers from lower con-
version efficiency and it is therefore an open question whether atomic HHG will be
able to deliver kiloelectronvolt attosecond pulses with photon flux levels allowing a
wide range of applications.

Relativistic interactions appear to be inherently more suited for scaling the flux
and photon energy of attosecond pulses. Lasers can drive such interactions in sev-
eral ways. In underdense plasmas they can accelerate electron bunches to superrela-
tivistic energies that last only a few femtoseconds [22, 23]. These multi-MeV, few-
femtosecond, multi-kA-peak-current electron bunches can generate ultrashort X-ray
pulses [24], which may be shortened into the sub-femtosecond regime [16, 17]. In
overdense plasmas created on the surface of solids, high-order harmonic generation
driven by multi-terawatt laser pulses is predicted to be another promising route to
increase the photon flux of laser-driven attosecond pulses by orders of magnitude
and their photon energies beyond the 1-keV frontier [25]. Figure 14.2 depicts the
photon energies and conversion efficiencies predicted to be achievable in the gen-
eration of isolated pulses driven by few-cycle relativistic fields. Experiments have
meanwhile corroborated the viability of the approach [26–28].

Summing up, there is a number of promising routes to developing novel sources
of attosecond pulses that offer the potential of outperforming current first-generation
attosecond sources in terms of flux and energy coverage. The techniques range from
strong-field to relativistic interactions and will rely on the advancement of the un-
derlying laser driver and accelerator technology and synergies between them. The
development of these next-generation attosecond sources will constitute one of the
main research foci in the second decade of attosecond science.

14.2 From Scrutiny Towards Control

The force the electric field of ultrashort laser pulses exerts on electrons can rival
and even far exceed the forces responsible for binding them in the valence shell
of atoms and molecules. Hence, if controlled, this force lends itself for steering the
motion of electrons in and around atomic systems. The first step towards controlling
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Fig. 14.2 (a) High-order
harmonic generation on a
solid surface exposed to
ultrashort laser pulses at
relativistic intensities. In the
case of a few-cycle excitation,
the reflected coherent light, if
bandpass filtered, is predicted
to deliver isolated bursts of
attosecond XUV light.
(b) Conversion efficiency
versus peak laser intensity for
different XUV spectral ranges
(from [7]). Courtesy of G.
Tsakiris

the electric force of light has been the stabilization of the carrier-envelope phase
of few-cycle laser pulses [5]. Control of this parameter, in addition to the pulse
envelope and chirp, allowed control of the sub-cycle, i.e. sub-femtosecond evolution
of the instantaneous electric field of visible/infrared light, making the electric force
of light available for atomic-scale electron steering. A first manifestation of this new
type of quantum control has been the controlled reproducible generation of isolated
attosecond XUV pulses [6] as well as the time-resolved measurement of these pulses
[6] and the waveform of few-cycle laser light [4].

Versatile control of the atomic-scale motion of electrons calls for the sub-
femtosecond temporal evolution of the controlling force, i.e. the light waveform,
to be varied with a much greater degree of flexibility than provided by the adjust-
ment of the carrier-envelope phase in few-cycle laser pulses. The demanded larger
flexibility requires substantially more bandwidth and control parameters. The re-
quired bandwidth can be readily obtained by self-phase modulation of femtosecond
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pulses in a gas-filled hollow-core fiber, the resultant supercontinuum can span a
band extending over far more than an octave, e.g. from the deep ultraviolet to the
near infrared [29]. It is more demanding to provide the control knobs for sub-cycle
sculpting of the waveform, in other words: light waveform synthesis.

To this end, the frequency spectrum of the continuum must be subdivided into
several bands of comparable width and the resultant coherent infrared, visible, and
ultraviolet light wavepackets need to be superimposed on each other with vari-
able relative phases and amplitudes. These phases and amplitudes are the control
knobs for the sub-cycle shaping of light waveforms, see Fig. 14.3(a). The more
bandwidth and the more spectral channels we have, the larger the variety of optical
waveforms with a distinctly different evolution on an attosecond scale that can be
synthesized.

Optical waveform synthesis was first demonstrated by using chirped multilayer
dielectric mirrors for implementing the above mentioned concept [30]. In the first
implementation, dichroic chirped mirrors separated a coherent white-light super-
continuum (stretching from wavelengths longer than 1000 nm in the near infrared
to those shorter than 400 nm in the ultraviolet) into three spectral channels of com-
parable bandwidth. This prototypical 1.5-octave, 3-channel device allows optical
waveform synthesis by independent manipulation of the resultant near-infrared, vis-
ible, and ultraviolet wavepacket, each less than 10 fs in duration. Merely delaying
them with respect to each other gives rise to a variety of output waveforms, as il-
lustrated in Fig. 14.3(b). Already its first application demonstrated the power of
the new technology. Super-octave light waveform synthesis provided near-single
cycle waveforms with a (full-width-of-intensity-half-maximum, FWHM) duration
of approximately 2 femtoseconds, and permitted with them the confinement of the
strong-field ionization to a single half-cycle, i.e. a less than 1 femtosecond accu-
rate quantitative determination of its rate selectively from different quantum states
for the first time [30]. Furthermore, this unprecedented temporal confinement of
strong-field ionization permits the creation of valence electron wavepackets with
nearly perfect coherence in an atomic ensemble [30].

The first prototypical system has recently been supplemented with a deep ultra-
violet channel to result in a 2-octave, 4-channel synthesizer [31]. This progress now
offers the potential for synthesizing intense sub-cycle transients with a duration of
less than 1 femtosecond and an unprecedented variety of few-cycle light transients
with tailored sub-cycle field evolution. The former, along with synchronized iso-
lated attosecond XUV pulses, will open the door for attosecond-pump/attosecond-
probe-type spectroscopy and extending nonlinear optics into a previously inaccessi-
ble regime of single-cycle and sub-cycle interactions. The latter, on the other hand,
will provide a means of steering and manipulating electrons on their natural time
scale of their motion within attoseconds.

Possible implications of these emerging capabilities are numerous and far reach-
ing. For example, confinement of intense optical radiation to half wave cycle will al-
low multiple ionization within less than 1 femtosecond and create highly correlated
electron dynamics. Tailored multi-octave waveforms, on the other hand, may open
new avenues to quantum control of molecular dynamics and allow to explore routes
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Fig. 14.3 (a) Principle of optical waveform synthesis (from [7]). (b) Prototypical 3-channel,
1.5-octave light wave synthesizer, as reported in Ref. [30]

to speeding up solid-state electronics. Unprecedented insight into electron corre-
lations and advancing molecular control and semiconductor electronics are only a
few arguments motivating research into light field synthesis and their applications.
These efforts are likely to become another major sub-field of attosecond science in
the years to come.
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14.3 Electrons in Atoms and Molecules

Time-resolved atomic- and molecular science have several terrae incognitae that can
and hopefully will be explored by attosecond spectroscopy.

Inner-shell dynamics in atoms constitute such a field. The widths of isolated
X-ray photoelectron and absorption spectral lines do provide a hint of the rapid-
ity of inner-shell processes following excitation by the impact of X-ray photons or
massive high-energy particles. However, in many cases, when the excited atomic
state can be reached via competing quantum mechanical channels, lineshapes are
complex and incapable of providing reliable information about the temporal evolu-
tion of the underlying processes. Frequency- (or energy-) domain spectroscopy also
fail to do so if the dynamics under scrutiny take place under the influence of strong
laser fields, which can only be applied for brief time intervals, insufficient for ac-
quiring spectral information by conventional (time-integral) spectroscopies. In all
these cases, direct temporal access with sub-femtosecond or attosecond resolution
is required.

This can be provided by an attosecond X-ray pulse that is either synchronized to
a strong few-cycle optical field with a controlled waveform, or is so intense, that—
after being splitted—it can serve both as a pump and a probe pulse. Laser-based
techniques, once providing attosecond pulses at high enough typically kiloelectron-
volt photon energies, will most likely have to rely on the first approach, whereas
XFELs, once providing attosecond pulses, will ideally lend themselves for the lat-
ter approach. The first method is based on the—relatively weak—attosecond X-ray
pulse creating an inner-shell vacancy which is followed by the emission of a pho-
toelectron and/or secondary (Auger) electron(s). The temporal evolution of these
emissions provides information about the creation and annihilation of the inner-shell
excitation (vacancy) and can be measured by the attosecond streaking implemented
with the synchronized, waveform-controlled few-cycle laser field.

Once intense attosecond X-ray pulses become available in XFELs, they will open
the door for the second method using the replica of the same X-ray pulse as a probe.
This offers the advantage that (i) the time-resolved interrogation does not rely on
free electrons bound-bound transitions, and their concomitant relaxation processes
can also be accessed. Moreover, attosecond X-ray-pump/X-ray-probe spectroscopy
is not restricted to photoelectrons as a physical measurable during the pump-probe
exposure, but can also incorporate the measurement of transmitted X-ray probe pho-
tons often providing complementary information. Consequently, attosecond X-ray-
pump/X-ray-probe spectroscopy appears to be the most versatile approach to ac-
cessing inner-shell excitation and relaxation dynamics in atoms. Attosecond XFEL
pulses therefore afford promise for providing unprecedented insight into inner-shell
processes, which may lead to new or improved schemes for X-ray lasers based on
atomic transitions.

A terra incognita of molecular science is the coupling of electronic and nuclear
motion in molecules, with particular interest in complex biological systems, and
the role of this coupling for the course of conformational changes and reactions.
Moreover, another very exciting question is whether initial electronic dynamics,
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unfolding on a sub-femtosecond to few-femtosecond time scale, can affect or even
predetermine the course the subsequent evolution of nuclear coordinates and related
structural changes takes, following the electronic excitation on a multi-femtosecond
time scale.

The technology of synthesized multi-octave light waveforms [30, 31] offers ex-
citing prospects for seeking answers to these questions. The UV/deep-UV portions
of the broadband continua lend themselves for exciting valence electrons from
the highest occupied molecular orbital to several unoccupied orbitals on a sub-
fs-scale, thereby launching a coherent broadband valence electron wavepacket in
the molecule. The subsequent electron wavepacket dynamics unfolding within one
to several femtoseconds and the question of how this initial dynamics influence
changes in molecular structure occurring on longer time scales as well as the role of
electron-nuclear couplings, can be directly interrogated by a time-delayed attosec-
ond XUV pulse via photoelectron or absorption spectroscopy. Moreover, extending
waveform synthesis to wavelengths of several micrometers in the mid infrared will
allow the synthesis of electric forces that is variable all the way from electronic
(sub-femtosecond) to molecular (multi-femtosecond) time scales. Such a force may
allow the controlled modification of a complex (bio)molecule via direct light-field
steering of valence electron motion in a similar way as a simple waveform control
allowed controlled dissociation of a simple (diatomic) molecule in a prototypical
experiment, see Fig. 14.4 [32].

Time-resolving inner-shell processes in atoms and electron-nuclear dynamics in
(ever more complex) molecules will be another major frontier of attosecond science
with great potential returns for physical and life sciences.

14.4 Electrons in Condensed Matter

Condensed-matter physics is, to an overwhelming extent, the physics of elec-
trons in (quasi-) periodic potentials. Whereas the static electronic structure of con-
densed matter, especially of solids, has been thoroughly studied by both laser and
synchrotron-based techniques, a wide range of electron dynamics in solids have
been elusive because their rapidity has exceeded the resolution of the fastest time-
resolved metrologies available until recently. Charge screening in metals, hot elec-
tron dynamics, collective motion and coherence phenomena in semiconductors,
strong-field processes in dielectrics, charge transfer in nanostructures and molec-
ular assemblies on surfaces are a few of many examples. Attosecond technology
now offers a route to accessing these and other condensed-matter phenomena in
real time.

Transport and charge screening phenomena can be studied by attosecond streak-
ing spectroscopy [8, 33] with the attosecond XUV pulse as a trigger and the con-
trolled NIR field as a probe. Population dynamics, collective motion and coherent
phenomena can be scrutinized by attosecond photoelectron spectroscopy, with the
few-fs laser pulse or its low-order harmonics as a pump and the attosecond XUV
pulse as a probe. Both approaches rely on ultrahigh vacuum conditions to avoid sur-
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Fig. 14.4 Controlling electron motion and localization during dissociation of a diatomic molecule
with the controlled electric field of light, as reported in Ref. [32] (from [7])

face contaminations preventing photoelectrons from escaping, see Fig. 14.5. Strong-
field processes in dielectric can be studied by attosecond absorption spectroscopy
using XUV and UV-VUV probes. Although first proof-of-concept experiments have
been demonstrated, attosecond condensed-matter spectroscopy is in its infancy. Ef-
forts in a number of laboratories all over the world will be required to bring this
new field to fruition. The tremendous discovery potential provides motivation for
the endeavor.

In terms of control, synthesized few-cycle light also offers new routes to control
electric current at unprecedented switching speed. Recent experiments have demon-
strated that strong electric fields of few-cycle visible-near-infrared light can turn
a dielectric into a highly-polarizable, i.e. a conducting state reversibly on a few-
femtosecond time scale [34] and induce and direct current between metal electrodes
at optical frequencies [35]. The experiments indicate a promising route to speeding
up electron-based signal processing and solid-state metrology to light frequencies.
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Fig. 14.5 The world’s first ultrahigh-vacuum attosecond metrology and spectroscopy apparatus,
the AS-3 beamline at the Max Planck Institute of Quantum Optics. Courtesy of Thorsten Naeser

Dielectric electronics affords promise to become another dynamically evolving field
of attosecond science.

14.5 Space-Time (4D) Imaging with Atomic Resolution

During the first decade of attosecond science, proof-of-principle experiments have
provided time-domain access to dynamic changes in the population of stationary
quantum states [3] and to the temporal evolution of quantum wavepackets [11]. No
explicit information about changes of the probability distribution of the electrons’
position has been acquired. For complex systems, this can be unambiguously pro-
vided only by microscopy or diffraction, provided that they can be furnished with
sub-femtosecond or attosecond temporal resolution.

Let us start addressing such possibilities in microscopy. The availability of light
pulses with characteristics controlled on a sub-femtosecond scale offers several nat-
ural ways of furnishing well-established microscopic techniques with attosecond
resolution. In photo-emission electron microscopy (PEEM) the continuous-wave
UV/XUV light source must simply be replaced with one emitting this radiation in
the form of attosecond bursts [36]. In scanning tunnelling microscopy (STM), on
the other hand, electron emission from the nanometer-sized tip may be confined to
several hundred attoseconds by launching electrons with a cosine-shaped few-cycle
light pulse via optical field ionization [37]. In this way, several-nanometer (PEEM)
and angstrom (STM) resolution in space can be combined with attosecond resolu-
tion in time. Both techniques call for illumination at moderate pulse peak powers
and high repetition rates, preferably � 1 kHz, in order to reconcile the requirement
of the emission of less than one electron per light pulse (on average) with good
statistics. This calls for the development of waveform-controlled few-cycle sources
at sub-MHz repetition rates and attosecond XUV sources driven by them.

In order to extend diffraction imaging from the three spatial dimensions to the
fourth, the temporal dimension, the electron or X-ray beam used for mapping the
electron density in molecules or crystals must be replaced with a short pulse. The
high (multi-keV) particle energy reconciles the apparently conflicting requirements
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Fig. 14.6 Routes to accessing motions (structural as well as electronic) outside the atomic core.
Courtesy of P. Baum

of narrow relative energy distribution (≤1 %) required by the relatively large-size
(> 10 nm) of complex systems to be imaged with the ultrashort pulse duration de-
manded by molecular (< 1000 fs) and electronic (< 1 fs) time scales. The ultrashort
electron [38] or X-ray [39] pulse allows recording of snapshots of the dynamic evo-
lution of the electron density distribution following excitation by a short pump pulse.
Dynamic changes in the electron distribution may occur due to (i) the motion of the
nuclei: the electron cloud virtually instantly adjusts to this motion, or (ii) electronic
excitation.

The former process evolves on a multi-femtosecond time scale, see Fig. 14.6, and
reflects atomic rearrangement in molecules or solids. It has already been imaged
with sub-picosecond time resolution [40]. Electronic rearrangements may unfold
within attoseconds (Fig. 14.6). Attosecond photon pulses in the hard-X-ray regime
(several kiloelectronvolt or more) may become available in the foreseeable future
in X-ray FELs [16, 17] and, on the longer run, possibly from compact, laser-driven
laboratory sources. Single-electron pulses accelerated to near relativistic (typically
10–100 keV) energies in static electric fields [41, 42] may reach durations below
10 femtosecond, whereas their acceleration by rapidly-varying (microwave or opti-
cal) fields affords promise for sub-femtosecond and attosecond electron pulses [43].
These single-electron wavepackets meanwhile reach coherence lengths of several
ten nanometers, rendering them suitable for imaging transient states of large, bi-
ological specimens [44], see Fig. 14.7. These advances will open the way to 4D
imaging of both femtosecond structural dynamics and attosecond electron density
variations with atomic space-time resolution.
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Fig. 14.7 Single electrons
offer the potential for directly
imaging dynamic changes of
electronic charge distribution
in atomic systems. They can
thereby record snapshots of
extremely short-lived
transient states of atomic or
molecular structures during
their transformations, on the
longer run possibly even of
electronic charge densities in
motion. The figure shows a
diffraction snapshot of a
molecular switch undergoing
photochemical isomerization
on a sub-100-fs time scale
[44]

14.6 Expected Impacts

The next decade of attosecond science will bring about unprecedented cooperation
and synergies between laser-based and accelerator-based light sources. Attosecond
electron and photon pulses from laser-matter interactions and accelerator-based de-
vices will ideally supplement each other in providing real-time access to the motion
of electrons on atomic and sub-atomic scales. Access means both capturing and
steering motions with—potentially—attosecond precision. The microscopic motion
of electrons plays a key role in advancing the technology of compact X-ray sources,
or pushing electronics and magnetic storage to ever smaller dimensions and ever
higher speeds, in triggering chemical reactions, in biological signal transduction
and the damage and repair mechanisms of DNA, in the undesirable and desired
radiation-induced damage to biological matter in cancer diagnostics and therapy,
respectively. Consequently, attosecond science affords promise for having an im-
pact on physical and life sciences as well as technology.
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Photoionization, 192
Polar molecules, 6
Polarization gating, 14, 51

combined with ionization gating, 55
field, 52
interference, 52
seeded by XUV pulses, 55

Ponderomotive energy (UP ), 12, 71
Ponderomotive (UP ), 85

Principal component generalized projection
algorithm (PCGPA), 72

Principle of detailed balance, 166
Pump-probe, 191

Q
Quantum beats, 131
Quantum path, 12, 13, 18, 21
Quantum path interferences, 124, 129, 131
Quasistatic approximation, 209

R
RABBITT, 76, 93, 123, 164, 192–196,

198–205
Ramsey spectroscopy, 130
Reaction Microscope, 148
Relativistic laser-electron acceleration, 260
Rescattering

cross section, 87, 161
energy exchange, 168
inelastic, 165
kinetic energy, 35

Rescattering-induced dissociation, 221
Resonance, 192, 201–204
Resonant excitation, 125, 232

S
Schrödinger equation, 15, 70, 124

absorbing boundaries, 17
exact solution, 15
split operator technique, 16
time evolution operator, 16

Self phase modulation, 83
Shake process, 131
Sidebands, 193, 195
Single-active-electron, 15, 16, 70, 219

pseudopotential, 16
Slowly evolving wave approximation (SEWA),

24
Slowly varying envelope approximation

(SVEA), 71
Spatial gating, 14, 22
Spatiotemporal gating, 66
Spectral filter, 15, 50
Spectral phase measurement

all optical, 91
Spectroscopy

core-hole clock, 232
for chemical analysis (ESCA), 248

SPIDER, 75
Spin polarization

dynamical, 244, 246
transfer, 244

Stark shift, 125, 127



Index 275

Stereo chemistry, 6
Streaking, 70, 136, 137, 233, 237, 243

field, 71
phase, 71
photoelectron sprectrum, 72
shift, 240
signal, Fourier analysis, 239

Strong-field approximation (SFA), 70
Strong-field modulated diffraction, 211
Structural minimum, 196
Sub-cycle dynamics, 209
Sudden refraction assumption, 242
Superfluorescence, 84

T
Temporal gating, 12, 23, 70
Teraherz radiation, 106

in plasmas, 106
sidebands, 112

Three step model, 4, 12, 17, 34, 48, 137, 160,
166, 169, 174

comparison with TDSE, 18, 85
in crystals, 232

Time delay, 192, 194
Time-frequency analysis, 40
Time-of-flight, 104, 149, 236, 242

maximum allowed momentum, 151
Tomography, 4, 172
Transport time, 232
Tunnel effect, 209, 232
Tunnel ionization, 103, 139, 180

angular uncertainty, 144
initial momentum distribution, 144
Keldish theory, 84
non-adiabatic regime, 103
rate, 139
suppression, 106

Two-center interference, 214
Two-center structure factor, 212
Two-photon absorption, 78

U
Ultrafast intramolecular dynamics, 211
Ultrafast science, 3

V
Velocity map imaging, 130
Volkov wave, 174, 243

W
Wigner distribution, 211
Wigner time, 129, 201, 243
Work function, 231, 235

X
XUV filter

Aluminium, 91
Zirconium, 91

Y
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