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Preface

Attosecond science is the art of controlling and measuring phenomena that occur
in the timescale of 10~'® seconds. Very much in the same way as the invention
of the microscope revealed a thitherto unobserved world to the scientists of the
17th century, attosecond technology is opening up a vast field for discovery to the
scientists of the present day. If the aim of a microscope is to magnify the image
of small objects in order to observe their tiniest features, the goal of attosecond
technology is to take movies of ultrafast phenomena in slow motion, in order to
reveal its dynamics in the shortest time intervals.

The atomic unit of time is 24 attoseconds; therefore to speak about attosecond
science is tantamount to time-resolved electron dynamics in its natural timescale.
The properties of matter, in whichever state, are largely determined by its electronic
structure. Likewise, any change of these properties, through a chemical reaction or
as a response to an external field, is ultimately driven by the electron dynamics.
Therefore, it is not difficult to realize that the implications of controlling this dy-
namics are enormous for many areas of science, from atomic physics to materials
science or biochemistry. As the 20th century was the era of the study and control
of the structure of matter, we can affirm that the 21st will see the dominance of the
dynamics of matter at its most fundamental level.

The advancement of ultrafast science has been closely connected with the devel-
opment of lasers. When the first visible laser was demonstrated in 1960, very few
could anticipate the huge impact that this little device would have in the history of
science. The ultrafast revolution started with the invention of Q-switching for the
generation of nanosecond pulses soon after the discovery of the laser itself. The
development of the mode-locking technique, together with the finding of laser ma-
terials with a broad gain bandwidth, led to the generation of the first sub-picosecond
pulses in 1974. These lasers have already originated a whole new branch of chem-
istry, dubbed femtochemistry.

The following step down in timescale required another breakthrough in laser
technology: the invention of Chirped Pulse Amplification or CPA. This technique
has allowed the generation of terawatt (10'2 Watts) laser pulses with table-top sys-
tems, and it has spread out dramatically the research in ultraintense laser-matter
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interactions. As it turns out, the concept of ultraintense is intimately linked to that
of ultrashort. The best example is seen in the process of high-order harmonic gen-
eration, where a high intensity laser field is capable of rivalling the Coulomb field
experienced by the electrons in an atom, and drives the electron motion back and
forth, generating high energy photons in the process. As the oscillation period of a
near-infrared laser field is of the order of femtoseconds, the controlled motion of
the electrons, and the radiation emitted subsequently occurs in a sub-femtosecond
timescale. Currently, high-harmonic generation and related processes like above-
threshold ionization and non-sequential double ionization, made possible by high-
intensity lasers, are the gateway to the attosecond world.

We can distinguish two main areas of activity in the current endeavours of at-
tosecond science: the development of attosecond light sources, and the measurement
and control of attosecond phenomena. In the first, the ultimate goal is to achieve a
source of fully-controlled high-energy isolated few-attosecond pulses which may
then be used for ultrafast pump and probe experiments, non-linear XUV spec-
troscopy, etc. The first part of this book reviews the present status of these efforts,
including the not less challenging task of fully characterizing the ultrashort pulses.

The second main area of activity in attosecond science, covered in the second
part of this book, is exploring and demonstrating different methods to measure and
control the dynamics of electrons in atoms, molecules and solids, either in pump
and probe schemes using XUV attosecond and IR femtosecond pulses, or directly
driving the electron motion with an intense IR laser field. Some of these techniques
have already produced spectacular results.

Attosecond science is a young discipline and it is bound to undergo a dramatic
development in the next few years. Research in the field is very active as it can
be verified from the remarkable increase in the number of publications with the
keyword attosecond, from barely 20 in the year 2000 to more than 250 in 2012.
Some anticipated breakthroughs are the arrival of free-electron lasers at the attosec-
ond regime, the generation of microjoule-energy keV attosecond pulses from rel-
ativistic laser-plasma interactions, the sub-cycle shaping of light waveforms, and
the introduction of attosecond time resolution into well-established techniques of
microscopy and electron diffraction, to name a few.

We hope this book will serve as a guide to newcomers to the field as well as
a reference for the most experienced but, specially, we hope it will inspire a new
generation of scientists to accomplish the just started conquest of the attosecond
world.

Salamanca, London Luis Plaja
Ricardo Torres
Amelle Zair
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Chapter 1
Attosecond Science

P.B. Corkum

Abstract Attosecond technology builds on, and contributes to, important historic
directions in science. For this reason, the science has the depth to yield important
discoveries for a long time. Unfortunately the title “attosecond” science biases us
to think mostly about dynamics but many of the most important applications of
“attosecond technology” may not be related to dynamics at all. This broad set of
applications point to the future impact of the technology.

It is a pleasure to introduce this new publication with some thoughts of the past and
future of attosecond science. During the last decade we have engineered a radical
advance in Quantum Electronics. As Fig. 1.1 shows, the duration of the shortest
pulse that we can create has decreased by more than one order-of-magnitude after
about a decade in which there had been little advance. We have achieved this by
moving to shorter wavelength as also illustrated in Fig. 1.1. Therefore, you will
see that we developed not only the shortest pulses but also the shortest wavelength
sources available with laser-based methods. In fact, as you read this new volume
you will see that there are four scientific traditions from which attosecond physics
grows and these traditions open four complimentary ways for attosecond science to
influence the world’s scientific agenda.

We can understand one tradition by thinking of attosecond science as the cur-
rent frontier of ultrafast science—a 50 year old sub-field of laser science, with even
deeper roots. For 50 years, ultrafast science has been a major direction of research.
It has retained its freshness because time is a natural frontier of all of the physi-
cal sciences. As we pursue time to shorter and shorter intervals, we inevitably find
unexplored science, opening new processes for inspection. From the perspective of
where we sit today, we are a very long way from any natural boundary. Therefore,
for the foreseeable future we can expect technology to drive the production of even
shorter pulses, motivated by the demand to study ever faster phenomena.

P.B. Corkum ()
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So attosecond science inherits the benefits of 50 years of research into concepts
and approaches for fast measurement. As attosecond researchers, it is our task to im-
prove, adapt and apply those methods. From our current perspective, just 10 years
into the “attosecond age”, there remains a lot of work to do. Because the sources
are still not intense enough, we cannot directly apply attosecond pump-attosecond
probe spectroscopy—to say nothing of the more powerful femtosecond methods
such as 2-D spectroscopy [1]. However, we have also added something new. We
have learned to use a low frequency (visible in our case) pulse as either the pump
[2, 3] or probe [4] or both [5]. With a low frequency pump or probe, time resolu-
tion can arise through the many photon nature of the absorption [5] or through a
coherent interaction [4]. With this mixed approach, we have made major advances.
For example, using the “attosecond streak camera” [6, 7], we can time resolve the
appearance of electrons from different bands in materials after attosecond pulse illu-
mination [4]. We can also time resolve cascading recombination in atomic media (to
mention but two of the recent advances [8]). This mixed approach may find natural
applications in ultrafast terahertz spectroscopy.

Nonlinear optics is the second tradition from which attosecond science springs.
Nonlinear optics is also a 50 year old sub-field of optical science. In fact, all ultrafast
measurements are of necessity nonlinear. Since nonlinear optics is so fundamental to
time resolved measurements, we should expect the development of non-perturbative
nonlinear optics to open new measurement paradigms. In fact, this expectation is
true. It allows attosecond pulses to be measured as they are being formed [9, 10].
Furthermore, non-perturbative nonlinear optics allows us to excite and observe un-
expected phenomena. For example, we can time resolve tunnelling [11] or excite
attosecond bound-state electronic wave packets in atoms [5, 12] or molecules [2]
launched by tunnelling. We can image molecular orbital wavefunctions [13, 14],
something that chemists are taught is conceptually impossible. New time-resolved
spectroscopes are being developed that exploits this new nonlinearity [15-17].

The form of non-perturbative nonlinear optics that has led to attosecond pulse
generation has a clear physical model—the “recollision” model [18, 19]. The suc-
cess of the model is based on the control that a short, intense pulse can exert on an
ionizing electron. The classical intuition that this model encourages has been very
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helpful. It suggests that control can go much deeper—to weakly bound electrons
and perhaps even more strongly bound electrons. The better we control laser fields,
the better we will control these electrons and through electrons, matter.

“Recollision” emphasizes a third tradition on which attosecond science can
draw—one of the oldest fields of physics—collision physics. It is through colli-
sions that science first learned about the structure of matter, from the structure of
the atom, to the structure of the nucleus, to the structure of the proton. Therefore,
through recollision, optics gains systematic access to this kind of structural infor-
mation with spatial resolution appropriate to the collision energy range in which
recollision operates. This includes atomic and molecular structure [20-22] and it
will eventually include nuclear structure [23].

But it is not all a one-way street. Attosecond science offers two important tools to
collision physics that were previously lacking. First, it offers the opportunity to time-
resolve collision events [24, 25], something that was not systematically available
previously. This may be particularly helpful for ultrafast studies of the dynamics
in the atomic nucleus [23]. Secondly, since collisions can be timed with respect to
optical pulses, collision physics gains access to the powerful pump-probe methods
of optics. A pump pulse might initiate dynamics to be studied by delayed collisions
or it might control the system—aligning or orienting molecules, for example, to
simplify scattering.

The collision-inspired aspect of attosecond science offers us a very powerful
dream. It should be possible to simultaneously make spatial and temporal measure-
ments with spatial resolution on the interatomic (or even nuclear) scale and time
resolution on the valence electron time scale [25, 26] or even, ultimately on the
nuclear time scale.

Finally, the mathematics of short pulse formation and the technology of their gen-
eration require that attosecond pulses lie in the XUV or soft X-ray spectral region.
This is the spectral region that synchrotrons opened for study about 30 years ago.
Thus we can benefit from the 30 years of synchrotron experience. Using atomic
specific resonances, and other related X-ray methods, we will be able to probe
molecules or solids.

Of these grand traditions, attosecond science is not the only radically new “game-
in-town”. Just as femtosecond technology has given birth to attosecond technology,
so also synchrotrons have given birth to free-electron lasers [27]. While each of
these technical advances is important, when viewed together, it is clear that we are
experiencing a historic advance in photonics technology whose ramifications we
are only beginning to explore. One major task we have for the next decade is to step
outside of our own field and identify those areas of science where we can have a
major impact. There are many sub-fields to explore.

I would like to take this opportunity to very briefly highlight one specific new di-
rection that work in my laboratory is opening—polar molecules [28-30], although
there is no attosecond dynamics involved—in fact no dynamics at all except for the
dynamics we impose by recollision. However, as I have argued, our tools can be ap-
plied much more broadly than to only study dynamics. If we can provide new insight
into polar molecules—a class of molecules that are very important to chemistry—
that is an equally important accomplishment.
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The Issue Chemistry is highly directional. When reagents approach, they experi-
ence local fields that modify the collision and therefore the reaction. When at least
one of the reagents is a polar molecule, then the reaction proceeds differently de-
pending on the direction of approach of the reagents. This is the field of stereo
chemistry. Can we offer new insight into polar molecules?

A re-collision electron is a natural and highly sensitive tool to study these local
fields:

e It is charged.

e It is launched by directional tunnelling and it ends with a re-collision from the
same direction.

e It can report on the recollision electron characteristics through the attosecond
photons that it emits.

e We have powerful tools for measuring both the amplitude and the phase of the
electron or the associated photons, allowing us to compare different sides of the
molecule.

From these studies we will gain a detailed understanding of an electron tunnelling
from each side of a molecule and also the local field structure around the molecule.

The Technology It is now feasible to orient polar molecules in a robust manner.
Those interested in the approach are referred elsewhere [29, 30].

In oriented polar molecules, on alternate half-cycles of the laser field, the elec-
tron tunnels from one side of the molecule or the other. The subsequent motion of
this electron wave packet is initially likewise restricted to one side for both the short
trajectory electrons and the long trajectory electrons. Thus, both the ATT electrons
and the attosecond pulse that they launch encode the natural asymmetry of the or-
bital, the Stark shift and the local electronic environment through which the electron
departs. It is this asymmetry that is also responsible for stereo chemistry.

If the driving pulse were to gate an isolated attosecond pulse, then, as we change
the carrier-envelope phase (CEP), we would change the re-collision direction and, in
fact, the whole time structure of the attosecond pulse. The latter is the case, because
the frequency dependent transition moment that describes recombination is different
in both amplitude and phase for an electron recolliding from opposite directions
[28].

If the driving pulse has multiple cycles, then the interference between subsequent
attosecond pulses in the train create even harmonics as illustrated in Fig. 1.2 as the
weak spectral lines between the stronger high harmonics (taken from [28]).

While these are early experiments we will soon be able to bring the full array of
attosecond tools to bear on polar molecules.
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Chapter 2
Theory of Attosecond Pulse Generation

Mette B. Gaarde and Kenneth J. Schafer

Abstract This chapter will discuss the theoretical aspects of producing attosecond
pulses via the process of high harmonic generation driven by an intense infrared
laser pulse. We will discuss the generation of attosecond pulses both at the sin-
gle atom and at the macroscopic level, including a discussion of phase matching.
Our goal is to broaden the understanding of attosecond pulse generation beyond the
single atom level, where one thinks about the emission in terms of the laser-atom
interaction alone, to include macroscopic aspects of this process.

2.1 Introduction

The rapidly growing field of attosecond science lies at the interface between ultra-
fast atomic physics and extreme non-linear optics. Attosecond pulses are the shortest
bursts of light ever produced [1, 2], and allow for probing the dynamics of bound
electrons on their natural time scales, the attosecond (10718 s) [3-7]. The production
of a pulse with a duration of 100 as is a formidable scientific and technological task.
Since light pulses must contain at least one optical cycle, and the period of 30 eV
radiation is 138 as, it requires generating extreme ultraviolet (XUV) radiation span-
ning a bandwidth of about 20 eV. In addition, the amplitude and phase of the light
must be tightly controlled to avoid temporal dispersion of the pulse. The process of
high harmonic generation (HHG) driven by an intense, ultrafast laser pulse [8, 9]
provides such a source and in this chapter we will discuss in detail the production
of attosecond pulses via HHG. The attosecond pulses generated via this process re-
sult from an intricate balance between microscopic quantum mechanical effects at
the level of the individual atom interacting with the laser pulse, and macroscopic
phase matching of the driving pulse and the generated XUV radiation in the rapidly
ionizing gas. This determines not only the yield but also the spatial and temporal
coherence properties of the XUV radiation [10-12].
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The full theoretical description of these strong field laser-matter interaction pro-
cesses is the subject of this chapter. We will describe in detail how to perform “com-
plete” calculations of attosecond pulse generation, by simultaneous solution of the
time-dependent Schrodinger equation (TDSE) to describe the microscopic laser-
atom interaction, and the Maxwell wave equation (MWE) to describe the macro-
scopic propagation and phase matching of the radiation. The theoretical methods
described in this chapter have been well-validated by comparison to experiments as
described in the references throughout. However, experimental results will be only
minimally discussed in this chapter. Likewise, we will not discuss in any detail spe-
cific methods of producing attosecond pulses (isolated, or in trains). For more details
we refer to Chaps. 3—6 in this book, or to review articles such as [13, 14].

In the remainder of this introductory section, we will discuss the conceptual un-
derstanding of the strong-field generation of high order harmonics and attosecond
pulses by an atom provided by the semi-classical model [15, 16]. Then we go on
to describing the single atom calculations in Sect. 2.2 and the macroscopic calcula-
tions, including phase matching, in Sect. 2.3.

In the semi-classical model the atom is presumed to have just one active elec-
tron which initially tunnel ionizes due to the strong field, next is accelerated as a
free particle in the laser field, and upon returning to the ion core recombines to the
ground state and gives up the energy gained from the laser field in the form of a
high energy photon. If the driving laser pulse lasts several optical cycles the half-
cycle periodicity of the process (corresponding to the emission of a periodic train of
XUV pulses) means that only odd harmonics of the laser frequency will be emitted
[1, 8-10, 17, 18], whereas a few-cycle pulse can give rise to a continuous emission
spectrum resulting from a single recollision event [2, 3, 19-21].

Figure 2.1 illustrates the perspective of the semi-classical model. We show the
results of classical trajectory calculations for an electron in an oscillating electric
field of the form Egsin(wt) (w is the IR laser frequency, and T its optical period).
The trajectory followed by an electron released into the continuum will depend on
its time of release (ionization). For release times between zero and 7 /4 the electron
never returns to the core (not shown in the figure), whereas for release times between
T/4 and T /2 the electron will return to the core at different times with different
kinetic energies, see Fig. 2.1(a). The return kinetic energies determines the range of
photon energies which can be produced, up to the cutoff energy of 1, +3.2U, [22],
where the ponderomotive energy U, is the average quiver energy of an electron in
the field, and I, is the ionization potential. For each energy below the cutoff energy
there are two quantum paths that give rise to the same return kinetic energy; the long
path where the electron is released early and returns to the core late, and the short
path where the electron is released later and returns earlier [10, 23].

There is a natural attosecond time scale in the harmonic generation process since
the emission of the high frequency radiation happens only during a fraction of the
laser optical cycle. Figure 2.1(b) illustrates how one would synthesize attosecond
pulses by selecting a broad range of photon energies from the harmonic spectrum.
Because of the relationship between emission time and emission energy, this corre-
sponds to a sub-cycle temporal gate during which XUV radiation will be emitted.
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Fig. 2.1 Classical calculations of electron trajectories in an oscillating electric field. In (a) we
show return time (left axis) and return kinetic energy (right axis) as a function of release time,
in (b) the solid line shows the return energy as a function of the return time, and the dashed thick

(thin) line shows a schematic time profile of the attosecond pulses synthesized from the range of
XUV energies selected by the dark (light) grey, shaded area

The simplest conceptual approach to attosecond pulse generation involves spec-
trally selecting photon energies around the harmonic cutoff energy (green shaded
area) which are all emitted around the same time. The duration of the resulting at-
tosecond pulse will be largely determined by the available bandwidth. If the driving
pulse duration is short enough (less than two optical cycles) and its carrier envelope
phase is chosen correctly this can give rise to an isolated few-hundred attosecond
pulse. This has been successfully demonstrated in a number of experiments over the
past decade [3, 19, 21].

Even shorter attosecond pulses can be produced by selecting a broader range
of frequencies (blue shaded area in Fig. 2.1(b). At the single atom level this gives
rise to two irregularly spaced attosecond bursts per half-cycle, corresponding to the
return time of the short and long trajectories [10]. This is often the spectral range
selected in experiments performed with multi-cycle driving pulses, resulting in a

train of attosecond pulses.

Figure 2.2 shows the radiation spectrum and time profile of an argon atom ex-
posed to an 800 nm laser pulse, calculated by numerical integration of the TDSE
as described in more detail in Sect. 2.2.1. The results illustrate and confirm the
conceptual understanding of the semi-classical model: The harmonic spectrum in
Fig. 2.2(a) extends to a cutoff energy around the 30th harmonic (46 eV, correspond-
ing to I, + 3.2U, at a peak intensity of 1.6 x 10'* W/cm?), and the time profile

of a range of harmonics from the plateau region (shaded area) consists of two at-
tosecond bursts per half-cycle as illustrated in Fig. 2.2(b). The bursts corresponding
to the “short” and “long” quantum paths are shown in different colors for clarity.
In Fig. 2.2(c) we show a time-frequency analysis of the full time-dependent dipole
radiation, see [24] for details. The semi-classical prediction for the return time and

energy of the short and long trajectories is indicated in solid line and is in excellent
agreement with the full quantum result.
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Fig. 2.2 Time-resolved
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There are several more interesting observations one can make from Fig. 2.2:
(1) The time-frequency analysis in part (c) clearly shows that trajectories with re-
turn times longer than one cycle also contribute to the emission profile, and in fact
often seem to dominate over the long-trajectory contribution. (ii) The individual at-
tosecond pulses are chirped, with the highest XUV energies emitted later (earlier)
than the lowest XUV energies for the short (long) trajectory. This is also appar-
ent from Fig. 2.1(b) which shows that the return time increases (decreases) as the
return energy increases for the short (long) trajectory. This atto-chirp of the indi-
vidual attosecond pulses in an attosecond pulse train (APT) is approximately linear
[25, 26] and must be compensated in order to make the shortest possible attosecond
pulses. This can be done either via post-generation compression in a second medium
[27, 28], or via group velocity dispersion during the generation process itself [29].

Finally, Fig. 2.2(b) clearly shows that the single atom emission, even after spec-
tral filtering, bears little resemblance to a useable attosecond pulse, or attosecond
pulse train. The XUV emission must therefore be additionally filtered through, for
instance, phase matching, spatial gating or polarization gating in order to be a useful
attosecond light source.

2.2 Single Atom Response

We start by describing the treatment of attosecond pulse generation, and more gener-
ally high harmonic generation, by a single atom interacting with an intense infrared
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laser field, linearly polarized along the z axis. In this and the following sections
we will work in the single active electron (SAE) approximation, in which the laser-
atom interaction is described via the response of one active electron only. Our goal
is to calculate the radiation spectrum of the atom caused by the laser pulse. At the
macroscopic level this is given by the power spectrum of the generated electric
field, |E (w)|?, which we don’t have access to at the single atom level. However,
the source term of the generated radiation (in the wave equation) is proportional to
the dipole spectrum |d(w)|? which can be calculated as the Fourier transform of the
time-dependent single-atom dipole moment (using atomic units):

d(t)=—(v®)|z|y @) Q2.1

where 1 (¢) is the time-dependent wave function. From the radiation spectrum one
can then obtain the time profile of some part of the radiation spectrum by applying
a spectral filter in the form of a window function centered on some frequency wxyy
and inverse Fourier transforming:

dxyy(t) = /C?(L())W(a) — wxyy) exp(iot)dw. 2.2)

The window function mimics the action of an experimental spectral filter that selects
only a range of XUV frequencies.

To calculate the time-dependent wave function of the active electron in the strong
field, we must solve the TDSE which in the dipole approximation and the length
gauge has the form (in atomic units):

)
i lw (@)= (Ho + EL(1)2) |y (1)), (2.3)

where H is the field-free ion-valence electron Hamiltonian and Ej (¢) is the time-
dependent laser electric field. In this chapter we will concentrate on calculations in
which the laser field is linearly polarized along the z-direction, the most favorable
condition for producing HHG. Polarization gating as a means of generating isolated
attosecond pulses, using a laser field with a time-dependent polarization, will be
discussed in Chap. 4.

Below we will describe two approaches to solving this TDSE. The numerical,
grid-based solution of the TDSE (referred to as the SAE-TDSE below) in which the
laser and atomic potentials are treated on an equal footing (see [30] for details), and
the solution to the TDSE within the strong field approximation (SFA) as presented
by Lewenstein et al. in [31].

2.2.1 Numerical Solution of the TDSE

We restrict our discussion of grid-based numerical solutions of the TDSE to lin-
ear polarization. In three dimensions the interaction in the length gauge for a laser
linearly polarized along the z direction is proportional to r cos(8) o rY, {) which
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strongly suggests that we expand the time-dependent state vector in a mixed ba-
sis of discrete radial functions times spherical harmonics:

emax

W 0) = 3 vl n0le.m), (2.4)

£=|m]|

where (0, ¢p|l,m) =Y, Zm (0, ¢) and r; is the jth radial grid point. For linear polar-
ization the m, quantum number is conserved.

For three dimensional SAE calculations we use a one-electron pseudopotential
that has as its ground state the valence state that we are interested in. The pseu-
dopotential is constructed starting from an all-electron potential calculated using
an atomic structure code. The all-electron potential is then modified to include the
correct long-range Coulomb attraction. The valence orbital of angular momentum
£ is then used to construct the £-dependent potential for that value of the angular
momentum [32]. The potentials take the form

V)= Vil —1/r (2.5)
£

where the short range potentials V, can depend on the angular momentum of the
electron as well as the radial distance. This form of the potential, which is non
local in space, allows for great flexibility in treating different atomic systems when
spherical coordinates are used.

To calculate the time-dependent wave function we start from a well defined ini-
tial state that is an eigenstate of the discrete field-free Hamiltonian. For the time
integration we use a short-time approximation to the full (time-ordered) evolution
operator. The wave function is propagated from time #, to time t,1 =t, + 8¢ via

[V (tag 1)) = e Hi% [y (1), (2.6)

where the Hamiltonian is evaluated at the intermediate time ¢, + 8¢ /2.

The Hamiltonian in the length gauge consists of two pieces, Hy, the atomic
Hamiltonian which is diagonal in the ¢ quantum number, and the interaction
piece, Hy, which couples the ¢ channels. Because of this splitting of » and £ cou-
plings, it is most convenient to use a “split-operator’” expansion of the full short-time
propagator which is unitary and correct to O(8¢)°:

w(t +(St) — e_i(H0+Hl)8t1/f(t) ~ e—iH]3l/Ze—iH08[e—iH]S[/Z_lp(t) (27)

The action of the exponentials on the time-dependent wave function can not be
calculated directly due to the non-diagonal nature of the matrices representing Hy
and Hj. We therefore resort to approximations to the full exponentials which are
themselves unitary and correct to the same order in §¢ as the split-operator method.
Among many alternatives, perhaps the simplest is the Crank-Nicholson form [33]

e THO o [1 4+ i Hod1 /2171 [1 — i Hyd1 /2] + O(81)°. (2.8)

The application of this operator requires the solution of a sparse set of linear equa-
tions at every time step, which can be accomplished very fast.
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From the time-dependent wave function we can calculate the time-dependent
dipole using Eq. (2.1). In practice, it is very hard to calculate the dipole moment
directly from the time dependent wave function because of the form of the matrix
element, which heavily weights the behavior of the electron far from the ion core.
This means that small errors in the wave function propagation near the boundary
show up as large errors in the time-dependent dipole. It is better to start by calculat-
ing the acceleration of the electron using the Ehrenfest theorem

d2
a(t) =-5() = —([H.[H.2]]), (2.9)

where H is the full Hamiltonian including the laser interaction. The dipole strength
is related to the Fourier transform of the acceleration, A(w), by

D(w) = A(w) /o’ (2.10)

Intuitively we expect the acceleration to be dominated by contributions from regions
near the ion core where the electron experiences a large force. This weighting of the
region close to the ion core helps make the calculation more tractable. That said,
individual calculations of the HHG spectrum for a specific set of laser parameters
are almost impossible to converge. There are two reasons for this. The first one is
physical and stems from the fact that the individual harmonics in the spectrum are
calculated as a coherent sum over several quantum pathways that lead to the same
final emission energy. These individual contributions are rapidly varying with laser
intensity, which means that very small changes in the laser parameters or the details
of the calculation can lead to large changes in individual harmonics. Fortunately,
such convergence is hardly warranted. What is of physical relevance is the highly
nonlinear intensity scaling of the harmonic’s amplitude and phase, and these trends
can be converged with moderate effort.

The second reason HHG calculations are difficult to converge is numerical, and
stems from reflections of the ionized wave packets from the grid boundary. The
proper damping of these reflections is crucial for calculating, for example, the char-
acteristic high energy cutoff of the spectrum. Because of the broad spectrum of
energies that make up the wave packets, it is not possible to design optimal absorb-
ing boundaries for the grid. Instead we use a very soft (cos!/®) mask function spread
over several hundred grid points [34].

2.2.2 Solution of the TDSE Within the Strong Field Approximation

The strong field approximation allows for a relatively simple evaluation of the time-
dependent dipole moment in the high-intensity, long-wavelength limit where the
ponderomotive energy U, is much larger than the ionization potential /,, [31]. To
obtain an expression for the dipole moment, Lewenstein and collaborators make
three basic approximations, very similar in spirit to those of the semi-classical
model: (i) the only bound state that contributes to the strong field process is the
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ground state, (ii) the depletion of the ground state can be neglected (it must be put
in by hand separately to account for ionization), and (iii) when in the continuum the
electron can be treated as a free particle [31].

For a linearly polarized driving field E;(t) = f(¢) sin(w1t + ¢), with a time-
dependent envelope f(¢), a carrier frequency w; and a carrier envelope phase ¢,
one gets a time-dependent dipole moment (in atomic units):

t T 3/2
(1) =2Re{i/ dt’(,i)
o \e+it—1))2

< d*[pat (') + AO]d[psr (1) + A(F)]
< exp[—i St (', 1)]E1 (1) } @.11)

where € is a small positive regularization constant, A(¢) is the vector potential asso-
ciated with the electric field E(¢), and d(p) is the field free dipole transition matrix
element. For hydrogen-like atoms, d(p) is given by [31]:
27/2(21.)5/4
a(p) =il L,
n (p?+21p)3

(2.12)
where I, is the ionization potential.

The stationary values of the momentum pg, (¢, ) and action integral along the
trajectory S;(¢/, 1) are given by:

t
pst(t' 1) = t/l p / A(")dt" (2.13)
— )

t
S (' t) = (t =) (I, — p,/2) + % / A%(t")ar". (2.14)
t/

As first proposed by Lewenstein et al. [31], one can interpret d(¢) as a sum over
all possible quantum paths characterized by an electron tunnel ionizing at time ¢/,
and returning to the core at time ¢ with kinetic energy (ps (', 1) + A(1))? /2. For
return energies below the classical maximum of 3.17U ,, the stationary action quan-
tum paths in the SFA are similar to the returning electron trajectories in the semi-
classical model [23, 25, 35, 36]. The two quantum paths with travel time 7 less than
one cycle dominate the SFA dipole response at most intensities. For a detailed com-
parison of the single atom response calculated within the SFA and the SAE-TDSE
discussed in the previous section we refer to [37]. For a detailed discussion of the
properties of attosecond pulses calculated using the SFA we refer to [26].

2.2.3 Time-Dependent Ionization Probability

High harmonic and attosecond pulse generation are ionization driven processes that
are initiated when an electron is promoted from the ground state to the continuum.
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The effects of ionization on attosecond pulse generation can therefore not be alto-
gether ignored. In particular, ionization affects attosecond pulse generation at the
macroscopic level because it gives rise to a space- and time-dependent variation
of the refractive index through the creation of free electrons in the medium. This
affects the propagation of the laser pulse and generally the phase matching of the
attosecond pulses, see for instance [38, 39].

At the single atom level, though, ionization does not play a major role. This is
because the range of laser intensities used for attosecond pulse generation is such
that substantial ionization only happens over a multi-cycle time interval. Over an
attosecond pulse train, ionization may thus make a difference in the amplitude of
the attosecond pulses in the trailing part of the train compared to the rising end of
the train.

For a macroscopic calculation one usually needs either the time-dependent ion-
ization probability, p;,,(?), or the intensity dependent ionization rates, y (¢), or both.
They are related in the following way:

t ’ ’
Pion(t) = 1 — e~ [ 7)1 (2.15)

The ionization probability and/or rate can be calculated in at least two different
ways. In a numerical solution of the SAE-TDSE, one has direct access to the time-
dependent ionization probability via projection onto the (field free) ground state,
Pion() =1 — |(1//(t)|1//0)|2. However, this quantity is only meaningful when the
oscillating laser electric field has zero amplitude (twice per optical cycle). In our
calculations we usually calculate the time-dependent ionization probability from
the fraction of the wave function which is located spatially outside a small volume
around the core, typically a sphere of radius 12—15 atomic units. For details see
[38]. Ionization rates can also be calculated within the tunneling approximation,
for instance as proposed by Ammosov, Delone, and Krainov (ADK) [40]. In this
formulation the ionization rate can be calculated as a function of the cycle-averaged
laser intensity, or as a function of the instantaneous (oscillating) intensity. ADK
rates are well known to overestimate the ionization probability at high intensities
and ideally should be corrected, for instance as proposed by Ilkov and collaborators
[41].

2.3 Macroscopic Response

To calculate the realistic time profile of attosecond XUV pulses which can be gen-
erated in an experiment one needs the full time- and space dependent electric field
of the XUV radiation that emerges from the macroscopic generating medium. This
involves solving the coupled MWE and TDSE, keeping track of the evolution of the
laser and XUV electric fields as they propagate through the medium. This is a rather
formidable task as we will describe in more detail below. However, a lot of insight
into the macroscopic response can be gained by considering simple phase matching
requirements.
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The generated XUV electric field results from the coherent sum of the radiation
from all the atoms in the non-linear medium, which interferes constructively mostly
in the forward direction. By constructive interference we mean that the radiation
generated at a position z» some distance into the non-linear medium must be in
phase with the radiation that was generated at an earlier position z; < z and then
propagated to position z». In the most general terms, phase matching is the matching
of the phase front of the newly generated field to the phase front of the propagating
field, which mathematically can be expressed as

Ksource =Ko, or  AK, =K, —Kgoyree =0, (2.16)

where k,, is the wave vector of the propagating field with angular frequency w
and Kgource 1s the wave vector of the newly generated field which depends on the
phase variation of the source term (the non-linear polarization field), Ksource =
V dsource (1, 7). AK,, is the phase mismatch.

For efficient generation of attosecond pulses one needs to additionally consider
that it is not enough to have efficient phase matching of just one harmonic, but
rather that it is necessary to simultaneously phase match and phase lock the whole
range of harmonic energies that constitute the spectrum of the attosecond pulse. In
the following we will discuss the most important elements of phase matching of
attosecond pulses.

Phase Matching in the Absence of Ionization and Dispersion There is a range
of experimental conditions for which one can think of phase matching without con-
sidering effects of ionization. These include when the laser intensity is safely be-
low saturation, when the atomic density is low (few tens of Torr pressure), and the
medium is short compared to the ionization-induced dephasing length. Then the two
biggest contributions to ¢seurce(r, z) are the geometrical phase variation ¢foeys(r, 2)
due to the focused laser beam, and the intrinsic intensity dependent phase ¢y, (r, 2)
of the dipole radiation, which we will describe in more detail below [23, 42-44]. In
such conditions, we can write the phase matching requirement as (using cylindrical
coordinates):

Kap(r, )+ - (K, 2) + K1) =Ky 2.17)
where w; and k; are the central frequency and wave vector of the laser light. Balcou
et al. suggested that the phase mismatch Ak, (r, z) could be approximated by [44]:

w w
Aky(r,z) = ; — |Kaip(r, 2) + w_l(kfocus(ra 7))+ kl) . (2.18)

This corresponds to requiring that the length of the propagating XUV light wave
vector, which is chosen to be w/c, equals the length of the newly generated XUV
light wave vector (which has had the dipole and the focusing phase imposed on it).
Equation (2.18) also assumes that the XUV field predominantly propagates in the
forward direction, and ignores linear dispersion.

For a Gaussian beam, the geometric phase variation is given by

2z) 2kiriz

Gfocus(r,z) = —tan”! (— 24472’

b (2.19)
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Fig. 2.3 Quantum path contributions to the coherence length: (a) The phase coefficient « as a
function of electron return energy, in units of U,/w. (b) Coherence length for on-axis phase
matching of the short (solid lines) and long (dashed lines) quantum path contributions to the 41st
and 61st harmonics in neon generated at a peak intensity of 6.6 x 10'* W/cm?. Lengths are given
in units of the confocal parameter b

where b is the confocal parameter of the beam [45]. On axis (r = 0), this phase
decreases monotonically from w /2 to —m/2, giving a negative contribution to the
laser field wave vector.

The intrinsic phase, ¢4y (r, z), depends on r and z through its dependence on the
laser field intensity, which can be understood within the quantum path description of
the SFA and the semi-classical model [11, 23, 42]. The intrinsic phase is the phase
accumulated by the electron wave packet during its acceleration by the laser field
between time of release ¢’ and time of return ¢ and is given by the action integral:

t
Pt 1) =— / S(t")dr"”, (2.20)
t/

where S(t") = Upin(t") — Upoi(t") is the classical action given by the difference
between the kinetic and the potential energy. In the long pulse limit, the kinetic
energy of the electron is proportional to U, oc I/ w%, with a proportionality constant
« that depends on the time spent in the continuum. For a given electron trajectory j
we write the phase as —a ;U /w; (in atomic units). The phase coefficient increases
monotonically with the time spent in the continuum. A plot of «; as a function
of return energy for the two shortest electron trajectories is shown in Fig. 2.3(a),
calculated for a monochromatic field as outlined in Egs. (15)—(16) of [31].

Figure 2.3(a) shows that for each XUV energy in the plateau region, the different
quantum path contributions to the dipole moment have different intensity depen-
dent phases, each with a phase coefficient that changes with XUV energy. For a
range of energies in the plateau region ¢ (for the short trajectory) is small and oy
(long trajectory) is large, and for energies closer to the cutoff region the two phase
coefficients become more similar.

The intensity dependent phase influences phase matching conditions through the
spatial variation of the focused laser beam. Since the phase coefficient « is differ-
ent for the two quantum path contributions to each harmonic, they will in general
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phase match differently [10, 46]. And since « varies with photon energy, different
harmonics will experience slightly different phase matching conditions [25, 26, 29].
As a simple example, consider the phase matching condition in Eq. (2.18) along
the axis of propagation only, for one quantum path contribution j and one har-
monic w:

d(Up/w1) o 2
dz w1 b(1+ (2z/b)?)’

The second term (from the focused laser beam) is always positive so to achieve
perfect phase matching on axis, we find the familiar result that we must place the
non-linear medium after the laser focus (z = 0) where the intensity is decreasing
with z, so that dU, /dz is negative.

This is illustrated in Fig. 2.3(b) for harmonic generation in neon driven by an
800 nm laser field with a peak intensity of 6.6 x 10'* W/cm?. We show the coher-
ence length, defined as L., = 2w/ Ak, for on-axis phase matching of the short and
long quantum path contributions to the 41st and 61st harmonics. A long coherence
length (small phase mismatch) corresponds to good phase matching. One can draw
several interesting conclusions from this figure: (i) If the medium is placed close to
z =0 in Fig. 2.3(b), phase matching is much better for the long path contribution
than for the short path contribution. In contrast, if the medium is placed close to
z = 0.5b, phase matching prefers the short path contribution. Thus, phase match-
ing can separate the quantum path contributions and thereby clean up the single
atom pulse train which consists of two bursts per half-cycle as shown in Fig. 2.1.
This was first proposed by Antoine and collaborators [10]. (ii) It is generally much
easier to phase match a range of short trajectory harmonics (required to make an
attosecond pulse) than it is to phase match a range of long trajectory harmonics.
This is because, although the coherence length can be quite long for the long tra-
jectory contribution, it changes rapidly in the medium, and is very sensitive to the
harmonic order. In contrast, the short trajectory harmonics are much less sensitive
both as a function of medium placement and as a function of harmonic order. This
is in good agreement with experimental results in which APTs attributed to short
trajectory harmonics have been readily detected whereas it has been much harder to
isolate long trajectory harmonics, much less long trajectory APTs [1, 25, 47, 48].
(iii) Harmonics in the cutoff region, which are usually employed for the generation
of single attosecond pulses, can also phase match quite well on axis, if the medium
is placed after the center of the laser focus.

Equation (2.18) can more generally be used to consider phase matching both on
axis and off axis by including the radial variation of the laser intensity and phase.
For details we refer to the original work by Balcou et al. [44], or the more recent
analysis by Chipperfield et al. [49]. A well known result of this type of analysis is
that the contributions from the two different quantum paths are separated spatially
because of phase matching, with the short path contribution giving rise to a mostly
collimated XUV beam and the long path contribution giving rise to a mostly annular
XUV beam. The two contributions can therefore be spatially separated in the far
field by applying a spatial filter [1, 11, 46, 48]. Such a spatial filter thus represents

Aky(2) = o (2.21)
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another macroscopic temporal gate for cleaning up an APT so that it only consists
of one (short trajectory) attosecond burst per half-cycle [1, 38].

Phase Matching Including Dispersion and Ionization When generating attosec-
ond pulses at high photon energies, which generally also requires very high inten-
sities, it is no longer justified to ignore effects of dispersion, in particular the dis-
persion caused by free electrons in the nonlinear medium [50-54]. Also, in long
generating media such as gas cells or wave guides, dispersion and absorption from
neutral atoms should not be ignored [29, 52, 55-58].

To first order, one can include the effects of dispersion in the phase mismatch
equation (2.21) in the following way:

dUp /w1 w 2
dz w1 b(1+ (2z/b)?)°

Akio(2) = = Angr (@) + = Ane (@) + ;) (222)
where the difference in refractive index An(w) = n(w) — n(wp) is negative for the
atomic contribution and positive for the free electron contribution.

One can even think about this phase matching equation in a time-dependent man-
ner, especially if the dispersive terms dominate over the atomic and focusing terms
(for instance for high photon energies and long generation geometries). During
the laser pulse, the atomic/electron density will decrease/increase with time since
Ang; (w) is proportional to 1 — Pj,,(¢) and Ane(w) is proportional to Pj,, (1). Equa-
tion (2.22) then shows that there will be an optimal ionization fraction for a given
phase matching configuration and a given range of photon energies, i.e. a given time
during a pulse when phase matching will be optimized. Using phase matching as
a temporal gate in this way has been explored by various groups as a means of
shortening the XUV pulse duration [59-61].

More generally, the group of Murnane and Kapteyn have explored time-
dependent one dimensional (1D) phase matching quite extensively in the context
of generating XUV radiation inside capillaries, which are approximately 1D gen-
eration media. The phase mismatch in Eq. (2.22) then has an extra term due to the
capillary mode. For an extensive review of phase matching and quasi phase match-
ing in such a geometry see [61].

As a conclusion to this section on phase matching, let us note that although it is
very useful to think about adiabatic phase matching requirements such as Eq. (2.22),
the propagation of the laser field and the build-up of coherent XUV radiation in the
macroscopic, ionizing medium is a process which is highly dynamical in both space
and time. The space- and time-dependence of the freed electrons in the medium will
cause the laser pulse to be spatio-temporally reshaped and acquire a shape in which
the pulse is shorter and peaks earlier on axis, and has a longer tail off axis, see for
instance [38, 39]. The resulting laser pulse can generate an isolated attosecond pulse
via phase matching and farfield spatial filtering, even starting with an up to 10 fs
long laser pulse [2, 62]. In the following section we outline a theoretical approach to
describing these large-scale extremely non-linear dynamics and the XUV radiation
that results from them.
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2.3.1 Numerical Solution of the Propagation Equation

We start from the MWE with source terms, written in the time domain as (using SI
units):
2 2

V2E@) — ia—E(t) = P(1) (2.23)
2 912 - ' '

€oc? at?
E () is the time-dependent electric field and P (¢) is the time-dependent polarization
field representing for the moment all source terms for the driving and the generated
field. Both E(¢) and P(t) are functions of the cylindrical coordinates r and z.

The solution of the full MWE (which is second order in both the longitudinal and
the transverse directions) requires a very fine resolution in the propagation direction
to account for both forward and backward propagating waves [63]. However, in the
regime of interest for generation of harmonics and attosecond pulses, both the laser
and the XUV radiation is strongly phase matched in the forward direction and one
can in general safely ignore the backward propagating light. This is often done by
transforming to a coordinate system that moves at the group velocity v, of the pulse,
7' =z, =t —1z/v, and applying the so-called slowly evolving wave approximation
(SEWA) in which one assumes that the laser and XUV light changes slowly in the
propagation direction compared to the wavelength (see [64]) for details. In contrast
with the slowly varying envelope approximation, which also leads to a first order
propagation equation in z’, the SEWA is valid for light pulses with durations as
short as one optical cycle. Finally, after Fourier transforming with respect to ¢’ we
get a frequency domain propagation equation:

) =~ 2iw IE (w) 0? @] - w? -
ViE(w)+ — —+| 5= E(w):——zP(a)). (2.24)
v, 0z c vy €oC

The source term on the right hand side describes the response of the medium to the
electric field and includes both linear and non-linear terms. The non-linear terms
drive both the XUV generation through the dipole radiation and the non-linear ef-
fects of ionization on the laser field, whereas the linear terms describe absorption
and dispersion of the laser and XUV radiation.

In the following we will describe two different approaches to solving Eq. (2.24),
depending on whether we solve the SAE-TDSE as described in Sect. 2.2.1, or solve
the TDSE using the SFA as described in Sect. 2.2.2.

2.3.1.1 Source Terms Calculated Using the SAE-TDSE

It is particularly important to use an accurate description of the atomic response such
as provided by the SAE-TDSE approach when one is interested in effects that have
to do with atomic structure. Examples include the generation of XUV radiation near
the ionization threshold [65] or the influence of the so-called Cooper minimum on
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the structure of the harmonic spectrum [66, 67]. In addition, this approach is abso-
lutely necessary to address phenomena such as ultrafast transient absorption which
requires one to describe absorption processes in a dynamical manner [7, 68, 69].

When we directly solve the SAE-TDSE the time-dependent dipole moment will
contain information about the linear and non-linear response of the atom to the driv-
ing electric field. In particular, if the driving electric field includes XUV radiation,
the dipole moment will also include terms that will lead to absorption and disper-
sion of the XUV radiation. The XUV radiation in the driving field could either be
there to start with, if one is interested in harmonic or attosecond pulse generation
performed in a IR+XUV two-color scheme [70-72], or it could result from build-up
of the XUV radiation via HHG.

We solve Eq. (2.24) by space-marching through the ionizing non-linear medium,
using a Crank-Nicholson scheme. We start with a driving electric field E (r, t) which
is a Gaussian beam in space, and a pulse with a finite extent in the time domain. In
each plane z in the propagation direction, we calculate the non-linear atomic re-
sponse in the time-domain by solving the TDSE at each radial point r, using E (r, t)
as the driving field (see below). The time-dependent atomic response is used to cal-
culate the frequency-dependent source terms in the wave equation, which are then
used for marching to the next plane in z. We then calculate the new time-dependent
driving field E(r, t) at that z as the inverse Fourier transform of E (r, w), and so on.
Note that E (w) contains all the frequencies we are interested in, both the laser and
the XUV frequencies. See [68] for more details.

The source term in Eq. (2.24) is a sum of two terms:

P(w) = Paip(@) + Pign(w). (2.25)

The first term is given by the Fourier transform (FT) of the time-dependent acceler-
ation from Eq. (2.9) and the density of neutral atoms N,(¢):

Pyip(®) = FT[N,()a()W (1)] /. (2.26)

The window function W (¢) serves the important numerical purpose of bringing the
time-dependent source term to zero at the end of the time-axis in the calculation. It
thereby also becomes a time-limit on the duration over which XUV radiation is ab-
sorbed in the calculation, which in turn gives rise to a minimum spectral bandwidth
of absorption lines in the XUV spectrum. For details see [68]. The second term
is due to the ionization of the medium and is calculated from the time-dependent

current density J (1) = 3Pion®) o that —:)%Isim (w) = I?T[EO% a{m] [73]:

at dt

9J (1) €*N,(1)
a me

Ei(t). (2.27)

Ne(t) =[1—[1— pion (O1*IN, (1) is the time-dependent electron density for an atom
with two m = 0 electrons, and p;,,(¢) is the one-electron ionization probability cal-
culated from the spatial distribution of the one-electron wave function as described

in Sect. 2.2.3. P;,,(w) gives rise to a spatial and temporal variation of the refractive
index, which in turn causes defocusing and self-phase modulation and gives rise to
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Fig. 2.4 The effect of absorption on an APT. (a) shows the strength of harmonics 11 through
17 as a function of propagation distance through a 1 mm gas of helium atoms with a density of
1.5x 1018 ¢cm™3, (b) shows the time structure of the APT at the beginning, middle, and end of the
gas jet

an additional phase mismatch in the propagation of the harmonics relative to the
driving field. As we discussed above, this term can be very important for how the
spatio-temporal shape of the laser electric field evolves during propagation through
the non-linear medium, especially in situations where the laser intensity and/or the
atomic density is high, or when the driving pulse is very short.

As a final comment on the source term, we have found that it is not numeri-
cally stable to include ﬁd,-p(a)) for frequencies around the driving laser frequency.
Typically we substitute the SAE-TDSE response by €g )Z(w)E(a)) for frequencies
between zero and approximately 2w .

Figure 2.4 illustrates the effect of propagation on the time structure of an attosec-
ond pulse train in a 1 mm long helium gas with a pressure of 45 Torr. The driving
pulse in this calculation consists of harmonics 11 through 17, which are initially in
phase and have identical amplitudes. An IR field with a modest peak intensity of
10" W/cm? is also present but is too weak to generate harmonics on its own. Fig-
ure 2.4(a) shows how the different harmonics are absorbed at different rates, with
the 15th and 17th harmonic being substantially depleted by the end of the medium.
Figure 2.4(b) shows how this changes the time structure of the attosecond pulse
train from being a regular one-burst-per-half-cycle APT to having two bursts per
half-cycle.

2.3.1.2 Source Terms Calculated Using the SFA

When using the SFA to provide the non-linear source terms for the propagation
equation, it is necessary to separate the polarization field into its linear and non-
linear components P (w) = €gx (w) E(w) + Py (w), where the linear susceptibility
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X (@) includes both linear dispersion and absorption through its real and imaginary
parts. This is because the dipole moment calculated within the SFA only gives a
good description of the non-linear response. The linear response has to be included
via tabulated frequency dependent values of dispersion and absorption coefficients.
To be consistent, we must also separate the propagation equations for the laser
El (w) and the generated XUV fields Eh (w), so that the XUV fields are not ever
included in the driving field (and thereby allowed to generate more XUV radiation
through the SFA-TDSE solution). This treatment yields two propagation equations
(now dropping primes on the z-coordinate):

2lw 8E1 (w) @ ~
ViEi(0) + = ——— Pion(®) (2.28)
9z €oC
2iw dEp (w) ~ - w?

. +ﬁ,~n<w>Eh(w)=—€0713d,~p(w). (2.29)

The function flm (w) includes the linear response and has the form:

2(a))a) a)_2

flm(w) =i _Ol((l)) + 07 — , (2.30)

v
where a(w) and n(w) are the absorption coefficient and refractive index, respec-
tively, and can be found in the literature [74-76]. Both of these are proportional
to the density of neutral atoms. The source term for the XUV fields, Pyp(w), is
calculated in analogy with the SAE-TDSE case:

Paip(@) = FT[Na()d ()W ()], 231)

where d(¢) is the time-dependent dipole moment evaluated using the SFA formal-
ism. The driving field source term, ﬁio,l(a)), is calculated as in Eq. (2.27), using
intensity dependent ionization rates to calculate the electron density.

An SFA-based TDSE-MWE solver has been employed by a number of groups
and has been generally very successful in reproducing many different types of
experimental results on the production of attosecond pulses, see for instance
[42, 54, 62, 77-81]. An SFA-MWE calculation can provide an excellent qualitative
understanding of many attosecond pulse generation experiments and in some cases
also quantitative comparisons. However, it cannot be used for experiments in which
sub-cycle or multi-frequency absorption is important (such as recently investigated
in [69]) as shown in Fig. 2.4, and more generally where close-to-threshold XUV
frequencies dominate [29, 65]. It is also questionable how well an SFA-based cal-
culation could work for attosecond pulses generated by mid-infrared (MIR) wave-
length lasers. SAE-TDSE based calculations have found that the MIR-driven dipole
moment has surprisingly large contributions from quantum paths longer than one
optical cycle, something which is not well reproduced by the SFA [24]. In such
cases it becomes necessary to perform first principles calculations of the attosecond
pulse generation and absorption process, such as presented by the SAE-TDSE based
MWE solver described above.
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2.4 Summary and Outlook

In this chapter we have described in detail how to perform calculations of attosecond
pulse generation in atomic gases, both at the microscopic, quantum level, and at the
macroscopic level. The coupled solutions of the TDSE-MWE have been validated
in a number of theory-experiment comparisons and are flexible enough to describe a
number of different generation scenarios in terms of different driving fields, different
experimental geometries, and different levels of sophistication in the model for the
atomic response. A fruitful extension of this formalism, based on a single active
electron description, would be the ability to fully understand and model attosecond
transient absorption. This work is currently in progress [68, 82].

Finally, a grand-challenge level problem in the theory of attosecond physics is to
move beyond atomic systems and potentially even beyond the single active electron
approximation, both at the single-emitter level and at the macroscopic level. A num-
ber of groups are working on this problem. The macroscopic harmonic generation
signal from a gas of molecules has been calculated within the SAE approximation by
coupling an MWE solver to either a grid-based TDSE solution [83], or the so-called
quantitative rescattering theory TDSE solution [84]. Recently, a few groups have
attempted to calculate harmonic generation from systems with more than one active
electron, and have in particular included electron correlations [8§5—-89]. Macroscopic
effects for HHG in multielectron systems, or in high-density systems such as crystals
or nano-structures, have yet to be explored. Within current computational resources,
such effects can only be explored using model descriptions of either the quantum or
Macroscopic response.
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Chapter 3

Perspectives for the Generation of Intense
Isolated Attosecond Pulses at Ultra-high Laser
Intensities

J.A. Pérez-Hernandez and L. Roso

Abstract Attosecond pulses result from the Fourier synthesis of the higher fre-
quency part of the harmonic spectra, emitted by atoms, ions and molecules inter-
acting with strong lasers. Therefore, their characteristics (central wavelength, width
and dispersion) depend on the particular relation of the spectral phase and ampli-
tudes between successive high harmonics. In this chapter we will expose the partic-
ular features of the harmonic spectrum generated with intensities well above satu-
ration where the harmonic spectra is expected to be degraded by the fast ionization
of the atoms. However, we shall see how for the case of laser pulses with non-
adiabatic turn-on interacting with a single atom, the harmonic efficiency is recov-
ered for sufficiently high intensities. Our study combines classical analysis and full
quantum description via numerical integration of 3-Dimensional Time Dependent
Schrodinger Equation. Results presented here reveals that non-adiabatic pulses with
intensities well above the saturation threshold open the door for a new pathway for
XUV coherent light generation through high-order harmonic generation providing
a potential tool to obtain intense isolated attosecond pulses.

3.1 Introduction

Nowadays trains of intense attosecond pulses are routinely produced. However, the
generation of isolated attosecond pulses remains a key challenge and this relies on
our capacity to control a broad range of parameters, some of them not easy to set. In
this chapter we shall show a tentative approach which raises the possibility to syn-
thesize intense isolated attosecond pulses beyond the conventional procedure. Our
starting point is a detailed description of the underlying electron dynamics during
the fast turn-on of different laser pulses. For this goal, different approaches will be
carried out. On the one hand, classical analysis reveal that under specific conditions,
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a new kind of trajectories emerges in the turn-on which recombine efficiently in less
than one optical cycle. These trajectories are different from the conventional, so-
called “long” and “short”. In the following, we will refer to these as Non Adiabatic
Turn-on (NAT) trajectories.

On the other hand, a single-atom numerical simulations based on the exact in-
tegration of the 3 Dimensional Time Dependent Schrodinger Equation (3D TDSE)
confirms that this new kind of trajectories are responsible for the unexpected growth
of the harmonic yield when the laser intensity is increased up to two order of mag-
nitude beyond the saturation limit. This fact contradicts the general belief of a pro-
gressive degradation of the harmonic efficiency due to the effect of the barrier sup-
pression, based on the experience with pulses with smoother turn-on.

Additionally, at this high intensity regime, a complete depletion of the neutral
atom population occurs on the leading edge of the driving laser pulse. As we will
expose later, these two facts: the increase of the harmonic yield at high intensity
together with the fast depopulation of the ground state, provide a potential method
to synthesize intense and narrow isolated attosecond pulses.

3.2 Attosecond Pulses Production via High-Order Harmonic
Generation

In the early nineties Farkas and T6th, in a pioneering theoretical work, suggest the
possibility to synthesize pulses of near to attosecond duration based on the multiple
harmonic generation in gases [1]. In this paper, they also remark:

“...the described idea and technique seems to be realizable in all nonlinear processes,
where high harmonic generation takes place, ... " .

These predictions have been gradually confirmed by a large number of experiments
carried out later [2-7]. In light of these facts, nowadays, high-order harmonic gen-
eration (HHG) constitutes the most adequate way to generate attosecond pulses. For
this reason, a great part of this chapter is focused on the study of the HHG as a
source of attosecond pulses.

HHG process was observed in the eighties by McPherson et al. [8] and Ferray
et al. [9] when an intense infrared laser pulse was focused into a jet of rare gas,
generating a comb of odd harmonics, whose amplitudes approximately equal over a
large spectral range, forming a “plateau”, followed by an abrupt decrease, the “cut-
off” region. These results also confirmed that HHG is clearly a non perturbative non
linear process.

3.2.1 Trajectory Analysis

According to the three step model [10, 11] HHG process can be accurately under-
stood studying the trajectory that the electron describes when it is ionized by the
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laser field. In this context, the electron can be assumed as a classical free particle
located at the ion’s coordinate, with zero initial velocity. Then, the liberated electron
is driven by the Lorentz force. The electric field of the laser drives the electron away
from the atomic core. But at a later time, when the sing of the laser field reverses, the
electron returns to the core. When this occurs, it can recombine to its initial ground
state. The excess of kinetic energy that it has acquired during this process is released
in the form of radiation. In this context the electron displacement from the core can
be calculated integrating the Newton-Lorentz equation,

d2
drt(;) — _E(1). 3.1

where E(?) represents the driving laser pulse (the dipolar approximation is assumed)
and atomic units (a.u.) are used (g, = m, = h = 1). Additionally, in our calculations
we will consider a linearly polarized laser field along the z axis that propagates in
x direction. Assuming these conditions Eq. (3.1) turns into a scalar equation where
E(1) — E(t) and d?r(t)/dt*> — d?z(t) /d1>.

Figure 3.1(a) shows the rescattering kinetic energy as a function of the ioniza-
tion time (grey circles) and as a function of the recombination time (black triangles)
for a field with constant envelope. As it is shown, the most energetic trajectories
correspond to electrons ionized near the field maxima, that recollide with the core
at approximately 3/4 of a cycle later. In the following, we will refer to these as
Schafer-Corkum (SC) trajectories, since they were proposed by Schafer et al. [10]
and Corkum [11] to explain the plateau’s cut-off law. The first two sets of SC trajec-
tories are labelled SC-long and SC-short in Fig. 3.1. Part b of the figure shows the
same trajectory analysis for a NAT pulse. In this particular case, we have chosen an
ultrashort pulse (1.5 cycles FWHM) whose analytic form is given by

E(t) = Eo sin2<%t> sin(f + @), 3.2)

where Ej is the laser field amplitude, and ¢ is the carrier-envelope phase, CEP (in
the following ¢ = 0, unless otherwise is specified).

By a simple inspection of Fig. 3.1(b) it is easy to discern two different classes
of trajectories. The first class originates from electrons ionized at the last part of
the turn-on, that follow trajectories with similar characteristics as the SC type, i.e.,
with the most energetic recombinations corresponding to electrons ionized near the
field maxima. The second class of trajectories, labeled as NAT, correspond to the
electrons ionized in the initial part of the turn on. These ones follow the opposite
trend: the most energetic rescatterings originated from electrons ionized almost a
quarter cycle before the first field maximum. The emergence of these trajectories is
related with the fast turn-on of the laser pulse.

For pulses with a smooth turn-on, the harmonic yield is degraded when the sat-
uration intensity is rebased [12, 13]. This fact is related to the decay in efficiency
of the radiation generated by SC type trajectories. This decay is caused by the fast
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Fig. 3.1 Rescattering (first rescatering) energies of electrons as a function of the ionization time
(grey circles) and recombination time (black triangles), for three different driving laser pulses:
(a) constant envelop, and (b) and (c) as described in Eq. (3.1) with (b) ¢ = 0 and (¢) ¢ = 7 /2. The
driving field used in each case is shown as a sketch in solid lines. Note that for the case ¢ =0,

a new set of trajectories emerges in the turn-on, labeled as NAT

ionization of the ground state during the time that the electron spends in the contin-
uum. As a consequence, at the instant of rescattering, the ground state is practically
empty and the dipole amplitude is relatively small. These two facts lead to a con-
siderable decrease of the HHG efficiency produced by SC types trajectories. We
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will also demonstrate that NAT trajectories are particularly resistant to the effects
of saturation and, therefore, play a fundamental role in harmonic generation with
ultraintense fields [15].

3.2.2 Behavior of the Harmonic Yield: Valley Structure

In the following, we will quantitatively describe of the effect the NAT trajectories
have in the harmonic yield. An evaluation of the relative contributions to the har-
monic spectrum of the different trajectories can be estimated by the absolute value
of the complex dipole amplitude (assuming constant transition matrix elements)

|d ()| o |ag (@) ||av(®)] (3.3)

where ag(t) is the probability amplitude of the ground state and ay(¢) is the probabil-
ity amplitude of the free electron state with velocity v, at the time of rescattering ¢.
These values are extracted from the results of the exact numerical integration of
the 3D TDSE: |ag(?)| is found projecting of the total wavefunction on the ground
state, and |ay(?)| is estimated computing the ground-state depletion during a small
time-window around the corresponding ionization time #g, i.e., the initial time of the
trajectory associated to the rescattering at time ¢. Specifically

d
lay|* ~ E|ao|2|,om (3.4)

with At being a small time interval, whose particular value is not important for the
relative comparison between different trajectories, as long as it is kept unchanged.
The values of the ionization and recombination times (fg and ¢) for a particular
trajectory are extracted from the classical analysis shown in Fig. 3.1. This allows
us to associate each pair (f, t) to a well-defined NAT or SC trajectory. In order to
compare the harmonic efficiency for different laser intensities, we will focus on the
yield at a fixed energy, Wp.

Then, for each laser intensity, we use the data in Fig. 3.1 to determine the ioniza-
tion time ?¢, and the recombination time #, corresponding to the electronic trajecto-
ries with recombination kinetic energy Wy — I,,. We take Wy = 73 eV, corresponding
to the cut-off energy of the harmonic spectrum in hydrogen at the threshold intensity
for saturation (see Fig. 3.3(a)). The results for the estimations of the harmonic effi-
ciencies at W using different laser intensities are shown in Fig. 3.2(a), for the short
pulse considered in Fig. 3.1(b). SC curves in Fig. 3.2(a) show a descendent behavior
with increasing field amplitude, which is related to the degradation of the harmonic
generation by these type of trajectories. The underlying reason of this behavior can
be found in the following analysis of the dipole amplitudes written in Eq. (3.3).

As it is discussed in [15] the decrease in the efficiency of the harmonics radiated
by SC type trajectories is connected with the fast ionization of the ground state for
intensities above saturation and, consequently, with the decrease of |ag|. In addition,
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Fig. 3.2 Different contributions to the harmonic yield at the fixed energy Wy = 73 eV (see also
Fig. 3.3(a)), for the sets of trajectories plotted in Fig. 3.1(b). Contributions of NAT trajectories
are shown as black circles, long SC trajectories as open squares and short SC as black triangles.
The grey dashed line is a sketch of the resulting valley structure for the total radiation yield (sum
of the two contributions: |ag(¢)| and |ay|). The laser amplitudes, E, are given in atomic units,
corresponding to intensities Eé x 3.5 x 106 W/cm?

the depletion of the ground state increases also the population of electrons in the
continuum, i.e. |a,| increases when |ag| decreases. However, the product of both
amplitudes has a net decrease and the efficiency of the dipole transition falls as it is
shown in [15].

In contrast, for the case of NAT trajectories, the behavior is the opposite: since
they are originated during the first part of the turn-on, the ionization is moderate,
even in the case of laser field amplitudes one order of magnitude above saturation
(i.e., laser intensities two orders of magnitude above saturation). At rescattering,
therefore, there is still a considerable population in the ground state, and the prod-
uct of probability amplitudes does not vanish. Therefore, the dipole amplitude is
found to increase gradually with the laser field. As a consequence, the global behav-
ior of the harmonic yield with the laser amplitude (Fig. 3.2(a)) describes the form of
a valley: First, a decrease related with the degradation of the efficiency of the SC tra-
jectories, followed by an increase as the efficiency of the NAT trajectories becomes
the relevant contribution to the dipole spectrum. NAT trajectories will eventually
be degraded for ultraintense fields well above the atomic unit (3.5 x 10'® W/cm?),
however for these intensities one should expect also a decay caused by the breaking
of the dipole approximation and the associated drift of the electronic trajectories
away from the ion due to the interaction with the magnetic field [14].

3.2.3 Harmonic Spectrum and Attosecond Pulses

In Fig. 3.3(a) it is shown the resulting spectra for intensities corresponding to thresh-
old of saturation (I < 3.51 x 10" W/ecm?2), saturation (I ~ 5.6 x 101> W/cm?2) and
deep saturation (I = 3.5 x 10'® W/cm?) regimes, extracted from the exact integra-
tion of the 3D TDSE for a hydrogen atom. As it is well known, below the saturation
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Fig. 3.3 (a) Single-atom spectrum obtained from the exact integration of the 3D TDSE corre-
sponding to the hydrogen atom for the laser pulse described in Eq. (3.2) with ¢ = 0 (Fig. 3.1(b)),
for different values of the field intensity corresponding also to harmonic : threshold of saturation
(I =3.5 x 10" W/cm?, light grey line), saturation (I = 5.6 x 101> W/em?2, dark grey line) and
deep saturation (/ = 3.5 x 10'® W/em?, black line). Wy corresponds to the cut-off energy of the
harmonic spectrum in hydrogen at the threshold intensity for saturation. (b) Isolated attosecond
pulse generated from the harmonic spectrum for the case of deep saturation regime corresponding
to the spectrum in black of (a). (¢) Subfemtosecond temporal structure obtained by filtering in
the spectrum of threshold of saturation regime plotted in light grey in (a). In both cases we filter
harmonics below the 31st (vertical dashed line) which corresponds to 46 eV photon energy

threshold the harmonic yield increases with the laser intensity and the harmonic
plateau extends accordingly to the cut-off law I, + 3.17U,. Above the saturation
threshold, the harmonic yield gradually decreases until a minimum corresponding to
the bottom of the valley structure sketched in Fig. 3.2. After that, according to our
simulations, for higher intensities the harmonic yield increases as a consequence
of the emergence of the contribution of the NAT-type trajectories to the radiation
spectrum. As it can be seen in Fig. 3.3(a), for field intensities at the threshold of
saturation (solid light grey) and deep saturation regime (solid black line), the har-
monic yield in both cases is comparable since they correspond to opposite sides of
the valley in Fig. 3.2. This unexpected growth of the harmonic efficiency constitutes
the main contribution of our approach, which is clearly explained in [15], and con-
tradicts the general believe about the degradation of the efficiency at hight intensity
regime. Furthermore, as we will see later, this fact will have important consequences
in the intensity of the potential attosecond pulses that could be synthesized at these
high laser intensities.

The 3D TDSE spectrum of Fig. 3.3(a) for the deep saturation case (solid black
line) reveals important details. A characteristic is the absence of modulations in
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the harmonic plateau. This is related to the fact that for a given energy there is a
single NAT trajectory, and therefore a single rescattering event generates the high-
frequency radiation. Figure 3.3(b) shows a narrow (about FWHM = 50) isolated
attosecond pulse generated by the spectrum corresponding to the deep saturation
case (spectrum plotted in black in the Fig. 3.3(a)). The attosecond pulse is obtained
filtering the harmonics below the 31 th, which corresponds to a photon energy of
46 eV (generated by a 800 nm fundamental field). Figure 3.3(c) shows the sub-
femtosecond temporal structure resulting for the case of saturation threshold. One
observes that, this temporal structure is noisier and wider than the deep saturation
case, in spite of being filtered using the same window (harmonics below 31st). Note
also that the attosecond plotted in Fig. 3.3(b) is almost one order of magnitude more
intense than the one in the case of threshold saturation plotted in Fig. 3.3(c). This
is also a potential advantage in comparison with the standard procedure to obtain
attosecond pulses, which consist in filtering the harmonics near the cut-off where
their efficiency is significantly lower, and which is proportional to the intensity of
attosecond pulse resulting to filter in this zone. The full spectrum of the deep satu-
ration case is plotted below, in Fig. 3.5(a) in dotted light grey. As it can be observed
the extension of the harmonic plateau is no longer given by the cut-off law, reflecting
that the most efficient contributions correspond to trajectories different from the SC
type. Note that, while there is no clear spectral cut-off, the extension can be well es-
timated by the maximum rescattering energy of the NAT-type trajectories, which is
approximately I, +0.5U,. It is accurately confirmed by the wavelet-transformation
analysis which we will perform later.

In order to analyze in the full quantum context the effect of the NAT trajecto-
ries in the harmonic emission, we have performed the time frequency-analysis of
the dipole acceleration extracted from the exact integration of the 3D TDSE. The
wavelet analysis provides for the information of the times and efficiencies at which
a certain wavelength is radiated [16]. Figure 3.4 shows the wavelet analysis for the
three intensity values plotted in the Fig. 3.3(a), corresponding to the NAT-type pulse
plotted in Fig. 3.1(b). We also have superimposed over the wavelet results the rescat-
tering energies computed from the classical trajectories labelled in Fig. 3.1(b). By
inspection of the three plots of Fig. 3.4 it is easy to see that in the case of thresh-
old of saturation (Fig. 3.4(a)) SC short and long trajectories are responsible of the
harmonic generation. When the intensity increases beyond the saturation limit, the
efficiency of the harmonic emission produced by long and short SC trajectories is
degraded (Fig. 3.4(b)). Note that, at this intensity regime, NAT trajectories turn out
important. Figure 3.4(c) shows the deep saturation case where only NAT trajectories
survive since the atom is completely depleted, except approximately during the first
half period of the driving pulse. For this reason, SC short and long trajectories are
not involved in the harmonic generation at this intensity regime. In light of these
results, in deep saturation regime, only NAT trajectories are responsible of the har-
monic radiation. This is the cause of the absence of modulations in the harmonic
spectrum of the deep saturation case plotted in Fig. 3.3(a), and consequently, it is
connected to the fact that the attosecond obtained from the deep saturation spectrum
is noise-less and narrow.
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Fig. 3.4 Wavelet-transformation analysis of dipole acceleration extracted from the numerical res-
olution of 3D TDSE, and (superimposed) classical rescattering energies of electrons as a function
of the recombination time (brown triangles) for laser pulse described in Eq. (3.2) with ¢ =0
for the three laser intensities used in Fig. 3.3 (in (a) E9 = 0.1 a.u., in (b) Eg = 0.4 a.u. and in
(¢) Eg = 1.0 a.u.). The driving laser pulse is plotted in solid grey lines. Note that the scale of the
efficiencies (plotted in the colour bars) is the same in all cases

We also point out that the interaction of NAT pulses with matter is strongly de-
pendent on the carrier-envelope phase (CEP), ¢ in Eq. (3.2). Figure 3.1(c) shows the
energy diagram for the driving laser pulse given by Eq. (3.2), but with ¢ = /2. In
this case, the only relevant trajectories for harmonic generation are of the SC type
which are not effective at high intensity due to the atom being practically empty.
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NAT trajectories are not useful, as the electron excursion is too short to acquire en-
ergy relevant for HHG. These results are confirmed by our 3D TDSE calculations
which, for this case, show an strongly decrease in the harmonic yield when the in-
tensity is increased above saturation. This strong dependence with the CEP makes
the experimental viability of this technique more difficult.

3.3 Ionization Gating

According to our interpretation, the increase of the yields at ultrahigh intensities is
a consequence of the non-adiabatic character of the pulse turn-on. Therefore one
should expect that pulses with different shapes and lengths but with similar turn-on
will give very similar harmonic spectrum, as the full ionization of the ground state
occurs practically during the first stage of the interaction. To confirm this point, we
have performed exact 3D TDSE calculations of a pulse with the same turn-on as in
Eq. (3.2), followed by two cycles of constant amplitude as it is plotted in Fig. 3.5(a).

As it is shown in Fig. 3.5(a), for intensities in the deep saturation regime, it is
found that the spectrum generated with the longer pulse, plotted in solid blue line
in Fig. 3.5(a), overlaps the corresponding spectrum for the shorter pulse plotted
in dotted light grey in the same plot. Note that the ground state depletion is quite
similar (practically both are overlapped) as it is plotted in Fig. 3.5(a), and this fast
depletion occurs in the turn-on of the pulse when the barrier suppression intensity
(horizontal dashed lines in Fig. 3.5(a)) is rebased. Therefore, is confirmed that actual
shape of the pulse is irrelevant, as long as the turn on coincides. This constitutes the
basis of the method known as ionization gating, used to generate isolated attosecond
pulses as already pointed out in [17—19] and more recently in [20].

In Fig. 3.6 are shown the corresponding attosecond pulses synthesized using
three filters in different zones along the both spectrums plotted in Fig. 3.5(b). All
filters have the same wide (15 eV). As it can be see in this figure, the attosecond
obtained using the same filter in both spectra have identical intensity. Note that the
temporal wide is practically the same in all of them (~ 50 attosecond). On the con-
trary, the intensity is quite different depending on where the filtering is done. The
attosecond synthesized using the filter 3 situated in harmonic 800th (plots (e) and (f)
of Fig. 3.6) are six order of magnitude lower intense than attosecond obtained using
the filter 1 (plots (a) and (b)), situated in harmonic 100 th. This is another advantage
to use NAT-type pulses, the potentiality to obtain attosecond pulses in the first part of
the plateau, where the harmonic efficiency is high, and consequently, the attosecond
pulse synthesized in this zone will also quite intense.

Finally, we would like to point out that the results presented here correspond to
a single atom, the macroscopic response is not included. To include propagation
effects via TDSE for the parameters used in this work is, at present, an impossible
goal. Only propagation codes based on approximated models such as Strong Field
Approximation (SFA) are computationally viable. But according to our test with 3D
TDSE, the SFA model do not describe with sufficient accuracy the HHG process at
the intensity regimes presented here.
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Fig. 3.5 (a) NAT-type driving laser pulses with the same turn-on and different length. In solid
grey is plotted the pulse described by Eq. (3.2) with ¢ = 0. In solid blue is plotted a pulse with the
same turn-on as in Eq. (3.2) with ¢ = 0, followed by two cycles of constant amplitude. The dotted
grey lines represents the ground state population corresponding to the pulse in solid grey and the
dotted blue lines represents the ground state population related to the pulse in solid blue. Horizontal
brown dashed lines represents the estimated value of the barrier suppression for hydrogen. In (b)
are plotted harmonic spectrums generated by each one of driving laser pulses plotted in (a). Dotted
grey represents the spectrum generated by the driving laser pulse in solid grey in (a). Spectrum in
solid blue correspond to the pulse plotted in solid blue in (a). Vertical dashed rectangles represent
three different filters along the plateau, each one has a window of 15 eV

3.4 Summary

In this chapter we have reviewed the potential advantages of generating harmonics at
ultra high laser intensities beyond the tunnel regime, considering NAT-type pulses
as a method to obtain intense isolated attosecond pulses. A detailed study of the
physics underlying in the turn-on of the ultra-intense laser pulses has been carried
out. This study reveals the existence of a new type of trajectories which emerges
during the tu