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Abstract In this chapter possibilities of simulation of precipitate evolution in
Fe-based alloys are analyzed. At first separate stages of the process are considered:
growth, dissolution and coarsening, and then possibilities of simulation of all the
stages of evolution including nucleation in the framework of a unified approach are
analyzed. The results obtained are generalized on a case of simulation of pre-
cipitate evolution in multicomponent systems. The results of numerical calcula-
tions are compared to the available experimental data. Most of examples are
concerned with simulation of carbides, nitrides and carbonitride behavior at heat
treatment of steels. In the concluding section of the chapter the analysis of pos-
sibilities of simulation of precipitate evolution in Fe-based alloys is summed up,
and the problems retarding practical kinetic calculations in real commercial alloys
are formulated.

Keywords Simulation � Numerical methods � Steels � Carbonitrides � Dissolution
� Nucleation � Coarsening

1 Introduction

The second phase particles present in metal alloys can strongly affect their
structure and properties, this influence being both beneficial, and adverse. Heat
treatment of alloys, containing dispersed particles, should ensure such morphol-
ogy, sizes and volume fraction of precipitates which provide an optimal complex
of mechanical properties. In the development of precipitation hardening and
ageing alloys numerous experimental studies have been carried out on the
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precipitates behavior at heat treatment, because without such investigations it was
impossible to find a reasonable approach to the choice of alloys compositions and
regimes of their heat treatment. Such studies are quite expensive and laborious, but
it has been impossible to do without them till recently. The situation has con-
siderably changed in the last years. The creation of powerful high-productive
computers and decreasing deficiency of thermodynamic and diffusion data pro-
moted an appearance of publications devoted to simulation of precipitates behavior
in metal alloys. In the present paper possibilities of analytical description and
simulation of precipitate evolution in metal alloys at heat treatment are analyzed
by an example of Fe-based alloys. Successful simulation of evolution of structure
of steels and alloys at various processes became possible recently due to high-
productive computer technologies, and publications on this problem appear con-
stantly (see, e.g., [1–8]).

In this chapter the methods of simulation of precipitates evolution in steels at
isothermal annealing are considered. The main goal of this simulation is to find
temporal dependence of the parameters characterizing precipitate ensemble.

The problem of precipitate evolution in an alloy corresponds to the problems of
diffusion in areas with moving boundaries; it is the so-called Stephan problem [9].
At present it is not possible to solve this problem in a general form, not only by
analytical, but even by numerical methods. From mathematical point of view, the
boundary-value problems of diffusion for areas with moving boundaries differ
principally from classical problems. The main difficulty in the solution of such
problems is that the mass balance conditions at interfaces refer them to the type of
non-linear problems, that is, to the problems with non-linear boundary conditions,
even in case of constant diffusion coefficients. That is why, as a rule, only some
particular cases are considered, using numerous simplifications and assumptions.
In particular, only binary systems were mainly considered so far, for which it is
much easier to obtain an analytical solution and to carry out the simulation.

Considerable progress in working out methods of solving such problems has
been achieved recently due to, first of all, the development of numerical simulation
methods and increasing computer power. However, a number of simplifications
must be still used in simulation for two main reasons. Firstly, it is the insufficient
development of the numerical methods of solving such problems, and secondly,
the absence of the data on some parameters required for calculations.

We suppose that the local thermodynamic equilibrium is established at inter-
faces, the phase composition of the diffusion zone corresponds to the equilibrium,
and the kinetics of the process is purely diffusional. Thus, it is assumed that the
velocity of phase transformation at an interface is much higher than the diffusion.
For the systems considered such an assumption is confirmed by a number of
experimental results [10]. It is used in most of papers dealing with simulation of
precipitate evolution in metal alloys, and Hillert and Agren [11] showed that
calculations based on this assumption are valid even at low temperatures, when the
alloying elements have the reduced mobility.

In the present chapter only the cases when the precipitate evolution is controlled
by volume diffusion are considered, though it is known that this process may be
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controlled by other mechanisms of mass transfer, such as, for example, dislocation
diffusion or grain-boundary diffusion. However, for these cases it is, as a rule, not
possible to carry out practical calculations, because of the lack of data on the
values of the required parameters. Besides, in this chapter the main attention is
paid to precipitates evolution in austenite at such temperatures when the mass
transfer by volume diffusion is dominating.

Generally speaking, the morphology of particles must be determined as a part of
the problem solution, but in this case the problem cannot be solved analytically,
and that is why in most cases the particle shape is given a priori and as a rule it is
chosen as spherical, and in further consideration this very assumption will be used.

As a rule, precipitates growth, dissolution and coarsening are considered as
different processes, though in essence they are particular cases of one and the same
process of evolution of precipitates ensemble. Separate consideration of growth,
dissolution and coarsening is convenient, because the moving forces of these
processes are different constituents of the free energy. In the cases of growth or
dissolution it is, first of all, the chemical free energy, whereas in case of coarsening
it is the surface free energy.

In further sections of the present chapter an attempt is undertaken to describe as
generally as possible the evolution of precipitates in steels.

2 Simulation of Precipitates Growth and Dissolution

In case of precipitates growth and dissolution in a metal matrix the process is
mainly controlled by the system tendency to decrease its chemical free energy,
which is realized through variations of the volume fraction of precipitates and
concentrations of components in the matrix.

Dependently on the chemical composition of precipitates and matrix, as well as
on the process temperature, an interface can shift both towards the solid solution
(particle growth) and towards the particle (its dissolution) due to the reaction
diffusion. Besides, the new phase layers may appear in the diffusion zone with
their further growth at an expense of the initial constituents of the system. Gen-
erally speaking, considering precipitates growth and dissolution one should take
into account the polydispersity of precipitates ensemble and the effect of particle
sizes on equilibrium conditions at interfaces, but it is commonly assumed that at
the stages of growth and dissolution the particle size distribution (PSD) affects
only slightly, and its effect may be neglected. It is not always so, but at first we
assume that all the particles are of the same shape and sizes, and the influence of
the interface curvature on the local equilibrium conditions is not taken into
account. We shall restrict our consideration to a one-dimensional case (for a
spherical symmetry), as it enables to take into account the main features of the
process of precipitates diffusion interaction with a matrix without an excess
complication of the problem.
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2.1 Methods of Simulation of Precipitates Growth
and Dissolution

The simplest description corresponds to the growth or dissolution of precipitates of
constant composition in binary systems. In this case one should not take into
account interaction of components in a solid solution at diffusion, and the com-
ponent concentrations at interfaces are constant, and their values can be deter-
mined directly from the corresponding phase diagrams. Most of the available
analytical solutions correspond to this very case. As applied to the growth and
dissolution of carbides and nitrides in steels, these solutions may be used, with
certain reservations, only for the case of Fe carbides growth and dissolution in
carbon steels.

In the first studies of precipitate growth and dissolution, which are reviewed in
[12], the growth and dissolution of one precipitate of constant composition in an
infinite matrix of a binary alloy was considered, the diffusion coefficient being
assumed constant. The scheme of concentration distribution of a solute in a par-
ticle surrounding is shown in Fig. 1, where Cp and Cm are the solute concentrations
in the particle and matrix, respectively; 0Cm is the initial concentration in the
matrix; Cm/p is the concentration in the matrix at an interface with the particle; and
R is the particle radius. This case corresponds to an infinitely small volume
fraction of precipitates.

Taking into account the spherical symmetry of the problem, the diffusion
equation in this case has the form:

oCm

ot
¼ Dm 1

r2

o

or
r2 oCm

or

� �
ð1Þ

where Dm is the solute diffusivity in the matrix.
The mass balance condition at an interface, determining its velocity, is

expressed as:

Cp

tp
a
� Cm=p

tm
a

� �
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Fig. 1 Concentration
distribution of a solute in a
spherical particle surrounding
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where tf
a is the volume per one atom of phase f.

Initial and boundary conditions for this case are:

R t ¼ 0ð Þ ¼ R0; ð3Þ

Cm t ¼ 0;R [ R0ð Þ ¼ � Cm; ð4Þ

Cm t [ 0; r ¼ Rð Þ ¼ Cm=p; ð5Þ

Cmðt [ 0; r ¼ 1Þ ¼ � Cm ð6Þ

The boundary condition (5) serves as the local equilibrium condition, and it
gives the equilibrium concentration at an interface which can be determined from
the state diagram (in this case the correction on the interface curvature is not made).

The problem (1–6) was analyzed in [12], and the authors failed to find an exact
analytical solution for non-zero initial radius. Three approximations were ana-
lyzed, namely, of linear gradient, stationary field and stationary interface. The
linear gradient approximation assumes linear concentration profile in a matrix.
According to [12], this approximation does not take into account the problem
symmetry in the spherical case, which causes essential difficulties in the consid-
eration of dissolution and makes it useless.

The stationary field approximation assumes that concentration field around the
particle only slightly changes with time, and based on this assumption the left part
of the diffusion equation is set equal to zero. As a result, the Laplace equation is
obtained, the solution of which enables to find concentration distribution in the
particle surrounding. Substitution of the as-determined concentration distribution
into the mass balance equation gives the temporal dependence of precipitate sizes.

The immovable interface approximation assumes that the precipitate/matrix
interface movement only slightly affects the concentration distribution in the
particle surrounding, i.e., the concentration distribution is determined in the
assumption that the interface is immovable. This enables to find an analytical
expression for the solute concentration distribution in the matrix and analytical
temporal dependence of precipitate sizes.

An exact analytical solution of the problem of a spherical precipitate dissolution
in an infinite matrix was obtained in [13]. It should be noted, that the solution
obtained is quite cumbersome and has a form of infinite series. However, com-
paring it with the solutions obtained based on various approximations, one can
estimate correctness of the latter.

As demonstrated by an analysis carried out in [12, 14], the key parameter
determining the validity of various approximations is the following one:

k ¼ Cm=p � 0Cm

Cp � Cm=p
: ð7Þ

This analysis shows that the approximation of stationary interface is the best
one at small |k|. The results obtained using the stationary field approximation
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somewhat differ. However, with decreasing |k| the results of calculations made
with both approximations approach each other and the exact solution. At low |k| it
is quite correctly to use the stationary approximation.

In real steels a great number of second phase particles are always present, and if
their density is high, these particles are in diffusion interaction, because their
diffusion fields overlap, which affects the kinetics of their growth and dissolution.
To solve this problem the method is usually applied which enables to consider the
diffusion interaction of one particle with a matrix in a typical cell, limiting the
solid solution volume, and then to extend the regularities of the diffusion inter-
action in this volume on the whole totality of cells enclosing all matrix. All the
precipitates are assumed to have the same shape and sizes and to be uniformly
distributed in the matrix, i.e. the matrix is schematically divided into identical cells
with a particle in the center of each of them (Fig. 2). In this figure L is the distance
between particles, and RL is the cell radius.

The problem symmetry imposes the condition of no diffusion flow through a
cell wall, i.e. the normal components of concentration gradients at the cell wall
must be zero. For mathematical simplification of the problem (reducing it to a one-
dimensional case) it is assumed that every particle is in the cell center, the sym-
metry of the cell being the same as that of the particle, and its volume being equal
to that of the cubic cell shown in Fig. 2. For example, in case of spherical particles
the cells also have the spherical shape, and their radius can be calculated as:

RL ¼ 3
4p

� �1=3

L ¼ 3
4pNV

� �1=3

; ð8Þ

where NV is the number of particles in a unit volume.
Thus, the multi-particle diffusion problem is reduced to the one-particle one,

and the diffusion interaction in one cell is considered. Equations describing mass
transfer in the system, mass balance condition and local thermodynamic

Fig. 2 The scheme of matrix
partition into cells for
consideration of growth and
dissolution of diffusion
interacting particles [14]
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equilibrium in this case are formulated as in the previous problem. The difference
is only in the form of boundary conditions. The boundary conditions in this case
instead of Eq. (6) include the following equation:

oCm

or

����
r¼RL

¼ 0; ð9Þ

which expresses that the concentration gradient at a cell boundary equals to zero.
These boundary conditions follow from the symmetry considerations and result
from an assumption that all the particles have the same shape and size and are
located at the same distances from each other.

The problems of growth and dissolution of precipitates in the limited matrix of
binary systems were solved in [15–17], where quite cumbersome analytical solu-
tions in form of infinite series were obtained. The analysis of the solutions obtained
shows, that overlapping of the diffusion fields of different particles may appreciably
affect the kinetics of precipitate growth and dissolution. This effect manifests itself
in the fact that the velocities of precipitates growth or dissolution in the limited
matrix decrease monotonically with time compared to those in an infinite matrix.

The solution of problems of precipitate growth and dissolution for multi-
component systems is much more difficult than for binary, because of a number of
factors. Firstly, to find concentration distributions in a particle surrounding one
must solve not one differential equation, but a system of differential equations,
because the flux of any component is determined not only by its concentration
gradient, but by concentration gradients of all the alloy components. Secondly,
unlike the case of binary systems, concentrations at interfaces are not known a
priori, and to find them one must solve together with diffusion equations and mass
balance equations the thermodynamic equations determining equilibrium condi-
tions at interfaces. Thirdly, for multi-component systems diffusion coefficients
commonly cannot be considered as constant. All these factors complicate the
problem considerably.

That is why analytical solutions can be obtained only in the simplest cases,
which are not quite adequate to the real processes in alloys at particle growth and/
or dissolution.

As a rule, in the available analytical solutions for multi-component systems the
model of constant diffusion coefficients is used, and they correspond to the growth
or dissolution of precipitates in an infinite matrix, because in this case it is easier to
find concentration distributions of components, and concentrations at interfaces do
not change with time [10, 18–21]. In [10, 19–21] the obtained analytical solutions
were used for calculation of the diffusion interaction kinetics for a number of
carbides in steels for the case of plane symmetry and semi-infinite matrix. The
comparison of these calculations with experimental data obtained on diffusion
couples demonstrated their good agreement, which shows that in some cases the
analytical solutions can be applied to the description of diffusion interaction in
multi-component systems as well. However, they may be used only for quite a
limited category of problems.
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In the last decades a number of studies appeared where such problem is solved
using numerical methods. There are two reasons for using the latter. Firstly, the
local equilibrium at a moving interface in a multi-component system cannot be
determined directly from a common phase diagram. Secondly, the realistic con-
sideration of diffusion in multi-component systems requires solution of a system of
differential equations in partial derivatives, but not of one equation as in case of
binary alloys. Besides, in general one must take into account the possibility of
intermediate phase formation, changes in composition of an initial particle, con-
centration dependences of diffusion parameters, etc.

The problem definition in case of growth or dissolution of spherical precipitates
in a limited matrix of (N ? 1)-component alloy, in case when intermediate phase
layers may form between the particle (phase 1) and matrix (phase Q), with
allowance made for diffusion processes in particles, is as follows. We assume all
the particles to have the same sizes and use the above-described approach based on
the matrix partition into cells and consideration of the diffusion interaction in one
cell. The scheme of concentration distribution of the i-th component in a cell for

this case is shown in Fig. 3, where Cf
i is the i-th component concentration in phase

f; Cf=fþ1
i is the i-th component concentration in phase f at an interface with f þ

1; Rf=fþ1 is the coordinate of an interface between f and f ? 1.
Mathematical problem definition for this case is as follows. Mass transfer in

every phase is described by N differential equations of the type:

oCf
i

ot
¼ 1

r2

o

or
r2
XN

l¼1

eDf
il

oCf
l

or

 !
; ð10Þ

where eDf
il are partial interdiffusion coefficients of components in phase f.
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Fig. 3 The scheme of concentration distribution of the i-th component in a cell
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The mass balance conditions include (Q-1) 9 N equations:

Cfþ1=f
i

tfþ1
a

� Cf=fþ1
i

tf
a

 !
dRf

dt
¼ 1

tf
a

XN

l¼1

~Df
il

oCf
l

or

�����
r¼Rf

� 1

tfþ1
a

XN

l¼1

eDfþ1
il

oCfþ1
l

or

�����
r¼Rf

;

ð11Þ

Equilibrium conditions at interfaces include (Q - 1) 9 (N ? 1) equations of
the type

G
f=fþ1
i ¼ G

fþ1=f
i ; ð12Þ

where G
f=fþ1
i is the chemical potential of component i in phase f at an interface

with f ? 1.
Initial conditions for this case include Q - 1 equations of the type:

Rf=ðfþ1Þ t ¼ 0ð Þ ¼ R0 ð13Þ

and N equations

C1
i ðr \ R0; t ¼ 0Þ ¼ 0C1

i ð14Þ

CQ
i ðr [ R0; t ¼ 0Þ ¼ 0CQ

i ; ð15Þ

where 0C1
i and 0CQ

i are initial concentrations of the i-th component in the pre-
cipitate and matrix.

Boundary conditions include N equations

oC1
i

or

����
r¼0

¼ 0 ð16Þ

oCQ
i

or

�����
r¼RL

¼ 0; ð17Þ

which determine zero concentration gradients of components in a particle center
and at a cell boundary.

For multi-component systems the solution of problems of precipitate growth
and dissolution requires solving differential diffusion equations for every phase
together with mass balance and thermodynamic equations determining mass bal-
ance conditions and local equilibrium at interfaces. Such problems can be solved
only by numerical methods.

Application of numerical methods, such as finite differences, finite elements or
boundary elements methods, almost does not require any simplifications and
assumptions, which are usually needed for analytical methods.

The most widely used for the solution of diffusion problems is the finite dif-
ferences method (or grid method), the main advantage of which is the simplicity of
its numerical realization.
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Differences methods are based on substitution of a region of continuous
changing of arguments of the desired functions entered into differential equations
for a grid with discrete set of points-nodes. The grid functions determined in
discrete nodes are taken instead of continuous change of arguments, and the
derivatives entering the differential equations and boundary conditions are
substituted for difference relationships. As a result of such substitution, the
boundary problem in partial derivatives is reduced to a system of algebraic dif-
ference equations referred to as finite-difference scheme.

When solving nonlinear parabolic differential diffusion equations, it is advis-
able to use conservative (divergent) implicit finite-difference schemes [22, 23]. An
essential drawback of explicit finite-difference schemes compared to the implicit
ones is the dependence of stability of the former on the relationship between time
and space steps. As for the implicit scheme, it is absolutely stable at any ratios of
steps, which enables to reduce the calculation time, though the explicit scheme
simplifies the solution of the problem. Besides, an advantage of stable schemes is
that it is not required to investigate additionally the velocity of the solution con-
vergence, as it coincides with an order of approximation of a differential equation.
An error inserted when a differential equation is substituted for a finite-difference
scheme depends on the accuracy of derivatives approximation in the differential
equation and boundary conditions.

Solution of nonstationary problems of diffusion and heat conductivity with
movable interfaces, i.e. with changing regions of physical parameters continuity,
requires working out special approaches. In the problems like Stephan’s problem
the main difficulty is that interfaces movement results in the appearance of new
nodes of a spatial grid, which belonged to another phase, in one of the adjacent
phases.

By now quite enough methods of overcoming difficulties of numerical calcu-
lations, caused by movable interfaces, have been worked out [24–35]. The
available methods of solving problems like Stephan’s problem are reviewed and
analyzed in detail in [24, 25]. The drawback of most of these methods is that their
application suggests the use of uniform spatial grids with one and the same space
step in different phases, and in case of multi-component multi-phase problems this
may require grids with the great number of spatial nodes. There is no such
drawback in the method developed in [35, 36], in which its own spatial grid with
the fixed number of nodes is introduced for every phase.

The position of phase transformation boundary coincides with a cell node. At
phase transformations due to the change of phase sizes the grid step is changed in
such way, that the number of nodes in every phase remains unchanged, and
interphase boundaries coincide with the same grid nodes.

Application of the finite difference method to the solution of diffusion problems
in case, when the formation of intermediate phase layers is possible, requires
giving their finite thickness at an initial moment. Besides, at the initial moment the
spatial grid and concentrations at every node for all the phases, including those
absent in the diffusion zone at the initial moment, must be given. This would not

224 V. V. Popov



introduce a great error, if the thickness given at the initial moment is much lower
than the finite phase thickness.

Let’s consider the numerical solution of problem (10–17) by the finite differ-
ence method. The spatial partition was made in such way that for every phase its
own spatial grid with the fixed number of nodes was introduced. Interphase
boundaries coincided with the grid nodes, and the last node of phase f coincided
with the zero node of phase f ? 1. The allowance was made for the construction of
non-uniform spatial grid. Figure 4 demonstrates the scheme of spatial partition and
concentration distribution of the i-th component in a cell at the k-th time step, the
following designations being used: rf ðj; kÞ is the j-th node coordinate of phase f at
the k-th time step; Rf=fþ1ðkÞ is the position of phase boundary between f and f ? 1

at the k-th time step; and Cf
i ðj; kÞ is the concentration of the i-th component in the

j-th node of phase f at the k-th time step.
In the process of diffusion interaction every phase continuously changes its

thickness, and coordinates of internal nodes of spatial grid change in such way that
their distance from interphase boundaries always comprises a certain percent of the
phase thickness. The internal nodes velocities are a linear combination of veloc-
ities of interfaces between the neighboring phases [35]:

Vf ðrÞ ¼
1

Rf=fþ1 � Rf�1=f
Rf=fþ1 � r
� � dRf�1=f

dt
þ r � Rf�1=f
� � dRf=fþ1

dt

� �
;

ð18Þ

where Vf(r) is the velocity of an internal point of phase f with r coordinate.
Intensity of concentration changes of components in a mobile point may be

presented as follows (according to [36]):

dCf
i

dt
¼ oCf

i

or
Vf ðrÞ þ

oCf
i

ot
ð19Þ
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Fig. 4 Scheme of spatial partition and concentration distribution of the i-th component in a cell
at the k-th time step
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Substitution of expressions (10) and (18) in this equation gives:

oCf
i

ot
¼ oCf

i

or
�

Rf=fþ1 � r
	 


oRf�1=f

ot þ r � Rf�1=f
	 


oRf =fþ1

ot

Rf=fþ1 � Rf�1=f

þ 1
r2

o

or
r2
XN

l¼1

eDil
oCf

l

or

 ! ð20Þ

The following designations are introduced: eDf
ilðj � 1=2; kÞ are partial coeffi-

cients of interdiffusion in phase f corresponding to component concentrations
median between their values in the j-th and the nearest to it nodes of phase f in the
k-th time step; and rf j � 1=2; kð Þ ¼ rf j; kð Þ þ rf j � 1; kð Þ

� �
=2 are coordinates of

segment middles between the j-th and the nearest to it nodes of phase f in the k-th
time step.

With these designations, the difference approximation of Eq. (20) may be
written as follows, using the conservative absolutely stable implicit difference
scheme:

Cf
i ðj; k þ 1Þ � Cf

i ðj; kÞ
tðk þ 1Þ � tðkÞ ¼ Cf

i ðj þ 1; k þ 1Þ � Cf
i ðj � 1; k þ 1Þ

rf ðj þ 1; k þ 1Þ � rf ðj � 1; k þ 1Þ

� 1

Rf=fþ1ðk þ 1Þ � Rf�1=f ðk þ 1Þ

� Rf=fþ1 k þ 1ð Þ � rf ðj; k þ 1Þ
h iRf�1=f ðk þ 1Þ � Rf�1=f ðkÞ

tðk þ 1Þ � tðkÞ

�

þ rf j; k þ 1ð Þ � Rf�1=f k þ 1ð Þ
h iRf=fþ1 k þ 1ð Þ � Rf=fþ1ðkÞ

tðk þ 1Þ � tðkÞ

�

þ 1

r2
f ðj; k þ 1Þ �

2
rf ðj þ 1; k þ 1Þ � rf ðj � 1; k þ 1Þ

� r2
f ðj þ 1=2; k þ 1Þ

XN

l¼1

eDf
ilðj þ 1=2; k þ 1ÞC

f
l ðj þ 1; k þ 1Þ � Cf

l ðj; k þ 1Þ
rf ðj þ 1; k þ 1Þ � rf ðj; k þ 1Þ

"

�r2
f ðj � 1=2; k þ 1Þ

XN

l¼1

eDf
ijðj � 1=2; k þ 1ÞC

f
l ðj; k þ 1Þ � Cf

l ðj � 1; k þ 1Þ
rf ðj; k þ 1Þ � rf ðj � 1; k þ 1Þ

#

ð21Þ

Using boundary conditions (16) and (17), one can write the difference
approximation of differential Eq. (19) for the zero node of phase 1 and the nQ-th
node of phase Q as:
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C1
i ð0; k þ 1Þ � C1

i ð0; kÞ
tðk þ 1Þ � tðkÞ ¼ 6

r2
1ð1; k þ 1Þ

�
XN

l¼1

~D1
il j=2; k þ 1ð Þ � C1

l ð1; k þ 1Þ � C1
j ð0; k þ 1Þ

h i

ð22Þ

CQ
i ðnQ; k þ 1Þ � CQ

i ðnQ; kÞ
tðk þ 1Þ � tðkÞ ¼

r2
QðnQ � 1=2; k þ 1Þ

RLð Þ2 RL � rQðnQ � 1; k þ 1Þ½ �2
�
XN

l¼1

~DQ
il ðnQ

� 1=2; k þ 1Þ
� CQ

l ðnQ � 1; k þ 1Þ � CQ
l ðnQ; k þ 1

� �
ð23Þ

As the boundary concentrations are the concentrations in the zero and the nf-th
nodes of the spatial grid, the difference approximation of balance Eq. (11) can be
written as:
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and the local thermodynamic equilibrium conditions at the f/f ? 1 interface are:

G
f=fþ1
i Cf

1 nf ; k þ 1
	 


; . . .;Cf
N nf ; k þ 1
	 
h i

¼ G
fþ1=f
i Cfþ1

1 0; k þ 1ð Þ; . . .;Cfþ1
N 0; k þ 1ð Þ

h i
:

ð25Þ

The most effective method of solving linear differential equations is the sweep
method. However, in this case this method cannot be used directly, because the
initial boundary problem was nonlinear, and hence the obtained system of finite-
difference Eqs. (21–24) is also nonlinear. Besides, these nonlinear finite-difference
equations must be solved together with transcendent thermodynamic Eq. (25), and
this appreciably complicates the problem considered, because one must solve a
system of transcendent equations of high dimensionality. To overcome this diffi-
culty, an iteration procedure was used in [37], in which the whole system of
equations was divided into several systems, and these systems were solved
sequentially till the required accuracy was achieved. For every interface a system
of thermodynamic and balance equations was solved, and then for every phase a
system of difference diffusion equations was solved as well, and this procedure
was repeated time and again.
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We used an analogous procedure in [38], in simulation of kinetics of titanium
carbide dissolution in austenite. This algorithm has a relatively slow convergence,
and the solution accuracy is poorly controlled. That is why in [39, 40] we realized
another approach, based on combined solution of diffusion equations, mass bal-
ance equations and thermodynamic equations.

Balance Eq. (24) contain interface coordinates, boundary concentrations and
concentrations in the nodes nearest to boundaries as unknown parameters, i.e. they
have the following form:

FBf
i Rf=fþ1 k þ 1ð Þ;Cf

1 nf � 1; k þ 1
	 


; . . .;Cf
N nf � 1; k þ 1
	 


;
h

Cf
1ðnf ; k þ 1Þ; . . .;Cf

Nðnf ; k þ 1Þ;Cfþ1
1 0; k þ 1ð Þ; . . .;Cfþ1

N 0; k þ 1ð Þ;

Cfþ1
1 1; k þ 1ð Þ; . . .;Cfþ1

N 1; k þ 1ð Þ
i
¼ 0

ð26Þ

Thermodynamic equations contain only the values of boundary concentrations
as unknown parameters, and they are as follows:

FTf
i Cf

1 nf ; k þ 1
	 


; . . .;Cf
N nf ; k þ 1
	 


;
h

Cfþ1
i 0; k þ 1ð Þ; . . .;Cfþ1

N 0; k þ 1ð Þ
i
¼ 0:

ð27Þ

If concentrations the in nodes nearest to boundaries could be expressed
explicitly by difference Eqs. (21–23) through the values of boundary concentra-
tions and positions of interphase boundaries, and then substituted into balance Eq.
(26), a system of not very high dimensionality would be obtained, consisting of
balance and thermodynamic equations, the solution of which would give the
values of boundary concentrations and positions of interphase boundaries at a new
time step. Unfortunately, it is impossible to do so. However, in solving the
problem by numerical methods it is quite enough that the relationship between
concentrations in nodes nearest to the boundary, boundary concentrations and
positions of interphase boundaries is implicitly given by (21–23), and we used this
situation in working out the problem solution algorithm.

The step-by-step procedure was used in calculations, and based on the inter-
phase boundary position and concentration distributions for the time t these
parameters were calculated for t ? Dt.

The calculation order was as follows:

1. A point of initial approximations for the values of boundary concentrations in
every phase and position of interphase boundary at a new time step was chosen.

2. Points in the neighborhood of the point of initial approximations were given.
3. For the point of initial approximations and the points in its neighborhood

concentration distributions in all phases were calculated. In every case the
spatial grid was reconstructed taking into account the boundary shift at the
transition to a new time step, and concentration distributions in the phases
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present were found through the solution of the system of difference Eq. (21–23)
by the sweep method. Iteration procedures together with the sweep method
were used in solution of difference equations. The finite-difference equations
were linearized, i.e. diffusion coefficients were substituted in them for con-
centrations taken in the previous iteration, and for the first iteration in the
previous time step.

4. The value of functions FBf
i and FTf

i were calculated in the point of initial
approximations and in the points in its neighborhood, for which the values of
boundary concentrations and positions of interphase boundary were used, as
well as the values of concentrations in the nodes nearest to the boundary,
determined at the third step.

5. The values of the derivatives of functions FBf
i and FTf

i for boundary concen-
trations and interface coordinates in a point corresponding to the initial
approximations were found by the numerical differentiation.

6. Corrections to the initial approximations and specified values of the unknowns
were found by the Newton-Raffson method based on the determined values of

FBf
i and FTf

i functions and their derivatives.

The data obtained in the cycle (2–6) were used as an initial approximation for
the new iteration, i.e. the calculation was repeated from point 2. If the consequent
iteration differed from the previous one by a value smaller than the given con-
vergence accuracy, then the iteration exit was performed.

As mentioned above, in solving difference equations one must use iteration
procedures together with the sweep method, i.e. solve systems of equations many
times, because of concentration dependences of diffusion coefficients, which
considerably increase the computation time. To accelerate the calculation proce-
dure, in our further studies we used a parallel algorithm of matrix sweep, which
was realized on a multi-processor computation complex [41].

2.2 Simulation of Carbides and Nitrides Growth
and Dissolution in Austenite

Solutions of diffusion problems like Stephan’s problem for multi-phase multi-
component systems are concerned with difficulties caused not only by their
complex numerical realization, but with the absence in many cases of the required
data on various parameters. Very often it is for this reason that different simpli-
fications are to be used, and one has to restrict consideration to a relatively small
number of components.

By now, because of the deficiency of data on the diffusion parameters, it is
actually impossible to carry out practical calculations of growth or dissolution of
particles in the systems with more than three components.
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Let’s consider application of the method described in the previous section for
simulation of growth and dissolution of carbides and nitrides of constant compo-
sition, FezM(1-z)Xn, in the austenite of triple Fe-M-X systems (where M is a carbide-
or nitride-forming element, and X is carbon or nitrogen). The scheme of concen-
tration distribution and spatial grid construction in a cell for this case is shown in
Fig. 5. The Fe-M-X systems can be considered as model relative to real steels.
Analysis of the results of calculations of dissolution kinetics of carbides and nitrides
in such systems may be helpful in the proper choice of heat treatment of steels.

Taking into account, that the diffusion mobility of interstitial elements is much
higher than that of substitutional, a simplified method suggested in [22, 42] can be
used for the description of interdiffusion in austenite. In this case the mass transfer
in the system can be described by a system of equations:
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or
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; ð29Þ

where indexes M and X denote, respectively, the carbide- or nitride-forming

element and carbon or nitrogen; bDc
M is the effective coefficient of interdiffusion of

substitutional element in the austenite of the triple system Fe-M-X.
Conditions at a cell boundary are:
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Fig. 5 The scheme of spatial
partition and concentration
distributions of components
in a cell for a case of carbide
or nitride dissolution in steel
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Mass balance conditions at an interphase boundary are expressed by the
equations:
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and
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Taking into account the constant composition of interstitial phase MzFe(1-z)Xn,
the local thermodynamic equilibrium conditions at the interphase boundary take
the form:

zG
c=p
M þ ð1 � zÞGc=p

Fe þ nG
c=p
X ¼ GMzFe1�zXn ; ð34Þ

where GMzFe1�zXn is the Gibbs energy of one MzFe1-zXn formula unit.
For sparingly soluble carbides and nitrides of MXn type the equilibrium con-

ditions can be expressed by solubility products of these compounds in austenite.
Equations (19), describing concentration changes of components in mobile

nodes, taking into account expressions (18) and (28–29), in this case take the form:
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In the difference approximation Eq. (35–36) take the form:
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Based on the boundary conditions (30–31), the difference approximation for a
node located at a cell boundary takes the form:
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The difference approximation of balance Eq. (32–33) can be written as:
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Using the grid variables, Eq. (34), expressing conditions of local thermody-
namic equilibrium at an interphase boundary, takes the form:
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The system of Eqs. (37–43) relates the interphase boundary position to the
concentration distribution at the previous and consequent time s, i.e. it describes
the system evolution with time.

The calculations were done using the algorithm described in the previous
section. In [10, 39, 40, 43] we carried out calculations of dissolution kinetics of
carbides and nitrides in austenite, analyzed factors affecting their dissolution
kinetics, and constructed kinetic nomograms for determination of the degree of
dissolution of some carbides and nitrides in austenite. In these calculations it was
assumed that at the initial moment the maximal possible amount of an excess
phase is present in the steel of corresponding composition.

Dissolution of precipitates in multi-component systems differs from that in
binary systems because in the former the dissolution kinetics is determined by the
diffusion of atoms of several elements. Relationships between the diffusion
mobility of components, the character of their interaction and compositions of the
dissolving phase and matrix determine the values of boundary concentrations and
concentration distributions of components in the matrix. In case of the limited
matrix, diffusion fields of different precipitates may overlap, and due to different
diffusion mobility of components the overlapping for different elements occurs at
different steps of the process.

At carbides and nitrides dissolution simultaneous diffusion of metal elements
and interstitials occurs. Diffusion coefficients of carbide- and nitride-forming
elements are approximately by a factor of 4 lower than those of carbon and
nitrogen. That is why the particle dissolution velocity is determined first of all by
the diffusion mobility of atoms of slowly diffusing carbide- or nitride-forming
element. The velocity of diffusion of interstitial atoms and the character of their
interaction with the atoms of carbide- or nitride-forming element determine the
value of the metal atom boundary concentration, which in its turn determines its
concentration gradient in the matrix at an interface with the particle, the flux from
the particle into the matrix and the velocity of dissolution. Besides, one should
keep in mind that in most cases the carbon concentration increase in solid solution
results in higher diffusion mobility of metal atoms [10].

As demonstrated by the analysis carried out in [40], the diffusion fields over-
lapping may cause considerable slowing of dissolution process. Overlapping of the
diffusion fields of interstitial elements is achieved at the very first stages of the
process, whereas their overlapping for the carbonitride-forming element is much
less probable and is possible only at the late stages of dissolution process. The
effect of overlapping of the interstitial element diffusion fields is the stronger
the greater is its concentration change in the matrix. The effect of overlapping for
the carbonitride-forming element is the more considerable the closer is the steel
composition to the maximal solubility of interstitial phase.
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Kinetics of precipitates dissolution to a great extent depends on their initial size.
It is known [44], that when precipitates dissolve in infinite matrix, the degree of
their dissolution is determined by the value of t=R2

0, i.e. the time required for the
achievement of a certain degree of dissolution is proportional to their square
radius. In case of the limited matrix the proportionality of time needed for the
achievement of certain degree of precipitates dissolution to their square radius is
not obvious, because the change of precipitates initial radius along with their
constant volume fraction results in the change of distances between particles, i.e.
of cell size. That is why calculations of dissolution kinetics of spherical particles of
different radii in steels of one and the same chemical composition were carried out.
The results of calculations for spherical particles of g-carbide Fe3W3C are shown
in Fig. 6, which demonstrates temporal dependences of the volume fraction of
precipitates (F). It is seen, that when precipitates dissolve in the limited matrix, the
time required for an achievement of the given dissolution degree is proportional to
their initial radius, as in case of infinite matrix. This proportionality is valid in a
wide range of particle sizes and is observed even at a relatively high volume
fraction of precipitates.

Based on the results of calculations, kinetic nomograms were constructed,
which make possible to determine the degree of carbides and nitrides dissolution in
steels of various compositions after different times of holding at various temper-
atures. These nomograms represent temporal dependences of volume fractions of
corresponding phases. As mentioned above, it was assumed that in the initial state
the maximal possible amount of the appropriate carbide or nitride phase is formed.
The nomograms were constructed only for one initial radius of precipitates (1 lm),
because the time required for an achievement of an appropriate degree of pre-
cipitates dissolution is proportional to their square radius, and hence these no-
mograms can be used for any initial particle size. Examples of such nomograms
for VC0,88, NbC, TiC, VN and NbN are given in Figs. 7, 8, 9, 10, 11.

Calculations of dissolution kinetics of carbides and nitrides of group IV–V ele-
ments were carried out for typical compositions of constructional steels (0.1 wt. % V,
0.05 wt. % Nb, 0.05 wt. % Ti, 0.05–0.5 wt. % C, and 0.01–0.03 wt. % N).
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Fig. 6 Effect of spherical
particle sizes of g-carbide
Fe3W3C on their dissolution
kinetics in a steel with
0.5 % C and 13 % W at
13,000 C
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Fig. 9 Nomograms for determination of TiC dissolution degree at austenization at various
temperatures of steels with 0.05 wt % Ti and various carbon content: 1–0.05; 2–0.1; 3–0.2; 4–
0.3; 5–0.5 wt % C
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Using the nomograms shown in Figs. 7, 8, 9, 10, 11, one can determine the degree of
dissolution of carbides and nitrides at austenization during the given time, the time
required for an achievement of a given degree of their dissolution and the time of their
complete dissolution, but one must know the average particle size in the initial state.
As an example, let’s determine the degree of niobium carbides dissolution in steel
with 0.05 wt. % Nb and 0.1 wt. % C at 1,100 �C after isothermal annealing for
3,600 s, if the initial average size of the carbides was 200 nm. Let’s use the nomo-
gram in Fig. 8 (curve 2 for 1,100 �C). It was constructed for the initial size of 1 lm,
whereas in the steel under consideration their size is 5 times smaller. It means that the
time required for an achievement of a certain degree of dissolution is 25 times shorter
than that according to the nomogram. Hence, we must determine from the nomogram
the degree of carbides dissolution during 3,600 9 25 = 90,000 s. For this time their
volume fraction decreases from 0.056 l 0 0.033 %, i.e. 41 % of the carbide phase
dissolves.
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Fig. 10 Nomograms for determination of VN dissolution degree at austenizatioun at various
temperatures of steels with 0.1 wt. % V and various nitrogen content: 1–0.01; 2–0.02; 3–
0.03 wt. % N
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Fig. 11 Nomograms for determination of NbN dissolution degree at austenization at various
temperatures of steels with 0.05 wt. % Nb and various nitrogen content: 1–0.01; 2–0.02; 3–
0.03 wt. % N

236 V. V. Popov



The nomograms shown in Figs. 7, 8, 9, 10, 11 enable to make some general
conclusions on the kinetics of carbide and nitride dissolution in steels at auste-
nization. The precipitate dissolution is the slower the higher is thermal stability of
an interstitial phase. It is seen that vanadium carbides and nitrides dissolve con-
siderably faster than that of niobium and titanium. It is because the element
concentrations in a matrix at its interface with a precipitate is the lower the higher
is the thermal stability of the dissolving phase. With increasing content of carbon
and nitrogen in a steel carbides and nitrides dissolution slows down, which results
from decreasing concentration of a carbonitride-forming element at an interface
with a dissolving particle. At relatively low temperatures complete dissolution
may not be achieved. In this case the dissolving phase thermodynamic stability and
carbon and nitrogen content in the steel will determine the maximal achievable
degree of dissolution and the time required for the establishment of equilibrium.

The rising of heating temperature considerably affects the kinetics of precipitate
dissolution. In this case not only equilibrium conditions at interfaces are changed,
but the diffusion coefficients of components in matrix are increased.

Using such nomograms, one can choose the heat treatment regime ensuring the
given degree of dissolution of an exceed phase.

It should be noted that the effect of kinetic factors manifests itself mainly at
relatively low austenization temperatures (lower than *1,000 �C). At higher
temperatures precipitates with not too coarse sizes, as a rule, dissolve very quickly,
and the degree of the second phase dissolution is determined by thermodynamic
factors. However, if in the initial state very coarse particles have formed in a steel,
or if a heat treatment connected with fast and short-time heating is used, then the
degree of precipitates dissolution will depend on kinetic factors at higher tem-
peratures as well.

2.3 Simulation of Diffusion Interaction of Carbonitrides
of Varying Composition with Matrix

As mentioned above, the lack of parameters required for calculations is one the
reasons for making various simplifications and assumptions in simulation of pre-
cipitates evolution. Particularly, almost in all the available models of precipitate
evolution the constant precipitate composition is assumed.

However, in some cases precipitates composition changes in the process of their
evolution. In particular, in steels doped with strong carbonitride-forming elements
of groups IV-V, carbonitrides can be formed, the composition of which can change
at heat treatment due to the diffusion processes in them [10].

Calculations of the diffusion interaction of carbonitride precipitates of variable
composition in steels were made in [45, 46]. The main problem was the absence of
information on diffusion parameters in carbonitrides. That is why in our
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calculations instead of coefficients of tracer diffusion of C and N in carbonitrides
we used coefficients of diffusion of carbon and nitrogen in carbides and nitrides,
respectively.

Calculations of the diffusion interaction of Ti carbonitrides with steels were
made in [45]. The coefficients of tracer diffusion of C and N in carbides and
nitrides were calculated based on the data on their chemical diffusion [47, 48],
according to the formulas by Anderson and Agren, relating coefficients of tracer
and chemical diffusion [49]. It was demonstrated that at high temperatures and
long holding the composition of coarse nitrides formed at crystallization of an
ingot may change in the depth of up to several microns, which is in agreement with
the available experimental data [50].

Calculations of vanadium carbonitrides evolution in steels with allowance made
for the diffusion in particles were carried out in [46]. The coefficient of tracer
diffusion of C in the carbide was taken from [51], and that of N in the nitride was
calculated based on the data of its chemical diffusion from [52], according to the
formulas given in [49].

To evaluate the effect of diffusion in particles on the kinetics of their diffusion
interaction with a matrix, we calculated the dissolution kinetics of cubic vanadium
carbonitrides V(C,N) of various initial compositions in the austenite of steel with
0.1 %C, 0.01 %N and 0.1 %V at 10,000 C. The calculations were done with and
without the consideration of the diffusion processes in precipitates at their diffu-
sion interaction with the matrix. The initial diameter of the precipitates was
assumed to be 100 nm, and their volume fraction corresponded to the value of the
complete vanadium bonding into the carbonitrides.

Figure 12 demonstrates dependences of the volume fraction of vanadium car-
bonitrides for different initial compositions on the annealing duration, calculated
with an assumption of their constant initial composition and taking into account
the probability of its changing in the process of dissolution. It is obvious, that
variations of carbonitrides initial composition have a strong effect on their dis-
solution kinetics, if the possibility of composition modification is not taken into
account.

On the contrary, if the diffusion processes in carbonitrides are taken into
account, the differences in their initial phase composition are quickly enough
smoothed. These results show that the conclusions made based on calculations
without consideration for the diffusion processes in carbonitride phase may be
wrong.

For example, calculations made with the account of diffusion processes in
carbonitrides demonstrate, that independently on the initial composition of car-
bonitrides, the latter cannot be dissolved completely in the steel of this compo-
sition at 1,000 �C, and their amount after the annealing for 0.5–1 h is practically
independent on their initial composition. On the contrary, calculations made
without taking into account the carbonitride composition modification, predict
strong dependence of the residual amount of carbonitride on its initial composi-
tion, and for a certain interval of the initial compositions one may even expect the
complete dissolution of carbonitrides.
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Figure 13 illustrates modification of concentration distribution in carbonitrides
of different initial composition at annealing.

It is seen that distributions of C and N concentrations in carbonitrides intricately
change at the diffusion annealing, because the character of the diffusion interaction
is determined not only by the initial composition of carbonitrides, but also by the
initial matrix composition and by the diffusion parameters of C and N in austenite
and carbonitride. The local equilibrium establishes at carbonitride/austenite
interface at the very beginning of the diffusion interaction. At further annealing
modifications of boundary concentrations of carbon and nitrogen in carbonitride
are not monotone. At first there is some enrichment of the carbonitride

0 1000 2000 3000
0.0000

0.0005

F

0.0000

0.0005

F

st,

0 1000 2000 3000

st,

0 1000 2000 3000
0.0000

0.0000

0.0005

0.0005

0.0010

0.0015

F

F

0.0000

0.0005

0.0010

0.0015

F

st,

0 1000 2000
0.0000

0.0005

F

st,

0 1000 2000

st,

0 1000 2000

st,

VC
0,01

N
0,99 VC

0,20
N

0,80

VC
0,40

N
0,60

VC
0,60

N
0,4

VC
0,80

N
0,20

VC
0,99

N
0,0

Fig. 12 Carbonitride volume fraction at 1,000 �C annealing of steel with 0.1 % C, 0.01 % N
and 0.1 % V and with different initial compositions of carbonitride, calculated in the assumption
of constant carbonitride composition (solid lines) and with consideration of its possible change at
dissolution (dashed lines). The initial carbonitride composition is denoted in the figures
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near-boundary zone compared to the composition established at the initial
moment, and this effect seems to be due to the relationship between the diffusion
rates of C and N in carbonitride and austenite. At further diffusion interaction the
phase composition approaches to the equilibrium, and the carbonitride composi-
tion evens out through the depth and approaches to the one and the same equi-
librium composition, approximately corresponding to VC0.07N0.93.

The examples cited above show that in simulation of evolution of variable
composition precipitates at heat treatment of metal alloys one must if possible take
into account diffusion processes inside particles or at least estimate their effect on
the kinetics of the process, as it appears to be quite significant.
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3 Simulation of Particle Coarsening

When a two-phase alloy almost reaches the equilibrium phase composition
through the processes of dissolution or growth, the stage of particle coarsening
comes. By that moment the potentialities of decreasing of free energy volume
constituent are practically exhausted, and the moving force for further evolution is
the system’s tendency to decrease its surface energy. It is realized through dis-
solution of fine particles and growth of coarse ones at practically unchanged
volume fraction of the second phase. As a result, the area of interfaces reduces, and
the free energy of the system diminishes, this process being referred to as Ostwald
ripening, or particle coarsening. In this case there exists some critical radius Rc, at
which the precipitate is in equilibrium with solid solution, and at R [ Rc it grows,
whereas at R \ Rc it dissolves.

By now there have been published a lot of studies dealing with experimental
investigations of particle coarsening, their theoretical treatment and numerical
simulation of this process. The present study is not aimed at reviewing the
available theories of Ostwald ripening and methods of its numerical simulation.
We are going to touch mainly upon the problems which are of interest for the
construction of a generalized model of precipitate evolution, which is considered
in the next section, as well as of carbide and nitride precipitates coarsening.

The first theory of particle coarsening controlled by volume diffusion was
developed by Lifshitz and Slezov [53], who considered a diluted binary alloy with
infinitesimal volume fraction of second phase spherical particles distributed in a
matrix. The problem definition is as follows. Mass transfer in a system is described
by a stationary equation of diffusion for a spherical symmetry:

o

or
r2 oCm

or

� �
¼ 0; ð44Þ

with the following boundary conditions

Cm r ¼ Rð Þ ¼ Cm=p Rð Þ ð45Þ

and

Cm r ¼ 1ð Þ ¼ C
m
: ð46Þ

Here Cm/p(R) is a dissolved component concentration in a matrix at an interface
with a particle of radius R, and �Cm is an average concentration of the dissolved
component in the matrix.

The use of the approximation of infinitesimal volume fraction excludes the
possibility of overlapping diffusion fields of different precipitates, which makes
easier to find concentration distributions in the areas surrounding particles.

It is assumed that the local equilibrium is established at all interfaces, and
boundary concentrations are determined by the linearized form of Gibbs–Thomson
equation:
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Cm=p Rð Þ ¼ eCm þ lm

R
; ð47Þ

where eCm is the equilibrium concentration of the dissolved component in the
matrix, and lm is the matrix phase capillary length, which, according to [54], is
equal to

lm ¼ 2tp
mreCm 1� eCmð Þ
RgT Cp � eCmð Þ ; ð48Þ

where tp
m is the precipitate molar volume, r is the specific surface energy, and Rg is

the universal gas constant.
Velocities of interphase boundaries movement are determined by the mass

balance Eq. (2).
Two more equations must be added to these ones. It is the equation of dis-

continuity in size space, describing evolution of the PSD function, f(R,t):

of

ot
þ o

oR
f

dR

dt

� �
¼ 0; ð49Þ

and the mass conservation condition:

apCp þ 1� ap

	 

C

m ¼ Cal; ð50Þ

where ap is the mole fraction of precipitating phase, and Cal is the dissolved
component concentration in an alloy.

The distribution function is normalized by the number of particles per unit
volume, NV, that is

NV ¼
Z1

0

fdR: ð51Þ

The mole fraction of precipitates is related to its volume fraction by an
equation:

ap ¼
F=tp

m

F=tp
m þ ð1� FÞ=tm

m

; ð52Þ

where tm
m is the molar volume of the matrix phase.

In its turn, the volume fraction of precipitates may be calculated from the
distribution function

F ¼ 4p
3

Z1

0

f ðR; tÞR3dR ð53Þ

These equations determine the evolution of precipitate ensemble at the stage of
coarsening. Lifshitz and Slezov [53] solved this problem in the asymptotic limit.
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Particularly, they demonstrated that in the limit t ? ? the critical radius temporal
dependence is characterized by the power law:1

R3
c � R3

c0 ¼ Kt; ð54Þ

where Rc0 is the critical radius which the system has at an initial moment of the
stage, when the process can be described by asymptotic equations, and K is a
constant equal to [54]:

K ¼ 4Dlm

9ðCp � eCmÞ : ð55Þ

Besides, they demonstrated that there exists a universal distribution function,
which does not depend on time and describes PSD in an asymptotic limit. This
function is of the following form:

PðuÞ ¼
34e
25=3 � u2 exp �1= 1�ð2=3Þu½ �f g

ðuþ3Þ7=3 ð3=2Þ�u½ �11=3 ; u\3=2

0 u [ 3=2

(
ð56Þ

where u = R/Rc is the relative radius of precipitates; P(u) is the probability density
function (P(u)du is the probability that a particle has a radius in the range between
R and R ? dR).

Later on the solutions of the problem of coarsening at the asymptotic stage
controlled by other mechanisms of mass transfer were obtained in [55–57]. The
solutions for various mechanisms of mass transfer are reviewed in [58, 59], and
some specifications of these solutions are given in [60]. All these solutions were
also obtained for infinitesimal volume fraction of the second phase. Solutions for
coarsening in multicomponent systems were obtained in [61–65].

In a number of studies the coarsening of carbide and nitride precipitates in
steels was investigated [66–69]. Particularly, it was shown that carbide and nitride
coarsening in the temperature range of austenite, as a rule, is controlled by volume
diffusion, whereas at lower temperatures, in ferrite, the process may be controlled
by other mechanisms of mass transfer.

Specific features of theoretical description of carbide and nitride coarsening are
associated with the necessity to consider multicomponent diffusion, including the
simultaneous diffusion of interstitial and substitutional elements. The coarsening
of stoichiometric (Fe,M)aCb carbides in austenite is considered in [69], where the
following expression was obtained to describe their radius variation:

R
3 � R

3 ¼ 8ðaþ bÞrtp
mDc

M
eCc

M

9aRgTðCp
M � eCc

MÞ
2 t ð57Þ

It was shown in [69], that at the stage of coarsening this equation satisfactorily
describes the carbide precipitate evolution in austenite.

1 In Lifshitz-Slezov’s theory at an asymptotic stage the critical radius is equal to the average one.
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The limitation of the infinitesimal volume fraction of precipitating phase used
in the Lifshitz-Slezov’s theory was one of its main drawbacks, because the
available experimental results show that the volume fraction of precipitates affect
the rate of the average particle size increasing and the form of the distribution
function. Quite a few theories were suggested to overcome this drawback. One of
the ways to solve the problem for a non-zero volume fraction of precipitates is
using the mean field or effective environment approximations. In this case the rate
of particle growth for every particle size range is formulated through interaction
between a particle and its average surrounding. The main feature of such theories
is the statistic field cell connected with every particle. Every cell is a spherical
domain concentrically enveloping a particle, and contains a particle and matrix
volume connected with it with a local averaged diffusion field. In this case the
diffusion interaction in field cells connected with particles is considered. Mass
exchange between particles is realized through cell walls, the concentration on the
boundaries of which is equal to the average concentration in the matrix, i.e. the
boundary condition (46) is substituted for

Cm r ¼ RL
	 


¼ C
m
: ð58Þ

This model is shown schematically in Fig. 14.
Some coarsening models based on the mean field approximation are reviewed

in [70, 71].
The mean field approximation requires some assumptions relating the average

extension of transport field connected with a particle (that is, its sphere of influ-
ence) with the particle size and the volume fraction of precipitating phase.

Various modes of construction of field cells were suggested in [70, 72, 73],
from purely geometrical to those based on more complicated criteria. Thus, for
example, in [73] the cell sizes were calculated from the self-similarity criterion.
The growth constant in Eq. (55) and the form of distribution function depend on
the choice of field cells.

Free substance exchange 
between cells

C
m

Fig. 14 Geometrical sketch
of coarsening models
constructed based on the
mean field approximation
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Along with the above cited publications [70–73], there are several more studies
in which the theories were worked out, taking into account the influence of the
second phase finite volume fraction, particularly, [74–77].

The numerical simulation of precipitates behavior at coarsening has grown in
popularity recently [78–82]. In case of numerical simulation one can analyze the
precipitate behavior not only at the asymptotic stage, but also at the non-stationary
stage, when the equilibrium phase composition has been almost reached and the
PSD is far from the asymptotic one yet. Besides, in numerical simulation the
systems with high volume fraction of precipitates may be analyzed, when because
of the particles proximity to each other the diffusion fields near their surfaces get
considerably non-uniform and the particle shape deviate from the spherical one.

Elastic stresses arising from the particle growth may have a profound effect on
coarsening. There are many examples of such effect, which are reviewed in [71].
For instance, in systems in which the stresses originate from the misfit of particle–
matrix crystal lattices, an almost random spatial distribution of particles, resulting
from nucleation and growth, may evolve into highly correlated spatial distribution,
in which particles are arranged into rows along elastically soft crystallographic
directions in the matrix, or into almost periodical ensembles. Besides, the elastic
stresses strongly affect the morphology of some particles. At coarsening the initially
spherical particles can change their shape and divide into smaller particles.
Recently great attention has been paid to the numerical simulation of precipitates
coarsening, taking into account the arising elastic stresses, as it is very difficult to
describe this process analytically because of great complexity of the accompanying
phenomena, and considerable success was achieved in this direction [83–85].

4 Simulation of Different Stages of Precipitate Evolution

It is not possible to solve by analytical methods a multi-particle diffusion problem
in such general form, that the solution would describe precipitate evolution at all
stages of the process, even for binary systems.

The methods of numerical simulation of precipitates evolution until recently
were also worked out mainly for this or that concrete stage of the process. The
methods of simulation of growth and dissolution considered in Sect. 2, do not
provide taking into account the polydispersity of precipitates ensemble, and,
consequently, they cannot be generalized for the stage of coarsening and for
transition stages from growth or dissolution to coarsening, when the polydispersity
of the ensemble and the form of PSD determine the system behavior. The available
methods of simulation of precipitates evolution at the coarsening stage also have a
number of limitations [78–82]. Firstly, they deal, as a rule, with binary systems,
and secondly they suggest that the volume fraction of precipitates is close to
equilibrium, which makes it impossible to use them for the stages of growth or
dissolution.
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In our recent studies [86–92] a method was worked out for simulation of
precipitates evolution in binary and multi-component systems at different stages in
the framework of one and the same model, taking into account the precipitates
ensemble polydispersity. This section is to describe this method and analyze its
capabilities. At first we consider simulation of precipitates ensemble in two-phase
binary alloys, then possibilities of its generalization to the case of multiphase
systems are analyzed, and, finally, the evolution of precipitates ensemble is con-
sidered taking into account the formation of new nuclei.

The method is based on the mean field model, and several assumptions were
used for its development. It is assumed that the particles have spherical shape and
constant composition, equilibrium concentrations of components are established at
interfaces and the process is controlled by volume diffusion.

4.1 Binary Systems

The main problem to be solved in simulation of precipitates evolution in alloys is
to find velocities of interfaces. An interface velocity for a particle of radius R can
be determined from the mass balance equation, which for a binary system has the
form (2).

To find an interface velocity one must know the solute concentration gradient in
the matrix at an interface with the particle, i.e., it is required to know the solute
concentration distribution in the particle surrounding. Thus, one must solve the
diffusion Eq. (1) at the appropriate initial and boundary conditions.

Various models of the processes of growth, dissolution and coarsening differ,
first of all, by the mode of assignment of boundary conditions used to find solute
concentration distribution in a particle surrounding.

We used the mean field approximation, i.e., we considered diffusion interaction
of particles with the matrix in field cells. In this case one must know boundary
conditions for an interphase boundary and cell boundary.

In case of a binary system, when the process is controlled by diffusion, it is not
difficult to give the condition for precipitate/matrix interface, as it is an assignment
of boundary concentration which is determined by the local equilibrium conditions
at an interface.

It is more difficult to determine conditions at cell boundaries. As was demon-
strated before, in simulation of dissolution and growth processes it is assumed that
the dissolved component concentration gradient at a cell boundary is equal to zero,
whereas in the description of coarsening it is supposed that the concentration at a
cell boundary is equal to the average concentration in the matrix.

To consider diffusion growth, dissolution and coarsening of precipitates in the
framework of one model, one must find such boundary conditions which would be
suitable for simulation of all three processes, and it was done in [86]. It was
assumed that at cell boundaries of all size intervals one and the same solute
component concentration, CL, is established, but its value is not known a priori.
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The initial data for simulation of precipitate ensemble evolution were the
precipitate volume fraction and PSD in the initial state. The PSD was given by a
histogram, i.e., a fraction of particles nj, falling in the j-th interval of particle radii
from Rj - DR/2 to Rj ? DR/2, is associated with this size interval. Here Rj is the
average radius of particles of the j-th size, and DR is the width of this interval (for
all size intervals this value was taken the same). The scheme of PSD is shown in
Fig. 15.

We used three modes of construction of field cells, illustrated by Fig. 16, which
are in many respects analogous to the models worked out for the description of
coarsening in systems with finite volume fraction of precipitates.

Model I (Fig. 16a). The cell radius is proportional to the particle radius and
calculated by the formula:

RL
j ¼ Rj � F�1=3; ð59Þ

were RL
j is the influence sphere radius corresponding to the j-th size interval. This

model is completely analogous to that suggested in [70].
Model II (Fig. 16b). Cell radii are the same independently on the particle sizes.

This model was suggested in [93], but we used another way of calculating cell
sizes. The cell radius was calculated by the formula:

RL ¼
XNp

j¼1

n jR3
j =F

 !1=3

; ð60Þ

where Np is the number of size intervals.
Model III (Fig. 16c). The cell radius is combined from the particle radius and a

half of mean distance between particle surfaces L:

RL
j ¼ Rj þ

�L

2
ð61Þ

For this model there are various ways of estimation of the mean distance
between particle surfaces. We estimated it using the following expression, linking
the mean distance between particles, PSD and precipitates volume fraction:

Fig. 15 Particle size
distribution scheme
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F ¼

PNp

j¼1
n jR3

j

PNp

j¼1
n j Rj þ L

2

	 
3
ð62Þ

To find component concentration distributions in cells, the stationary diffusion
Eq. (44) was used. The feasibility of stationary approximation for coarsening is
beyond question. The possibility to use it for growth and dissolution is less
obvious. As mentioned above, the solution obtained using the stationary field

approximation is the more exact, the less is the value of the k ¼ Cm=p�0Cm

Cp�Cm=p parameter.
That is why for small enough k (\* 0.1) the use of the stationary approximation
is quite correct not only for coarsening, but for other stages as well.

Using the stationary approximation, the following expressions are obtained for
concentration distributions of the solute component in cells:

jCm rð Þ ¼
jCm=p � CL

1=R� 1=RL
j

� � 1
r
þ

CLRL
j � jCm=pR

RL
j � R

; ð63Þ

where jCm rð Þ is the solute component concentration in a cell of the j-th size
interval; jCm=p is the solute component concentration at interfaces with particles of
the j-th size interval; and CL is the solute component concentration at a cell
boundary (for the cells of all size intervals it is taken the same).

Concentration at a particle/matrix interface was given by the Gibbs–Thomson
equation, according to which for every size interval:

jCm=p ¼ eCm exp
2rtp

m

RgT

1� eCm

Cp � eCm

1
Rj

� �
: ð64Þ

The calculated concentrations of components in matrix must satisfy the mass
conservation condition (50).

R R L

R
L

R
R

R
L

L

(a) (b) (c)

Fig. 16 Geometrical models of field cells: a–model I, b–model II, c–model III
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The solute component average concentration in the matrix is connected with
concentration distributions in cells and the mole fraction of precipitates with its
volume fraction by the following relationships:

C
m ¼

3
PNp

j¼1
n j
RRL

i

Ri

jCr2dr

PNp

j¼1
n j ðRL

j Þ
3 � ðRjÞ3

h i ; ð65Þ

and

ap ¼
F=Vp

m

F=Vp
m þ ð1� FÞ=Vm

m

: ð66Þ

In the case considered the mass conservation condition must be added explic-
itly, as in the diffusion equation the time derivative is neglected. The mass con-
servation condition takes into account that if the average concentration of the
solute component in the matrix depends on time, then the volume fraction of
precipitates is time dependent as well.

Substitution of (63) in Eq. (2) gives expressions for interface velocities:

Vj ¼
dRj

dt
¼ D

Cptm
a =t

p
a � jCm=pÞ

	 
 CL � jCm=pÞ
	 


RL
j � Rj

� � RL
j

Rj
ð67Þ

A step-by-step procedure was used in calculations, and based on the volume
fraction and PSD at time t these parameters were calculated for the moment
t ? Dt. The calculation procedure was as follows.

1. Based on values of volume fraction F, the average concentration of the solute
component in the matrix, C

m
, was calculated using expressions (50) and (66).

2. Cell sizes were calculated using expressions (59, 60) or (61).
3. Concentration at cell boundaries, CL, was calculated as follows. After the

substitution into (65) of expressions of concentration distributions in cells (63)
and expressions of the solute component boundary concentrations (64), one
obtains an equation with one unknown, CL, which is calculated numerically and
gives concentrations at cell boundaries.

4. The interface velocities were calculated by Eq. (67).
5. The particle radii R’j and their volume fraction F’ at a new time step were

found from:

R0j ¼ Rj þ VjDt ð68Þ

and
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F0 ¼

PN
j¼1

n jR03j

PN
j¼1

n jRL3

j

: ð69Þ

6. The PSD at a new time step was calculated, a special procedure being used for
that.2 Let’s illustrate this procedure by an example of determining the fraction
of particles in the j-th size interval at a new time step. The boundaries of the j-th
interval are denoted as Rj-1/j and Rj/j+1 (Rj-1/j = Rj - DR/2, Rj/j+1 = Rj ? DR/
2). For the time Dt the particle radii change, and the new radii, corresponding to
the boundaries of the division intervals R’j-1/j and R’j/j+1 can be calculated from
the formulas similar to (64, 68) and (69). After that in the initial size interval
from Rj-1/j to Rj/j+1 there may be no particles, which were in that interval at the
previous time step, or only a part of them may remain. At the same time at the
new time step in this size interval may fall the particles which belonged to other
size intervals at the previous time step. Let, for example, in the size interval
from Rj-1/j to Rj/j+1 at a new time step the particles, which belonged to the j-th
and (j ? 1)-th intervals fall partly, as it is shown in Fig. 17.

Fig. 17 The scheme of
calculation of PSD at a new
time step

2 To find the PSD at a new time step it would be natural to use the continuity equation in the size
space (49). However it appeared inconvenient in numerical calculations, when the distribution
function is given not analytically, but by a histogram. Particularly, a fraction of particles in some
size intervals, calculated by the continuity equation in difference form, may appear to be
negative.
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Then the fraction of particles of the j-th interval at a new time step can be
calculated by the formula:

n0j ¼
R0j=jþ1 � Rj�1=j

R0j=jþ1 � R0j�1=j

n j þ
Rj=jþ1 � R0j=jþ1

R0jþ1=jþ2 � R0j=jþ1

njþ1: ð70Þ

Taking into account that a part of particles dissolve at a new time step (there
radii get smaller than that corresponding to the lower boundary of the first size
interval), the values obtained from the formulas like (71) must be normalized.

The as-determined values of volume fraction and PSD served as the initial ones
for calculations at a new time step. This procedure was repeated till the required
time was achieved.

This technique of calculation was tested in [86–88], and the comparison of
calculation results with the available experimental data demonstrated their good
agreement. It was also shown that calculations made with various geometrical
models of field cells give closely similar results in case of a relatively low volume
fraction of precipitates (not more than several percents). That is why only Model I
was used in simulation of carbide and nitride precipitates evolution.

4.2 Multicomponent Alloys

The method described in the previous section was generalized to the case of
multicomponent low-alloyed alloys in [89–91], the same assumptions as for binary
alloys being used. The problem for multicomponent alloys is more complicated, as
component concentrations at interfaces in this case are unknown. In case of low-
alloyed alloys the matrix may be considered as a dilute solution, which allows not
taking into account concentration dependences of diffusion coefficients and
interaction of components in the solution, i.e., impurity diffusion may be con-
sidered instead of interdiffusion. In this case the concentration distributions of
components in cells are expressed analytically with the relationships similar to
(64):

jCm
i ðrÞ ¼

jCm=p
i � CL

i

1=Rj � 1=RL
j

� � 1
r
þ

CL
i � RL

j � j Cm=p
i � Rj

RL
j � Rj

; ð71Þ

where jCm
i rð Þ is the concentration of the i-th component in the matrix in a cell of

the j-th size interval; jCm=p
i is the concentration of the i-th component in the matrix

at an interface with particles of the j-th size interval; and CL
i is the concentration of

the i-th component at cell boundaries.
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The mass balance conditions at interphase boundaries are:

Cp
i Vm

m=Vp
m � jCm=p

i

h i dRj

ds
¼ Di

d jCm
i

dr

����
r¼Rj

; ð72Þ

where Di is the impurity diffusion coefficient of the i-th component in the matrix.
After substitution of expressions (71) for component concentration distributions

in cells into Eq. (72), the latter take the form:

Cp
i Va

m=Vp
m � jCm=p

i

h i dRj

ds
¼ Di

LCi � jCm=p
i

RL
j � Rj

�
RL

j

Rj
ð73Þ

For the case of precipitates of constant composition AaBb…, the equilibrium
condition at a particle/matrix interface with the correction for the interface cur-
vature is:

a jG
m=p
A þ b jG

m=p
B þ � � � � 2rVp

m

Rj
¼ 0GAaBb...; ð74Þ

where jCm=p
i is the chemical potential of the i-th component in the matrix at an

interface with a particle from the j-th size interval.
In case of sparingly soluble compounds the local thermodynamic equilibrium

condition at an interface can be determined as:

LAaBb...ðRjÞ ¼ LAaBb... exp
2rVp

m

RgT

1
Rj

� �
; ð75Þ

where LAaBb...ðRjÞ and LAaBb... are the solubility product for the particles of the j-th
size interval and the equilibrium value of the solubility product, respectively.

The mass conservation condition in this case is

apCp
i þ 1� ap

	 

C

m
i ¼ Cal

i : ð76Þ

The mole fraction is connected with the volume fraction of precipitating phase
by relationship (66).

The step-by-step procedure was used in calculations, as it was done for binary
alloys, and based on the volume fraction and PSD for time t these parameters were
determined for t ? Dt. The calculation procedure was to a great extent similar to
that for calculations of precipitates evolution in binary alloys. The calculation
order was as follows.

1. Calculation of average concentrations of components in the matrix based on the
value of the precipitating phase volume fraction Eqs. (66, 76).

2. Calculation of field cells sizes [expressions (59, 60 or 61)].
3. Calculation of interface velocities for particles from different size intervals.

The calculation of interface velocities in case of multicomponent alloys is much
more difficult than in case of binary systems. Particularly, it is so because for
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multicomponent systems the component concentrations at interphase boundaries
are not known a priori.

Calculations of concentration distribution in cells and interface velocities were
performed based on the requirement that the values of average concentrations of
components in the matrix must satisfy the mass conservation condition. This
means that the average component concentrations in the matrix calculated from the
volume fraction of precipitating phase must be equal to average concentrations,
calculated based on the component concentration distribution in field cells. Thus,
for the (N ? 1)-component system the component concentration distributions in
field cell must satisfy the system of N equations:

Ui ¼ C
m
i �

3
PNp

j¼1
n j
RRL

j

Rj

jCm
i r2dr

PNp

j¼1
n j ðRL

j Þ
3 � ðRjÞ3

h i ¼ 0 ð77Þ

In these equations the first member in the right part corresponds to the average
concentration calculated from the volume fraction, and the second one to the
average concentration determined from concentration distributions in cells.

From expressions (71) for component concentration distributions in cells one
can see that they are determined by concentrations at interphase boundaries and
cell boundaries. In their turn, the component concentrations at interphase bound-
aries and the velocities of the latter for every size interval can be calculated from
concentrations at cell boundaries by the combined solution of mass balance Eq.
(73) and thermodynamic Eqs. (74) or (75). Thus, having specified the concen-
trations at cell boundaries, one can calculate interface velocities, determine
component concentration distributions in cells and calculate the values of Ui

function. This was the algorithm of solution of system (77), which resulted in
determination of interface velocities.

The calculation order was as follows:

a. Initial approximations of concentrations at cell boundaries were given.
b. Interface velocities and boundary concentrations were calculated from com-

bined solution of mass balance Eq. (73) and thermodynamic Eqs. (74) or (75).
c. The values of functions Ui were calculated in a point corresponding to the initial

approximations and in its vicinity.
d. The derivatives of Ui functions with respect to CL

i were found by numerical
differentiation in the point corresponding to the initial approximations.

e. The corrected values of concentrations at field cell boundaries were calculated
by the Newton-Raffson method based of the determined values of the functions
and their derivatives.

f. The values of CL
i obtained from the cycle (b–e) were used as the initial approx-

imations for a new iteration, i.e., the calculation was repeated from point (b).
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The iteration cycle was over if the following iteration differed from the previous
one by the value less than the given convergence accuracy. The values of interface
velocities and concentrations at interfaces and field cell boundaries were found by
this iteration procedure.

4. Calculation of particles radii and their volume fraction at a new time step by
formulas (5.68–5.69).

5. Calculation of PSD at a new time step by the procedure described above for
binary systems based on the analysis of the number of particles leaving the
initial size interval and falling in it from other intervals due to the growth or
dissolution [see Fig. 17 and expression (70)].

The as-determined values of volume fraction and PSD served as the initial ones
for calculations at a new time step.

In [90–92] the calculation results for evolution of AlN and MnS precipitates in
austenite and ferrite are compared to the available experimental data at different
stages of evolution, and their good agreement is demonstrated.

Let’s illustrate this by an example of the comparison of calculation results with
the experimental studies on AlN evolution in austenite at the stage of dissolution
and the following coarsening carried out in [94].

The steel under study contained 0.038 wt. % C, 0.30 wt. % Mn, 0.040 wt.
% Al and 0.007 wt. % N. Different initial PSDs of AlN were obtained by pre-
liminary heat treatments. The first initial distribution was obtained by 650 �C
annealing, and the second one by 700 �C for 24 h. The PSDs resulting from these
treatments are shown in Fig. 18. It is obvious that they differ considerably, as the
annealing at 650 �C ensures more dispersed precipitates than that at 700 �C. In
both cases practically complete bonding of N in nitrides was achieved. The as-
obtained PSDs and the volume fraction corresponding to complete bonding of N in
nitrides (0.00048) served as the initial data for simulation.

Figure 19 demonstrates calculated temporal dependences of volume fractions
of precipitates for two temperatures, 1,000 and 1,100 �C. It is seen that at short
times of heat treatment the volume fraction drastically reduces, which results from
dissolution of the exceeding phase. The intensive dissolution occurs during a very
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Fig. 18 Initial PSDs of AlN [94]: a–annealing at 650 �C, 24 h; b–annealing at 700 �C, 24 h
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short period of time, several tenths of seconds. This time appears to be enough for
an achievement of phase composition close to equilibrium. At further holding the
volume fraction stabilizes and does not change with growing annealing time. The
stage of dissolution is finished and coarsening starts, the volume fraction
remaining almost unchanged.

Figure 20 demonstrates comparison of calculated and experimental depen-
dences of precipitates average radius on the annealing time. These dependences
are shown for different initial PSDs and for two annealing temperatures, 1,000 and
1,100 �C. It is seen that in all the cases calculations describe the evolution of
precipitates average size quite well.

The difference between simulation results and experimental data, as a rule, does
not exceed experimental error. As seen from these dependences, at first the average
radius of precipitates somewhat decreases. It may be explained by the precipitates
dissolution, all the particles dissolving at the beginning. It is interesting to note that
the average particle sizes due to the dissolution change only slightly. It means that
though the sizes of all particles are decreasing, fine particles dissolve faster, and
their fraction reduces. As a result, the average size of precipitates does not change
considerably even in case of relatively high extent of the second phase dissolution.
The stage of dissolution proper, at which the second phase volume fraction is
reduced, is quickly finished, and the coarsening starts, at which coarser particles
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Fig. 19 Calculated
dependences of AlN volume
fraction on the annealing time
for 1,000 and 1,100 �C.
Initial state–annealing at
700 �C, 24 h
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Fig. 20 Comparison of calculated and experimental [94] dependences of AlN precipitates
average radius on the annealing time for 1,000 (a, b) and 1,100 �C (c): a–initial state is after
650 �C, 24 h annealing
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grow fast and the finer ones dissolve. At this stage the average particle size is
increasing, whereas their volume fraction almost does not change.

Figures 21 and 22 demonstrate comparison of calculated and experimental
PSDs of AlN after the different time annealing at 1,000 �C for two initial states. It
is seen that these distributions are in quite a good agreement, which allows con-
cluding that the numerical method suggested in the present work describes ade-
quately the PSD evolution at annealing. Some difference in calculated and
experimental distributions is obviously due to experimental errors, particularly, the
errors in the initial distributions which serve as the initial data for simulation.

These examples show that the calculated dependences of precipitates average
radius and PSDs are in very good agreement with the experiment. In [89–91]
calculated and experimental dependences of average particles radius, their volume
fraction and PSDs for different stages of precipitates evolution in austenite and
ferrite of low-alloyed steels are compared, and quite a good agreement is found as
well.

In the general case of medium- and high-alloyed alloys the calculation is more
complicated, as one must consider interdiffusion, but not the impurity diffusion,
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Fig. 21 Comparison of calculated (lines) and experimental (histograms) [94] AlN PSDs after the
annealing at 1,000 �C for 1 (a) and 2 h (b). Initial state–annealing at 650 �C, 24 h (u = R/R)
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Fig. 22 Comparison of calculated (lines) and experimental (histograms) [94] AlN PSDs after
annealing at 1,000 �C for 0.5 (a), 1 (b) and 2 h (c). Initial state–annealing at 700 �C, 24 h
(u = R/R)
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and take into account components interaction in solid solution and concentration
dependences of interdiffusion coefficients. This case is considered in [92].

In the case considered the system of stationary diffusion equations describing
diffusion in a cell of the j-th size interval for the (N ? 1)-component alloy takes
the form:

o

or
r2
XN

l¼1

eDil
o jCl

or

 !
¼ 0: ð78Þ

The following equations describing component concentration distributions in
cells are obtained from these equations:

XN

j¼1

eDij
olCj

or
¼ Kl

i

r2
; ð79Þ

where Ki
l is a constant for every element and every size interval.

Component concentrations at interphase boundaries must satisfy the local
equilibrium and mass balance conditions. For precipitates of constant composition,
AaBb…, equilibrium conditions at particle/matrix interfaces are expressed by Eq.
(74). Concentrations at cell boundaries must be equal.

The mass balance condition is:

Cp
i t

m
a =t

p
a � lCm=p

i

h i dRl

ds
¼
XN

j¼1

eDij

olCm
j

or

�����
r¼Rl

; ð80Þ

or, taking into account (79), it is:

Cp
i t

m
a =t

p
a � lCm=p

i

h i dRl

ds
¼ Kl

i

Rlð Þ2
: ð81Þ

The calculation procedure is in general analogous to that described above for
low-alloyed alloys, but in this case the calculations are much more complicated, as
the component concentrations in cells cannot be given analytically, and numerical
methods must be used to find them. We used the finite difference method. For field
cells of all size intervals spatial nets were constructed, the first node of which
(node 0) coincided with an interphase boundary, and the last one (node n) with a
cell boundary. Concentrations in cells were given as net functions determined in
discrete nodes of the net, jCiðkÞ, where j is the number of the size interval, and k is
the number of the spatial net node. Thus, the i-th element concentration at an
interface with a particle of the j-th size interval is denoted as jCið0Þ, and its
concentration at a cell boundary as jCiðnÞ.

The spatial net construction in a field cell of the j-th size interval is shown in
Fig. 23. The k-th node coordinates in the j-th size interval cell are denoted as jr(k).
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The calculation order is as follows.

1. Calculation of average component concentrations in the matrix by Eqs. (66) and
(76) based on the precipitate volume fraction.

2. Calculation of field cell sizes. Dependently on the geometrical model used, the
field cell radii were calculated by expressions (59, 60 or 61).

3. Construction of spatial nets in field cells of different size intervals, making
allowance for non-uniform spatial nets refined maximally near interpose
boundaries.

4. Calculation of concentration distributions and interface velocities for particles
from different size intervals.

5. Calculation of particles radii and their volume fraction at a new time step from
formulas (68–69).

6. Calculation of PSD at a new time step using the above-described for binary
systems procedure, based on the analysis of the number of particles leaving the
initial size interval and falling in it from other intervals due to growth or
dissolution.

The as-determined values of volume fraction and PSD served as the initial ones
for calculations at a new time step.

The most difficult part of calculations is the calculation of concentration dis-
tributions in cells and interface velocities. It is carried out based on the require-
ment that average component concentrations in the matrix, calculated from the
precipitate volume fraction, are equal to the average concentrations, calculated
from concentration distributions of components in field cells, i.e., component
concentrations in cells must satisfy the system of N equations of the form:

Ui ¼ C
m
i � 3

XNp

j¼1

n j
Xn�1

k¼0

jCiðk þ 1Þð jrðk þ 1ÞÞ2 þ jCiðkÞð jrðkÞÞ2
h i

2
jrðk þ 1Þ � jrðkÞ
� �

8<
:

9=
;=

XN

l¼1

nl ðRL
l Þ

3 � ðRlÞ3
h i( )

¼ 0

ð82Þ
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Fig. 23 The sketch of spatial
net construction in the j-th
size interval cell and
concentration distribution of
the i-th element in it
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The first member in the right part of Eq. (82) corresponds to the average
component concentration in the matrix calculated from the precipitate volume
fraction, and the second one corresponds to the average concentration calculated
from component concentrations in spatial net nodes for field cells of all size
intervals.

The calculation was as follows:

1. Initial approximations for component concentrations at cell boundaries were
given.

2. Based on the component concentrations at cell boundaries for each size interval
component concentration distributions and interface velocities were calculated.

3. The values of function Ui were calculated in the points corresponding to the
initial approximations and their vicinity.

4. The values of function Ui derivatives with respect to CL
i in the point corre-

sponding to the initial approximations were found by numerical differentiation.
5. Based on the as-found functions and their derivatives the refined values of

concentrations at field cell boundaries were calculated by Newton–Raphson
method.

6. The values of CL
i obtained from the cycle (points 2–5) were used as the initial

approximations for a new iteration, i.e., the calculation was repeated from point 2.

The iteration cycle was over if the following iteration differed from the previous
one by a value less than the given convergence accuracy. The interface velocities
and concentrations at interphase and field cell boundaries were found from this
iteration procedure.

Component concentrations in cells and interface velocities are calculated based
on the requirement that component concentration at particle/matrix interfaces and
interface velocities satisfy the local equilibrium and mass balance conditions.
These equations in case of net variables take the form:

FT j ¼ aG
a=p
A

jC1ð0Þ; . . .; jCNð0Þ
� �

þ bG
a=p
B

jC1ð0Þ; . . .; jCNð0Þ
� �

þ . . .� 2rtp
m

Rj
� 0GAaBb... ¼ 0 ð83Þ

FB j
i ¼ Cp

i �tm
a =�t

p
a � jCið0Þ

� �
� Vj �

K j
i

Rj
ð84Þ

To calculate concentration distributions in cells Eq. (80) was used, the differ-
ence approximation of which is:

XN

l¼1

eDil

jClðk þ 1Þ � jClðkÞ
jrðk þ 1Þ � jrðkÞ ¼

4K j
i

jrðk þ 1Þ þ jrðkÞ½ �2
ð85Þ

For field cells of each size interval concentration distributions and interface
velocities were calculated separately. The calculation order was as follows:

a. Initial approximations for constants K j
i and interface velocity Vj were given.
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b. Component concentration distributions in a field cell were calculated by Eq.
(85).

c. The values of functions FT j and FB j
i were calculated in the points corre-

sponding to the initial approximations and their vicinity.

d. The values of FT j and FB j
i derivatives with respect to K j

i and Vj in a point
corresponding to the initial approximations were found by numerical
differentiation.

e. Based on the as-determined values of the functions and their derivatives the

refined values of constants K j
i and interface velocities Vj were calculated by the

Newton-Raffson method.

The values of K j
i obtained from the cycle (b–e) were used as initial approxi-

mations for a new iteration, and the calculation was repeated from point b.
The algorithm generalized on the case, when the matrix was not a dilute

solution and one must take into account components interaction in solid solution
and concentration dependences of interdiffusion coefficients, was tested in [92].
The calculation results were compared to the experimental data on the behavior of
VC precipitates in austenite of steel with 1.1 wt. % V and 0.86 wt. % C from [69].
The heat treatment was as follows. Specimens were quenched in water from
1,300 �C and then heated to 700 �C and held for 5 h to obtain dispersed spherical
precipitates, and, finally, they were annealed at 900–1,100 �C for 10–200 h. At
such preliminary treatment the alloy before annealing consists of austenite matrix
with very fine precipitates of vanadium carbide. The precipitates volume fraction
is considerably less than equilibrium, i.e., the solid solution is highly
supersaturated.

Comparison of the calculation results with the experimental data demonstrates
that for the 1,100 �C annealing they are in quite a satisfactory agreement both for
the average particle sizes and PSDs. However, for lower annealing temperatures
calculation results markedly differ from the experimental data. In [92] it is sug-
gested that this difference is mainly because the possibility of new nucleation
centers was not taken into account in calculations. At 1,100 �C the supersaturation
of solid solution is not very high, and the formation of new nuclei is hardly
probable, but at lower annealing temperatures it is quite possible. That is why in
calculations the formation of new nucleation centers must be taken into account.

4.3 Simulation of Precipitates Evolution with Consideration
for Nucleation

As shown in the previous section, simulation of precipitates evolution without
considering nucleation in some cases results in considerable discrepancy in cal-
culations and experiment.
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The calculation algorithm taking nucleation into account was suggested in [99].
According to this publication, we consider simulation of precipitates evolution
with consideration for nucleation by an example of vanadium carbides.

The nucleation rate was calculated based on the classical theory of nucleation.
We used an approach developed by Liu and Jonas [95, 96], who showed that if the
nuclei are formed on dislocations, then the nucleation rate and the Gibbs energy of
a critical sized nucleus may be calculated from the formulas:

J ¼ q Deff C=a3 exp �DGcrit

kBT

� �
; ð86Þ

and

DGcrit ¼
16pf3r3

n

3 DGchem þ DGeð Þ : ð87Þ

Here q is the dislocation density, a is the lattice parameter of a matrix, kB is the
Boltzmann constant, Deff and C are the effective diffusivity and concentration of
the element controlling the rate of nucleation, rn is the specific surface energy of a
nucleus/matrix interface, 1 is a correction factor for the surface energy of an
interface connected with the presence of dislocations and having a value between 0
and 1, and DGchem and DGe are the changes of the chemical free energy and the
free energy of stresses at the formation of one formula unit of a new phase.

In simulation of nucleation the main problem is usually connected with the
difficulty to evaluate the energy of stresses and the nucleus/matrix interface spe-
cific surface energy. Liu and Jonas [95, 96] suggested the way to avoid these
difficulties in a case when precipitates have the same crystal structure and orien-
tation as the matrix, but another lattice period. The consideration was accom-
plished by an example of nucleation of titanium carbides and carbonitrides in
austenite. It was shown that the nucleus/matrix surface for the TiC critical sized
nucleus is of dislocation and semi-coherent nature. In that case both rn and DGe

associated with the semi-coherent interface can be described in terms of a critical
coherency loss parameter C*. This parameter is defined as a fraction of the lattice
mismatch relaxed by the presence of the interface dislocations, and it can be
determined directly from DGchem.

Let us consider a general case of carbide or nitride nucleation in austenite for
cubic carbides or nitrides MXn of IV–V groups. All these carbides and nitrides
have similar crystal lattices with close parameters. That’s why it seems valid to
extend the approach developed by Liu and Jonas [95, 96] to this case of vanadium
carbides.

The Gibbs energy change at the formation of one formula unit of MXn from
austenite was calculated from:

DGch ¼
1

tMXn

GMXn � GM � nGX

� �
; ð88Þ
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where GMXn and tMXn are the Gibbs energy and volume of one MXn formula unit,
respectively.

In calculation of DGe and rn it was assumed that d (the lattice mismatch) is
compensated by two components, elastic, de, and plastic, dp, both of them being
associated with interface dislocations, and thus

d ¼ de þ dp: ð89Þ

Here

d ¼ aMX � ac

ac
; ð90Þ

where aMXn and ac are the MXn and austenite lattice periods.
A coherence loss parameter is defined as

C� ¼ dP=d: ð91Þ

From (89) and (91) we get

de ¼ 1� C�ð Þd: ð92Þ

DGe is calculated from the formula by Eshelby [97]:

DGe ¼
2
3
lc D�ð Þ2 a

aþ ð1� aÞKc=KMXn

; ð93Þ

where

D� ¼ d3
e þ 3d2

e þ 3de; ð94Þ

Kc ¼ lc 2þ 3= 1� mc
	 
� �

; ð95Þ

KMXn ¼ lMXn
2þ 3= 1� mMXnð Þ½ � ð96Þ

a ¼ 1þ mc
	 


=3 1� mc
	 


: ð97Þ

Here lc and lMXn
are the shear modules, and mc and mMXn are Poisson coeffi-

cients of the austenite and the vanadium carbide, respectively.
Similar to Liu and Jonas [95, 96], the free energy of a semi-coherent nucleus/

matrix interface was considered as consisting of two parts and expressed as:

rn ¼ rnc 1� 2C�dð Þ þ rns; ð98Þ

where rnc corresponds to the energy of a completely coherent interface, and rns is
connected with boundary dislocation energy.

According to Liu and Jonas [95, 96], these constituents of the free energy of a
nucleus/matrix interface may be expressed as follows:
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rnc ¼ NsZs XM � MXn XM

	 
2
DH

h i
= NAZð Þ ð99Þ

and

rns ¼ l�a�=2p2
	 


1þW� 1þW2
	 
1=2

h i
; ð100Þ

where

W ¼ 2pa�= k 1� m�ð Þ½ � ð101Þ

and

k ¼ a�=dp ¼ a�=C�d: ð102Þ

Here NS is the number of atoms per an interface surface unit, Zs is the number of
bonds through an interface per atom, NA is the Avogadro number, Z is a coordinate
number, DH is the enthalpy of the vanadium carbide dissolution in the infinitely
diluted austenite, a* is the interfacial lattice parameter defined as
a� ¼ 2acaMXn= ac þ aMXn

	 

, l* is the interfacial shear modulus, and m* is the

interfacial Poisson’s ratio.
Following Van der Merve [98], the values of l* and m* can be evaluated from

the precipitate and matrix shear modules and Poisson’s ratios:

1=l� ¼ 1
�
lc þ 1

�
lMXn

ð103Þ

and

1=m� ¼ 1
�
mc þ 1=mMXn : ð104Þ

It is obvious from the above derivations that both DGe and rn are the functions
of C*. To determine C* we used the expression by Liu and Jonas [95, 96]:

rn=r0ð Þ1:5¼ 1þ DGe=DGch; ð105Þ

where r0 is the energy of a non-coherent precipitate/matrix interface.
Substitution of (88–104) expressions into (105) gives an equation with one

unknown, which can be numerically calculated to determine C* and then calculate
DGe and rn.

The calculation procedure is in many respects similar to that described above
and used in [89, 91, 92]. However, in the case considered the nucleation is taken
into account along with the processes of precipitate growth and dissolution.

The calculation procedure is as follows:

1. Calculation of average component concentrations in the matrix based on the
precipitate volume fraction.

2. Calculation of the field cell sizes.
3. Construction of spatial nets in field cells of all size intervals.
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4. Calculation of concentration distributions in cells and interface velocities for
particles of different size intervals.

5. Calculation of the nucleation rate.
6. Calculation of the PSDs and volume fraction at a new time step without regard

for nucleation processes.
7. Calculation of the volume fraction and the PSD with consideration for the

formation of new nuclei.
8. The as-determined values of the volume fraction and the PSDs were used as the

initial ones for calculations at a new time step, and so on. This procedure is
repeated until the necessary time is reached.

Points I–IV are completely similar to the above described steps of calculation of
precipitates evolution without considering nucleation.

The nucleation rate (J) and the critical nucleus radius (Rcrit) were calculated at
every time step as follows. These parameters were calculated based on the mean
component concentrations in a matrix, i.e. without considering the non-uniformity
of the component concentration distribution, in particular, its decrease near the
growing particles. Based on the values of the average component concentrations in
matrix, the change of the chemical free energy at the formation of one formula unit
of a new phase was calculated from equation (88). A critical coherency loss
parameter C* was then calculated from Eq. (105) in view of equations (88–104).
From the value of this parameter the DGe and rn were calculated using Eqs. (93)
and (98). After that the free energy of the critical nucleus formation and the
nucleation rate were calculated from Eqs. (90) and (89), respectively.

Calculations of the PSD and the particle volume fraction at a new time step
without regard for the precipitate nucleation were performed as described in the
above section.

The volume fraction and PSD calculations corrected for the formation of new
nuclei were performed as follows. The number of nuclei forming in a unit volume
during the Dt time was calculated from the nucleation rate:

Nn ¼ J � Dt ð106Þ

The increase of the precipitates volume fraction due to the formation of new
nuclei was calculated from the formula:

DF ¼ 4p
3

R3
crit � Nn ð107Þ

The PSD change due to the formation of new nuclei was calculated based on the
following considerations. The nucleation results in the growth of the fraction of
particles in the size interval where the critical sized particles fall, and this growth
is calculated from:

Dncrit: ¼
Nn

Np
; ð108Þ
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where Dncrit. is the change of particle fraction in a size interval where the critical
sized particles fall; and Np is the total amount of particles in a volume unit before
the formation of new nuclei, the latter being calculated from:

Np ¼
3F

4pR
3 ; ð109Þ

where R is the average precipitate radius.
After the introduction of this correction the PSD was normalized. Using the

algorithm developed we carried out calculations of the vanadium carbide precip-
itates evolution in an austenite matrix [99, 100]. Based on the results of the
experimental investigations by Jack and Jack [101] and the thermodynamic
analysis by Popov et. al. [102], the mean composition of the carbides in a steel was
assumed to correspond to VC0,88.

In [99] the calculation results were compared to the experimental data by Wey
et. al. [69], who investigated vanadium carbide evolution in the austenite of steel
with 1.1 wt. % of vanadium and 0.86 wt. % of C. The heat treatment was as
follows. The samples were water quenched from 1,300 �C, then heated up to
700 �C and held for 5 h at this temperature for the formation of the dispersed
precipitates, and finally annealed at 900–1,100 �C from 10 to 200 h. Wey et. al.
[69] investigated the changes of mean precipitate size and PSD in the process of
the final heat treatment. As regards the state of these precipitates after the 5 h
annealing at 700 �C considered as the initial one for the subsequent treatment, it
was not studied. That is why it was necessary to set the particles size distribution
and their volume fraction in the initial state, required for further calculations, using
some assumptions.

Based on the analysis of a number of publications including those by Dunlop
and Honeycombe [103] and Ballinger and Honeycombe [104], we assumed the
average carbide particle radius to be about 30 nm. The PSD was assumed to be
normal with the standard deviation of about 0.3. By all means such a choice of
these parameters implies a considerable error in their values, but in the case under
consideration it doesn’t remarkably affect the calculation results.

The volume fraction value in the initial state was chosen reasoning from the
following considerations. There are two different sections in the experimental
dependences of the precipitate cubed average radius on the annealing times pre-
sented by Wey et al. [69]. In the first section the rate of precipitate growth is
relatively high and the R3 dependence on the annealing time is non-linear. The
diffusion growth of precipitates is assumed to proceed at this stage through the
vanadium and carbon transition from the solid solution into the particles. In the

second section the R
3

dependence is nearly linear suggesting the coarsening to
occur. In the stage of coarsening the precipitate volume fraction is near to its
equilibrium value. At 1,100 �C the solid solution supersaturation is relatively low,
and thus the formation of new nuclei is unlikely. It is therefore possible to
determine the carbide volume fraction in the initial state analysing the temporal
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dependence of the precipitate cubed average radius at this temperature. If there is
no nucleation of precipitates, then the ratio of the cubed average radiuses of
precipitates in the initial state and in the moment of growth stage completion (the
beginning of the coarsening stage) is equal to the ratio of their volume fraction in
the initial state to the equilibrium volume fraction. If the equilibrium volume
fraction is known (and it was assessed based on the thermodynamic calculation),
then it is possible to estimate the precipitate volume fraction in the initial state.
This assessment gives the value of 0.000046.

The comparison of calculation results to the experimental data was performed
for 900, 1,000 and 1,100 �C annealing for up to 200 h. The experimental data were
compared to the calculation results obtained both with consideration for nucleation
and without it.

Figure 24 demonstrates calculated and experimental dependences of the pre-
cipitate average radii on the annealing time at 900, 1,000 and 1,100 �C, and
Figs. 25, 26, 27 show calculated and experimental PSDs after the annealing at
these temperatures for 10, 50, 100 and 200 h. The Lifshitz–Slezov’s asymptotic
distribution is shown for the comparison by a dotted line.
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Fig. 24 VC0.88 average radius dependence on the annealing time at 900 (a), 1,000 (b) and
1,100 �C (c): dashed lines—calculation without regard for nucleation, solid lines—calculation
with regard for nucleation, spheres—experimental data by Wey et. al. [69]
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Fig. 25 Calculated and experimental VC0.88 PSDs after 900 �C annealing for 10 (a), 50 (b), 100
(c) and 200 h (d): histograms—experimental data by Wey et al. [69], dashed lines—calculation
without regard for nucleation, solid lines—calculation with consideration for nucleation, dotted
line—asymptotic Lifshitz-Slezov’s PSD

0 1 2
0

1

2

3

4

u

g(u)

0 1 2
0

1

2

3

4

u

g(u)

0 1 2
0

1

2

3

4

u

g(u)

0 1 2
0

1

2

3

4

u

g(u)

(a) (b)

(c) (d)

Fig. 26 Calculated and experimental VC0.88 PSD after 1,000 �C annealing for 10 (a), 50 (b),
100 (c) and 200 h (d): histograms—experimental data by Wey et al. [69], dashed lines—
calculation without regard for nucleation, solid lines—calculation with consideration for
nucleation, dotted line—asymptotic Lifshitz-Slezov’s PSD
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It can be seen that according to the calculation results without considering
nucleation there are three stages on the temporal dependence of the average par-
ticle radii. At first the fast growth of particles occurs due to vanadium and carbon
transfer from a supersaturated solid solution into precipitates, resulting in a quick
increase of their average radius. Quite a narrow PSD is forming at this stage. Then
the stage of particle size stabilization comes, their average radii practically not
changing. This stage results from the formation of a very narrow PSD in the
process of precipitate growth. As the element concentrations at interfaces with
different particles are practically the same, the coarsening is not possible in that
case. That is why the average radius practically does not change, and only the PSD
changes. With the growth of the PSD width the coarsening stage begins. The
duration of every stage depends on the annealing temperature. At 900 �C the
narrow PSD forming in the process of particle growth is very stable, and the
coarsening stage does not occur even after the 200 h annealing. At 1,000 �C the
PSD broadens markedly, and the coarsening stage begins after the 100 h anneal-
ing. And, finally, at 1,100 �C the narrow PSD, forming at the initial stage,
broadens already after the 10 h holding, and the coarsening stage is observed.

The comparison of calculations without considering nucleation with the
experimental data demonstrates their good agreement only at 1,100 �C. At lower
temperatures the calculation and experimental results considerably differ. The
main difference is that the calculation predicts a very fast growth of the particle
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Fig. 27 Calculated and experimental VC0.88 PSD after 1,100 �C annealing for 10 (a), 50 (b),
100 (c) and 200 h (d): histograms—experimental data by Wey et al. [69], dashed lines—
calculation without regard for nucleation, solid lines—calculation with consideration for
nucleation, dotted line—asymptotic Lifshitz-Slezov’s PSD
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average radius and the formation of a very narrow PSD resulting in the particle
size stabilization, which does not agree with the experiment. Firstly, at the initial
stage the particle radius growth is not as fast and the PSD is not as narrow, as it is
predicted by calculations. Secondly, the stage of the particle size stabilization is
not observed on the experimental dependences of the particle average radius.

If calculations are performed with consideration for nucleation, they are much
closer to the experiment. In that case the particle average radius dependences on
the annealing time are not so steep, there is no stabilization stage in them, and the
calculated PSDs are wider and closer to the experimental ones. Such an effect of
nucleation may be explained as follows. At the first stage, when the particles
present in the initial state are growing, the nucleation results in a slower increase
of the particle average radius because of high dispersity of the new forming
particles. For the same reason a relatively broad particle size distribution is
forming at the initial stage of the process, when the growth of the particles present
is accompanied by nucleation of the new ones. Thus, in calculations taking
nucleation into account the particle growth together with the formation of new
nuclei is right away followed by coarsening, missing the stabilization stage, which
was found in calculations without regard for nucleation.

The greatest difference between calculations with and without considering
nucleation is typical of the 900 �C annealing, as at this temperature the solid
solution in the initial stage is highly supersaturated, and the intensive nucleation
occurs. At 1,100 �C it is only slightly supersaturated, and nucleation is not well
developed. As a result, in this case the calculation results with and without con-
sidering nucleation are quite close to each other, and while there are slight dif-
ferences after 10 h annealing, at longer holding the average radiuses and PSDs are
practically the same. The longer is the holding and the higher is the annealing
temperature, the closer is the calculated distribution to the Lifshitz-Slezov’s
asymptotic curve.

The analysis of the results obtained demonstrates satisfactory agreement of
calculations considering nucleation with the experimental data. The discrepancies
observed result from several reasons. Firstly, it is the absence of any experimental
data on the volume fraction and the particle size distribution at the initial stage,
which made it necessary to choose these parameters quite arbitrarily. Secondly,
there is no information on dislocation density and its changes at annealing.
Thirdly, there exist some errors in the values of parameters used in calculations.
We suppose that these factors are mainly the reasons of the discrepancies
observed, but not the imperfectness of the model suggested.
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4.4 Effect of the Initial Particle Size Distribution
on Precipitate Evolution

Using the algorithm developed, the influence of the initial PSD on further pre-
cipitate evolution has been analyzed, the analysis having shown the strong
dependence of particles ensemble evolution on the initial PSD [10, 100]. To
illustrate that we present here the calculation results of simulation of vanadium
carbides growth and dissolution in austenite for three initial PSDs [100]:

1. A very narrow PSD (the width of 0.5 nm) given by a normal distribution with
the center at 10 nm.

2. A relatively wide PSD (the width of 5 nm) given by a normal distribution with
the center at 10 nm.

Fig. 28 Three types of the initial PSDs
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Fig. 29 Variation of VC0.88 average radius (R), volume fraction (F) and PSD width (W) at
900 �C annealing of steel with 1 % C and 0.1 % V: R0 = 10 nm, F0 = 0.0017. Figures near
curves denote the type of the initial PSD
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3. A bimodal PSD, given by a sum of two normal distributions the width of 5 nm
with the centers at 9 and 70 nm. The volume fraction of particles corresponding
to them was 0.99 and 0.01 respectively.

The average particle size for all the three types of PSDs was the same, 10 nm.
Figure 28 demonstrates the normalized histograms of the initial PSDs, the upper
ones for every PSD showing the number of particles (n), and the lower ones—the
volume fraction of particles (F) corresponding to every size interval. The latter
histograms show how the precipitates volume is distributed between the particles
of different sizes.

Figure 29 demonstrates dependences of VC average size, their volume fraction
and PSD width on the annealing time at 900 �C for steel with 0.1 wt. % V and
1.0 wt. % C. The volume fraction of the precipitating phase was 0.0017 in the
initial state, which corresponded to the maximal possible amount of VC in the steel
of composition considered and was substantially more than the equilibrium value.
At heating of this steel up to 900 �C precipitates at first partly dissolve, and then
the coarsening stage starts. At the dissolution stage the free energy of a system
decreases mainly at the expense of its volume constituent through the reduction of
the precipitate volume fraction. When phase composition approaches its equilib-
rium value, the coarsening stage starts.

At the dissolution stage the precipitates volume fraction reduces which is
accompanied with particle size changes. In that case the initial PSD has a strong
effect on precipitates average size and volume fraction temporal dependences.

In case of a narrow initial PSD (type 1) the dissolution is the most rapid process
and it is accompanied with the decrease of the precipitate average size. The
precipitates dissolution results in the reduction of their volume fraction up to the
value lower than the equilibrium one. This is due to the fact that in that case
particles become highly dispersed, and that is why their solubility increases.

Precipitate dissolution is accompanied by a noticeable grow of the PSD width,
which may be explained as follows. Fine particles dissolve faster than the coarse
ones, and, consequently, the narrow initial PSD substantially broadens.

In case of wide initial PSD (type 2) dissolution proceeds slower because in that
case the main precipitate volume is concentrated in coarser particles, which dis-
solve slower. In spite of dissolution, the average particles size at first does not
change and at later stages even grows, because at dissolution not only particle sizes
reduce, but the most dispersed particles completely disappear. The PSD width at
precipitate dissolution in this case changes only slightly.

The dissolution is the slowest in case of the bimodal PSD (type 3). The most
complicated dependences of the average size, volume fraction and PSD width on
the annealing time are characteristic of this case. For understanding of these
dependences one should remember that coarse particles dissolve much slower than
small ones. At first small particles dissolve, while the coarse particles only slightly
reduce in sizes. The complete dissolution of fine particles results in the several
times growth of the average size. At further annealing the precipitate average size
slightly reduces due to their dissolution. After the complete dissolution of fine
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particles the process slows down, and a fold appears on the volume fracture
temporal dependences. The PSD width at the step of fine particles dissolution at
first increases due to the broadening of the initial distribution, and then drastically
reduces at their full dissolution, and the distribution is no more bimodal. At further
dissolution of coarse particles the PSD width grows again.

After dissolution the coarsening stage comes, at which the particles volume
fracture is close to the equilibrium and only slightly changes with time, the cube of
the average size linearly depends on time and the distribution width tends to an
asymptotic value. At the coarsening stage the curves corresponding to different
initial distributions flow together.

To illustrate the initial PSD influence on the particles growth kinetics the
precipitate evolution in steel with 0.5 % V and 1.0 % C at 1,000 �C has been
simulated. The volume fracture of VC particles in the original state was taken
0.001, which is several times lower than the equilibrium value (0.00463). Fig-
ure 30 demonstrates the calculation results for three initial distributions. It can be
seen that there are several sections corresponding to different stages of precipitate
ensemble evolution in the curves presented. The first stage corresponds to the
diffusion growth of precipitates, then some intermediate stage is observed and,
finally, the coarsening stage starts. The solid solution supersaturation in the initial
state is not great in this case, and that is why the new nucleation centers formation
is not well developed

At the stage of growth the precipitates volume fraction rapidly increases
practically achieving the equilibrium value. The phase transformation is the ra-
pidest in case of narrow PSD (type 1), and the slowest at bimodal PSD (type 3). It
is explained by the fact that the greater is the interface area, the faster is the phase
transformation. This area is the greatest at PSD 1, when all particles are small, and
the smallest at PSD 3, when more than a half of precipitates volume fraction is
concentrated in coarse particles.

At PSD 2 and 3 they, just on the contrary, get substantially narrower. Thus, the
precipitate diffusion growth, if it is not accompanied by noticeable nucleation,
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promotes the formation of quite narrow PSD, which is due to the fact that fine
precipitates grow faster than the coarse ones.

As the solute precipitates from the solid solution, and the precipitate volume
fraction approaches to its equilibrium state, the possibilities for further decrease of
the system’s volume free energy are exhausted, the diffusion growth ceases and the
following stage of the process starts. In the examples considered the stage of
particle sizes stabilization set up after the end of the diffusion growth. By the
beginning of this stage a narrow PSD has been formed as a result of the previous
diffusion growth, and the precipitate volume fraction attains the value close to the
equilibrium one and practically does not change at further annealing.

When the distribution width attains a certain value (W * 0.21–0.22) the pre-
cipitate ensemble average size is capable to grow by dissolution of fine and growth
of coarse particles, i.e. transition to the coarsening stage occurs.

In cases 1 and 2 the PSD is close to the universal Lifshitz-Slezov’s distribution
[13], and at further evolution the cube of the average particles size linearly changes
with time, and PSD asymptotically approaches to the Lifshitz-Slezov’s one.

In case of the initial PSD 3 the evolution at the coarsening stage substantially
differs, as the particles are concentrated in two appreciably differing size intervals.
At coarsening particles from large size interval grow at the expense of the small
ones, and the average size grows with time faster than in cases 1 and 2. At the
beginning of this stage the fraction of large size particles is small, and the main
part of precipitates is concentrated in the interval of small sizes. As coarsening
proceeds the number of particles in the small size interval decreases. This results at
first in PSD broadening, but then, at full dissolution of fine particles, in its drastic
narrowing. In that case the second interval of particles size stabilization is
observed, at which the narrow PSD broadens and classical coarsening starts.

At certain isothermal annealing duration the average precipitate size depen-
dences on time for the three initial distributions flow together.

5 Simulation of Precipitate Evolution
in Multiphase Systems

Simulation of evolution in multiphase systems is much poorer developed than for
two-phase systems. One of the examples is publication [8], in which such simu-
lation was made using an approach developed in [5, 6] and the MatCalc program
[7]. The weakness of these publications is that the diffusion interaction of elements
in matrix is not taken into account, as well as the final volume fraction of pre-
cipitates (i.e. the diffusion fields of different precipitates don’t overlap). It is an
essential drawback, as these two factors in some cases may considerably affect the
precipitate evolution kinetics.

An approach described in the previous section is more universal compared to
those realized in other studies, for instance, in [5–8] and in DICTRA program
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[105]. Recently the possibility of simulation of precipitate evolution in multiphase
systems was realized in the framework of this approach [106]. The model used in
this case is in many respects analogous to that used for two-phase systems. As in
the latter, it is assumed that all precipitates have spherical shape, the local ther-
modynamic equilibrium is established at interphase boundaries and mass transfer
is realized by volume diffusion in matrix. The initial conditions of the problem are
alloy composition and precipitating phase compositions, as well as the volume
fractions (Ff) and particle size distributions at the initial moment for every phase
f. The particle size distribution for every phase f is given by its own histogram, i.e.,
for the particles of every type, the j-th interval of their radii from f Rj � Df Rj=2 to
f Rj þ Df Rj=2 is associated with the particle fraction f nj of this phase falling in this
interval. Here f Rj is the average radius of particles of the j-th size interval, and
Df Rj is the width of the size interval for the particles of this phase.

As mentioned above, this method is based on the mean field approach. In this
case the velocity of particle growth for every size interval of every phase is
formulated through interaction of this particle and its mean surroundings, i.e., the
interaction between particle and matrix in field cells is considered, and it is
assumed that component concentrations at all cell boundaries are the same:

fjCm
i r ¼ f RL

j

� �
¼ CL

i ; ð110Þ

where fjCm
i is concentration of the i-th component in the matrix cell connected with

the particle of phase f in the j-th size interval, mCL
i is concentration of the i-th

component in matrix at cell boundaries, r is a spatial coordinate, and f RL
j is the

field cell radius connected with a particle of phase f in the j-the size interval.
To find field cell sizes, the same models were used as in case of binary systems.

We used the model suggested in [70]. In case of a multiphase system, Eq. (59)
takes the form:

f RL
j ¼ f Rj �

X
f

Ff

 !�1=3

: ð111Þ

As in the previous cases, the step-by-step procedure was used in calculations,
and based on precipitate volume fraction and PSD for time t these parameters were
calculated for (t ? Dt). The system of diffusion equations describing diffusion in a
cell connected with a particle of phase f from the j-th size interval for a (N ? 1)-
component system is:

ofjCm
i
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¼ 1

r2

o
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r2 �
XN

l¼1

eDil
ofjCm

l

or

 !
; ð112Þ

where eDil are partial interdiffusion coefficients in matrix.
The stationary field approach was used to find concentration distributions of

elements in field cells. In this case Eq. (112) take the form:
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l
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¼ Kfj

i

r2
; ð113Þ

where Kfj
i is a constant for the i-th element in a cell of the j-th size interval for

precipitates of phase f.
As mentioned above, component concentrations at interphase boundaries must

satisfy the local equilibrium and mass balance conditions.
The mass balance conditions at an interphase boundary for precipitates of phase

f from the j-th size interval are:

Cf
i tm

a =t
f
a � jCm=f

i

h i dRj
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�
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or, taking into account (113):
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2 ¼ 0; ð115Þ

where jCm=f
i is the concentration of the i-th element in matrix at an interface with

particles of phase f from the j-th size interval.
As in the above considered cases, the system of equations, satisfying the

component concentration distributions in field cells and interface velocities, should
be supplemented by the mass conservation condition. In this case the latter is (for
every element i):

Ui ¼
X

f

af Cf
i þ ð1�

X
f

af ÞC
m
i � Cal

i ¼ 0: ð116Þ

The general calculation procedure used in this algorithm is in many respects
analogous to those described above. As in the previous cases, the step-by-step
procedure was used in calculations. The finite difference method was used for
calculation of component concentrations in cells. At every step spatial nets were
constructed for field cells of all phases and all size intervals. Concentration dis-
tributions in cells and interface velocities were calculated with the requirement
that the average component concentrations in matrix satisfy the mass conservation
condition. The local equilibrium and mass balance conditions at interfaces for all
phases and all size intervals must be fulfilled, and component concentrations at cell
boundaries of all size intervals must be the same.

When the interface velocities have been found, the volume fractions and PSDs
for all phases at a new time step are calculated.

In [106] this algorithm was used for calculation of precipitate evolution in steels
with Ti and Nb, in which two carbonitride phases are formed, one of them based
on Ti nitride and another one based on Nb carbide. The calculation was performed
for steel with 0.1 wt. % C, 0.01 wt. % N, 0.05 wt. % Nb and 0.03 wt. % Ti. As an
example, we consider a case when the initial state was an equilibrium phase
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composition at 1,400 �C, which is close to the alloy state directly after crystalli-
zation. At this temperature the volume fraction of TiN is 0.044 %. As an initial
volume fraction of NbC for further simulation the value of 0.0001 % was taken.
The average radius of TiN particles was assumed to be 2.5 lm, and that of NbC
10 nm. PSDs for both phases were given by normal distributions with relative
width of 0.2. Precipitate evolution in this alloy was calculated for 1,100 �C, and
the results are shown in Fig. 31.

It is seen that at annealing the state of the ensemble of practically insoluble in
solid steel titanium nitrides almost does not change, whereas the average radius
and volume fraction of niobium carbides are considerably increased.

6 Conclusions

In recent years considerable progress has been achieved in simulation of precip-
itate reactions in metal alloys and of precipitate behavior at heat treatment due to
the following reasons. Firstly, accumulation of experimental information has made
it possible to develop physically justified models of such processes. Secondly, the
development of highly-productive machine-computing technique has made it
possible to carry out calculations based on complicated physical models, ade-
quately describing the real processes. Thirdly, reliable data on thermodynamic,
diffusion and other parameters required for such calculations in real metal alloys
have appeared.

In this chapter the possibilities of simulation of precipitate evolution at heat
treatment are demonstrated by an example of Fe-based alloys. The main attention
is paid to an approach developed in the author’s works and based on the mean field
approximation. It is demonstrated that in this case it is possible to simulate various
stages of precipitate evolution in multicomponent multiphase systems in the
framework of the unified approach.
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However it should be noted that there is a number of reasons which retard
carrying out practical kinetic calculations for concrete alloys. First of all, one
should mention the lack of the required data, such as diffusion parameters required
for the description of diffusion processes in multicomponent systems. There is
even poorer information on the energy of precipitate/matrix interfaces and the
values of elastic constants for temperatures at which heat treatments of steels are
usually carried out. The models of heterogeneous nucleation of precipitates in
multicomponent alloys are also quite poorly developed. All these factors make it
necessary to use various simplifications and assumptions in calculations.

The use of simplifications and assumptions is the main reason of discrepancies
between calculations and experimental data. To overcome this difficulty, more
perfect models of precipitate evolution should be developed, and such work is in
progress now. However, for practical kinetic calculations much experimental work
is also required to overcome the deficiency of various parameters necessary for
calculations.
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