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TÜBİTAK BİLGEM and Middle East Technical University, Turkey

Tai-hoon Kim
Konkuk University, Chung-ju, Chungbuk, Korea

Igor Kotenko
St. Petersburg Institute for Informatics and Automation
of the Russian Academy of Sciences, Russia

Krishna M. Sivalingam
Indian Institute of Technology Madras, India

Dominik Ślęzak
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Preface

The Indian Institute of Information Technology Allahabad (IIIT-A) was
privileged to organize the Second International Conference on Intelligent Inter-
active Technologies and Multimedia (IITM 2013) on its campus during March
9–11, 2013. This conference is a forum for presenting and discussing the lat-
est research and development in the areas of intelligent interactive technologies,
human–computer interaction, and multimedia. The objective is to explore pos-
sibilities and future directions in the field. Equally encouraging is the fact that
the conference received the full support of Springer, Germany, with the proceed-
ings of the conference being made available in Springer’s CCIS digital library at
www.springerlink.com.

With the increase in global awareness of the importance of interactive tech-
nologies, there has been a corresponding rise in the contributions made by
techniques providing innovative solutions for various complex problems. It is
expected that the next generation of interactive technologies will empower peo-
ple who are physically challenged or economically and educationally disadvan-
taged. There should also be a driving force to “bridge the rural and urban di-
vide,” which is more prominent in developing countries. This conference aims to
provide a major point of confluence of researchers, engineers, and practitioners
working in its various conference tracks, coming from national and international
academic institutes, government research and development laboratories, and the
respective industries.

This conference had great support from the research community and received
more than 90 papers. The Program Committee had a very challenging task of
selecting high-quality submissions. The technical committee initially screened
each paper to find its suitability to the conference themes and topics. In ad-
dition, an internal plagiarism check was carried out using the IIITA-developed
plagiarism detection tool to select papers suitable for the review process. To
evaluate each submission, a double-blind evaluation method was followed using
the EasyChair Conference Management system. To this end, each paper was re-
viewed by two or more experts from the Program Committee as well as by some
members of Technical Advisory Committee. Only high-quality submissions were
accepted and the overall acceptance rate was about 30%. Finally, a total of 27
contributory papers were selected for presentation and publication, out of which
15 are full papers and 12 are short papers based on the reviewers’ grading. There
were also four keynote papers from world-renowned experts in the field.

We would like to express our thanks, first of all, to the authors of the tech-
nical papers, whose work and dedication made it possible to put together a
program that we believe is a landmark of high scientific quality contributions.
Next, we would like to thank all the members of the Technical Advisory Commit-
tee and the Program Committee, who helped us with their expertise and time.



VI Preface

We would also like to thank the invited speakers for their invaluable contribution
and for sharing their visions of the field. We extend our sincere thanks to Hon-
orable Chancellor Professor Goverdhan Mehta for his wholehearted support of
this conference. We are grateful to our faculty and staff members as well as our
students for their invaluable contribution in organizing this conference. Finally,
we are also thankful to the ACM IIIT Allahabad Professional Chapter, the CSI
Allahabad Chapter, and the North India ACM SIGCHI Chapter. Our special
thanks are due to the Department of Electronics and IT (DEITY), Ministry of
Communication and Information Technology, Government of India, New Delhi,
for their timely financial and technical support of this conference.

We hope that you enjoy these proceedings of IITM 2013.

March 2013 M.D. Tiwari
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Designing Interactive Computing for Happy Healthy Life 

Ellen Yi-Luen Do 

School of Industrial Design & School of Interactive Computing 
Georgia Institute of Technology, Atlanta, Georgia 30332, USA 

ellendo@gatech.edu  

Abstract. The future of design computing is in the making of intelligent and 
interactive technologies for a smart living environment. This chapter explores 
the concepts of technology as magic and provides examples of creative design 
computing projects to illustrate the opportunities and challenges for making 
smart objects, interactive furniture and responsive environments. 

Keywords: design, interactive computing, human-computer interaction. 

1 Introduction 

The age of ubiquitous/pervasive/ambient computing is upon us. What does this mean 
when we have computing without computers, where information processing has 
diffused into everyday life, and become invisible? This chapter describes the vision 
and efforts toward a smart living environment, in which the built environment is 
responsive and interactive, with ubiquitous sensors and actuators as part of the 
building material, to support everyday happy, healthy living in the forms of things 
that think, spaces that sense, and places that play.  

In this paper we will first briefly review the concepts of wellness and human 
centered computing before discussing the integration of design and computing for a 
physically and computationally enhanced environment. We then describe the 3 B’s – 
the Brick, Bench, and Bionic Building paradigms with example projects ranging from 
intelligent objects, interactive furniture to responsive walls. Design implementation, 
methodologies and principles would be discussed for the framework of the built 
environment as an interface for information, communication and wellbeing, designing 
a smart living of tomorrow. 

1.1 Smart Living of Tomorrow 

Your dream comes to a sweet ending. It’s six o’clock in the morning. Your eyes open 
to the sunshine that was carefully let in by the window blinds. You feel rested and 
happy to jump out of the bed. Your pillow notices that you have gotten up and talks to 
the coffee maker to make a fresh brew. You gesture to the wall and your favorite song 
starts to play and follows you. The bathroom mirror gives you the traffic report and 
the meeting schedule of the day while you brush your teeth. Then your slippers blink 
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lights to indicate that you have just received a love note in your email inbox. How 
nice! You tell your house to remember to make a romantic dinner reservation. You 
open the refrigerator and happily discover that your refrigerator has already ordered 
fresh milk and orange juice for you. Before you sit down, the breakfast table had 
prepared a plate of two eggs, sunny side up, just the way you like them. While you are 
reading the dynamically displayed local news on the kitchen wall, the house slowly 
turns off all the climate control in all other rooms knowing that you will soon leave 
the house and go to work. The story goes on… 

Is this too good to be true? Is this a lullaby? We all have heard it many times in the 
popular media or product commercials. There are plenty of imaginary worlds depicted 
in science fiction with the theme of how computer technology is going to help us save 
time, and to be more efficient. At the same time, we are also concerned that using 
intelligent information appliances and smart houses might make us less intelligent, or 
become more isolated from the society. We all want a good life. The idea of a 
futuristic smart living space is therefore enticing. It will probably involve all sorts of 
engineering innovations. We can definitely solve the technical problems. However, 
the real question is not what we can do with technology, but what kind of life do we 
want to live? 

Not surprisingly, I have a vested interest in the future of smart living spaces, 
because I plan on living there. We have a once in a lifetime opportunity to truly 
integrate intelligent computing and architecture to create wonderful environments for 
future generations to enjoy. The remarkable opportunities are here now. The 21st 
century would be the era for the designers, the architects, and the engineers who have 
vision to make beautiful imagination a reality for the world. 

Let me try to sketch that imaginary picture for you. Let’s think about a compelling 
vision of what the world will be like tomorrow. Alan Kay is quoted as saying that “the 
best way to predict the future is to invent it [1].” I believe the process of inventing the 
future is also a process of observing the present, and seeing the challenges and 
opportunities to innovate. What we are seeing today is that information is moving out 
of traditional computer setups and into the world around us. This world had evolved 
from the industrial society into the information society. Then the information society 
we are now in is rapidly transforming into the communication society, and heading 
toward the creative society.  

1.2 Technology as Magic 

It was magic when Watson first heard Bell’s calling through the electric instrument. 
To see for the first time a horseless carriage with an internal combustion engine 
moving on the road is magic. To hear musical melodies coming out from a black box 
or watch tiny persons talking and dancing behind a glass plane is certainly magic. We 
can look to the history of technology to see how innovation such as books and 
recorded music, central heat, electric light and the telephone were designed, 
redesigned, and gradually assimilated. All this magic has faded into the fabric of life 
we now take for granted. 

Technology is like magic. An advanced technology often appears to be 
indistinguishable from magic. When technology is smart and close enough to people 
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it then disappears.  The mechanism and user interface in a good mechanically 
designed bicycle or piano are so closely integrated that we cannot distinguish the form 
and function. We can use them easily without thinking about them as technology or 
even thinking about them at all. A technology becomes invisible when we stop 
noticing it. Invisibility should be the goal for technology. What if the computers 
disappear and our built environment and our world become our interface? This 
chapter paints a picture of embedding intelligent computing in the built environment 
as creating magic. 

1.3 Unveiling Magic 

As a researcher and educator, I have been working with people to do magic through 
the field that is known as Design Computing. I have engaged people in topics on 
human-computer interaction, tangible interface, physical computing, smart toys, and 
home of the future. We worked on creating “not-in-your-face” ubiquitous and 
pervasive computing. We worked on subtle information visualization that is known as 
ambient intelligence. It’s not just about having computing anywhere and everywhere, 
but to make it intuitive, invisible, and unobtrusive. We have attempted to create 
magical moments for smart living space by using sensing-based technology to support 
human-centered creative work.  

Let me first tell you the spirit of our work before showing you a collection of 
projects. I should like to call the type of Design Computing we are doing as “fun 
computing” in that we create “playful inventions” for people. The “play” component 
as an essential facility for design is pretty much described in Paul Rand’s article 
“Design and the Play Instinct” [2]. We explore bridging the digital and physical 
worlds. We combine personal passion and intellectual pursuits. We encourage people 
to use their senses to make sense of the world around us.  

2 Intelligent Computing for Wellness 

What’s the first sentence you would say when you greet a friend (besides Hi, Hello or 
Howdy)? A couple examples come to mind: How are you? How have you been? 
Good Morning! Nice to see you! No doubt you can come up with a couple more that 
are similar in the spirit. There are of course cultural and situational differences and 
people may express their greetings both audibly and physically, such as handshaking, 
hugging, cheek kissing, or gesturing a wave or giving a high-five. How about the 
parting words? Good-bye! See you later! Have a nice day! Good luck! Take care!  

As evidenced in the social greeting and parting rituals, we human beings 
intentionally communicate our awareness of each other’s presence and show interest 
in other people’s welfare or happiness. The idea of wellness is related to human 
condition and potential. What is wellness? Wellness is the presence of wellbeing. 
Wellness is about being active, alive and vital. It concerns individuals, communities 
as well as the surrounding environments.  

Wellness is multi-dimensional. The popular notion considers wellness as consisted 
of six inter-related dimensions: physical, emotional, occupational, social, intellectual 
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and spiritual [3]. The physical dimension refers to dietary and physical activities. The 
emotional dimension recognizes awareness and acceptance of feelings and behaviors. 
The occupational dimension considers achievement and enrichment through work. 
The social dimension encourages contribution to the environment, community and the 
world. The intellectual dimension seeks creative and stimulating activities. The 
spiritual dimension recognizes the search for values, meaning and purpose in life. 

The Grand Challenge of achieving wellness is upon us. As human beings we aim 
to develop and cultivate our untapped potential for a happy, healthy, creative and 
fulfilling life. We are concerned about the quality of life issues for ourselves and for 
our society. Technological innovation may be just the key to unlock human potential 
for the Holy Grail of wellness. 

The human centric view for smart living environments is the commitment to 
improving the human condition through advanced science and technology. With 
Design Computing, we are in a culture of possibilities. To briefly demonstrate the 
spirit and the scope of the types of the research efforts, the rest of this chapter will 
focus on three paradigms of interest – the Brick, Bench, and Bionic Building, each 
illustrated by a couple projects, to form part of the picture of “unlocking human 
potential through technological innovation” to create “Things that Think, Spaces that 
Sense, and Places that Play.” 

3 Brick, Bench, and Bionic Building Paradigm 

Before we talk about the various projects, let me use a framework to put them in 
context. I am calling this the Brick, Bench, and Bionic Building paradigm. The 
classification is based on the relative scale of the artifacts - objects, furniture and 
environments can be symbolized and represented as the Brick, Bench, and Bionic 
Building Paradigm. 

3.1 The Brick Paradigm - Intelligent Objects 

The Brick paradigm covers a range of different design computing building blocks. For 
example, a computationally enhanced block could serve as an interface for people to 
navigate and explore the digital and imaginary worlds, a tangible construction kit 
could enable people to “think with their hands” by providing feedback or simulations 
in different domains.  

3.1.1   Navigational Blocks and Storytelling Cubes 
Navigational Blocks [4] is a tangible user interface that facilitates retrieval of 
historical stories from a multi-media database. Each face of each block represents a 
subcategory. For example, the Who block has a face representing the “founding 
fathers,” and another face “the merchants.” The When block has a face for 1850’s and 
another one for 1920’s. A face of the What block represents an historical event and a 
face of the Where block represents a location. Orientation, movement, and relative 
positions of wooden blocks provide a physical embodiment of digital information 
through tactile manipulation and haptic feedback.  
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Electromagnets embedded in the Blocks and wireless communication encourages 
rapid rearrangement to form different queries into the database. With similar forms 
and functions of the Navigational Blocks, Storytelling Cubes [5] enable young 
children to create animated cartoon stories displayed by a computer. Each face of the 
cubes depicts a different character (e.g., cat, pig), a different scene (e.g., tree house, 
igloo) or an action (e.g., eating, hiking). The orientation sensor and wireless 
transmitter inside each cube tell the host computer which side of each cube is facing 
up. Children can create their own stories by picking up and playing with the cubes 
and narrate for their cartoon characters. Figure 1 left shows that a visitor can rotate 
Who, What, When, Where Navigational Blocks to retrieve historical data in a tourist 
kiosk. Similarly, the Story Telling Cubes as shown in Figure 1 right, could be a block 
with each side representing a different activity for a character, the Monkey, or a 
combination of a Character block and an Environment block to trigger different 
animations on the computer. 

 

 
Fig. 1. Navigational Blocks and Storytelling Cubes 

3.1.2   FlexM and Posey 
FlexM is a hub-and-strut toy for making and manipulating geometric models with 
computer models and simulations [6]. Sensors and microprocessors embedded in the 
hubs determine the topology and geometry of the model the user assembles. With 
flexible joints on the hubs, the designer can make models that transform dynamically. 
The hubs transmit parametric information to the computer, which renders the model 
on the screen in real time. This enables the designer to create complex forms with the 
fun and directness of playing with a toy. Posey [7] enhanced the hub-and-strut 
topology with optocouples ball and socket joints that determine the poses (roll, pitch 
and yaw of connections) of the struts and use Zigbee to transmit data wirelessly to 
activate different applications running on a host computer.  The host computer 
displays a representation and configuration of the physical model in real time as the 
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user plays with the Posey interface. The representation can trigger different 
applications in different domains. For example, posing Posey as a skeleton of a 
puppet, one can control the movement of a virtual dinosaur for an online puppet 
show. Or using Posey’s hub and strut to represent the atoms and bonds for molecule, a 
molecule modeling application can retrieve information of molecules of similar 
configurations. Figure 2 shows the hub-and-strut construction toy FlexM (left) and the 
real time update of the onscreen geometry, the components (struts, ball and socket 
joints) of Posey (center), and an online puppet show of a dinosaur created with Posey 
(right).  

 

 
Fig. 2. FlexM is a computationally enhanced hub-and-strut construction toy. Posey is an 
interface of optocouples ball and socket joints and struts that can transmit wirelessly to 
different domain applications such as an online puppet show. 

3.1.3   Mobile Music Touch  

Mobile Music Touch [8, 9] is a light-weight glove that facilitate passive haptic 
learning of piano playing. When the music is playing, the glove taps corresponding 
finger for each key so one can learn to play music while doing household chores or on 
the move. The Mobile Music Touch is outfitted with vibration motors to cue users 
which finger to use to play the next note. Figure 3 shows a user’s hand with the music 
glove playing on a lighted keyboard, a version in a converted golf glove, and a 
fingerless version with strap-on hardware box. A pilot study with students with no 
musical backgrounds shows that the songs that were cued with the glove have lesser  
 

 

   
Fig. 3. Vibrating motors of Mobile Music Touch cue which fingers to play 
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finger key mistakes than the ones without. A study with quadriplegic patients shows 
that a short-term use of the glove improved sensation and mobility for people with 
spinal cord injury [10].  It’s encouraging that a wearable device like this could be an 
engaging and pervasive hand rehabilitation as well as music learning. 

3.2 The Bench Paradigm - Responsive Furniture 

In the scale of the human body what types of forms and functions conform to our 
movements and activities? Can we imagine having chairware, tableware, and 
everyware [11]? 

3.2.1   MouseHaus Table and TeleTables 
MouseHaus Table [12] is an interface to pedestrian movement simulation. It uses a 
video camera to capture images of paper cutouts representing urban elements on a 
table, as collaborating designers add, remove, and rearrange them to propose 
configurations of buildings, streets, and parks.  A visual simulation of pedestrian 
behavior is projected on top of these arrangements, allowing the designers to 
understand the effects of their proposed arrangements. Instead of using a structured 
editor to input urban elements, users of MouseHaus Table cut out colored papers with 
scissors and arrange them on the table to see real-time simulation feedback. 
TeleTables [13] are a pair of networked table that capture shadows cast and respond 
in blinking lights, it’s a telepresence project that connects people of remote places by 
using wireless communication between the tables to sense shadows that are cast on 
one table to be mirrored and represented with light on the other table. A person sitting 
down on an interactive table to eat a meal would activate yellow light on that table to 
reflect the shadow and movement of the activity and transmit that to the remote table 
while the other table user’s motions would in turn displayed in another table. By 
having traces of lights on both tables, the presence of both parties were subtly 
conveyed and created a bi-locative interface. 

3.2.2   Window Seat and Music Under Pressure 
Window Seat is a chairware interface to control remote camera motion [13]. This 
project uses the rock and swivel of a chair as an interface for a pan and tilt camera. A 
rocking chair controls the up/down tilt and a set of pressure sensors to control the 
left/right pan.  A tiny camera is placed inside an architectural model, and a projector 
mounted inside the chair and a mirror displays the camera’s current viewpoint on the 
wall in front of the chair. The chair’s occupant can visually occupy a scale model or 
remote space (Figure 4 left). The Music Under Pressure project [15] used conductive 
foam and washers to act as pressure sensors embedded under the cushions of the 
couch and each sensor is mapped to a specific MIDI sound in a part of a musical 
ensemble (Figure 4 right). Infrared rangefinders and tap sensors are embedded in the 
arms and seat backs of the couch as part of this playful environment that could in turn 
motivate embodied interaction for the seated. 
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Fig. 4. Window Seat rocking chair's up/down and left/right motion controls a remote camera. A 
girl plays cartwheel on a musical couch embedded with pressure sensors triggers specific sound 
in Music Under Pressure. 

3.2.3   Patient Interactive Communication and Learning System 
The Patient Interactive Communication and Learning System (PILS) combines 
communication tools in a hospital into a bedside foldable railing tablet [14]. This 
easy-to-use system, as shown in Figure 5, has a one-touch call button that connects to 
videophones for nurses, and family teleconferencing. Vital signs, entertainment and 
educational video as well as medical and clinician visitation record can all be 
activated in this “command post” for easy access and communication to alleviate the 
stress of the patients, family and care givers.  

 

 
Fig. 5. Patient Interactive Communication & Learning System mounted on the bedside 
connects patients, care givers & family members at home, monitors vital signs and provides 
learning opportunities 
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3.3 The Bionic Building Paradigm - Interactive Environments 

Beyond the brick and bench paradigms, the next level of interaction happens in the 
scale of life like building scale. The bionic building paradigm houses interesting, 
interactive and transformative environments in building components. 

3.3.1   Plant Tiles and Alphabet Space 
Plant Tiles [15] translate people's movement on the floor into control of video playing 
(Figure 6 left). A six by ten foot platform sits in front of a rear-projected screen 
showing time-lapse video of plant growth.  When you step onto the platform, a 
projected video sequence plays to a key frame. Walking toward the screen plays the 
sequence forward; walking backward reverses it. Side to side movement triggers 
different video segments. The Alphabet Paint Space [15] is an interactive mural in 
public space painted by the movements of passers by. The software captures the 
colors of people’s clothing and renders fading traces or watercolor effects in the large 
projected canvas wall. The result is a spontaneous play in which the audience are at 
the same time the authors of the interactive art.   

 

  
Fig. 6. Left: Floor tile sensors create an interactive platform space in PlantTiles. Right: 
Interactive mural created with people’s movement in the Alphabet Paint Space. 

3.3.2   Espresso Blocks and Digital Animation Museum 
The goal of Architectural Robotics is to meet human needs and comfort. Espresso 
Blocks [16] are self-assembling building blocks that build dynamic structures (Figure 
7 left) such as a live/work espresso stand that can respond to the occupants' desires 
and needs and transforms itself throughout the day.  

The Digital Animation Museum [17] project explores the notion that architectural 
spaces and forms can be influenced by ubiquitous and wireless information 
technology to provide flexibility in spatial programming. The building experience can 
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be manipulated in a variety of ways to interact with and respond to visitor interests 
and preferences. Each unit space in the museum can automatically reconfigure itself 
to form space and change the exhibit display by identifying the preference and 
behavior of the viewers.  In this way, buildings and visitors can collaborate to produce 
a unique and individualized experience of the visit and the space.  

Figure 7 (right) shows a 3D view of a reconfigurable unit space in which partition 
and display walls are changeable to enclose a room with variable numbers of units. 
The floor plan (top right) shows a grid system in which different size rooms can be 
formed between the structure columns. The diagram illustrates variation of paths 
through the museum taken by different visitors. 

If for example, an urban plaza has a similar grid plan layout so that each of the unit 
square is the size of a floor tile and each tile block is instrumented with a spring-tilt 
mechanism [18] so it could go up and down, and lock at different height positions, we 
can then push up and down different unit tile blocks to reconfigure the plaza to 
accommodate different occasions such as seating for intimate conversations, family 
picnic gathering, or a tiered stadium concert seating. With Architectural Robotics, the 
plaza could be self-configuring based on the context by sensing behavior patterns or 
direct instructions from the people.  

 

 

Fig. 7. Left: Self-assembling Espresso Blocks. Right: A unit space, the floor plan grid, and 
different paths through the building in Digital Animation Museum. 

3.3.3   Transformer Architecture 
Employing modular robotics techniques, an architectural space, or an architectural 
robotic structure, can cycle through different structures to accommodate different 
activities such as an espresso stand during the day and an entertainment room in the 
evening. The occupant can rearrange the blocks with their remote control to create 
new configurations, save them, and even trade designs with others. 

TransDorm [19] is a convertible multi-purpose two-person dormitory unit that 
supports transformation of sleeping quarter into living, study, or a place to play and 
entertain. Figure 8 shows that elevated beds, desks, cabinets, sofa and media wall, etc. 
can be arranged to accommodate different activities. Care On Rail [20] extends the 
functionality of a hospital ER or OR into an acuity-adaptable room by providing 
mobile, sharable medical resources mounted on the ceiling sliders (Figure 8 right) to 
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eliminate equipment clutter that hinder care and operations. Caregivers can choose 
sliders from different equipment zones, adjust the slider height and location, detach or 
connect different instruments (e.g., masks, hooks, operating lamp, monitor, 
defibrillator or ultrasound machine) as needed for different setup, operation and 
maintenance. 

 

 

Fig. 8. Left: Different spatial arrangements in TransDorm. Right: Care On Rail, adaptable 
equipment sliders. 

4 Toward a Smart Living Environment 

4.1 Living Machines 

The notion of an architecture machine for living is not new. "A house," stated Le 
Corbusier, "is "a machine for living in" [21]. Eastman's Adaptive-Conditional 
Architecture includes "a sensing device, a control algorithm, a change mechanism, 
and a control setting" [22]. Negroponte [23] described in his Soft Architecture 
Machines that a "responsive architecture" is an environment that takes an "active 
role," initiates changes "as a result and function of complex or simple computations" 
but also "knows me" and the context it is in. Archigram proposed an entire 
neighborhood could relocate and move with the economical fluctuations and lifestyle 
changes in the form of a Walking City [24]. 

4.2 Towards Happy Healthy Living 

To create structures composed of dynamic materials like Espresso Blocks, or to 
operate transformer architecture like TransDorm or Care on Rail, we need interfaces 
that are easy and intuitive. To specify a desired design form, perhaps one can 
demonstrate by stacking up the blocks, and a planning algorithm can automatically 
generate a rule set to produce that form. To transform a living space or a patient 
room, perhaps multi-modal inputs such as voice commands and gestures, combined 
with the identification of the context and the past experience sensed by the 
environment, different rule sets could be selected and run on the physical and robotic 
architecture. 
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4.3 Discussion and Future Work 

We hope a vision of a future living space can emerge from this effort to become much 
more responsive, accessible, and expressive, and delightful. We want our living space 
smart, but also wise. 

Reading about magic is like reading about food. There is no substitute for the real 
thing and real experience. We hope many of you would join us in this magic making 
adventure! 
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Abstract. Initially commercial crowdsourcing services (such as Amazon’s Me-
chanical Turk) were focused largely on providing micro-labor services for tasks 
such as image labeling and text processing. However it is becoming increasing-
ly apparent that these services can also be regarded as providing parallel,  
on-demand, networks of (so-called) ‘Human Processing Units’ (HPUs). Such 
services are able to provide specialist computational facilities in a manner  
analogous to the way Graphics Processing Units (GPUs) support the specialist 
process of high speed rendering. This paper describes how this new technology 
could extend the functionality of mechanical CAD/CAM or PLM systems.  
Crucial to the commercial feasibility of such systems is the ability to access 
networks of HPUs where engineering data can be processed securely (unlike 
open crowdsourcing sites such as mTurk). The paper reports the initial results 
of work done to establish the feasibility of a proposed architecture for integrat-
ing HPUs into desktop CAD that uses established BPO centers in rural India to 
provide a secure source of geometric intelligence. 

Keywords: Crowdsourcing, Human Processing Units, CAD/CAM, BPO. 

1 Introduction 

In many jobs machine intelligence is already emerging as a pivotal technology. But 
while AI systems are well established in are as such as translation, navigation and 
speech recognition, manufacturing has yet to find cost effective method of automating 
many common reasoning tasks. Next-generation cost effective manufacturing systems 
aim to increase efficiency and effectiveness of overall production processes. Rigidity 
of the production system and limitations of artificial intelligence (AI) technologies are 
some of the important hindrances to achieve this aim. Shea [1] argues that a key to 
creating a highly adaptable and flexible manufacturing system is embedding on-line, 
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cognitive capabilities in the machines and the production control. This argument 
stresses requirement for support mechanisms to facilitate the unique interaction  
between human cognition and programmed machine controls. So such systems should 
aim to provide intelligent support rather than total automation. However this paper 
makes the case that industrial system should also provide an integrated environment 
for distributed, online problem solving. Such, so called, Crowdsourcing is an emerg-
ing concept which aims to use the power of people to solve problems that range from 
micro-tasks (e.g. image labeling and text processing) to making creative decisions 
(e.g. design generation). In other words Crowdsourcing is an online, distributed prob-
lem-solving and production model that has emerged in recent years [2]. 

In commerce the term crowdsourcing is commonly used to describe “a new web-
based business model that harnesses the creative solutions of a distributed network of 
individuals through what amounts to an open call for proposals” [3]. The Crowd-
sourcing approach is exemplified by Amazon's “Mechanical Turk” (mturk.com) site 
that provides an online, automated, marketplace that co-ordinates the use of human 
intelligence to perform tasks which computers are unable to do. While computing 
technology continues to improve, there are still many things that human beings can do 
much more effectively than computers. Crowdsourcing has the potential to revolu-
tionize the way jobs requiring human judgments are performed by offering a ‘virtual 
automation’ of tasks. Core advantages of this crowdsourcing approach are 24/7 labor 
market open, with a diverse workforce available to perform tasks quickly and cheap-
ly. The crowdsourcing market is growing at an accelerated rate (~75% in 2011) and 
the number of crowdsourcing workers is growing in excess of 100% per annum [4]. 
Contrary to a commonly held view crowdsourcing as a transfer of low-skill work to 
low cost locations, the analysis carried out by Crowdsourcing.org shows that the ma-
jority of crowdsourcing workers are 18-40 years old, well-educated, with almost 60% 
living in developed countries [4]. It has been pointed that almost two thirds of Crowd-
sourcing market revenues are coming from three industry sectors: Internet Services, 
Media and Entertainment, and Technology. Stalwarts of traditional outsourcing, like 
Financial Services, Manufacturing and Government are significantly behind in terms 
of adoption, presenting significant potential for crowdsourcing providers [4]. It has 
been reported that only few industrial applications of Crowdsourcing have been re-
ported in literature [5]. This is surprising because many of the reasoning and planning 
tasks inherent in CAD/CAM involve 2 or 3D problems that are difficult to automate 
computationally.  

To demonstrate Crowdsourcing as a tool to facilitate machine intelligence in a 
knowledge-based factory, we have chosen the geometric reasoning tasks (2D part 
nesting) associated with many industrial processes and engineering computations. The 
belief is based on the observation that humans, regardless of their educational or so-
cial background, are adept at manipulating and reasoning about shapes, a task that 
computers find extraordinarily difficult to do. The authors have previously reported 
how workers on an open, public crowdsourcing service (i.e, mTurk) can produce 
more effective packing layouts than the best algorithms, but practical implementation 
requires that such work is done in a secure environment. Consequently this paper 
reports the results of an initial investigation to establish if similar performance could 
be obtained from BPO centers in rural India. 
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Business process outsourcing emerged over thirty years ago as a subset of outsourcing 
that involves the contracting of the operations and responsibilities of specific business 
functions (or processes) to a third-party service provider. The BPO industry is well estab-
lished and according to McKinsey [6], the global "addressable" BPO market is worth 
$122 – $154 billion across of which around 70% is associated with retail banking and 
insurance businesses. India has revenues of $10.9 billion from offshore BPO and $30 
billion from IT. Although about a million workers are employed in the Indian BPO in-
dustry almost all of those jobs are in cities (70% of Indian’s 1 Billion citizens live in rural 
areas that are largely remote from BPO operations). Rural BPOs are emerging in the 
developing countries where outsourcing to rural workers could provide a sustainable 
source of skilled employment that gives opportunity to the majority of the population 
regardless of their educational background.  

This work is motivated by the vision of exploiting an innate human ability (found 
in both rural and urban workforces) to reason about shape being employed remotely 
to improve the efficiency of manufacturing industry. The hypothesis is that such a 
scheme could make a significant economic contribution to rural populations through a 
long term source of high value, “distributable” work that does not demand profession-
al levels of numerical or linguistic skills. The remaining sections of this paper  present 
a high level schematic overview of interaction between, CAD/CAM systems whose 
intelligence is boosted by HPUs organized to provide a secure (i.e. private) Crowd-
sourcing facility. Subsequent sections describe the research focus and methodology 
used to produce a systematic comparison of the results obtained from open (mTurk) 
and closed (BPO) Crowdsourcing platforms and algorithms. The paper closes with a 
discussion of the work and draws some conclusions. 

2 Schematic View to Aid Interaction between AI and HPUs 

Many of the combinatorial problems found in functions such as Operations  
Management (e.g. job-shop scheduling, route planning and container packing) soft-
ware can only produce “good” rather than optimum solutions [7]. Because of this it is 
 

Fig. 1. Schematic view to aid Interaction between AI and HPUs 
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frequently possible for humans to improve on the algorithmically generated solutions 
computed by CAD/CAM software [8]. Figure 1 illustrates the interaction required 
between human cognition and AI technologies to improve on the algorithmically  
generated solutions.  

Although researchers have developed numerous computational approaches to  
reasoning and knowledge representation, their implementations are always limited  
to specific applications (e.g. assembly planning, fault diagnosis or production  
scheduling) for which bespoke knowledge bases or algorithms have been created. 
However, “cloud computing” has made irrelevant both the physical location and in-
ternal processes used by machine intelligence. In other words, the Internet encourages 
functional processes to be treated as ‘black boxes’ with which users need only be 
concerned with posing the right question and interpreting the response. The system 
asking the questions does not need to know how answers are generated, only that they 
are available in an appropriate time frame. A direct consequence of this methodology 
is that rather than systems requiring, say, rule-bases, inference-engines, fitness func-
tions or databases of ‘‘case” examples, the focus becomes the construction of queries 
for the crowd and the development of statistical methods for the aggregation of their 
responses. Thus parallel, on-demand, networks of (so-called) ‘Human Processing 
Units’ (HPUs) act as an aid to enhance the algorithmically generated solutions. The 
recent work at MIT [9] that has shown when the crowd are allowed to incrementally 
review and refine solutions to difficult optimization or recognition problems, the 
overall effect is much more than simply the sum of individual efforts. If the proposed 
approach could be established that enabled Crowdsourcing infrastructures to be used 
to enhance the algorithmically generated solutions, the scope of potential establish-
ment is huge with the global market for CAD/CAM systems is estimated to be around 
$26.3 billion in 2010 [10]. 

3 Research Focus and Methodology 

To investigate the feasibility of implementing Crowdsourcing methods in a Rural 
BPO outsourcing, in this paper we used ‘Expert’ tasks. In general, these are difficult 
problems where some individuals exhibit an exceptional ability and computational 
approaches are NP-complete (i.e. have infinite search space that cannot be fully ex-
plored by even the most powerful computers). We used 2D packing (i.e. nesting) 
problems to illustrate possible enhancement of the algorithmically generated solutions 
through Open Crowdsourcing and BPO infrastructures.  

The 2D packing (i.e. nesting) problems have been extensively studied for several 
decades because of the numerous industrial applications where there is a need to place 
a variable number of arbitrary shapes into the smallest space to minimize wasted ma-
terial or maximize bin capacity. For example, in the manufacture of sheet metal 
stampings, material can represent 75%, or more, of the total cost consequently even 
small changes in material usage can directly impact on the profit of an enterprise [11]. 
Similar economic considerations exist in the wood, clothing, glass and paper indus-
tries, where 2D shapes have to be cut from large sheets of raw material. In all cases, 
the aim is to reduce the cost by minimizing the amount of waste left after the desired 
shapes have been removed from the raw material. Computation of a theoretically 
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optimum solution for 2D part nesting is known to be NP-complete and consequently 
numerous ‘‘good” and ‘‘near optimum” solution are used in practice. However the 
ability to improve on even a good solution can often have significant economic  
benefits (e.g. less waste, higher productivity).  

The aim is to investigate (costs, performance, speed) of Industrial 2D nesting  
problem using real data. The use of engineering data will allow the value of the 
Crowdsourcing and BPO work to be quantified for different levels of performance 
and provide vital input to the business study. To investigate this possibility, we 
created an experiment that asked mTurk workers and rural BPO workers to pack  
2D shape into the smallest possible area. This experiment intends to establish the 
capabilities of crowd workers and rural BPO workers to do a 2D geometric reasoning 
task. The results obtained from the Crowdsourcing infrastructures are compared with 
the results of the best current computational approaches found in commercial 
CAD/CAM software. 

Corney et al. [12] suggest three possible categorizations for the classification of 
Crowdsourcing tasks based upon: nature of the task (creation, evaluation and organi-
zation tasks), nature of the crowd (‘expert’, ‘most people’ and ‘vast majority’) and 
nature of the payment (voluntary contribution, rewarded at a flat rate and rewarded 
with a prize). The sample problem undertaken in this work lies in the creation task. 
‘Most people’ and ‘Vast majority’ crowd sets have been used to illustrate the benefits 
of the Crowdsourcing approach. The packing problem occurs in many different appli-
cations from container transportation to the 2D stamping of complex profiles on CNC 
machines [13]. The task tests the crowd’s ability to interactively optimize a problem 
with many complex interactions (and provides a numerical measure of success) by 
asking workers to create the most compact layout of a set of profiles. The packing 
task is seeking the best amongst many attempts. Like many design tasks, results can-
not be averaged or aggregated in the packing task. 

 

 

Fig. 2. The 2D-packing task 

Table 1. Albano problem definition 

Number of differ-
ent pieces 

Total number of 
pieces 

Vertices by piece 
(by average) 

Plate width 

8 24 7.25 4900 
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Figure 2 illustrates the design of the 2D-packing task used in this study. In order to 
quantify the effectiveness and performance of the Crowdsourcing approach for two-
dimensional strip packing, several experiments were conducted using the Albano data 
sets [14] from the textile industry and comprises a total of 24 items (Table 1). This 
design of this task was developed using ‘‘Flash” software. The workers were provided 
with the task of packing objects of different shapes into a rectangular space on the 
webpage, while ensuring that the overall length of the space used was as small as 
possible. The shapes of the objects used in the packing task shown belong to the 
Mumford-Valenzuela benchmark data set [15]. 

The green shapes could be dragged into the space provided within the red bounda-
ries. The workers were able to rotate and nudge the objects to allow denser packing. 
The length of the space used was displayed dynamically while the objects were 
packed, so the worker could manipulate their positions and orientations in order to get 
an efficient packing. Once they were satisfied with the packing they could upload the 
results using the ‘‘Submit” button in the designed Flash page. The work submitted 
was scored and classified depending on the density of their packing, in %, and the 
time employed to return the task. Table 2 describes the experiment parameters used in 
the Open Crowdsourcing platform and rural BPO. The results obtained from the Open 
Crowdsourcing and Rural BPO approaches are compared with the best results availa-
ble from the literature, which corresponds to the simulated annealing hybrid algorithm 
(SAHA) [16] and an extended local search algorithm (ELS) [17]. The next section  
discusses the results obtained from these three different approaches. 

Table 2. Parameters distinguish between Crowdsourcing and Rural BPO 

Parameters mTurk Crowdsourcing 
platform 

Rural BPO 

Number of workers 10 40 
Payment $3 per worker Paid $1-3 per worker to the 

BPO organization, not to 
the workers directly 

Time allotted Not restricted to time 
limits 

Time limited to one hour 
due to organization con-
straints  

Bonus A bonus of $0.5 per 0.5% 
of improvement on the 
‘best result’ 

No bonus provided 

4 Results 

The results generated from the three different approaches namely: Computer Algo-
rithms, Open Crowdsourcing and Rural BPO are discussed in this section. Firstly a 
hybrid algorithm (SAHA) and an extended local search algorithm (ELS) proposed in 
the literature to solve Irregular Strip Packing problems are presented. Gomes and 
Oliveira [16] proposed the metaheuristic simulated annealing to guide the search over 
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the solution space while linear programming models are solved to generate neighbor-
hoods during the search process. The linear programming models are used to locally  
optimize the layouts, derive from the application of compaction and separation algo-
rithms. The proposed simulated annealing hybrid algorithm produced 87.43%  
efficiency in the average time of 2257 seconds for the Albano 2D-packing task in the 
computational tests consisted on 20 runs for each instance. The computational tests 
were performed on a personal computer with a Pentium IV processor running at 
2.4GHz and with 512Mb of RAM. In 2012, Leung et al. [17] present an extended 
local search algorithm (ELS) for the irregular strip packing problem. It adopts two 
neighborhoods, swapping two given polygons in a placement and placing one poly-
gon into a new position. The tabu search algorithm is used to avoid local minima, and 
a compact algorithm is presented to improve the result. The proposed ELS  
algorithm produced 88.48% efficiency in the average time of 1203 seconds for the 
Albano 2D-packing task in the computational tests consisted on 10 runs for each in-
stance with same computational power used by Gomes and Oliveira [16]. Figure 3 
illustrates the efficient packing layout generated by the SAHA and ELS algorithms. 
These best layouts are compared later with the solutions generated by the  
Crowdsourcing and Rural BPO workers.  

Table 3. Best layout generated by the SAHA and ELS algorithms  

SAHA Algorithm [16] ELS Algorithm [17] 

 

Best efficiency  - 87.43% (2257 seconds) Best efficiency - 88.48% (1203 seconds) 
 

For the Open crowdsourcing approach through mTurk.com, two sets of experi-
ments were conducted. In the first set, the crowd workers were given the Albano  
2D-packing task without showing the best solution. In the second set, the workers 
were presented with the best solution generated before and asked them to improve the 
solution. In both the sets of experiments, 10 mTurk workers were involved. Figure 3 
illustrates the efficiency of 2D-packing task by the mTurk crowdsourcing workers 
before and after the best solution was shown to them. 

Performance of Crowdsourcing against the Albano benchmark produced the best 
efficiency of 89.41% in the time of 4018 seconds. Figure 3 illustrates that this highest 
efficiency was reached after the best solution generated from the first set was shown 
to the mTurk workers. The average in the second set (84.8%) is considerably in-
creased compared to the first set (80.15%) where the best solution was not shown. 
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Fig. 3. Efficiency of packing by the mTurk crowdsourcing workers 

The correlation between the efficiency of packing and the time taken by the crowd  
workers in first and second sets are 0.65 and 0.53 respectively. Table 4 represents the 
best layout generated by a mTurk worker. 

Table 4. Best layout generated by the mturk crowdsourcing and Rural BPO worker  

mTurk Crowdsourcing platform [5] Rural BPO Outsourcing 

 
Best efficiency  - 89.41% (4018 seconds) Best efficiency –89.41%(~3600 seconds) 
 
 

For the rural BPO outsourcing, we have chosen two rural BPO organizations lo-
cated in two different states of India. The 2D-packing task was assigned for twenty 
rural BPO workers in each centre through the internet. The percentage of efficiency 
received from these two rural BPO centres are plotted in Figure 4. The Rural BPO – 2 
workers (average: 84.1, Min: 78, Max: 89.41) performed better compared to the Rural 
BPO – 1 centre (average: 81.9, Min: 76.82, Max: 85.54). But variation in the results is 
much wider in the Rural BPO – 2 centre. The best 2D-packing layout produced for 
the Albano problem is tabulated and compared with Crowdsourcing mTurk worker’s 
best solution in Table 4. These results from the Crowdsoucing platform and Rural 
BPO centres demonstrate that their performance is found to be superior to reported 
computational algorithms in both cases. 
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Fig. 4. Efficiency of packing by the Rural BPO workers 

5 Discussion and Future Work 

From these results it can be observed that the Open CrowdSourcing and Rural BPO 
approaches, although considerably slower, improved on the best algorithmic result 
published in the literature for this data set. In all these cases results were returned 
within a couple of hours and the paper concludes that there is potential for broad ap-
plication of Crowdsourcing to geometric problem solving in CAD/CAM. Crowd-
sourcing could not only be used to generate the large pool of ‘solutions’ needed but 
also help retrieve (e.g. identify) the best solutions for a given problem. It is interesting 
to note that rural BPO worker could able to achieve the results generated in the 
Crowdsorucing platform without bonuses announced.  

The results show that the linear correlation expected with the efficiency and the 
time taken to solve the NP-complete task with the algorithmic approach will not be 
applicable in the Crowdsourcing approaches. Human processing units could able to 
find better solutions much quicker if provided with the best possible solution to im-
prove upon [19]. There was not a strong correlation between the outcome of this ex-
periment and the educational background of the ‘workers’, their age, time spent at 
mTurk, or even the country where they lived [5]. 

Demonstration of availability of intelligence in the Open Crowdsourcing and rural 
BPO approaches could act as a unique selling point other than low wages to enable 
the spread of knowledge economy to rural areas. Also the results demonstrate the 
constant availability of sufficient quantity, and quality, of on-line workers crucial to 
any industrial use of Crowdsourced ‘‘human intelligence”. Our results suggest that 
the Internet is now sufficiently large and globally distributed well that commercial 
Crowdsourcing sites and rural BPO centres can easily provide results in only a few 
hours on a 24/7 basis. However, finding the ‘‘right” crowd, especially if the task to 
solve requires a ‘special talent’ could be a challenge. The quantification of the 
Crowd’s performance will help give confidence that the ‘‘right” workers are being 
employed. 
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The paper presents the early results of Crowdsourced part nesting where not only 
do the results improve upon those generated by commercial CAM systems but could, 
potentially, also provide insights into how automate system could be improved. 
Through continuous learning loop from human cognition to machine algorithms helps 
to update algorithms with new knowledge models. In addition to recognizing the val-
ue of having “human’s in the loop”, enterprises wishing to exploit Crowdsourcing 
will also have to tackle the issues of confidentiality. Rural BPO approach provides 
substantial platform to handle the issues of confidentiality. It has been observed that 
the crucial aspect was to formulate the right question and carefully consider the in-
structions provided to the mTurk and BPO workers. The formulation of appropriate 
questions could be channeled towards the harness of the crowd’s judgment and know-
ledge, so the system can react at any given scenario when a problem arises, with the 
most appropriate solution in each case provided by the crowd. 

Further work in this area includes the exploitation of Crowdsourcing in the gather-
ing of solution strategies and examples rather than just recording the end result.  In-
deed understanding the problem solving process used by humans is often a first step 
towards teaching machines how to learn and acquire the knowledge to support the 
process [18]. Currently we are working to quantify potential economic benefits for 
both manufacturing industry and crowdsourcing workforce to solve various industrial 
optimization tasks. The extension of this work as the potential to impact on several 
established areas of academic research into process optimisations (ie. CNC machin-
ing, stamping, FEA analysis, process planning, process costing, etc). A research ques-
tion “how to embed knowledge-based resources in a company’s systems (e.g. work 
flow)” is yet to be answered. There is also considerable scope for further academic 
investigation of the reward schemes used to motivate the Crowd. The relationship 
between payment levels, speed of response and quality of results will require large 
scale, sustained trials.  
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Abstract. In this paper, we explore the use of machine learning for
multimedia indexing and retrieval involving single/multiple features. In-
dexing of large image collection has been well researched problem. How-
ever, machine learning for combination of features in image indexing and
retrieval framework is not explored. In this context, the paper presents
novel formulation of multiple kernel learning in hashing for multime-
dia indexing. The framework learns combination of multiple features/
modalities for defining composite document indices in genetic algorithm
based framework. We have demonstrated the evaluation of framework
on dataset of handwritten digit images. Subsequently, the utility of the
framework is explored for development for multi-modal retrieval of
document images.

1 Introduction

Efficient indexing simplifies the management and preservation of large collection
of multimedia documents by assigning unique index to documents having similar
content, or expressing similar semantics. The existing multimedia document in-
dexing methods generate the document indices using the extracted features char-
acterizing the underlying content. Typical feature extraction methods exploit the
low-level content attribute such as intensity, color and shape. Uniqueness of the
information provided by different attributes contribute varying invariance and
robustness to different feature sets. Feature based representation being the pri-
mary information channel for understanding the semantics of content, define the
performance quality of multimedia retrieval systems. Also, the multiple modali-
ties existing in documents provide the complementary information for improved
understanding of the semantics of underlying content. Here, we concentrate on
the application of information from multiple features and multiple modalities for
retrieval of multimedia documents. We present novel framework for integrating
multiple features for defining the composite/different indexing space by applying
the concept of Multiple kernel learning (MKL). The framework provides logical
platform for fusion of different information modalities for multimedia indexing
and retrieval. The existing MKL algorithms developed for classification problems
learn the combination of features while searching for maximum margin boundary
planes by solving a joint optimization problem [1–3]. However, Multiple kernel
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learning for Indexing requires optimization of retrieval performance as the ob-
jective. In this paper, the distinct nature of indexing objective is addressed by
defining a different MKL formulation. The retrieval performance based objective
makes the conventional optimization techniques inapplicable. In this direction,
we present application of Genetic algorithm (GA) for performing the optimiza-
tion task in present MKL. The experimental evaluation of the framework is
demonstrated on bench mark dataset of handwritten digit images. Subsequently,
we apply the presented framework for developing multi-modal retrieval frame-
work evaluated on sampled English magazine cover pages. The paper structure
is as follows. The next section presents the literature review. Section 3 presents
the proposed MKL framework for indexing with introduction to hashing based
indexing, optimization problem formulation and initial evaluation. Application
of proposed concept for multi-modal retrieval is demonstrated in section 4. The
final section concludes the presented work with discussion on future scope.

2 Related Works

The following discussion presents the existing works related to proposed concepts
which covers two major research problems 1). Hashing for indexing, and 2).
Multiple feature based indexing and retrieval. The details are as follows.

2.1 Hashing Based Indexing Schemes

Traditionally, nearest neighbour search has been the most preferred retrieval
algorithm because of its simplicity and robustness [4]. However the linear time
search complexity (O(n)) is practically unacceptable in modern retrieval applica-
tions handling large amount of high dimensional multimedia data. The approx-
imate nearest neighbour search methods give efficient solution to this problem.
These algorithms achieve sub-linear search complexity with trade off in terms
of marginal decrease in accuracy [5]. Hashing based indexing for various appli-
cations is a popular research problem. The scheme generates object indices by
projection on lower dimensional hash space. The process generates hash table
containing multiple buckets. Each bucket represents group of objects correspond-
ing to an unique index. The retrieval process includes query index generation
by applying the same mapping function to query. The relevant documents are
obtained by performing similarity search over the objects in bucket correspond-
ing to query index. The work presented in [6] demonstrated one of the earliest
application of Geometric hashing for handwritten document indexing. Locality
sensitive hashing (LSH) introduced by Indyk and Motwani is state-of-the-art
method for finding similar objects in large data collection [7]. The LSH solves
approximate nearest neighbour search in O(n1/1+ε) for ε ≥ 0, by projecting the
high dimensional data points to low dimensional hash space with high proba-
bility that similar points are mapped to same location. In recent years, many
applications have applied LSH for performing similarity search in high dimen-
sional spaces [8–11]. The LSH based indexing assumes the uniform distribution
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of objects in feature space for hashing. In this case, the retrieval success proba-
bility is increased by generating multiple hash tables and collecting objects cor-
responding to query buckets of all hash tables for similarity search. However, the
generation of multiple hash tables increases space complexity of data structure
containing the indexing information. Additionally, the assumption for uniform
distribution does not satisfy for most of the practical applications. In recent
effort towards reducing the size of LSH data structure, concept of Multi probe
hashing has been proposed [12]. The multi-probing reduces the required number
of hash tables by increasing the utilization of single hash table. The multi-probe
hashing selects more than one bucket from each hash table for probing, therefore
increasing the usability of hash tables. In this way, the multi-probing consider-
ably reduces the number of hash tables required for high success probability.
However the definition of locality sensitive hashing function requires informa-
tion about object space. Distance based hashing (DBH) is a recent development
in hashing methods which preserves the distance between objects in hashing
space [13]. The DBH functions are defined over set of pivot objects using the
line projection formula. The prerequisite for DBH is the availability of defined
distance measure for object space.

2.2 Multiple Feature Based Retrieval

Use of multiple features for various indexing and retrieval applications is not
uncommon. The concatenation of different features for document representation
is the simplest approach. In this direction, one of the earliest work presented
in [14] used concatenated texture features for image retrieval. In [15], combina-
tion of color and texture features for image retrieval is done by concatenating
the normalised features. The normalization is performed by feature dimension
and standard deviation to reduce the effect of different feature dimensions and
variances. In [16], image representation is defined by concatenating the bag-of-
words histogram computed for different features. Bai et al. [17] concatenated a
set of topological shape features for word shape coding for word based document
retrieval. The concatenation increases the resulting feature dimension, thereby
increasing the retrieval complexity. Additionally, the resulting feature set does
not guarantee improved discriminative capability because the complementary
information of different features are not optimally exploited. The linear combi-
nation of descriptors present another simpler approach for feature combination.
The preferred approach in this direction has been to create separate index struc-
ture for different descriptors, and combine them at the time of query retrieval. In
[18], color and texture features have been combined for image retrieval by adding
the query distance to example images using both the features. The authors in
[19] have shown improvement in retrieval results by considering the geometric
mean of similarity measures computed with different features. In [20], heuristic
based feature combination approach is defined for image retrieval which com-
bines the similarity scores obtained for color, texture and edge histogram features
by a non-linear function. Rath and Manmatha [21] applied linear combination
approach for word based document retrieval by merging the feature sets with
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uniform weights. However the learning based methods for feature combination
provide a more constructive approach than heuristic based methods. Learning
based feature combination has shown improved results for various classification
and recognition problems. Dasigi et al. [22] presented one of the earliest work on
learning based feature combination for text classification. The neural network
based supervised learning framework is defined for combining the low dimen-
sional document representation obtained by Latent Semantic Analysis. Lin and
Bhanu [23, 24] have explored the application of Genetic Programming for learn-
ing the combination of different features for object recognition problem. In [25],
neural network learning is applied to perform non-linear dimensionality reduc-
tion over combination of pitch, timbre and rhythm features for music retrieval.
In [26], feature combination at local neighbourhood level is performed for face
image retrieval. The feature combination is learned as Genetic Algorithm based
learning for local regions and user feedback based learning for region weights for
confidence measurement. At this point, we briefly review the concept of MKL for
classification. The recent research in kernel learning methods have shown that
using multiple kernels instead of single kernel can improve the interpretation of
decision function as well as classifier performance. This problem is solved in MKL
framework, where the optimal kernel for classification is learned by combining
set of base kernels through the process of learning. Additionally, the fact that
typical learning problem often involves multiple, heterogeneous data source, the
MKL provides a principled approach for combining information from such data
sources. The most natural approach for MKL is considering linear combinations
of kernels. The combination of kernels is defined as Kc =

∑M
k=1 ηkKk, where η

is defined as kernel weight parameters. In this context, considering unweighed
base kernel set, i.e., direct addition of kernels is the simplest approach. In [27],
Lazebnik et al. presented extensive discussion on different combinations of dif-
ferent features for texture analysis. However, unweighed addition gives equal
preference to all kernels and which may not be optimal. Weighted combination
of kernels present a more logical approach. The weights in this case define the
importance of the kernels for discrimination. The MKL algorithm learns these
weight parameters from the training data. Lanckriet et al. [3] have proposed
conic combination of kernel matrices by formulating a quadratically constrained
quadratic program. In [2], Sonnenburg et al. formulated the MKL problem as
semi-infinite linear program. In [28], Gehler and Sebastian presented extensive
evaluation of different kernel combination rules in MKL for object recognition.
Campos et al. [29] have combined six different features using MKL for character
recognition in natural images.

3 Multiple Kernel Learning for Indexing

3.1 Kernel Distance Based Hashing (KernelDBH)

Here, we begin the discussion with introduction to DBH in kernel space. In
kernel based learning methods, the kernel matrix represents object similarities
in high dimensional feature space. The transformation to higher dimensional



Indexing for Image Retrieval: A Machine Learning Based Approach 29

space, i.e., kernel space, by kernel trick helps to extract the similarity informa-
tion between high dimensional data points which otherwise is difficult to extract
in input space. The application of kernel matrix has been the preferred data
similarity measure for various computer vision problems. Here, we present ex-
tension of DBH to Kernel based DBH. The extension provides the platform to
use kernel matrix as the distance measure for indexing. However, the funda-
mental property of DBH i.e. distance preservation in hash space is maintained.
Considering X as Euclidean vector space and D Euclidean distance, the squared
distance D2(x1, x2) can be expanded as xT

1 x1+xT
2 x2− 2xT

1 x2. Subsequently the
line-projection defined in [13] is redefined as

F x1,x2(x) =
xT
1 x1 − xT

1 x+ xT
2 x− xT

1 x2√
xT
1 x1 − 2xT

1 x2 + xT
2 x2

(1)

The above expression represents the line projection computation using dot prod-
ucts. The kernel methods increase the computational power of linear learning
algorithms by mapping the data to potentially higher dimensional feature space
[30]. Let φ be the nonlinear mapping which does the transformation from input
space X to high dimensional space (kernel space) S, i.e., φ : X → S. The map-
ping defines dot product xT

1 x2 in the kernel space as φT (x1)φ(x2). The direct
mapping to space S is implicitly performed by selecting a feature space which
supports the direct computation of dot product using a nonlinear function in
input space. The kernel function k which performs such a mapping is defined as

K(x, x′) = 〈φ(x), φ(x′)〉 = φT (x)φ(x′)

The expression shows that mapping to space S by function K happens implicitly
without considering the actual form of φ. The kernel space equivalent of the
squared distance D2(x1, x2) is defined as K(x1, x1) + K(x2, x2) − 2K(x1, x2).
Therefore; kernel space representation of equation (1) is expressed as

Fφ(x1),φ(x2)(φ(x)) =
K(x1, x1)−K(x1, x) +K(x2, x)−K(x1, x2)√

K(x1, x1)− 2K(x1, x2) +K(x2, x2)
(2)

The above expression gives the formulation of line projection in kernel space
defined by pivots (φ(x1), φ(x2)). We define the set of intervals [t1, t2] for bina-
rization of equation (2) as

V (φ(x1), φ(x2)) = {[t1, t2]|Prx∈X (F
φ(x1),φ(x2)
t1,t2 (φ(x)) = 0) = 0.5} (3)

The kernel distance based hash function family is defined as

����� = {Fφ(x1),φ(x2)
t1,t2 (φ(x))|x1 , x2 ∈ X , [t1, t2] ∈ V (φ(x1), φ(x2))} (4)

An indexing and retrieval scheme can be formulated using the hash function
family ����� as discussed in [13]. The hash table parameters L and k have
similar implication as in the indexing with traditional distance based hashing.
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Equation (2) represents the line projection function in kernel space and defines
the mapping function for Kernel DBH. The optimum kernel selection is an im-
portant task in kernel learning based methods. The MKL methods use set of
kernels instead of selecting one specific kernel function for learning the decision
boundary in kernel space. The learning process of the algorithm selects the op-
timum kernel as the combination of base kernels. The algorithm removes the
dependency of kernel methods over cross-validation for optimal kernel search.
Additionally, the selection of specific kernel may induce bias in the solution.
In this case, the MKL based combination of kernels over single kernel gives
more robust solution. In practice many vision problems involve multiple input
features; MKL provides an efficient way to combine them as different features
have different similarity measures. In the following discussion, we present novel
concept of MKL in indexing applications, so as to apply multiple features to
improve the indexing performance. Our framework uses Kernel DBH function
for generating indexing data structure. In this section, we discuss the limitation
of existing MKL schemes in the context of our problem and present a new GA
based optimization framework which overcomes the limitations of the classical
approach for indexing applications.

3.2 Optimization Problem Formulation

The proposed framework selects the kernel K for hashing in the equation (2)
by defining a learning based framework. The composite kernel K is defined
as the parametrized linear combination of n base kernels, i.e., K(x1, x2) =∑n

i=1 wiKi(x1, x2) with wi ≥ 0 ∀i. The non-negativity constraint enforces Mer-
cer’s condition on kernel K. The proposed learning framework intends to learn
optimum hashing kernel for indexing; therefore, we define retrieval performance
maximization as the optimization objective. The nature of optimization objective
requires the learning to be performed in semi-supervised setting, which utilizes
subset of training examples available with label information during training.
The ideal case of Distance based hashing should generate a hash table assign-
ing unique index to all the examples belonging to a category. However, feature
similarity based hashing does not guarantee unique hash index for similar cat-
egory objects because of the semantic gap between low level features and high
level semantics. The category information available with an example represent
significant amount of inbuilt semantics. Therefore, the utilization of category in-
formation available with the training examples in a semi-supervised framework
enforces more realistic grouping of objects in hash space.

The limited amount of labelled data may create the condition of over fit-
ting. Therefore, the optimization objective requires a regularizer term to ensure
desirable indexing performance independent of the amount of labelled training
data. We apply the maximum entropy principle based regularizer presented by
Wang et al. [31]. The objective of the regularizer is to maximize the information
provided by each function value h(·) in object index g(·). The regularizer is imple-
mented by applying maximum entropy principle which assigns equal probability
for function value h(·) to be 0 or 1; therefore, generating balanced partition of
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data in hash space. Following the result presented in [31], variance maximization
of h(X) satisfies the maximum entropy condition for function h. Therefore, the
complete optimization objective for MKL problem is defined as:

w∗ = argmaxw F(X,Xv,w) (5)

F = J(Xv,w) + λV(X,w)

X represents the complete training set, Xv represents the subset of training ex-
amples assumed to be available with label information for which function F is
evaluated for different weight parameter w. λ represents the regularization pa-
rameter. Function J(Xv, w) represents the retrieval performance of KernelDBH
computed over Xv and w.

J(Xv,w) = mean

{ ∑
xi∈Xv

Δ(yi, ŷ(xi,w))

}

ŷ(xi,w) represents the set of retrieved results for the validation query xi ∈ Xv.
yi represents the actual label for the query and Δ(yi, ŷ(xi,w)) represents the
computed retrieval score for xi. Function V(Xv, w) represents regularizer term
defined as the sum of variance of the hash values for all hash tables which is
computed as

V(X,w) =

L∑
i=1

k∑
j=1

Variance{hij(X,w)}

3.3 Genetic Algorithm Based Optimization Framework for MKL

The kernel combination weights (w) in equation (5) are the optimization param-
eter. The existing literature in MKL methods have various optimization problem
formulations which define joint optimization task for decision boundary and op-
timal kernel learning. The optimization objective of these MKL formulations
are continuous in nature and follow the conventional gradient based methods
for solution. However, the proposed MKL formulation for indexing evolves as an
unique class of optimization objective (Equation (5)). The current optimization
function is discrete in nature whereas the optimization parameter space is con-
tinuous. The non-differentiable nature of the optimization function restricts the
application of existing gradient based solutions for proposed MKL.

For such optimization tasks, meta-heuristic optimization algorithms provide
efficient solution for searching large parameter spaces. The Genetic algorithm is
class of Evolutionary algorithms which is extremely suitable for global optimal
parameter search in complex spaces [32]. GA follows the fundamental of natu-
ral evolution to explore the large and complex parameter spaces, and performs
intelligent random search to quickly identify the best solution. The primary ad-
vantage of GA based optimization comes from its parallel nature of parameter
search. The GA process samples candidate solutions in different directions of
parameter space and evaluates their suitability based on their fitness value. The
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iterative optimization proceeds the search direction towards the prominent can-
didate solutions; therefore, providing a robust and fast methodology to search
through large parameter spaces. The multiple direction search also reduces the
possibility of local optimas as the best solution. Considering the complex nature
of parameter space, exhaustive search based solution for the current optimiza-
tion problem is unacceptable. Therefore, we propose the MKL formulation for
indexing in GA based optimization paradigm.

The parameter search is started by creating initial population as set of strings
representing chromosomes. The population strings in GA represent the geneti-
cally encoded set of possible solutions. The search follows the evolutionary pro-
cess defined by a set of genetic operations performed over population strings.
The evolutionary process retains the potential strings and uses them for suc-
cessive population generation. The selection of potential strings, i.e., candidate
strings for successive regeneration, is based on their fitness values. The fitness
value represents suitability of the population strings for the current problem.
The fitness function in GA should be closely related to optimization objective.
As maximization of retrieval performance defines the objective of learning prob-
lem, we define function F as the fitness function. The training data subset Xv

available with label information is used as validation query set.
In the present GA optimization framework (Refer table 1), a population string

represents the concatenation of genetic encoding of kernel weight parameters wi.
The genetic encoding of optimization parameters allows the application of differ-
ent genetic operators to proceed the search process. The fitness evaluation for
each population string is done by measuring the retrieval performance of index-
ing using Xv as the query set. Initial population strings are randomly generated.
Tournament selection based approach is used for selection of potential strings
for successive generation. Tournament selection is easier to implement and works
efficiently on parallel and no-parallel architectures. Additionally, it provides a
simple way control its performance by optimizing tournament size. The tour-
nament selection method selects p individuals randomly from the population,

Table 1. Algorithm: GA for MKL

1 Population generation ⇒ Pop = Generate()
2 Population initialization ⇒ Initialization(Pop): Evaluate(F) for each string

in Pop
For each i < noIterations

3 Selection of individuals for successive population generation ⇒ Pop sub =
Selection(Pop) using Tournament Selection

4 Offspring generation step 1 ⇒ Pop 1 = Crossover(Pop) using Single Point
Crossover

5 Offspring generation step 2 ⇒ Pop 2 = Mutation(Pop 1 ) using Uniform Mutation
6 Evaluate Offspring ⇒ Evaluate(F) for each string in Pop 2
7 New population generation ⇒ Pop new = Generate(Pop, Pop 2 ) using Elitist

Selection
End
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and the string with highest fitness in the selected p is placed in Mating pool.
For a population vector having M strings, the process is repeated M times.
The selected strings regarded as parents are subsequently used for generating
the new population strings. Crossover and Mutation define to steps to generate
new string for exploring the parameter space. We apply Single point crossover
and Uniform mutation over the Mating pool for offspring generation. The Single
point crossover selects a crossover point, and swaps the part of parent strings de-
fined by crossover point position. Crossover operation is controlled by crossover
probability pc which defines the percentage of individual strings from the mat-
ing pool to be used for generation. It is normally selected from 0.6 ∼ 0.9, i.e.,
using most of the mating strings for generation. The generation strings are sub-
sequently applied to mutation operator. Mutation helps to search the unexplored
search space by enhancing the variability of reconstructed strings by generating
new string by single parent. Here, we have applied uniform mutation over the
strings generated by crossover operation. Uniform mutation inverts each bit of
parent string with probability pm defined as mutation probability. It is normally
selected between 0.02 ∼ 0.05. Higher values of pm deviates the algorithm from
optimal search path, therefore terming it as random search process. The set of
offspring obtained by crossover and mutation are further used to generate new
population. New population is constructed by Elitist selection based strategy
using the old population and offspring set. We use Elitist selection based strat-
egy for constructing new population as it preserves the better individuals in the
current population for successive evolution process from both the old and new
population.

3.4 Preliminary Evaluation with MNIST Dataset

Initial evaluation of the proposed feature combination based indexing scheme is
performed on MNIST dataset [33]. The experiment evaluates the Kernel DBH
based indexing scheme by learning the optimal kernel by proposed MKL. MNIST
dataset is a collection of handwritten digit images containing 60000 training and
10000 test images. Each dataset example represents 28×28 grayscale image dis-
playing, an isolated digit between 0 to 9. In this experiment, we have considered
grayscale pixel intensities as features, i.e., each image is represented by a 784-d
vector.

The initial population in GA optimization framework consisted 40 strings.
The crossover and mutation probabilities are selected as 0.8 and 0.05, respec-
tively. The kernel weight parameter (wi) is encoded by a 5-bit binary string. The
regularization parameter λ is set as 0.25 for all the experiments discussed in this
work. After learning the kernel weight vector (w), the indexing and retrieval
process follows the conventional DBH based indexing scheme. The parameter
selection is an important issue in GA based optimization. GA approaches the
best solution by adaptive operations on the population strings. The optimiza-
tion convergence depends on the choice of adaptation strategy and parameters.
Significant amount of research has gone into development and analysis of GA
optimization, however, a general methodology for deciding GA parameters for
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any problem is unavailable [34, 35]. The basic GA parameters for experiments in
this work have been selected following the recommendations in [35]. The random
nature of GA requires sufficient number of function evaluations to arrive at the
best solution. Here, total function evaluations are computed as product of the
number of population strings to maximum generations. For a difficult function,
more number of function evaluations are needed. The difficulty of the objective
function is described in terms of multi-modality, deception, isolation and collat-
eral noise in the search path [34]. The structure of the optimization objective
(Equation (5)) is complex to describe, therefore the number of generations is
finalized based on initial trials to ensure the convergence is achieved. Here, we
present results of the experiment simulated for maximum of 100 for establishing
the validity of GA based optimization.

The base kernel set for learning the optimum kernel for hashing included set
of 10 Gaussian kernels having variances from 100 to 900 on a linear scale. For
learning the �����, the evaluation set Xv contains 1000 images selected by
stratified sampling from the training images. The function generation is per-
formed by stratified sampling of 1000 images from remaining training images
(excluding the images selected in the evaluation set). The hash table genera-
tion is performed over 59000 training images. The ranking of retrieved results
is an important performance measure for an indexing and retrieval scheme. The
traditional retrieval measures, i.e., precision and recall are computed over un-
ordered sets. However, Mean average precision (MAP) measure for query set
Xv is computed over the ranked retrieval results [36]. In the present indexing
scheme, average precision for query q is computed over the collection of neigh-
bours obtained from L hash tables having indices gi(q) for i = 1, ..., L. The
neighbour ranking is performed based on the Euclidean distance from the query.

For performance measurement, the hash function families ���� & �����,
have been generated by stratified sampling of 1000 images from complete set
of training images. The complete test image set has been used for performance
evaluation. The LSH based indexing results for the similar hashing parameters
are also presented. To define LSH based indexing, random hyperplane based
hashing functions have been applied [37]. We have considered three parameters:
Precision, MAP and Average number of comparisons for performance measure-
ment which have been commonly used for the evaluation of retrieval methods.
The number of comparisons represent the retrieval time complexity. Precision
and Recall represent the grouping property of indexing scheme in hash space,
with precision being the probability of the relevance of retrieved results and
recall being the probability of the retrieval of relevant results. It is always de-
sired to have high values of both measures; however, independent considera-
tion neglects the ranking information of retrieved results. In this context, MAP
presents single point measure of ranked retrieval performance by computing the
average precision over the complete recall scale. Therefore, MAP is adopted
as the primary performance measure. The KernelDBH shows significant im-
provement in precision values over LSH and DBH with less number of compar-
isons. The experimental results for different hashing parameters are presented in
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(a) Precision Values

(b) Mean Average Precisions

(c) Average Comparisons

Fig. 1. Results with MNIST dataset: 100 generations

figure 1. We have also simulated the similar experiment for 150 generations
which yielded similar trend with 0.5 ∼ 7% of relative variation in observed pa-
rameters. For all the hashing methods, we observe sharp decrease in MAP score
with increase in hash function length as the collision probability decreases expo-
nentially with increase in k, resulting sharp decrease in recall. The KernelDBH
and DBH achieved better precision and MAP values with LSH requiring less
number of average computations for larger k. It is justified as the random hy-
perplane based projections are independent of data distribution; therefore, for
smaller k, the hashing function g shows poor discriminative power. However, in
practice, short hash functions are preferred at acceptable retrieval performance
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to control the size of indexing data structure. The experimental results validate
the effectiveness of the proposed MKL framework for indexing. The results also
demonstrate excellent grouping capability of the Kernel based DBH shown by
significant reduction in average comparisons for approximate nearest neighbour
search.

4 Multi-modal Retrieval of Document Images Having
Embedded Graphics

The previous section presented MKL based hashing for indexing. The framework
provides learning based framework to combine different modalities for multi-
modal access to the document collection. Here, we assume the availability of
text and graphics segments from the method discussed in [38]. Here, we aply the
MKL based indexing discussed in section 3 for providing multi-modal retrieval
having document images with graphics. The overall framework is presented in
figure 2.

Fig. 2. Multi-modal retrieval for document images having text and graphics

The framework generates unique document index by kernel distance based
hashing, where optimal kernel for indexing is learned by combining kernels com-
puted from text, and graphics features. The framework computes query (Text or
graphics) index on the hash table, and retrieves relevant documents by similarity
search. The initial evaluation of the framework is performed on English magazine
document collection having 192 scanned pages. After segmentation, the graphic
components which are smaller than 1/50th of the page size are filtered out. The
segmentation process may generate noisy graphics regions. Therefore, bag-of-
words computed with SIFT feature is applied for robust graphics representation
(Refer [39] for details). A visual vocabulary of 50 words is selected, therefore,
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Fig. 3. Examples from Xq

resulting 50-d bag-of-words representation for graphics segments. The word im-
age segmentation and corresponding feature computation from text segments
is performed as discussed in [40]. The complete segmentation process resulted
in 367 graphics image and 18871 word images. The set of linear and Gaussian
kernels is used for forming the base kernel set corresponding to both type of
information. For the evaluation, graphic segments having subjects such as faces,
natural scenes, and buildings are selected. The validation query set Xv consisted
117 queries having 103 word object and 14 graphics objects. Final evaluation
of the indexing is performed with query set Xq having 91 word and 8 graphics
objects (Sample examples of graphics segments and word images are shown in
figure 3). The base kernel set included linear and set of Gaussian kernels having
variances from 2−5 to 25 with incremental step of 0.5 at exponent. The word
images are represented by shape descriptor computed with following parame-
ters: {m = 38, n = 36, 1×6 partition}. The genetic algorithm optimization is
simulated for 100 iterations. The similarity search is done based on the kernel
distance Kdis computes as

∑n
i=1 wiKi. The retrieval for hashing parameters {L

= 50, k = 12} achieved MAP score of 23.45% with graphics based queries, 73.47%
with text queries. The overall MAP score of 72.18% is achieved for query set Xq.
The results establish that the segmentation approach can be successfully applied
for developing a multi-modal content based retrieval framework for document
images.

5 Conclusion

We have proposed novel extension of DBH to kernel space which provides the
platform for MKL formulation in feature based indexing. The novel formulation
provides an efficient and robust approach for application of multiple features in
indexing problems by learning their optimal combination in kernel space. The
proposed indexing scheme demonstrated novel application of Genetic algorithm
for optimization task in MKL. The learning based feature combination for in-
dexing provides a principled approach for fusion of multiple modalities existing
in documents. Subsequently, we demonstrated the application of the framework
for multi-modal retrieval of document images. Application of different perfor-
mance measures, and exploration of ranking function learning in the current
MKL formulation are the possible direction of future work.
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Abstract. We give an overview of our general framework for registering
2D and 3D objects without correspondences. Classical solutions consist in
extracting landmarks, establishing correspondences and then the align-
ing transformation is obtained via a complex optimization procedure. In
contrast, our framework works without landmark correspondences, is in-
dependent of the magnitude of transformation, easy to implement, and
has a linear time complexity. The efficiency and robustness of the method
has been demonstarted using various deformations models. Herein, we
will focus on medical applications.

Keywords: Registration, Shape, 3D Object, Affine transformation, Thin
plate splines, Bone Fracture, Prostate, MRI, TRUS.

1 Introduction

Registration is a crucial step when images of different views or sensors of an
object need to be compared or combined. Application areas include visual in-
spection, target tracking in video sequences, super resolution, or medical image
analysis. In a general setting, one is looking for a transformation which aligns two
images such that one image (called the observation, or moving image) becomes
similar to the second one (called the template, or model image). When registering
an image pair, first we have to characterize the possible deformations. From this
point of view, registration techniques can be classified into two main categories:
physical model-based and parametric or functional representation [1]. Herein, we
deal with the latter representation, which typically originate from interpolation
and approximation theory.

From a methodological point of view, we can differentiate feature-based and
area-based methods. Feature-based methods [2] aim at establishing point corre-
spondences between two images. The main drawback of these methods is the
assumption of a limited deformation and high computational cost. Their main
advantage is that as long as a sufficient number of point matches are available,
one can usually find an optimal aligning transformation implying that feature-
based algorithms are less sensitive to occlusions. Area-based methods [3, 4] treat
the problem without attempting to detect salient objects. The drawback of this
family of methods is also the high computational cost and the restricted range
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of distortions. In many situations, the variability of image features is so complex
(e.g. multimodal medical images) that it is more efficient to reduce them to a
binary representation and solve the registration problem in that context. There-
fore binary registration (i.e. shape alignment) is an important problem for many
complex image analysis tasks. Herein, we will present our generic framework for
recovering linear [5–8] and nonlinear [9–12] deformations of 2D and 3D objects
without correspondences.

For example, spline-based deformations have been commonly used to regis-
ter prostate images or volumes. The interpolating Thin-plate Splines (TPS) was
originally proposed by [29], which relies on a set of point correspondences be-
tween the image pairs. However, these correspondences are prone to error in
real applications and therefore [13] extended the bending energy of TPS to ap-
proximation and regularization by introducing the correspondence localization
error. On the other hand, we [10] proposed a generic framework for non-rigid
registration which does not require explicit point correspondences. In [14], this
framework has been adopted to solve multimodal registration of MRI and TRUS
prostate images.

Another prominent medical application is complex bone fracture reduction
which frequently requires surgical care, especially when angulation or displace-
ment of bone fragments are large. In such situations, computer aided surgical
planning is done before the actual surgery takes place, which allows to gather
more information about the dislocation of the fragments and to arrange and
analyze the surgical implants to be inserted. A crucial part of such a system
is the relocation of bone fragments to their original anatomic position. In [9],
we applied our framework to reduce pelvic fractures using 3D rigid-body trans-
formations. In cases of single side fractures, the template is simply obtained by
mirroring intact bones of the patient.

2 Registration Framework

Let us denote the point coordinates of the template and observation by x ∈ R
n

and y ∈ R
n respectively. Corresponding point pairs (x,y) are related by an

unknown diffeomorphism φ : Rn → R
n such that

y = φ(x) ⇔ x = φ−1(y), (1)

where φ−1 : Rn → R
n is the corresponding inverse transformation. Note that

φ−1 always exists since a diffeomorphism is a bijective function such that both
the function and its inverse have continuous mixed partial derivatives. The goal
of registration is to recover the aligning transformation φ.

Classical approaches would establish a set of point correspondences
{(xi,yi)}Ni=1 and, making use of Eq. (1), define a similarity metric S({(xi,yi)}, φ̂)
which characterizes the geometric alignment of the point pairs {(xi, φ̂(yi))}
achieved by a particular transformation φ̂. The solution is usually obtained via
an iterative optimization procedure, where S is maximized (or equivalently, the
dissimilarity is minimized). Such procedures require a good initialization (i.e. the
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transformation must be close to identity) and are computationally expensive as
the evaluation of S requires the actual execution of each intermediate transforma-
tion. Furthermore, landmark extraction and correspondence implicitly assumes,
that one can observe some image features (e.g. gray-level of pixels [15]) f and g
that are covariant under the transformation

f(x) = g(φ(x)) = g(y). (2)

However, lack of characteristic features (e.g. binary images, printed art) or
changes in features (e.g. illumination changes, mulimodality) make landmark
extraction and matching unreliable in many cases. Segmentation of such images
is often straightforward and is available as an intermediate step of a complex
image analysis task. Herein, we will discuss a generic correspondence-less frame-
work which works well in such situations.

Fig. 1. The effect of applying a polynomial (left) and a trigonometric (right) ω function
can be interpreted as a consistent colorization or as a volume

Since correspondences are not available, Eq. (1) cannot be used directly.
However, individual point matches can be integrated out yielding the following
integral equation: ∫

D
ydy =

∫
φ(F)

zdz, (3)

where D corresponds to the observation shape’s domain and φ(F) is the trans-
formed template shape’s domain. Note that computing the latter integral involves
the actual execution of the transformation φ on F , which might be computation-
ally unfavorable. Therefore, let us rewrite the above integrals over the template’s
domain F and observation’s domain D by making use of the integral transfor-
mation z 
→ φ(x) and dz 
→ |Jφ(x)|dx:∫

D
ydy =

∫
F
φ(x)|Jφ(x)|dx, (4)

where |Jφ(x)| is the Jacobian determinant of the transformation φ. Note that
the above equation corresponds to a system of n equations, where n is the
dimension of the shapes. Although the space of allowed deformations is low
dimensional, determined by the number of free parameters k of the deformation
φ, n is typically 2 (planar shapes) or 3 (3D objects), which is not sufficient
to solve for all parameters of a real deformation. Therefore we need a general



A Unifying Framework for Correspondence-Less Shape Alignment 43

mechanism to construct new equations. Indeed, Eq. (1) remains valid when a
function ω : Rn → R is acting on both sides of the equation

ω(y) = ω(φ(x)), (5)

and the integral equation of Eq. (4) becomes∫
D
ω(y)dy =

∫
F
ω(φ(x))|Jφ(x)|dx. (6)

Adopting a set of nonlinear functions {ωi}�i=1, each ωi generates a new equation
yielding a system of � independent equations. Hence we are able to generate
sufficient number of equations by choosing � ≥ k. Intuitively, each ωi generates a
consistent coloring of the shapes and the equations in Eq. (6) match the volume
of the applied ωi function over the shapes (see Fig. 1). The parameters of the
aligning transformation φ are then simply obtained as the solution of the nonlin-
ear system of equations Eq. (6). In practice, usually an overdetermined system
is constructed (i.e. � > k), which is then solved in the least squares sense by
minimizing the algebraic error. Hereafter, we will omit the integration domains
from the equations.

Algorithm 1. Pseudo code of the registration algorithm

Require: template and observation objects
Ensure: The transformation parameters of φ
1: Choose a set of � > k nonlinear functions {ωi}�i=1.
2: Compute the normalizing transformations which maps coordinates into [−0.5, 0.5].
3: Construct the system of equations.
4: Find a least-squares solution of the system using the Levenberg-Marquardt algo-

rithm. Use the identity transformation for initialization.
5: Unnormalizing the solution gives the parameters of the aligning transformation.

What kind of ω functions can be used to generate these independent equa-
tions? From a theoretical point of view, only trivial restrictions apply: the func-
tions must be integrable and rich enough (i.e. generate a non-constant coloriza-
tion). Furthermore, they have to be unbiased: each equation should have an
equally balanced contribution to the algebraic error, which can be achieved by
normalizing the images into the unit square (or cube in 3D) around the origin
and the range of the ω functions should also be normalized [10]. From a practical
point of view, we have to solve a system of integral equations meaning that inter-
mediate deformations need to be evaluated hence complexity is highly dependent
on image size. If we could get rid of the integration in the equations, then con-
siderable speed-up could be achieved. Fortunately, the equation of Eq. (6) can
be reduced to a plain polynomial system under the following conditions [5, 10]:

1. The deformation φ is given as a linear combination of basis functions. Note
that the most common transformation groups, such as linear, polynomial and



44 Z. Kato

thin plate spline deformations are of such form, while other diffeomorphisms
can be approximated by their Taylor expansion.

2. The adopted set of nonlinear functions {ωi}�i=1 are polynomial.

Let us now briefly overview how to use our framework for various medical
applications.

3 Medical Applications

3.1 Fusion of Hip Prosthesis X-Ray Images

Hip replacement [16, 17] is a surgical procedure in which the hip joint is replaced
by a prosthetic implant. In the short post-operative time, infection is a major
concern. An inflammatory process may cause bone resorption and subsequent
loosening or fracture, often requiring revision surgery. In current practice, clini-
cians assess loosening by inspecting a number of post-operative X-ray images of
the patient’s hip joint, taken over a period of time. Obviously, such an analysis
requires the registration of X-ray images. Even visual inspection can benefit from
registration as clinically significant prosthesis movement can be very small.

There are two main challenges in registering hip X-ray images: One is the
highly non-linear radiometric distortion [18] which makes any greylevel-based
method unstable. Fortunately, the segmentation of the prosthetic implant is
quite straightforward [19] so shape registration is a valid alternative here. The
second problem is that the true transformation is a projective one which depends
also on the position of the implant in 3D space. Indeed, there is a rigid-body
transformation in 3D space between the implants, which becomes a projective
mapping between the X-ray images. Fortunately, the affine assumption is a good
approximation here, as the X-ray images are taken in a well defined standard po-
sition of the patient’s leg. For diagnosis, the area around the implant (especially
the bottom part of it) is the most important for the physician. It is where the
registration must be the most precise. Based on such an alignment, we can e.g.
visualize the fused follow-up images for evaluation by an expert (see Fig. 2).

Fig. 2. Fusion of hip prosthesis X-ray image pairs by registering follow up images using
a 2D affine transformation (typical CPU time is around 1 sec. in Matlab)
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Our framework can be easily applied to register the segmented prosthesis
shapes: the diffeomorphism φ becomes a non-singular linear transformation ma-
trix A and the identity relation takes the following simple form:

Ax = y ⇔ x = A−1y. (7)

Since the Jacobian is the determinant ofA, which can be computed as the ratio of
the areas of the two planar shapes to be aligned, we can easily construct a system
of polynomial equations [5, 6], which is straightforward to solve e.g. in Matlab [5]
by a classical LSE solver like the Levenberg-Marquardt algorithm [7]. Some reg-
istration examples can be seen in Fig. 2, where hip prosthesis X-ray image pairs
are aligned using a 2D affine transformation. Note that correspondence-based
methods are challenged by lack of corner-like landmarks and the nonlinear ra-
diometric distortion between follow-ups. In spite of the inherent modeling error
(the physical transformation of the implant is a 3D rigid motion followed by a
projection), our method was able to find a precise alignment.

3.2 Registration of Pelvic and Thoracic CT Volumes

The extension of the affine solution to 3D objects [6–8] is relatively straightfor-
ward. Typical medical applications include the alignment of pelvic and thoracic
CT volumes based on segmented bony structures. Such alignments are important
starting points for e.g. further elastic alignment of soft tissue organs.

Fig. 3. Superimposed registered 3D bones segmented from CT volumes. Perfect align-
ment is not possible on the thoracic CT image (last one) due to the relative movements
of the bone structure, but affine alignment results are good starting point for e.g. lymph
node detection.

3.3 Bone Fracture Reduction

Complex bone fracture reduction frequently requires surgical care, especially
when angulation or displacement of bone fragments are large. Since the input
data is typically a volume CT image, bone fragment repositioning has to be
performed in 3D space which requires an expensive special 3D haptic device
and quite a lot of manual work. Therefore automatic bone fracture reduction
can save considerable time, providing experts with a rough alignment which



46 Z. Kato

can be manually fine-tuned according to anatomic requirements. Since surgical
planning involves the biomechanical analysis of the bone with implants, only
rigid-body transformations are allowed. In [20], a classical ICP algorithm is used
to realign fractures. Winkelbach et al. [21] proposed an approach for estimating
the relative transformations between fragments of a broken cylindrical structure
by using well known surface registration techniques, like 2D depth correlation
and the ICP algorithm. In [22], registration is solved by using quadrature filter
phase difference to estimate local displacements.

In [9], we formulated the problem as an affine puzzle: Given a binary image of
an object (the template) and another binary image (the observation) containing
the fragments of the template, we want to reconstructs the complete template
object from its parts. The overall distortion is a global nonlinear transformation
with the following constraint [9]:

– the object parts are distinct (i.e. either disconnected or separated by seg-
mentation),

– all fragments of the template are available, but
– each of them is subject to a different affine deformation, and the partitioning

of the template object is unknown.

template observation realigned bone fragments

Fig. 4. Bone fracture reduction (CPU time in Matlab was 15 sec. for these 1 megavoxel
CT volumes). The template is obtained by mirroring the intact bone.

The proposed solution [9] consists in constructing and solving a polynomial
system of equations similar to the affine case, which provides all the unknown
parameters of the alignment. We have quantitatively evaluated the proposed
algorithm on a large synthetic dataset containing 2D and 3D images. The results
show that the method performs well and robust against segmentation errors. In
Fig. 4, we show a bone fracture reduction solution on a volumetric medical image.

3.4 Elastic Registration of Multimodal Prostate Images

Countries in Europe and USA have been following prostate cancer screening pro-
grams since the last 15 years [23]. A patient with abnormal findings is generally
advised for a prostate biopsy to diagnose the benign or malignant lesions. During
needle biopsy, the most common appearance of malignant lesions in Transrec-
tal Ultrasound (TRUS) is hypoechoic. The accuracy of sonographic finding of
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hypoechoic prostate cancer lesions is typically 43% [24]. In contrast, Magnetic
Resonance Imaging (MRI) has a negative predictive value of 80% − 84% for
significant cancer and the accuracy of MRI to diagnose prostate cancer is ap-
proximately 72%− 76% [25]. Therefore, MRI may serve as a triage test for men
deemed to be at risk of prostate cancer and may reduce the number of re-biopsies
while at the same time provide more useful information for those who are sent
for biopsy. Consequently, fusion of pre-biopsy MR images onto interoperative
TRUS images might increase the overall biopsy accuracy [26].

fixed TRUS moving MRI registration result

Fig. 5. MRI-TRUST multimodal prostate registration results. Registration result is
shown as a checkerborard of TRUS and transformed MR images to show the alignment
of the inner structures.

The registration of such prostate images requires a nonlinear deformation
model. When φ is a nonlinear transformation, then the Jacobian Jφ(x) is not a
constant anymore and thus Eq. (6) has to be used directly:∫

ωi(y)dy =

∫
ωi(φ(x))|Jφ(x)|dx, i = 1, . . . , � (8)

From a practical point of view, this means that our method can be applied to
any diffeomorpism φ for which one can compute its Jacobian Jφ(x). Of course,
in order to obtain an overdetermined system, � has to be larger than the number
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of free parameters of φ. In nonlinear medical registration problems, a broadly
used class of parametric deformation models are splines, in particular thin plate
splines (TPS) [29, 30]. TPS models are quite useful whenever a parametric free-
form registration is required but the underlying physical model of the object
deformation is unknown or too complex. Given a set of control points ck ∈ R

2

and associated mapping coefficients aij , wki ∈ R with i = 1, 2, j = 1, 2, 3 and
k = 1, . . . ,K, the TPS interpolating points ck is given by [30]

ϕi(x) = ai1x1 + ai2x2 + ai3 +
K∑

k=1

wkiQ(||ck − x||) , (9)

where Q : R → R is the radial basis function

Q(r) = r2 log r2 .

The local parameters are also required to satisfy the following additional con-
straints [30], meaning basically that the TPS at infinity behaves according to its
affine term:

K∑
k=1

wki = 0 and

K∑
k=1

ckjwki = 0, i, j = 1, 2 . (10)

Note that parameters include 6 global affine parameters aij and 2K local coeffi-
cients wki for the control points. In classical correspondence based approaches,
control points are placed at extracted point matches, and the deformation at
other positions is interpolated by the TPS. When correspondences are available,
the exact mapping of the control points are also known which, using Eq. (9),
provides constraints on the unknown parameters. Therefore in such cases, a TPS
can be regarded as an optimal interpolating function whose parameters are usu-
ally recovered via a complex optimization procedure [29, 30].

However, we are interested in solving the TPS registration problem with-
out correspondences. Therefore in our approach, a TPS can be considered as a
parametric model to approximate the underlying deformation field [10]. Control
points (i.e. radial basis functions) can be placed e.g. on a uniform grid in order
to capture local deformations everywhere. Obviously, a finer grid would allow a
more refined approximation of the deformation field at the price of an increased
number of free parameters.

To construct our system of equations Eq. (8), we need the Jacobian |Jϕ(x)|
of the transformation ϕ, which is composed of the following partial derivatives
(i, j = 1, 2) [10]

∂ϕi

∂xj
= aij −

K∑
k=1

2wki(ckj − xj)
(
1 + log(||ck − x||2)) . (11)

The system is then solved via Levenberg-Marquardt algorithm [10].
In [14], we have improved the generic non-linear registration framework of

[10] by establishing prostate-specific point correspondences and regularizing the
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overall deformation. The point correspondences under the influence of which the
thin-plate bends are established on the prostate contours by a method based on
matching the shape-context ([2]) representations of contour points using Bhat-
tacharyya distance ([27]). The approximation and regularization of the bending
energy of the thin-plate splines are added to the set of non-linear TPS equations
and are jointly minimized for a solution. Fig. 5 shows some registration results
on multimodal prostate images.

3.5 Elastic Registration of 3D Lung CT Volumes

Lung alignment is a crucial task in lung cancer diagnosis [28]. During the treat-
ment, changes in the tumor size are determined by comparing follow-up PET/CT
scans which are taken at regular intervals depending on the treatment and the
size of the tumor. Due to respiratory motion, the lung is subject to a nonlin-
ear deformation between such follow-ups, hence it is hard to automatically find
correspondences. A common practice is to determine corresponding regions by
hand, but this makes the procedure time consuming and the obtained alignments
may not be accurate enough for measuring changes.

Fig. 6. Alignment of lung CT volumes and the combined slices of the original and the
transformed images as an 8x8 checkerboard pattern. Segmented 3D lung images were
generated by the InterView Fusion software of Mediso Ltd..

Our algorithm has been successfully applied [11, 12] to align 3D lung CT scans.
As usual in elastic medical imaging, the adopted parametric model is a 3D Thin
plate splines (TPS) [29, 30] ς : R3 → R

3 which can also be decomposed as three
coordinate functions ς(x) = [ς1(x), ς2(x), ς3(x)]

T . Given a set of control points
ck ∈ R

3 and associated mapping coefficients aij , wki ∈ R with i = 1, . . . , 3, j =
1, . . . , 4 and k = 1, . . . ,K, the TPS functions are

ςi(x) = ai1x1 + ai2x2 + ai3x3 + ai4 +

K∑
k=1

wkiQ(‖ck − x‖) (12)
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where Q : R → R is the radial basis function, which has the following form in
3D [29]:

Q(r) = |r|.
The number of the necessary parameters are N = 3(K+4) consisting of 12 affine
parameters aij and 3 coefficients wki for each of the K control points ck.

As for the prostate registration problem, we also included a bending energy
regularization to ensure the proper alignment of the inner structures. Some regis-
tration results are presented in Fig. 6, where we also show the achieved alignment
on grayscale slices of the original lung CT images. For these slices, the original
and transformed images were combined as an 8× 8 checkerboard pattern.

4 Conclusion

A unified framework for correspondence-less registration of 2D and 3D shapes has
been presented. The method is applicable for various diffeomorphic deformations.
In this paper, we have summarized our earlier results and peresented different
medical applications. Demo implementations of our method are also available
from http://www.inf.u-szeged.hu/~kato/software/ as follows:

– Affine Registration of Planar Shapes: JAVA code with a direct solver (only
runs under Windows).

– Affine Registration of 3D Objects: JAVA code with multi-threading (≈ 0.2sec.
CPU time for megavoxel volumes).

– Nonlinear Shape Registration without Correspondences: Implements planar
homography, extension to other nonlinear deformations is relatively easy.
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Abstract. With the increasing role of computing devices facilitating natural 
human computer interaction (HCI) will have a positive impact on their usage 
and acceptance as a whole. Techniques such as vision, sound, speech 
recognition allow for a much richer form of interaction between the user and 
machine. The emphasis is to provide a natural form of interface for interaction. 
As gesture commands are found to be natural for humans, the development of 
the gesture based system interface have become an important research area.  
One of the drawbacks of present gesture recognition systems is application 
dependent which makes it difficult to transfer one gesture control interface into 
multiple applications. This paper focuses on designing a hand gesture 
recognition system which is adaptable to multiple applications thus making the 
gesture recognition systems to be application adaptive. The designed system is 
comprised of the different processing steps like detection, segmentation, 
tracking, recognition etc. For making system application-adaptive different 
quantitative and qualitative parameters have been taken into consideration. The 
quantitative parameters include gesture recognition rate, features extracted and 
root mean square error of the system and the qualitative parameters include 
intuitiveness, accuracy, stress/comfort, computational efficiency, the user’s 
tolerance, and real-time performance related to the proposed system. These 
parameters have a vital impact on the performance of the proposed application 
adaptive hand gesture recognition system.   

Keywords: application-adaptive, gesture recognition, interface, qualitative, 
quantitative parameters. 

1 Introduction 

In the earlier years man to machine interaction was constrained by the techniques 
based on graphics display, keyboard, mouse, joystick etc. Recently this trend has been 
changed with the introduction of techniques based on recognition of vision, sound, 
speech, projective displays etc. which provides a much richer and natural mode of 
interaction between man and machine [1]. 

In the current day research scenarios the hand gesture recognition as input for man 
machine interface is being developed vigorously. The advantage of these techniques 
is that users can control devices without touching anything such as panel, keyboard, 
mouse etc. [2]. The user just needs to face the camera and raise his/her hands for 
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operational control. This provides a natural mode of interaction between user and 
machine with hand as input device. Hand gesture recognition systems provide users a 
high degree of freedom and intuitive feeling. This serves as a motivating force for 
research in modeling, analyzing and recognition of hand gestures. Meaningful hand 
gestures can be classified as static and dynamic gestures. Static gestures are defined 
as the orientation and position of hand in the space during an amount of time without 
any movement. A dynamic gesture is a series of posture over time span converted by 
motions. Hand postures appear statistically as a combination of different finger status, 
orientations and angles of finger joints [3]. Hand modeling is one of the most 
important task in recognizing postures, as fingers are usually articulated. Self 
occlusion makes detection and tracking local hand configuration challenging [15]. 

Today there are many different devices available for hand based HCI. Some 
examples like cybergloves, 3D mice, magnetic tracking devices etc. [4]. However 
they have certain drawbacks such as costly for general use, complex setup procedures 
and calibration and further lack the naturalness of gesture [5]. 

Figure 1 shows an overview of system setup for vision based hand gesture 
recognition for adaptive application. In the present setup a webcam is attached to the 
PC for capturing the gestures performed by the user (gesture creator). The gestures 
from a gesture set are processed and converted into meaningful commands. The list of 
these gestures is stored in the gesture set.   

 

 

Fig. 1. Vision based hand gesture recognition system setup 

In spatial gesture model there two main approaches: 3D hand model based and 
appearance based methods [15]. Appearance based systems have two categories: 
motion based and posture based recognition. Posture based recognition handles not 
only the location of hand, but also recognizes its characteristic features. 
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Capturing device 

Gesture Set 

PC System 
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Motion-based systems make use of dynamic gestures, and the posture-based 
systems make use of static hand gestures [6]. The appearance-based methods can be 
divided into two groups, such as region-based and boundary-based methods. They 
include edge-based contours [7], [10], edges [8], [9], image moments [11], image 
eigenvectors [12], etc. Some other techniques use second order moments such as 
Zernike’s methods [13] that are invariant to the rotation of the shape. Another method 
uses orientation histograms [14], which are invariant to lighting conditions and 
represent summarized information of small patch orientations over the hand image. 

2 Application Adaptive Hand Gesture Recognition System:  
System Model 

The aim of building a hand gesture recognition system application adaptive poses 
many design and implementation challenges. The issues and challenges involved 
include various parameters considering the needs of present day contact less human 
machine interfaces. Convergence technologies and advancements in machine 
architecture independence has made the application adaptive possible for the present 
day’s computers and thus need for application adaptive man to machine interaction 
has come into picture. Applications may be numerous in number if we consider a set 
of applications as = ( , , … … … …  and the set of commands to map 
to hand gestures as = ( , , , … … . , application adaptive hand 

gesture recognition system  needs to minimize the efforts    required to 
map the set of commands associated with different application domains associated 

with the minimization function ∏:   
 

    (1)

 
 
Now the efforts required to map the set of commands associated with different 

application domains are dependent on various the parameters of each and every step 
involved in the gesture recognition system. Let’s have an insight of the step involved 
in gesture recognition system and various parameters associated with it. The hand 
gesture recognition basically includes four steps also referred to as the four major 
components of a hand gesture recognition system  : hand detection, hand 
segmentation, tracking and recognition. These four components of  consist of 
various processes as hand detection includes background subtraction, followed by 
skin segmentation and feature extraction to detect the user’s hand in the input 
sequence. The performance of   of application adaptive (i.e. 
independent)   interface depends on some quantitative parameters and some 
qualitative parameters. 
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Quantitative Parameters: The quantitative parameters are those parameters that may 
be quantified as numerical values for the recognition system that include the gesture 
recognition rate, features extracted and root mean square error of the system. 

a) Recognition Rate( ): The recognition rate ( ) is defined as the ratio of the 
number of correctly classified samples to the total sampling number, shown as 
Eq. (2) 

 

                                                   100  (2)

 
 

Where:      
                          
 
b)  Root mean square error :   is calculating root mean square 

between the expected value and system output value for each and every 
iteration of gesture recognition. RMSE can be calculated as: 

 

                                                                                      (3)

     
    where:                                                         
 

Qualitative Parameters: The qualitative parameters are those parameters that may 
be not be quantified as numerical values for the recognition system. These parameters 
include intuitiveness, accuracy, stress/comfort, computational efficiency, user’s 
tolerance and real-time performance. 

a) Intuitiveness : Intuitiveness is the naturalness of expressing a given 
command with a gesture. There are two types of intuitiveness, direct and 

complementary. For direct intuitiveness the value  , represents the 

strength of association between command  of the application domain  

and its matched gesture . Complementary intuitiveness,    gives the 

level of association of matching complementary gestures pairs (such as 
mirrored poses) to complementary command pairs (i, j) (semantically 
opposed). Total intuitiveness could be given by  

    ,    
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      ,                                              4  

b) Accuracy  : Accuracy is a measure of how well a set of 
gestures can be recognized. To obtain an estimate of gesture accuracy, a set of 
sample gestures for each gesture in  is required to be tested on the 
implemented gesture recognition system. The numbers of gestures classified 
correctly are called    and misclassified gestures may be denoted 
as   . The gesture recognition accuracy is denoted by 

                          100                                5  

 
c) Stress/comfort  : Stress/comfort is related to the effort 

needed to perform a gesture. Total stress is obtained by the stress index of a 
gesture, weighted by duration and frequency of use. The value  
represents the physical difficulty of a transition between gestures   to  , 
and  represents the stress of repeating the same gesture over an interval 
of time t. The duration to reconfigure the hand between gestures k and l is 
represented by  . The symbol  stands for the average 
frequency of transition between commands   1 for the task under 
consideration. The value K is a constant and is used to convert stress into its 
inverse measure, comfort. 

         ,   ,                              6  

 
d) Computational Efficiency : Generally, Vision based interaction often 

requires real-time systems. The vision and learning techniques/algorithms used 
in Vision-based interaction should be effective as well as cost efficient. 

 
e) User’s Tolerance : The malfunctions or mistakes of Vision-based 

interaction should be tolerated. When a mistake is made, it should not incur 
much loss. Users can be asked to repeat some actions, instead of letting the 
computer make more wrong decisions. 

 
f) Real-Time Performance : By real-time performance, the system must be 

able to consider, i.e. the image at the frame rate of the input video to give the 
user instant feedback of the recognized gesture. 

 
The design issue for an application adaptive human computer interaction system  may be give as the :  
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Minimization function  of   
 , , ,   
 

            , , ,                             7   

and maximization function  
  , ,  ,   , ,    
i.e.                                         , , ,                                                    , ,                                 (8) 
 
 

Performance of an application adaptive hand gesture recognition system   
could be given as: 

   , ,     ,  

               &&   , ,  , ,,                         9  

3 Architecture Design 

The application The system designed recognizes 10 static gesture classes in real time 
as shown in figure 2. The modules in the proposed application adaptive hand gesture 
recognition system can be broadly categorized as detection, segmentation, tracking, 
recognition etc.  

Through this setup the camera grabs the projected background image from a major 
sub region of the recognition area and other minor part of the image (information 
area) can be used to display the state of the recognition process e.g. pictogram of the 
detected gesture class. This configuration setup applies only a minimal and cost 
efficient configuration with general devices. The system applies a boundary based 
method to recognize poses of static hand gestures. The detected hand gesture and 
position can be used for navigating menus and for the manipulation of different 
software objects. Controlling by gestures is based on both the localization and the 
meaning of the command. It is fundamental to use a relatively small and simple 
gesture set instead of large and complex sign languages because the main point of our 
user interface is that any non trainer users should be able to learn the gesture 
vocabulary and the controlling rules. 
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Fig. 2. Vocabulary Database (An incorporated set of gestures  , , … … … . ) 

The proposed system consists of five processing stages detailed as follows:   
 

Background Subtraction  
Background subtraction is the part of initial processing required to be done in the 
proposed system. In this step, we compute the absolute difference between frame and 
background to form the background subtracted image. 

 
Segmentation 
After the background subtracted image is lead towards skin segmentation so that the 
skin segments of the image could be differentiated from rest of the image. 

 
Feature Extraction  
While designing efficient gesture recognition system is an important issue to decide 
which features to be extracted from hand to generate a unique identity for each 
command. 

 
Tracking 
Tracking means to locate the object and report its changes in position over time. It can 
be considered as a repeated frame-by-frame object detection, which usually implies 
more than discontinuous processing. 

 
Gesture Recognition   
Hand gesture recognition involves the construction of a model for each gesture to be 
recognized. This usually proceeds by collecting a number of examples of the gesture, 
computing the mean gesture and quantifying the variance seen in these examples. 

 
        G1                        G2                             G3                            G4                       G5 

 

 
      G6                         G7                          G8                            G9                        G10 
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3.1 Application Adaptive Hand Gesture Recognition System   

The proposed system provides the user with a user interface as shown in figure 3 (a) 
for the selection of any one of the application the user wishes to control through the 
hand gestures. The implemented system was provided with the provisions for 
selection five different desktop applications namely VLC media player, Firefox web 
browsing application, Picasa photograph viewing software, PowerPoint presentations 
of the Microsoft windows package, Adobe reader for web document,  and a custom 
interface for adding up newer applications to the system. This unique feature makes 
the proposed system application adaptive. Once the desired application to be 
controlled is chosen the system enters the next phase of assigning gestures to various 
commands of the chosen application. As the set of commands would be different for 
multiple applications for example the VLC media player would be working for 
volume increase, volume decrease, next, previous, play and pause commands while 
the Firefox web browsing application would be working on the back, next, homepage, 
zoom in and zoom out commands, on the other hand if we talk of  Picasa photo 
viewing software it would take different set of commands comprising of next, 
previous, rotate clockwise ,rotate anti-clockwise zoom in and zoom out.  

 
 
  
 
 
 

 

 

 

      (a)Application adaptive gesture interface                  (b) Mapping of hand gestures     

Fig. 3. Gesture recognition process 

To make the mapping of these variations in a set of commands for different 
application we associated the gestures with keyboard strokes and provided the user 
interface for selection of gestures to be associated with the command of the specific 
application as the figure 3 (b) depicts association of gesture to keyboard events and 
commands for VLC media player application. The system implemented has been 
made robust having the provisions for adding of more gestures to the gesture 
vocabulary set   and applications set . 
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Process Flow: Application Adaptive hand gesture recognition system 

 

Input: Ui (Window)           // User Interface Window// 

Qtoolbutton            // mouse and keyboard events// 

Qpushbutton            // Gesture for gesture vocabulary set// 

Qcombobox      // Drop down menu box // 

Setup: Ui    {Label 1:=   “Application 1” Є  

Label 2:=   “Application 2” Є  

…….     Label n:= “Application n” Є     } 

     Qtoolbutton: { Btn 1:=   “mouseevent1/ keyboard event 1” Є  

Btn 2:=   “mouseevent2/ keyboard event 2” Є  

        ……      Btn n: = “mouse event n/ keyboard event n” Є   } 

Functions:  Connect (Btn , Ui , Signal )  // Connects the Application to the 

event// 

//For the gesture vocabulary Invocation// 

Gesture Setter ( Ui , Qtoolbutton, Qlabel, Qmsgbox , Qsettings) 

Qlabel   // Addition of new application ¢ // 

Qmsgbox // Informative messages // 

Output : Qsettings  { G1:=   “Gesture 1” Є  

G2:=   “Gesture 2” Є  

………. Gn :=   “Gesture        n” Є   } 
 
 

To make the proposed application adaptive hand gesture recognition system we 
had to implement a dedicated module with special features of being application 
adaptive. This special module was incorporated within the hand gesture recognition 
system to make it adaptive of any particular application’s set of commands. We take 
user interface window (Ui) as the input to this application adaptive module. This user 
interface window (Ui) is responsible for making the proposed system application 
adaptive and interactive as it allows the user to select one of the applications out of 
the list incorporated to be operated upon by the hand gesture recognition system. The 
setup of the user interface window (Ui) includes various labels corresponding to 
different applications along with a specific provision for the user to add up any new 
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application dynamically at the real time. Through the Qtoolbutton label of the setup 
different keyboard button and mouse events are mapped to various gestures 
incorporated in the gesture vocabulary set . Before mapping to the hand gesture 
posed by user these keyboard button and mouse events are converted to their 
universal hexadecimal codes used by operating systems for their recognition. This 
provides the user flexibility to associate different gestures or a set of gestures to a 
different set of keyboard button and mouse events. This application adaptive module 
also has Qmsgbox component that provides informative messages related to the 
proposed system to the user. These informative messages make the system more user-
friendly and add up to the intuitiveness of the system with additional accuracy and 
lesser user stress. These informative messages act as a user manual for the proposed 
system. Qsettings within the setup is responsible for gesture vocabulary setup and 
updating of the already existing gesture definitions within the gesture vocabulary set  .The Gesture Setter function of the module is responsible for mapping of user 
posed gestures to the gestures defined in the gesture vocabulary set   and in turn to 
the set of commands of the user selected applications. 

4 Results and Analysis 

Performance analysis based on the accuracy and recognition rate accuracy was 
experimented for all the ten gestures incorporated in the proposed gesture vocabulary set 

 for different laboratory conditions like different illuminating conditions, background 
and for the set of applications incorporated . Though the results are obtained under the 
laboratory conditions they may vary with the real time applications still the system has 
been built for adaptability, scalability and accuracy of real time applications but the 
results may be different. Figure 4 shows the recognition and accuracy in percentage for 
the vision based application adaptive gesture recognition system.   

In general it was observed that   has the highest accuracy which was 85%.   
presented the accuracy of 80% which is due to some inaccuracy in exact calculations 
of orientation of the hand.  depicted 80% accuracy because of the number of 
defects (being 1 for this gesture recognition which is more prone to false detection of 
defect. Gesture  also had 75% accuracy since the number of defects is 1that is more 
prone to false detection of defect as is the case with  that also depends on the right 
orientation which further decreases its accuracy.  provided the results of 82% 
accuracy as the number of defects associated with this gesture is 5 and so it is less 
probable to detect all the defects.  depicted a lesser accuracy than   of 78% 
accuracy as the number of defects is 5 and it is less probable to detect all the defects 
and also right orientation associated with the is problem. Gesture , ,   posed 
72% accuracy as all these gestures are movement based dynamic gestures and these 
types of gestures are observed to give less accuracy.  has the lowest accuracy in 
our proposed system that is 70%. This is because when the user opens the hand the 
center of hand shift upward and it is confused with upward movement of the hand. 

The proposed application adaptive gesture recognition system was tested for the 
overall performance parameters defined in previous sections. The proposed system 
was tested to obtain its performance for the quantitative parameters with the help of 
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The  percentage for gesture   has been maximum reaching to 90% in the 
case of 30 iterations while the minimum  was reported for  for all the iterations 
from 10 to 20 to 30 iterations. Hence we can conclude that the gesture   could be 
used for more complicated and robust system while gesture   should be avoided for 
such applications because of its higher root mean square error rate. Other preferred 
gestures for real time complex applications of the current application adaptive hand 
gesture recognition system could be gestures  ,  ,  ,  ,  ,  they have lesser 
root mean square error rate. As per experiments gesture  again gives a minimum 
stress level results which makes this gesture more user adaptive and its higher 
accuracy adds up to this. While gesture   provides the maximum stress level hence 
gesture  would be lesser preferred gesture by the users as it also has lower accuracy 
and lower intuitiveness. We have tested our system on our defined set of gestures 
within the laboratory conditions though the results may variant with other set of 
gestures and environmental conditions along with a different arbitrary quantification 
methodology adoption. 

 

 

Fig. 5. Graphical representation of root mean square error  

5 Conclusion and Future Work 

This paper presents an application adaptive vision based hand gesture recognition 
system . The system uses image and vision processing techniques for 
implementing different modules like detection, segmentation, tracking, feature extraction, 
recognition etc for hand gesture recognition system. The gestures recognized by the 
system are then identified as the p art of a gesture vocabulary set  with the help of 
number of defect counts detected in the hand.  The proposed system provides the end 
user ability to control the applications incorporated in the set of applications  as the 
software’s like VLC, FIREFOX, PICASA, POWERPOINT and ADOBE READER with 
the help of gestures incorporated in the gesture vocabulary set  . 
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The future directions of the research in progress of the proposed application and 
user adaptive hand gesture recognition system includes the robustness  to be added to 
the system in the terms of variations in illumination conditions, changes in 
background, distance of hand and angle of camera. Also the system could be made 
scalable to higher number of applications with a larger probable database of gesture 
vocabulary incorporated. 
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Abstract. Among the various existing techniques for the enhancement of dark 
images, it has been observed that if the images have certain bright area, then it 
becomes more bright after application of those techniques. The idea has emerged 
from this existing drawback. In this paper we have changed the parameter used 
earlier. In aspect of the visual performance the proposed algorithm emerges as 
quite easy and efficient with keeping concentration on the bright area that should 
not to be degraded. The decomposition of areas has been done on the basis of 
entropy of the image. Dynamic SR has been applied in iterative manner and the 
optimum output response is ensured by the various parameter metrics of the image. 
Parameter ensures the optimality via statistical and quantitative analysis of the 
result obtained. The proposed approach is compared with other existing techniques 
and it has been found that since number of iterations has been reduced drastically, 
hence the total consumed time. The rate of accuracy is highly increased and no 
information loss in the output. Also the color quality is maintained and sharpness 
has been enhanced as well. 

1 Introduction 

High Dynamic Range (HDR) image represents more accurately the range of intensity 
levels found at real scenes. HDR image allows real time visualization that is not 
possible with any other imaging modality. In real world we capture the scenes, but 
due to poor illumination or sometimes due to handling with wrong angle by 
photographer, it becomes unable to capture the entire range. Therefore, there is need 
for contrast enhancement and reconstruction of area which gets distorted. The entire 
process should be done keeping in mind that without any information loss the 
outcomes are projecting [11].  

However, noise is not always deleterious to a system. The addition of noise of the 
system sometimes improves its ability to transfer information reliably. Sometimes the 
optimal noise enhances the degree of order in a system. Here comes the idea of 
Stochastic Resonance. Stochastic Resonance is one of the most significant examples 
of type of dynamical systems. Generally noise is unwanted signal that is related to 
term hindrance. When noise is used to enhance the signal in non-linear dynamic 
system, the phenomenon called Stochastic Resonance. The notion of SR determines 
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the group of phenomenon wherein the response of the system to a weak input signal 
can be significantly increased with appropriate tuning of noise intensity. SR includes 
three basic components i.e. 

(1) Non-linear system, 
(2) Source of noise and 
(3) Weak coherent input, described by [4][6]. The paper has been organized as 

following. Section II describes the mathematical concept behind the stochastic 
resonance that how it works and able to enhance the image. Further Section III 
contains the detail theory about the threshold selection for the decomposition of the 
area using entropy. Section IV is all about the proposed algorithm for the 
enhancement. Section V and VI compares the results from others and shows the 
computational results done in different images. Section VII and VIII describes the 
role of internal noise and reason for selection of color model respectively. Finally 
section IX describes the brief conclusion of the paper.  

2 Mathematical Concept of DSR 

Mathematically it has been proven that maximizing the Signal -to- Noise Ratio (SNR) 
enhances the signal. For the reconstruction of the signal, inherent noise has been used. 
The most common quantifier of stochastic resonance is signal-to-noise ratio. Benzi’s 
double well theory suggests two states of image contrast, i.e; low and high and the 
particles are analogous to state of coefficient magnitude [1][2]. So in this bistable 
system, particle’s oscillation corresponds to no. of iteration applied on DSR equation 
described following, 

X(n + 1) = X(n) + ∆t [aX(n) – b3X(n) + Input] 

Here input is defined by B sin(ωt)+ √ D ξ(t) and parameters is defined by a = 2σ2 and 
b < (4a3)/27. σ is standard deviation of the image. Maximizing the signal-to-noise 
ratio (SNR) we enhance the image quality. The equation is basically maintained by 
these parameters. The values of a and b are obtained by differentiating the 
maximization of SNR signal, as described by [6].  

3 Role of Entropy 

In the information theory, entropy is a measure of uncertainty associated with a 
random variable. Statistically it is a measure of randomness that can be used to 
characterize the texture of the input image. It is defined as, 

Entropy = Σ(p * log(p))        (1) 

Where p is histogram count returned from imhist function applied on the image. It 
quantifies the expected value contained in the image. Since the predictability is 
inversely proportional to the entropy, so subtraction by entropy from its pixel value 
increases the predictness. We become able to predict more accurately the illumination 
of the image. 
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In the information sense, it is the measure of unpredictability. Basically the entropy 
describes the business of the image. Low entropy image such that lots of blue sky 
having little contrast and large runs of pixels. The perfectly flat image has entropy 
zero. Because there prediction may be easily happened. On the other hand, high 
entropy image such as an image having cratered areas on moon have a great deal of 
contrast from one pixel to next and consequently cannot be compressed due to low 
entropy image.[12] The entropy is given as uncertainty associated with random 
variable. These variables in our approach are quantitative measure of the pixel. The 
measures could be- 

1. Color 
2. Luminance 
3. Saturation 
4. Location 

Maximum contrast of the image is the contrast ratio or dynamic range. Contrast is the 
difference between color and shadings of the printed material on any document and 
background on which it is printed. Luminance is a only useful measurement for 
implementation of the proposed algorithm. Location is most useless, not important for 
our approach. Here we have used luminance to achieve the accuracy. Idea behind 
conversion of color model from RGB to HSV is same as above.  

4 Proposed Algorithm 

The proposed DSR based technique has been applied on HDR images. In our 
approach the enhancement has been done only to the required dark areas of the 
images. This makes algorithm more specific. The simulation steps are following- 
 
A. Selection of Area 
Since the entire image need not to be enhanced. Because there are certain areas 
already constructed and bright enough. Due to less light some area are not visible and 
need to be enhanced. To separate bright and dark area, compare each pixel value 
whether it is less than maximum pixel value deducted by twice of the entropy of the 
image. For the decomposition of the area we have define the threshold using entropy 
of the image. Entropy plays a major role in decomposition of the area. Deduction by 
entropy of image by pixel value ensures that unpredictability has been somewhat 
reduced. In other words, uncertainty of the pixels are reduced at certain limit. 
Therefore lesser the value than above said threshold, area taken as dark and rest as 
bright area. Our main focus is on dark area only onwards, to recover all hidden 
information which becomes invisible due to the darkness. We get the two separated 
area after applying the decomposition technique discussed earlier. 
 
B. Color Model Conversion and DWT Decomposition 
The input images are High Dynamic Range (HDR) dark images. Convert the RGB 
color model into HSV model on the dark area and apply discrete wavelet transform on 
the v vector value. V vector determines the illumination of the image. 1-level 
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decomposition gives the coefficient values as, detailed and approximation. Bi-
orthogonal spline wavelet bank having 9X7 filter coefficient has been used here. 
 

C. Separately Application of DSR 
After the DWT application, we get coefficients; detailed and approximate both. The 
iterative equation of DSR has been applied on these, assuming the constants as 
following stated below- 

∆t = 0.06 for required area 

Our algorithm is concentrated on dark area enhancement without any information 
loss. The no. of iteration has been estimated by parameters described by [9][4]. The 
parameter metrics F, PQM and CEF makes the algorithm adaptive. The parametric 
metrics are Color Enhancement Factor (F), Contrast Enhancement Factor (CEF) and 
Perceptual Quality Measure (PQM) described by [4]. 

These parameters measures the statistical as well as quantitative, from both aspects 
of the image. This all parameters not only ensures that output produced is of good 
quality but have better visual perception. These all parameter are calculated for each 
output we get after each iterations. All parameters are evaluated each time of the 
iteration. At best visual perception the outcome is estimated. 

 
D. Parameter Optimization and Selection 
Experimental results shows that for the enhancement of the images, the parameters 
applied on the DSR equation plays a major role. They helps in controlling the no. of 
iteration. The estimated parameters are evaluated and displayed in table (1). This 
experimental data for figure (1) is 
 

 

Fig. 1. Computational Sequence Chart for Enhancement of the Image 
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5 Observations by Experiments 

It has been observed that pixels which are distributed previously in random order and 
not in proper way, gets redistributed so that the output image is reconstructed by the  
intensity value enhancement with the help of inherent noise. The no. of iteration 
depends on the parameter’s value and visual perception estimation. These are 
displayed in terms of histogram construction. 

The parameters values we get are estimated by visual perception. The image quality is 
determined by both quantitative as well as qualitative approach. By our experiments, we 
come to the conclusion that quantitative parameters F and CEF, would also be small as 
much as possible. The summation of both parameters should be around 1. The result 
denotes that when value of PQM is around 10, then the outcomes are better. PQM is a 
statistical measurement of the reconstruction which gives the perceptual quality measure. 
Table (1) is for comparative study from other existing techniques.  

Table 1. Comparative Study by Experiments 

Methods  F CEF PQM

Proposed Algorithm  3.532 1.67 10.2
MSR 2.052 3.87 17.3
SSR 1.637 2.3 14.3
Histogram Equalization  4.982 3.48 18.4

6 Comparison by Other Existing Techniques 

The proposed technique is compared with other already existing techniques like SSR 
(Single Scale Retinex), MSR(Multi Scale Retinex) and Histogram Equalization. It has  
been found that these techniques are limited upto some limit. Like histogram 
equalization may lead dramatic changes in the color balance of the image. MSR gives 
the better quality result but takes long time for the computation. 

SSR fails in aspect of the enhancement of the dark images.  It degrades the image 
quality, and brightens the area which is already bright enough. So generally these are 
not preferred and suitable when we need result in less time. Refer figure (4). 

7 Role of Inherent Internal Noise 

However due to less light intensity, we visualizes the poor image contrast and unable to 
see the dark portion. Inherent noise degrades the quality of the image. By the wavelet 
decomposition of the wavelet the coefficients resembles the intensity distribution. 
Because of the noisy nature of frequency transform coefficients of the dark image, we 
preferred to apply the DSR on these coefficients to reconstruct the image. 
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Fig. 2. Input images and their enhanced output images respectively 
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Fig. 3. Histogram construction of input images after application of proposed algorithm 
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Fig. 4. Comparison by other existing techniques 

8 Role of Color Model 

For the image reconstruction the color model measurement is important. HSV color 
model preserves the color after no. of iteration. Non-linearity of the system is 
increased by mean, variance and entropy. The point to be noted here that output of our 
proposed approach has no blocking artifacts, also no color degradation. But other 
techniques have loss of color in their enhanced images. HSV color model provides 
more stability of colors. The application of algorithm in HSV model doesn’t disturb 
color channel properties. 
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9 Conclusion 

The most important point that is to be pointed out that no. of iteration has been 
drastically reduced. By fixing the value of constant delta for area separately and then 
application of DSR, gives much different and better result. We focus on the dark area 
rather than bright. The proposed approach is well adaptive and time consuming. The 
qualitative and statistically comparison denotes the effectiveness of the algorithm. 
The efficiency has also been increased by reducing the time consumption during the 
execution of the proposed algorithm.  
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Abstract. In the today’s era of growing information it is very difficult to go 
through the actual contents of a text-document. Title of a text-document is a 
collection of meaningful words that signify the content at a glance. This paper 
presents the method for identifying a title for a text-document using elements of 
language specific grammar structure i.e. Subject, verb and objects. Ordered this 
grammar structure is called as RDF (Resource Description Framework). 
Thismethod firstly, selects certain sentences in the current document. Then it 
parses them into RDF. Using search engine it retrieves matched documents for 
the RDF’s. Finally it adopts the title of the best retrieved document as the new 
title of the current document. This approach works well for any domain related 
text-documents. The use of Anaphoric reference resolution of discourse 
processing has further enhanced the result of title identification. 

Keywords: Text document, Chen’s Algorithm, RDF(Resource Description 
Framework), Anaphoric resolution, Discourse processing. 

1 Introduction 

WWW (World Wide Web) is the largest and most useful Knowledge base for users 
with huge amount of information. The other sources of information are newspapers, 
magazines, textbooks etc. WWW consists of billions of text documents and everyday 
many new documents are added to it. Most of the documents are marked by their 
titles. The title of a text-document can help people in searching relevant documents. 
Title always gives information about the content of the document. Identifying title for 
a text-document may be useful for several purposes. It can be useful for data analysis, 
information clustering, text categorization etc. Title identification is a relatively new 
issue in information retrieval (IR) technology. 

Various techniques for information retrieval have been received escalating 
attention since their introduction in 1998. Many earlier works have been verified that, 
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they are well suited to topic identification [3],[7] using data mining and clustering 
respectively. Researchers have investigated that finding title for a given text 
document is not an easy task as text document may contains multiple topics. The most 
important restrictions for identifying title are: Firstly, most of the techniques are 
language dependent as they use tools like POS tagger, parser [13-14] which are 
available in English language only. Secondly, most of the techniques are corpus 
based. In addition length of a text-document is another hurdle to find title of the text-
document. If a sentence in a text document uses a pronoun that refers to an entity in a 
previous sentence then that sentence does not meaningfully contributes for its 
potential use. So, these types of references have been resolved through previous 
named entities in the sentence using anaphoric reference resolution. Resolving 
pronominal references is essential in applications like information extraction and text 
summarization. Hence anaphoric reference resolution has improved the performance 
of the proposed algorithm. 

This paper proposes the algorithm TIDA (Title Identification Algorithm) to 
identify a title for a text-document automatically and it consists of four steps. 

1. It takes the text-document and finds the length of that text-document. After 
checking length of text-document, it collects the important statements from text-
document. 

2. It collects the RDF’s (Subject, Verb, and Object) triple for every statement in the 
corresponding text-document using POStagger [14].A.D.Acierno[11] have defined 
the RDF representation for a sentence as a triple σ= < s, T, ω >, s is the original 
sentence, T the relative RDF-triple describing the semantic content of s in terms of 
subject, predicate and Object and ω an identifier related to the page source 
containing s. From this model only term for the semantic content of a sentence is 
used, that is obtained using POS tagger [14]. 

3. It selects the utmost matched appropriate text-document for every RDF using 
search engine. 

4. Finally it matches these text-documents RDF’s with the original, entered query 
text-document to identify title of the text-document.  

This algorithm has some similarities with [2] algorithm.  
The paper is organized as: Section 2 contains various methods which are available 

for topic identification of text-document. Section 3 describes disadvantages of the 
earlier methods; Section 4 proposes the title identification algorithm using Natural 
Language Processing. This section, also describes how it removes various 
disadvantages of various methods. Section 5 describes the experimental results aimed 
to measure the effectiveness of proposed approach for identifying the title of text-
document in comparison with other methods. At the end we conclude this study in 
conclusion and future work. 

2 Literature Survey 

Attempts  have  been  made  to  develop  title  identification  systems  with  
various approaches [1], [3],[6-9] and for Hindi language[12] (as headline generation). 
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Majority of approaches for title identification are based on clustering algorithms. 
Cluster examination or simply clustering is the assignment of a set of observations 
into subsets (called clusters) so that observations in the same cluster are similar in 
some logic. They have intend to extract a stream of terms fallen in a most prior cluster 
by their algorithms. Most modern approaches mostly rely on exploiting semantics of 
keywords present in the text-document. Chen [5] has proposed corpus based approach 
on topic identification based on two types of grammatical pairs: noun-noun and noun-
verb. To select these pairs, they have determined the importance of each noun and 
verb by Inverse Text document Frequency (IDF).  

IDF (W) = log ((P - O (W)) / O (W)) + c (1) 

 
Where, P is the number of text-documents in Corpus, i.e., 500, O (W) is the number 
of text-documents with word W and c are threshold value. The threshold value for 
nouns is 0.77 and for verbs are 2.46. These values are used to characterize the 
unimportant words by rearranging negative IDF values to zero, and then calculate the 
strength of each pair. The strength of one occurrence of a verb-noun pair or a noun-
noun pair is computed by the importance of the words and their distances, equation 
(2) and (3) reveal how these values are calculated.  

SNV (N, V) = IDF (N).IDF (V) / D (N, V) (2) 

SNV (N, N) = IDF (N).IDF (N) / D (N, N) (3) 

D is the distance and it is measured by the difference between cardinal numbers of 
two words. Chen assigned a cardinal number to each verb and noun in sentences. The 
cardinal numbers are reserved continuous across sentences in the same paragraph. 
The strongest pair can be considered as a title for each paragraph or entire text-
document. Chen achieved to obtain around 80% precision (both total and partial 
matching) in identifying the discourse title. The disadvantages of this method are:  

1. It is corpus based method. 

2. It uses LOB Corpus set of (1989) British English texts; therefore results are based 
on the corpus. If the corpus get altered, then the values SNV (N, V), SNV (N, N) 
would be altered, and it may affect the final results of the algorithm. 

3. It has overhead of calculation for the weight of a few unimportant terms. 

Hossein [2] have recommended algorithm to find the topic of text document. This 
algorithm works in five Steps as follows: 

Step-1 Split the text into sentences. 

Step-2 Parse the sentences to find (n, v) (Using Stanford Parser). 

Step-3 Choose the candidate Parts. (NP’s and VP’s). 

Step-4 Compute   the weight for each Candidate title (Using Chen’s IDF & SNV). 

Step-5 Select the final title.  
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This algorithm has some similarities to Chen’s Algorithm in terms of steps; however, 
some basic parts like selected parts in each sentence and calculation formula have 
been changed to equation (4).  

SNV (NP, head (VP)) = IDF (NP). IDF (head (VP)) / D (NP, head (VP)) (4) 

 

The disadvantages of this method are as follows: 

1. If the sentence get complex then it is difficult to get the important candidate parts. 

2. It uses LOB Corpus collection of (1989) British English texts. So results will be 
based on the corpus. 

3. It is more language dependent as it uses POS tagger as well as Stanford Parser 
both. 

Krishnan Ramanathan[4] have proposed subsequent algorithm to find the title of text 
document. This method is language independent method. They have mapped 
document sentences to semantic concepts in Wikipedia. Bipartite Graph has been 
used to find the title and summary of text-document. The steps for this algorithm are 
as follows. 

Step-1 It maps individual sentences in the text-document to Wikipedia concepts. 

Step-2 The entire Wikipedia corpus is indexed using the Lucene engine. 

Step-3 The sentence is then input as a query to the Lucene engine. 

Step-4 The titles of the Wikipedia text-documents are extracted from the results to 
the query. 

The disadvantages of this method are: 

1. A sentence could get chosen in the title identification by virtue of getting mapped 
to only one concept. 

2. If length of the text-document increases bipartite graph gets complicated to find 
the accurate results. 

All these methods with respective drawbacks have been mentioned in the next 
section. 

3 Disadvantages of Earlier Methods 

In proposed algorithm the disadvantages of earlier methods have been removed. 

If length of the document increases, calculations overhead will be on higher side 
for Chen’s method. Hossein’s Method is having less calculation overhead as 
compared to Chen’s method. If Length of the document increases bipartite graph gets 
complicated to find exact results in case of Krishnan’s method. The proposed 
algorithm can handle maximum length paragraph. Both Chen’s and Hossein’s method 
are corpus based.  
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Table 1. Disadvantage of Various Methods 

Sr. 
No. 

Factors Disadvant-age 
for Chen’s 

Method 

Disadvantage 
for Hossein 

Method 

Disadvantage 
for  Krishnan 

Method 

TIDA (Title 
Identification 
Algorithm) 

1. Length If length of 
the document 

increases,  
calculations 

overhead will 
be on higher  

side. 
 

If length of the 
documentincr

eases, 
calculations 

will be 
comparatively 

less as 
compared to 
Chen’sMetho

d. 

If length of 
the document 
Increases, the 
bipartite graph 

will be 
complex to 
find exact 

results. 
 

It can    
handle  

maximum   
length  

paragraph. 

2. Depend
ency 

On corpus: 
LOB corpus 
collection of 
present day 

(1989) British 
English texts. 

So results 
would be 

based on the 
corpus. 

On corpus: 
LOB corpus 
collection of 
present day 

(1989) British 
English texts. 

So results 
would be 

based on the 
corpus. 

On NLP tools: 
Dependency 

of language is 
higher using 
the Stanford 
parser and 

POS tagger. 

On NLP 
tool: It 

avoids the 
use of 

Stanford 
parser. 

3. Comple
xity/ 

Overhe
ad 

It has the 
overhead of 

calculation for 
the weight of 

some 
unimportant 

terms. 

If the sentence 
gets complex 
then it would 
be difficult to 

get the 
important 
candidate 

parts. 

A sentence 
could get 

chosen in the 
topic 

identification 
by virtue of 

getting 
mapped to 
only one 
concept. 

It would 
never get 

mapped to 
only one 
concept. 

 
Krishnan’s method is unable to produce results for long length text-document. The 

cause for this, bipartite graph became complicated to give right answers. This 
drawback has been removed through the concept of short length and long length 
document. For short length, ten sentence to be chosen and for long length of 
document 20% sentences to be chosen for further processing from the original text-
document.  Another drawback for Krishnan’s method is that a sentence could get 
chosen in the title identification by virtue of getting mapped to only one concept. This 
drawback has been removed through web, because sentences get mapped for a variety 
of concepts. This method uses linguistic tools like POS tagger and POS Parser etc. 
TIDA uses only POS tagger.  
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The drawbacks like length of a document, Language dependency and complexity 
from Krishnan’s method have been removed in TIDA and are elaborated in the next 
section.  

4 Title Identification Algorithm (TIDA) 

As it has been investigated in literature review, there are many approaches to identify 
a document’s main topic. TIDA is closely similar to Krishnan’s method. In 
comparison with the Krishnan’s method Carrot2 Search engine is used for searching 
the required text-documents in concerned with the corresponding RDF (Resource 
Description Framework). The steps for the algorithm are as follows. 

1. Enter the Query text-document for which the title has to be identified.  
2. Find the length of this text-document. (In terms of number of sentences)  
3. If length of text-document is less than 100 Sentences then it is a Short length text 

document and goes to Step-4,else long length text-document and go to Step-5. 
4. Collect first five and last five sentences from the text-document. 
5. Collect 20% sentences from the start and 20% sentences from the endof the text 

document. 
6. Convert all these statements to RDF sentence form using POS Tagger. (For 

example in case of short length text-document, 10 RDF’s have been made for 
corresponding ten sentences.) 

7. For (i=RDF (1); i<=RDF (10); i++) 

a. Find the corresponding matched (n) number of text-documents from Search 
engine (Carrot2).  

b. Collect the first 10 text-documents from these n documents. 
c. Convert all these 10 documents to RDF using step-2, 3, 4, 5 and 6. 
d. Compare the RDF (i) of original document with the RDF of 10 text       

documents one by one. (Comparison is in between Subject of RDF (1) with 
Subjects of these ten documents RDF sentence by sentence and similarly for 
verb and object. The total ([S] [V] [O]) will be called as Match-Value of that 
Text-document.) 

e. Find the document, out of these 10 text-documents for which match value 
(MatchValue) is maximum.  

f. (At the end of this step, ten best matched text-documents are there for 
corresponding ten RDF’s of original entered text-document.) 

8. Consider these ten text-documents for matching with the original entered text-
document’s RDF on the whole. 
     For (i=text-document (1); i<=text-document (10); i++)  

a. Compare the RDF of text-document (1) with the RDF of Query text-
documentsentence by sentence. 

b. Find the text-document out of these ten text-documents for which big match 
value(BigMatchValue) will be maximum. 

9. Display the corresponding title of text-document for which this Big Match Value 
is maximum. 

Similar Procedure will be followed for long length document. 
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This algorithm initially checks the length of the entered query text-document in 
terms of number of sentences. If the query text-document having greater than 100 
sentences, then it’s a long length text-document else it is short length text-document. 
20% sentences from the start and 20% sentences from the end of the text-document to 
be selected for further processing, if the text-document is long length. Otherwise (for 
short length text-document) first and last five sentences to be selected. The reason for 
choosing 20% of the sentences is that, if this percentage is increased from 20% to 
30% the searching process gets complicated and it affects the efficiency of TIDA (in 
terms of “No output”). Similarly if this percentage is reduced to 10% then it also 
affects the efficiency (in terms of “No matching”). The types of output mentioned 
above can be verified through the sample sets attached at the end of this paper. After 
selecting these sentences convert them in RDF form triple i.e. Subject verb and Object 
form. This tagging of subject-verb- object is done using POS Tagger[14].Then find 
the corresponding matched text-documents for every RDF using Carrot2 search 
engine. Select top ten text-documents out of these n numbers of text-documents. 
Convert all these ten documents in the RDF form. Compare the first RDF of query 
text document with current ten text documents RDF one by one. Comparison is in 
between Subject of first RDF with Subjects of these ten documents RDF sentence by 
sentence. Same procedure is carried out for verb and object also. The total ([S] [V] 
[O]) is called as Match Value of that text-document. Select a document, out of these 
ten text-documents for which, the match value (Match Value) is maximum. At the end 
of this, ten best matched text-documents are available corresponding to ten RDF’s of 
original entered text-document. Now, consider these ten text-documents for matching 
with the original entered text-document’s RDF on the whole. Compare the RDF of 
first text-document with the RDF of query text-document sentence by sentence, and 
the BigMatchValue is calculated. The title of corresponding text-document has been 
selected, for which BigMatchValue is maximum. 

5 Performance Evaluation 

To check performance of TIDA the sample sets have been prepared. Efficiency of the 
algorithm can be checked with how successfully the title matches with actual title of a 
text document. Two criteria’s can be there weather they are perfectly matched or partially 
matched. To check the accuracy of proposed system the list of actual title and the title 
proposed by TIDA have been prepared. [2], [10] had taken  sample  sets  as  HTML  
web  pages  from  different  categories  and  Wikipedia  pages respectively. After 
implementing TIDA, the results have been tested for two categories.  First category 
contains four different sample-sets of diverse fields and second category contains text 
document related two different domains (as “Computer” and “Language”). For the 
experimentation of diverse field sample sets have chosen, each holds 25 random text-
documents with corresponding titles. The corresponding results for those samples are 
shown in Table 2. For the domain related experimentation sample sets have chosen, each 
holds 50 random text-documents with corresponding titles. They are arbitrarily selected 
from Wikipedia and howstuffworks.com. The text-documents chosen are flexible enough 
from diverse fields taking into view that proposed algorithm would be in a position to 
produce the results for any text-document, and not for specific domain related text-
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document. The corresponding results for those samples are shown in Table 3. From total 
hundred samples, 74 topics are getting matched totally with original titles for the text-
document, 5 are getting partially matched with the original titles and for 21 samples are 
not matching with actual titles. The success rate of TIDA for these samples is 74%. 

Table 2. Experimental Results of TIDA 

Sample-SETS 
(Short Length) 

No 
Matching 

Partial 
Matching 

Total 
Matching 

 
Set-1 (25-Samples) 8 - 17 

Set-2 (25-Samples) 4 - 21 

Set-3 (25-Samples) 5 2 18 

Set-4 (25-Samples) 4 3 18 

Total= 100-

Samples 21 05 74 

Table 3. Experimental Results TIDA (Domain related experimentation) 

Sr. 

no. 

Domain-
Name 

(Each 
includes 50 

text 
samples) 

No 
Mat- 
ching 

Part- 
ial Mat-
ching 

 

Total 
Mat-
ching 

 
 

No-
out 
put 

Success 
Rate 

Average 
Success 

Rate 

1. Computer 9 5 36 0 82% 
81% 

2. Language 7 5 35 3 80% 

5.1 Performance Improvement for Title Identification Algorithmthrough 
Reference Resolution of Discourse Processing 

According to the definition quoted byTanveerSiddiqui and U.S. Tiwary[15], a 
discourse is most commonly described as the language above the sentence level. In 
order to make meaningful representation of a text-document, it should have the 
related sentences. The phenomena that operate at discourse level include Cohesion 
and Coherence. Cohesion is a textual phenomenon whereas coherence is a mental 
phenomenon. A text is cohesive if its elements link together and coherent if it makes 
sense. Cohesiveness can be further subdivided as Reference cohesion, Ellipsis 
cohesion, and lexical cohesion. Reference is a means to link a referring expression to 
another referring expression in the surrounding text, as shown in the following 
example.  
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Peter helps her mummy. He is a good boy. 

Here, ‘He’ refers to a person named Peter. Such a reference is called as anaphoric 
reference. These type of anaphoric  references can be resolved by  replacing  the 
pronouns like, "he", "she", "her", "his", "him", "it", "this", "His", "me", "He", "they", 
"you", "these", "that", "my", "your", "our", "mine", "yours", "those" with the subject 
of a previous statement for improvement of title identification algorithm. The results 
of TIDA are enhanced by 6% after anaphoric reference resolution as shown in table 4. 

Table 4. Success Rate of TIDA after Anaphoric Reference resolution 

Text-
Document 

SETS 

No 
Matching 

(1) 

Partial 
Matching 

(2) 

Total 
Matching 

(3) 

Output After 
Anaphoric 
Reference 

Resolution (4)

Success 
Rate% 
(3)+(4) 

Set-1 
(25-Samples) 

8 - 17 3 20 

Set-2 
(25-Samples) 

4 - 21 NIL 21 

Set-3 
(25-Samples) 

5 2 18 2 20 

Set-4 
(25-Samples) 

4 3 18 1 19 

Total=100-
Samples 

21 05 74 6 80% 

 

As far as sentence construction is concerned, there are many types of sentences for 
Subject, Verb and Object combination. Some combinations like object is nowhere in 
the sentence like: “She laughed.” “We do.” “I left.”  etc., these statements have been 
made by using subject and verbs only. Objects are missing in these sentences. Take 
another example, where subject is nowhere in the sentence like: “Collect the 
samples.”, “Leave the campus.”,  etc., So, in the text-documents for which the title 
has to be identified, and the objects are missing in some case, subjects are missing in 
some cases, then does that affects the results. Wren and Martin[16] have been quoted 
that, the main ingredients for English language are Subject, Verb and Object. Each 
one has their importance in the sentence. To check their importance in the absence of 
another will certainly play some role while finding the title of the text-document. To 
answer this question, parametric analyses have been done on the availability of 
Subject, Verb and Object. The analysis is shown in the Table 5. (For this huge 
analysis of Subject, Object and Verb, ten random samples have been experimented.) 

Here, Subject, Verb and Object represent the availability of corresponding inputs. 
(If SVO equals to 100, as mentioned in case-5, only subject is kept as it is and rest of 
the values of verb and objects are made zero for text-document samples. 
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Fig. 1. Results for TIDA Fig. 2. Results for TIDA after Anaphoric  
Reference  Resolution 

Table 5. Parametric Analysis 

Cases Subject Verb Object Total 
Success 
Rate for 
TIDA 

Remarks 

Case-1 0 0 0 ---- 

Invalid Combination of 
sentences. Only 

exclamatory sentences 
are possible without S, 

V, O. 

Case-2 0 0 1 60% - 

Case-3 0 1 0 ---- 

Insufficient 
Information: No 

results. Only action 
statements are possible. 

Case-4 0 1 1 70% -- 

Case-5 1 0 0 70% -- 

Case-6 1 0 1 65% -- 

Case-7 1 1 0 60% -- 

Case-8 1 1 1 85% -- 
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6 Comparison with Other Methods 

The test data suite used for Chen’s method [5] was LOB corpus. LOB Corpus is a 
million-word collection of present-day British English texts. It contains 500 texts of 
approximately 2,000 words distributed over 15 text categories.  These categories 
include reportage, editorial, reviews, religion, skills, trades, popular, biography, 
essays, learned and scientific writings, fictions, adventure and western fiction, love 
story, etc. [2] had taken Wikipedia as suit dataset for the evaluation of the title. 
Wikipedia is an online encyclopedia with their pages is entitled exactly by their titles.  
The Wikipedia page’s titles can be considered as their titles. To achieve this purpose, 
they had taken a set of 200 random pages with their titles. The result of their 
experiment is drawn as a pie chart in Figure 3. The result of proposed experiment is 
drawn in comparison in Figure 4. 

 
Fig. 3. Results for Automatic Title 
Identification [2]. Success Rate:-86%. 

Fig. 4. Results for TIDA after Reference 
Resolution. Success Rate:-94%. 

(Success Rate= % Sum of total matching and Partial Matching) 

Experimentation is done for text documents related to domains having categories 
(i.e. for Computers and Language) each contains fifty text documents as samples. The 
corresponding results for those samples are shown in Table 6. After the 
comprehensive experimentation it is found that TIDA produces 81% results as 
compared to Krishnan’s method for the domains “Computers” and “Language”. 
Krishnan method produced 51% results for the same sample text documents for the 
mentioned categories. 
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Table 6. Success Rate of TIDA in comparison with Krishnan’s method for same dataset. 

Sr. 
no 

Meth-
od 

 to be 
used 

Domain 
name 
(Each 

includes 
50 text 

samples) 

No 
Matc
h-ing 

Partial 
Match-

ing 
 

Total 
Match-

ing 
 
 

No-
out 
put 

Succe
ss 

Rate 

Avg.S
uccess 
Rate 

1. 
TIDA 

Computer 9 5 36 0 82% 
81% 

2. Language 7 5 35 3 80% 

3. Krishna
n’s 

Method 

Computer 15 6 21 8 54% 
51% 

 4. Language 15 8 16 11 48% 

7 Conclusion 

This paper presents a title identification algorithm using elements of language specific 
grammar structure. In addition to this it uses the concept of anaphoric reference 
resolution of discourse processing for improvement of the results. After parametric 
analysis of the subject, object, verb following conclusions has been drawn.  

1. Using this algorithm, the titles can be found for utmost length of a document.  
2. Reference resolution increases the performance of algorithm by 6%. Also it alters 

status of performance from partial results to Matched results for some cases.  
3. Verbs are solely not important for sentence construction. Wren and Martin 

[16]have been quoted that, for this combination of (010) only action statements are 
possible. (i.e. Go, Eat, and Come). etc.  

4. Without subject, verb and object sentences are not possible. Wren and Martin[16] 
have been quoted that, for this combination of (000) only exclamatory statements 
are possible (i.e. Oh! Ha Ha!). etc.  

5. If length of the document goes for higher Side, then in a few cases the reference 
resolution increases the performance of the algorithm.  

Some of the restrictions for this algorithm are as follows. Firstly, this algorithm is web 
reliant, so each time the outcomes will not be the similar (Search Engine). The current 
version of TIDA carries out the experiment with English pages only. This inadequacy is 
emerged from POS Tagger that is one of the NLP tools which is capable to process only 
English texts. In future, some more types of reference can be resolved for improvement 
of title identification algorithm. The performance can be enhanced with diverse 
parameters like synonyms homonyms, polysemy using word net. 
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SAMPLE 

Sample: Text-Document with Original Title and Generated Title by TIDA. 

Text-document with Title TIDA –Output 

(Title) 

Stacks 

In computer science, a stack is a last in, first out (LIFO) 
abstract data type and linear data structure. A stack can have any 
abstract data type as an element, but is characterized by only three 
fundamental operations: push, pop and stack top. The push 
operation adds a new item to the top of the stack, or initializes the 
stack if it is empty. If the stack is full and does not contain enough 
space to accept the given item, the stack is then considered to be in 
an overflow state. The pop operation removes an item from the top 
of the stack. A pop either reveals previously concealed items, or 
results in an empty stack, but if the stack is empty then it goes into 
underflow state (It means no items are present in stack to be 
removed). The stack top operation gets the data from the top-most 
position and returns it to the user without deleting it. The same 
underflow state can also occur in stack top operation if stack is 
empty. A stack is a restricted data structure, because only a small 
number of operations are performed on it. The nature of the pop 
and push operations also mean that stack elements have a natural 
order. Elements are removed from the stack in the reverse order to 
the order of their addition: therefore, the lower elements are those 
that have been on the stack the longest. 

Stack (abstract 
data type) - 

Wikipedia, the 
free encyclopedia 
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Abstract. Social capital is about the value of social networks, bonding similar 
people and bridging between diverse people, with norms of reciprocity. Social 
capital is fundamentally about how people interact with each other[24]. Public 
Spaces can provide an ideal location for building social capital. We outline our 
design approach, which involved conducting a user perception study of interac-
tion in private public spaces. Based on the study, a framework of relationship - 
patterns was developed.  We have further identified key components of social 
interaction installations and common interaction design modalities. The study 
reported in this paper will be used to develop a design that aims to foster com-
munity bonding in a city environment through socialization and play. The pos-
sibility of adopting digital technologies in giving a new meaning to public space 
has been explored. 

Keywords: Social Capital, Interaction Design, Public space, Digital Bonding. 

1 Introduction 

In its simplest and most concise form, the term social capital refers to the connections 
between divergent groups in heterogeneous societies that lead to the sustaining opera-
tions of a country or society[1]. Social capital builds socio-cultural bonds that culti-
vate good will, fellowship, sympathy and social intercourse in a community. Public 
space, regardless of ownership, provides an opportunity of shared use and activity, 
meeting and exchange for people[2]. This interaction gives public spaces the ethical 
and aesthetic power to build social capital that underscores the stability of society, its 
common threads and interests, increases reciprocity and trustworthiness, thereby es-
tablishing the foundations of cohesiveness among those that make up a social unit. 

Digital technology based mobile and ubiquitous systems are offering new opportuni-
ties for interaction in these public spaces.  We present the concept of using emerging 
interaction design technologies in public spaces to build social capital through increased 
interactions. Ground level 'user' based data collection to understand user perception of 
public space is reported.  The collected data has been analyzed by drawing upon theories 
of sociology. These findings are supplemented by analyzing different examples of human 
technology interactions in public spaces to come up with a design proposal that focuses 
on building collective user experience in such interactions. 
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2 Motivation: Outlining the Importance of Social Capital 

Social capital refers to a stock of active connections that build trust, appreciation for 
different perspectives, needs, and shared values. It is those shared values that bind 
human networks and communities to a society making cooperative action possible[1].  

There are several benefits from a rich reservoir of social capital. First, social capi-
tal allows citizens to resolve collective problems more easily through cooperation. 
Second, social capital greases the wheels that allow communities to advance smooth-
ly, where people are trusting and trustworthy, and where they are subject to repeated 
interactions with fellow citizens, everyday business and social transactions are less 
costly. The third way, in which social capital improves alot, is by widening our 
awareness of the many ways in which our fates are linked. When people lack connec-
tion with others, they are unable to test the veracity of their own views, whether in the 
give or take of casual conversation or in more formal deliberation. Without such an 
opportunity, people are more likely to be swayed by their worse impulses [3]. 

One of the many ways in which social capital can be built, is by encouraging 
community interaction and bonding in common spaces. It is to this effect that the next 
section focuses on defining the shifting paradigms, implemented and mental models 
of public space- where we intend to build our premise. 

3 Shopping Mall as an Interaction Space  

In the past, public space has often been relegated to open grounds, parks, pavements, 
playgrounds, central squares, market places, libraries, religious gathering places like 
temples, churches, mosques etc. In an idealistic view, most people would expect that a 
public space provides relative openness of access to most members of society, allows 
them to use that space without other restrictions than those dictated by broadly accepted 
social norms of behavior, and guarantees them some say over key decisions regarding the 
running of the space [4]. While these attributes are important in their own right, the pri-
mary defining factor that makes a space “public” is the attitude of society towards it. 
Public spaces are participatory landscapes. Through human action, visual involvement 
and the attachment of values, people create their own spaces. Thus, public space can be 
said to be a publically perceived, valued and acclaimed landscape[5].   

Accordingly, in recent times Urban India has catapulted shopping malls as the most 
ubiquitous and frequently visited places. With the advent of FDI in Retail, this trend- in 
all likelihood- will see further exponential growth.  People visit mallsfor shopping, lei-
sure, recreation, experience or to simply spend excess time. Now, the new shopping 
malls are designed to encourage flânerie and “hanging out.” The combination of am-
bience, space and convenience is a big attraction for atime strapped city dweller.  

By virtue of being privately owned, even though technically shopping malls may 
not be public spaces, the mental model of urban Indian community considers them so. 
Therefore, for the purpose of this paper, we concentrated on using the space available 
in such shopping malls for our intended interaction.  We believe that while on one 
hand spontaneous interaction between people previously unknown to each other will 
 strengthen the societal fabric, it will also prove beneficial for private owners of such 
space by increasing the dwell time of users. 
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4 User Study 

A survey was carried out to understand how people perceive, experience and respond 
to spaces within a shopping mall.  Data was collected using an extensive question-
naire containing 89 items. The questionnaire was constructed using Likert’s Scale, 
Discrete Visual Analog Scale and Scenario Evaluation. The total sample was 44 res-
pondents, of which 20 were based in Guwahati, Assam. 24 of the 44 respondents were 
spread across India and were contacted online.  The remaining respondents were sur-
veyed in person across 3 different malls in Guwahati city. The questionnaire consisted 
of questions that were related to ambience of a mall, perception of space, state of 
mind, peer group, attitude towards social interaction, and their impression of gaming 
inside malls.  

5 Results 

5.1 Ambience of a Mall 

For most respondents, the decision to go to a mall is based on its ambience. They’re 
sensitive to difference in ambience of different malls and give factorial importance to 
it for experience enhancement. Interior Design of a mall along with details of color, 
texture, furnishings are also highly noticeable. 

 

Fig. 1. Responses of Questions based on Ambience 
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These findings establish a user-environment relationship where the experience of 
the user is directly proportional to perceived aesthetics of the environment. McCarthy 
and Wright describe this approach as dialogical which draws attention to anticipation 
of experience, reflection on experience, and the dynamic relations between user and 
space including a possibility of reflection influencing anticipation and vice versa[6]. 

5.2 Perception of Space 

Respondents liked consistency in layout of spaces and were confident of their ability 
to quickly find exit directions. They would prefer wide-open spaces on entering the 
mall and around shops in general.  This need for open space not only represents a 
metaphysical bond with evolution but also suffices a pragmatic need of providing for 
recreation and emotional nourishment. Such open spaces provide an ideal location 
structure for setting up an installation that will open up abstract possibilities for 
interaction. The underlying assumption is that the spatial properties of an environment 
can be designed to influence the way people act in and use that environment. 

 

Fig. 2. Responses of Questions based on Perception of Space 
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5.3 State of Mind 

Respondents said that they are usually in a good amicable mood while visiting malls, 
feel safe inside its vicinity, relaxed after visits and prefer to pass time there. They also 
think that they spend a good amount of window-shopping. These factors indicate the 
presence of essential pre-requisites for people to engage in any form of interaction.  

 

 

Fig. 3. Responses of Questions based on Perception of Space 

5.4 Social Interaction 

These set of questions were the most important aspect of this survey. Most respon-
dents believed, that the malls have replaced older public spaces for socializing. While 
people were apprehensive about initiating talks with strangers, they were more willing 
to do so given a mutually interesting activity. They are curious to examine crowd-
gathering activities and are more willing to help acquaintances rather than complete 
strangers in case of an emergency. 
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Fig. 4. Responses of Questions based on Social Interaction 

5.5 Relationships 

Respondents preferred going to a mall with friends and family. The survey also 
showed that malls have become a popular spot for meeting up with friends. Study of 
Relationship pattern of users is necessary for effective design solutions. These pat-
terns will be discussed in detail in the next section.  

These results correlate with our basic premise of using the mental model of users 
as a guiding force deciding the location of space. These findings also fit the concep-
tual framework [7] of stages of social interaction namely: distributed focus, shared 
attention, dialogue and collective action. We will further use this framework for ana-
lyzing concepts and case studies.  
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Fig. 5. Responses of Questions based on Relationships 

6 Relationship Patterns 

Based on primary user observation, certain relationship patterns that exist in the cho-
sen space were identified. On further analysis of the patterns, the authors assigned 
labels as follows: 

6.1 Transient Relationships 

These relationships occur between people who are completely unknown to each other. 
They are characterized by brief non-verbal interactions. For example, strangers who 
take the same escalator, people encountered while entry/exit in a mall, standing in a 
queue or looking for a place to sit in the central atrium. Goffman refers to such beha-
vior as “unfocussed interactions.” [8,9] Strangers in co-present situations are aware of 
the actions of other(s) but remain publicly inattentive to them- they are accessible but 
not necessarily available.   

6.2 Amiable Relationships 

These relationships occur between people who are completely unknown to each other. 
However, most often they are characterized by friendly verbal/ non-verbal interac-
tions that may span for a very short period of time. For example, discussing an art 
installation inside a mall, suggesting an ice cream flavor, commenting on goods 
bought while standing in billing queue or holding open a door for someone to pass 
through. Such interactions help create social goodwill in a community.  
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Table 1. Relationship Patterns (Source: Author) 

 

6.3 Perceptible Relationships 

These are relationships with individuals that we regularly observe but do not interact 
with. The key here is frequency, repetition and familiarity. For example, frequent 
visitors of a local shopping mall may encounter familiar faces. This relationship is 
marked by an absence of Verbal/non verbal interaction where both parties agree to 
ignore each other.  This social phenomenon was first addressed by the psychologist 
Stanley Milgram in his 1972 essay and is referred to as “Familiar Strangers” 
[10].Paulos and Goodman adopted the concept as part of research program titled Fa-
miliar Stranger Project[11]. 

6.4 Performer Spectator Relationships 

These relationships derive their name from research put forth by Dalsgaard and Han-
sen in 2008 [12].There are certain incidences when people stand out in a crowd, are 
observed but there is a stark absence of direct interaction. A central facet of this rela-
tionship is rooted in the stranger’s knowledge of being the “center of attraction” 
which affects his behavior. Goffman would term it under focused interaction. For 
example, kids who play in the central atrium of a mall, may exhibit exaggerated reac-
tions knowing that they are being watched by others.  This relationship will be of 
central importance in interaction design for experience-oriented uses of technology. 
The visitors will always be constantly aware of the fact that if they were to interact 
with the façade/other design, they would be under the scrutiny of other visitors.  
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6.5 Pragmatic Relationships 

These relationships develop due to practical needs. They are mostly professional in 
nature. The extent and type of communication is context based. Also, these interac-
tions are more formal with well-defined roles and boundaries. For example, the wai-
ter-customer or salesman-buyer relationships. 

6.6 Established Relationships 

These relationships exist between known groups of people like family/ peer group/ 
acquaintance/ colleagues and are characterized by informal communication and the 
presence of inherent comfort zones. It is gathered from the user study that most 
people prefer going to a shopping mall with friends or family. Additionally, they fre-
quently have chance encounters with acquaintances in such places. All such interac-
tions come under the umbrella of Established Relationships. Emotional features like 
ego, intimacy, love, fear, anger, respect, concern, humor prominently affect relation-
ship dynamics. 

6.7 Human Technology Relationships 

Some of the most important relationships that were observed in the space were human 
technology relationships. These may be planned, routine or incidental interactions. 
When the technologies of interest are portable, distributed and embedded in our phys-
ical and social environment, people’s experience of place and its mediation by tech-
nology becomes central. Experience involves acting and being acted upon, sensing 
and feeling both, and transforming them into an emotional and intellectual sense. A 
question for Interaction Design then is how ubiquitous and portable computing and 
communications technologies can be used to enrich these experiences. 

7 Framework of Social Interaction 

Ludvigsen[7] has proposed a framework of social Interaction. The responses of the 
conducted user study co relate well with this framework. As a result, this has been 
used to further guide the design direction.  The conceptual framework is structured 
along a scale of engagement into the social situation. The first level is Distributed 
Attention where people co-present in the same space have different attention foci. The 
second level of Shared Focus involves people being co-present with directed atten-
tion. At the third level called Dialogue level each participant is engaging in a shared 
activity that requires some form of situated engagement with a counterpart and acces-
sibility to the counterparts participation. The last level of the framework, Collective 
Action denotes the type of activity that occurs when participants are working together 
towards a shared goal engaged in, on the overall level, the same activity.  
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Fig. 6. Component Analysis of Installations 

8 Component Analysis in Contemporary Public Space Games 
and Installations 

In this section, we have tried to evaluate what are the various components present in 
contemporary Public Space games and Installations across the world. The 10 exam-
ples [13-22] have been selected on the basis of their scale, content, public involve-
ment, use of technology and broad adherence to the above-mentioned framework.   

Lozano-Hemmer's “Body Movies” [19] explores alien presence and embodied rela-
tionships. Thousands of pre-clicked portraits taken in the host city are projected on a 
wall at a scale of 400-1800m2. These portraits appear inside projected shadows of 
passers creating a sense of intimacy, intrigue and collaboration. “Night Lights” by 
Yes Yes No [13] encourages viewers to become performers by capturing their body 
movements and amplifying them 5 stories tall. “Hidden Fields” [14] explores dance 
Spectroscopy technology to convert performing dancers into real-time energy fields.  
The invisible beauty of everyday movements and social interactions is made accessi-
ble in the form of visual and self-composing soundscapes. 

9 Modalities in HCI 

Based on the above-mentioned analysis of examples and literature review, we have 
come up with a comprehensive aggregation of various modalities that can be used 
while designing interactions. These can be listed as: 

Visual-Based. Facial Expression Analysis, Body Movement Tracking (Large-scale), 
Gesture Recognition, Gaze Detection (Eyes Movement Tracking) 



 Facilitating Social Interaction in Public Space 99 

 

Audio-Based. Speech Recognition, Speaker Recognition, Auditory Emotion Analy-
sis, Human-Made Noise/Sign Detections (Gasp, Sigh, Laugh, Cry, etc.), Musical Inte-
raction 

Sensor- Based. Pen-Based Interaction, Mouse & Keyboard, Joysticks, Motion Track-
ing Sensors and Digitizers, Haptic Sensors, Pressure Sensors, Taste/Smell Sensors. 

These modalities can be further combined to form multimodal interactions.  

10 Technology Exploration 

We have explored some of the promising digital technologies that have potential to 
enhance public space interaction - We plan to use Camera’s, Projectors and Embed-
ded Pressure Sensitive Sensors as the primary technology. Audio and Visual Output 
will ensue. This will result in a multimodal system.  

Infrared beams, microcontrollers, RFID bands, motion detection technology like 
Kinect, accelerometers and gyroscopes are some other technologies that we are ex-
ploring. Each of them can be used in context specific situations that are especially 
suitable in the Indian scenario.   

10.1 Case I: Digitizing “Kite Flying” 

A threedimensional screen is put up. Threads used as sensors are attached to the 
screen. As players play with threads, they manipulate virtual on screen kites in real 
time. The 3 dimensionality of the screen allows users to move in space for added 
challenge. The last remaining player in the kite fight wins an offer coupon from the 
shopping mall.  

10.2 Case II: Mirror on the Wall 

The shopping arcade has a huge projection that is perceived to be a mirror by passers-
by. This is achieved by capturing and projecting real time videos of the space.  As the 
viewer comes near the mirror, the perceived reflection is transformed to a silhouette 
that then projects the image of another person present in the same vicinity. Cameras 
mounted on the mirror capture this image. The challenge is for both the person to find 
each other and present the captured picture to avail an offer coupon of one of the 
shops in the mall.  

The above mentioned are some scenarios that are currently being explored by the 
authors. Further work is being conducted in developing prototypes to test the above.  

11 Conclusion and Future Work 

In this paper, we have defined a need for developing social capital. Following this, we 
have justified the use of space in a shopping mall for building upon interactions that 
lead to community bonding. We have conducted primary user survey and identified 
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key areas of interest. Based on this, we have developed Relationship Patterns that 
occur in such a space. Following a conceptual framework for social interaction, we 
have analyzed components from installation case studies. Additionally, we have iden-
tified a series of modalities that can be used while developing design proposals.  

We have also given a design proposal based upon the above-mentioned research. 
There are several issues to tackle with this work in the future. We are finishing the 
implementation of first version and will begin alpha testing with student participants. 
However, evaluation of the user experience and usability is the biggest issue to con-
centrate on. This requires real users in real settings. We will deploy the design to an 
appropriate spot and will conduct large-scale user tests and queries. The third and 
perhaps the most challenging part of the work,is to evaluate whether the use of this 
system actually leads to the development of community bonds.  
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Abstract. Named entities (NEs) play an important role in Cross Lingual Infor-
mation Retrieval (CLIR). To verify whether documents in two different  
languages share information about same things, we may check if those two 
documents have fair number of NEs in common. Comparable documents gener-
ally share many named entities. In the present work, we test the effectiveness of 
named entities in aligning English-Bengali comparable document pairs. We de-
velop an aligned corpus of English-Bengali document pairs using Wikipedia. 
We crawl English-Bengali document pairs by visiting the cross-lingual links 
found in the documents on Wikipedia. These document pairs are assumed to be 
comparable. To find the effectiveness of NE in aligning English-Bengali docu-
ment pair, each English document is compared with all the other Bengali docu-
ments and the most similar Bengali document in terms of NE similarity is 
found. And then it is verified whether it is aligned successfully (since we al-
ready know the correct alignment). Rule based transliteration module is used to 
transliterate English named entities into Bengali named entities. Since, translite-
ration modules may not always produce exact transliterations; textual properties 
like longest common subsequence and minimum edit distance are adopted to 
check whether two Bengali words can be considered as alignment of each other. 
Our system achieved an accuracy of 45% for 100 English-Bengali document 
pairs. 

Keywords: Cross lingual information retrieval, Named entity, Document simi-
larity, Comparable Documents. 

1 Introduction 

Recently comparable corpora have got great attention in the field of NLP. Compara-
ble corpus is particularly useful for extracting parallel fragments of texts which in turn 
facilitates training of machine translation systems [4]. For this purpose, it is necessary 
to collect comparable document pairs. One resource for comparable documents is 
obviously the Internet. But in this process; to identify comparable document pairs we 
need some mechanism to align the relevant documents. 

Named entities are very important in computing document similarity [6]. Also, in 
cross lingual setup we deal with named entities in different languages. So, we cannot 
merely look into dictionary to search for proper translations of a named entity because 
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in most cases named entities are “out of vocabulary words” (OOV). So, this poses a 
challenging task to align named entities in different languages. In the present work, 
we try to experiment with the effectiveness of named entities in aligning an English-
Bengali comparable document pair. We have worked with Wikipedia documents. We 
first collect an English document from Wikipedia and then follow the inter-language 
link to find the same document in Bengali (obviously, if such a link exists). In this 
way, we create a small corpus. We assume that such English-Bengali document pairs 
from Wikipedia are already comparable since they talk about the same entity. To test 
the effectiveness of named entities in aligning English-Bengali document pair, we 
find out the most similar Bengali document corresponding to each English document 
in terms of NE similarity. To be more precise, let us assume that E is a Wikipedia 
English document and B is the corresponding Bengali version of E. Now we try to 
find the most similar Bengali document B’ corresponding to the English document E 
in terms of NE similarity. If B=B’ then we say that we successfully aligned E with its 
correct Bengali version.  

Also, due to lack of good NE extractor for Bengali language, we do not identify 
named entities in Bengali documents. The challenge was that each word in a Bengali 
document could be a possible match for an English named entity. To handle this situa-
tion we transliterate the English named entities and search for their alignments in 
Bengali documents. However, our system does not require heavy language specific 
resources like bilingual dictionary. So, this system could be modified for other  
language pairs. 

Named entities have already been exploited in cross lingual information retrieval. 
Mandl and Womser-Hacker (2005) studied the influence of named entities on the 
retrieval performance of the systems submitted in Cross Language Evaluation Forum 
(CLEF) campaign. Braschler and Scäuble (1998) presented a method for computing 
document level similarity written in different languages. They used a set of indicators 
to find the similarity between multilingual documents. Such indicators include pres-
ence of common proper nouns, numbers, dates etc. Named entities have also been 
proved important in machine translation. Pal, Naskar, Pecina, Bandyopadhyay and 
Way (2010) showed improvements in English-Bengali machine translation by proper 
handling of named entities. 

The rest of the paper is organized as follows: Section 2 describes the resource 
preparation. The detail of the system architecture is described in section 3. Section 4 
describes the result of our experiment and section 5 discusses the future work. 

2 Resource Preparation 

We have worked with Wikipedia documents. To collect comparable English-Bengali 
document pairs we designed a crawler. The crawler first visits an English page, saves the 
raw text (in HTML format), and then finds the cross-lingual link (if exists) to find the 
corresponding Bengali document. Thus, we get one English-Bengali document pair. 
Moreover, the crawler visits the links found in each document and repeats the process. In 
this way, we develop a small aligned corpus of English-Bengali comparable document 
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pairs. We retain only the textual information and all the other details are discarded. We 
experimented with different number of document pairs. We found that in our corpus 
Bengali documents are usually less informative than the corresponding English docu-
ments. Some statistics of the corpus can be found in Table-1. 

Table 1. Statistics of the Corpus 

2.1 System Framework 

We try to measure how effective named entities are in aligning comparable English-
Bengali document pairs. Therefore, we use only named entities to align the English-
Bengali document pairs. For each English document, we try to find the most similar 
Bengali document in terms of NE similarity and then we check whether the output 
document is same as the original Wikipedia Bengali document. To be more precise, if 
E is an English document and B is its Bengali version (which is found by inter-
language link) we find out the most similar Bengali document B’ to E, in terms of NE 
similarity. If B=B’, then we say E is successfully aligned with its correct Bengali 
version. 

2.1.1 Similarity Measure 
We use overlap in named entities between an English document and a Bengali docu-
ment as the similarity measure. We define SIM(E,B), the similarity between English 
document E and Bengali document B as follows: 

SIM(E,B) = Number of English named entities (which would be transliterated into 
Bengali) in E for which an alignment in Bengali would be found in B. 

Total 
Number of 
Document 

Pairs 
in Corpus 

Total Number of Sen-
tences in Corpus 

Total Number of  Tokens in  
Corpus 

English Bengali English Bengali 

100 10647 4852 230662 65627 

200 21467 9680 455595 130618 

300 43982 12384 951933 164126 

400 64926 14581 1409591 191330 

500 78334 16842 1696306 220316 
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ratively larger number of named entities than others. So, we define a threshold to 
retrieve only those English-Bengali document pairs (E,MATCH(E)) for which 
SIM(E,MATCH(E)) crosses that threshold. Table 5 shows the performance of our 
system after applying the threshold. The threshold is set empirically. 

Table 3. Statistics of NEs in English Documents 

Number 
of Docu-

ment Pairs 
in  Corpus 

Total 
Number of 

NE in English 
Docs 

Average  
Number of  
NE in Eng-
lish Docs 

Total 
Number of 
Distinct NE 
in English 

Docs 

Standard 
Deviation of 
NE in Eng-
lish Docs 

100 22590 225.90 10224 216.51 

200 42921 214.60 16965 190.19 

300 82900 276.33 30647 251.73 

400 120522 301.30 40642 270.15 

500 144617 289.23 46675 266.98 

Table 4. Accuracy of the System without any Threshold 

Number of Docu-
ment Pairs in Corpus 

Number of Docu-
ment Pairs Correctly 

Aligned 

Percentage of Docu-
ment Pairs Correctly 

Aligned 

100 45 45.00 

200 65 32.50 

300 95 31.66 

400 111 27.75 

500 122 24.40 
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Table 5. Accuracy of the System after Applying Threshold 

4 Conclusion and Future Work 

This is an initial attempt towards measuring the effectiveness of named entities in 
aligning English-Bengali document pairs. Since, there is considerable amount of over-
lapping of named entities between the English documents; we think that our result is 
encouraging. In order to improve accuracy we intend to include multi-word NEs and 
incorporate a weighting scheme where the contribution of an NE towards a document 
is weighted. The disambiguation technique of named entities could also be incorpo-
rated in order to align named entities unambiguously. Also, this system can be easily 
modified to cluster similar English-Bengali document pairs.  

The future work consists of identifying comparable fragments from the already 
aligned document pairs. Also, extracting parallel sentences (translations of each other) 
or parallel phrases or parallel tokens from those fragments would be of great impor-
tance because this may greatly enrich the bilingual dictionary and the existing ma-
chine translation systems. This might need the clubbing of some other similarity fea-
tures with our existing system. 

Number 
of Docu-

ment Pairs 
in Corpus 

Precision 
(%) 

Recall 
(%) 

F-Score 
(%) 

Number 
of  False 
Positive 

Number 
of False 
Negative 

100 63.26 31.00 41.61 18 14 

200 53.84 24.50 33.67 42 16 

300 55.47 23.66 33.17 57 24 

400 50.00 20.50 29.07 82 29 

500 46.11 17.80 25.68 104 33 
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Abstract. This paper presents an effective self-embedding pixel wise fragile 
watermarking scheme for image content authentication along with tampered 
region localization capability. In this approach the watermark is generated from 
the five most significant bits (MSBs) of each pixel using three different 
algorithms and embedded into the three least significant bits (LSBs) of the 
corresponding pixel in the host image. At the receiver side by comparing the 
recalculated and extracted LSBs, one can easily identify the tampered pixels of 
the watermarked image. Results of experiments demonstrate that the proposed 
scheme has very high fragility and fidelity. 

Keywords: Fragile Watermarking, Tamper Detection, Self-embedding. 

1 Introduction 

Due to the increasing requirements of multimedia technology, the security of 
multimedia information like video, audio, image and text have become a key concern. 
Integrity of image content is vital especially when this is used for authentication e.g. 
court evidence or medical diagnosis. Hence watermarking technique is highly 
required. These techniques are generally classified into three different categories as 
robust, semi fragile, and fragile watermarking.  To confirm the data integrity and 
legitimacy, the idea of fragile watermarking technique came in picture. A fragile 
watermark is a mark that is readily destroyed when the watermarked image is altered 
through a nonlinear or linear transformation [9] [10]. The sensitivity of fragile 
watermark to modification leads to their use in image authentication. Fragile 
watermarking is categorized into two major classes pixel-wise fragile watermarking 
[1] [5] [8] [12] [13] and block-wise fragile watermarking [2] [3] [4] [7] [14].  The 
main idea of the block-wise fragile watermarking is that the host image is divided into 
non overlapping blocks and each block has its own watermark information. This 
watermark may be any function which is based on extensive content of the host 
image. If image is tampered unintentionally or intentionally, the altered block and 
watermark available in that block will not match. A block-wise mechanism for 
tampered area detection and a pixel-wise mechanism for original content recovery 
was proposed by X. Zhang et al.[14]. In this scheme, permute the image pixels based 
on a secret key and then permuted pixels are divided into a series of pixel-pairs.  
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The recovery data generated by exclusive-OR operation on the original MSBs and 
authentication data derived from MSBs and recovery data are embedded into the three 
LSB planes. At receiver side, after identifying the tampered blocks using 
authentication data, recovery data extracted from other regions and the spatial 
correlation are exploited to recover the principal content in the tampered area in a 
pixel-by-pixel manner. In block-wise fragile watermarking, a single block will 
contain many pixels. So within altered block some pixels are truly altered but some 
may be unaltered, which causes problem when we require accurate location of 
modification with high precision. This negative feature of block-wise fragile 
watermarking can be abated by pixel-wise fragile watermarking. 

In pixel-wise fragile watermarking technique, watermark is embedded into LSBs 
of each pixels of host image. If gray scale value of any pixel is modified then 
embedded watermark corresponding to that pixel will also be changed hence altered 
pixels can easily be localized. If the watermark is calculated by host image itself then 
this procedure is called self embedding.  A pixel-wise fragile watermarking scheme 
is proposed by Y Lim et al.[8]. According to this technique seven Most Significant 
Bits (MSBs) of a pixel are given as an input to the hash function. Using a secret key 
and hash value, we calculate a single value either 0 or 1 for each pixel and this value 
is embedded in the LSBs of corresponding pixel. If any modification is done with any 
pixel, on the receiver end, calculated hash value and extracted hash value from LSB 
will mismatch hence tampered pixel can be identified. 

Similarly X Zhang and S Wang have proposed a new fragile watermarking scheme 
based on hierarchical mechanism [13]. In this scheme block-wise and pixel-wise 
watermark, which are derived from MSBs are used to directly substitute all the LSBs 
of a host image. On the receiver end, after spotted the blocks containing altered 
content, the watermark data hidden in the rest of the blocks are exploited to accurately 
find the tampered pixels. 

Our approach is based on a self-embedding pixel-wise fragile watermarking 
scheme. In this scheme, watermark is generated by three different mechanisms and 
embedded into three LSBs of each pixel of host image.  

The remaining paper is organized as follows: the proposed scheme is given in 
section 2 and in section 3, the experimental results are shown. The paper is concluded 
in section 4 followed by the references. 

2 Proposed Algorithm 

In our proposed scheme, the five most significant bits (MSBs) of all pixels in the host 
image are kept unchanged, and the three least significant bits (LSBs) of all pixels are 
replaced with watermark data that is determined by the MSBs of that pixel itself. 
These three bits Watermark data of each pixel of host image are called as 
authentication bit. 

Consider a gray scale host image I having number of rows and columns as N1 and 
N2. Then N represent the number of pixels (N=N1 x N2). So the intensities range of 
each pixel of the image is denoted by Pn ∈[0,255] where n =1, 2, 3, …, N. Here, we 
assume that N1 and N2 are multiples of 2. Each Pn can be represented by eight bits, 
bn,8, bn,7, …, bn,1, where 
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2.1 Watermark Embedding Procedure 

In our proposed technique we are calculating the three authentication bits for each 
pixel of host image by three different methods.  

2.1.1    Authentication Bit1 Generation 
Consider any pixel of I as Pn. So we take only five MSBs of Pn represented as bn,m  

where m∈(4…8). Block Diagram for Authentication bit1 generation shown in Fig. 1. 
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Fig. 1. Block Diagram of Authentication bit1 Generation 

 
Step 1.  Calculate the Authentication bit1 as following: 

 

5,4,1 nn bba ⊕=  

8,7,2 nn bba ⊕=  

213 aaa ⊕=  

                  36,4 aba n ⊕=                              (2) 

Step2. Now calculate the hamming distance d between MSBs of each pixel and a 
secret key Key1. 
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                              =1k  Key1 mod 32                               (3) 

                       d = (HammingDistance(bn,m, k1)) mod 2                  (4)                  

                                 daa ⊕= 45                                 (5) 

Step 3.  Take a pseudo random binary matrix B having the size same as of the host 
  image, based on a secret key. 

                          nb BaA ⊕= 51                          (6) 

Where Ab1 is the Authentication bit1, and Bn is value of corresponding pixel location 
of Pn  in pseudo random binary matrix B.   

2.1.2   Authentication Bit2 Generation 
Consider any pixel of I as Pn. Now three LSBs of Pn set zero and five MSBs remain 
unchanged. Similarly Pn

r
  and Pn

c
 are binary value of corresponding row and column 

value of Pn in spatial image plane. Block Diagram for Authentication bit2 generation 
shown in Fig. 2. 

Step1. Take the bitwise decimal sum of Pn , Pn
r , Pn

c in vector C of size 1 x 8. So the 
value range of vector C varies from 0 to 3. 

Step 2. Now convert the each value of vector C in two bit binary representation and 
further reconvert the vector C in a 4 x 4 matrix M.  

  Authentication bit2 

        000 

Pixel I(x,y) 

8      3    0 

 

  Row 

8          0 

 

Column 

8           0 

2 bit binary conversion of 
bitwise decimal sum 

M 

a1 
a2 

a3 

 

Fig. 2. Block Diagram of Authentication bit2 Generation 
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Step 3. Take column wise X-OR operation of matrix M as  
 

   211 MMa ⊕=  

  312 Maa ⊕=  

                             423 Maa ⊕=                                (7)     

where M1, M2 M3, M4 are column vector of matrix M and a1, a2, a3 are 4 x 1 column 
vector. 

Step 4.  Now take the bitwise X-OR within vector a3  as shown in Fig. 2 and get the 
Authentication bit2. 

2.1.3   Authentication Bit3 Generation  
In case of Authentication bit3 generation process first of all we discard the three LSBs 
from each pixel of host image and called the resulting image as content image Ic.  
Consider any pixel of Ic as Pi. So five binary bits of Pi are represented as ba where a Є 
(1..5). Let us consider that pixel Pi having coordinate value x and y. Now there will be 
four diagonal neighbors as shown in Fig. 3. Now we will calculate the Authentication 
bit3 by following method. 
 
Step 1. Calculate x=x-1 and y=y-1 repeat until x=0 or y= 0 
        if x=0 then PD1 = C else PD1 = R. 
Where R and C are the corresponding row and column value which range from  
0 to N1 -1 and 0 to N2 -1 respectively.  

 
 

x-1,y-1 x-1,y x-1,y+1 

x,y-1 x, y x,y+1 

x+1,y-1 x+1,y x+1,y+1 

Pd2 

Pd3 Pd4 

Pd1 C 

R 

 

Fig. 3. Block Diagram of Diagonal neighbors of a pixel 

Step 2. Calculate x=x-1 and y=y+1 repeat until x=0 or y= N2-1 
 if y= N2-1 then PD2 = R else PD2= C. 

Step 3. Calculate x=x+1 and y=y-1 repeat until x=N1 -1 or y= 0 
 if x=N1 -1 then PD3 = C else PD3 = r 

Step 4. Calculate x=x+1 and y=y+1 repeat until x=N1-1 or y= N2-1 
 if x=N1-1 then PD4 = C else PD4= R 
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Step 5. Now convert the PD1, PD2, PD3  and  PD4 into 8 bit binary format and discard 
the three MSBs then five LSBs denoted by bi(PD1 ), bi(PD2 ), bi(PD3 ) and  bi(PD4 ) 
respectively. 

Step 6.  Now calculate the following 
 

1B  =  (bi (PD1)) ⊕ ba 

          2B  =  (bi (PD2)) ⊕  (onebitRightShift (ba )) 

        3B =  (bi (PD3)) ⊕  (twobitRightShift (ba )) 

         4B  =  (bi (PD4)) ⊕  (threebitRightShift (ba )) 

2112 BBB ⊕=  

4334 BBB ⊕=  

                 2mod)(
5..1

34123 







∧= 

=j
b BBA                    (8) 

 
Where Ab3 is the Authentication bit3.  

Finally we get three Authentication bits which are called watermark data for that 
image. The watermark is embedded in the three LSBs of each pixel and five MSBs of 
host image are kept unchanged as shown in Figure 4 and got the watermarked image. 

    

Ab3 Ab2 Ab1 

8  7  6   5  4  3   2  1   0 

 

Fig. 4. Watermark data in each pixel of watermarked Image 

Assuming that the original distribution of the three LSBs is uniform, the average 
energy of distortion caused by watermarking on each pixel is calculated as 
 

              −
−
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−
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NN
MSE            (9) 

 
where MSE is Mean Square Error which is for N1 x N2 two monochrome images I and 
D in which one of the image is original host image and another one is watermarked 
image. Now the PSNR is defined as 
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MSE

PSNR
2

10

max
log10=                    (10) 

here, max is the highest pixel intensity value of the image. 

2.2 Watermark Detection Procedure 

At the receiver end, we need to check the integrity of watermarked image. Suppose an 
attacker has changed the image intentionally or unintentionally without changing the 
image size then it will be our prime task to identify that whether the image is 
authentic or not. For unauthentic image we have to exactly locate the tampered 
region. Hence the tamper detection algorithm is as follows: 

 
Step 1.  Generate a pseudo random binary matrix having dimension N1 x N2 with the 
same secret key which was used for embedding. 
 
Step 2.  Enter the secret key Key1 which is used for embedding. 
 
Step 3.  For each pixel of tampered image calculate the Authentication bit1 discussed 
in subsection 2.1.1, then extract first LSB of all pixels of tampered image. Compare 
the Authentication bit1 with the extracted first LSB of corresponding pixel of 
tampered image. If there is mismatch, we mark those pixels as altered one. 
 
Step 4.  This step is carried out for those pixels which have first LSB is matched 
with extracted Authentication bit1. Calculate the Authentication bit2 discussed in 
subsection 2.1.2, then extract second LSB of all pixels of tampered image. Compare 
the Authentication bit2 with the extracted second LSB of corresponding pixel of 
tampered image. If there is mismatch then those pixels will be marked as altered 
pixel. 
 
Step 5.  This last step is carried out for those pixels which have passed the test of Step 
3, and Step 4 i.e. if no mismatch detected. Calculate the Authentication bit3 discussed in 
subsection 2.1.3, then extract third LSB of all pixels of tampered image. Compare the 
Authentication bit3 with the extracted third LSB of corresponding pixel of tampered 
image. If there is mismatch then those pixels will be marked as altered pixel. 
 
If there will be no mismatch, it means those pixels are not altered during any attack or 
intensity value of altered pixel and original pixel is same. 

3 Experimental Results 

The accuracy and effectiveness of the proposed approach can be demonstrated by 
experimental results and its analysis. Experiments have been performed on many host  
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                  I(a)                        I(b)                           I(c) 

I. Lena 

                   

                  II(a)                        II(b)                           II(c) 

II. Camera Man 

                   

                  III(a)                        III(b)                           III(c) 

III. Number Plate 

                   

                  IV(a)                        IV(b)                       IV(c) 

IV. Baboon 

Fig. 5. (a) Watermarked (b) Altered Watermarked (c) Tamper Detected Image 

images of size 256 x 256. We have got very satisfactory results during embedding 
with high level PSNR value as well as good tamper detection. Here we have done 
some major attack on image which can alter the valuable extensive content of image 
as shown in Fig. 5. Many images have been taken from standard database for 
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verifying the proposed approach. Series (c) of all figures having black region shows 
the unaltered pixel whereas white region shows altered one. The first attack is object 
addition which is done on Lena image in which an attacker adds some additional 
object on image. By the help of our algorithm we can effectively locate the region of 
alteration. The second type of attack is object removal which is done on Camera Man 
image. Third type of attack is very sensitive attack because some time number plate is 
only evidence for court and it is owner’s responsibility to keep the integrity of that 
evidence. Similarly fourth attack is text addition, by the help of experimental view we 
can see the efficiency of our approach.  

The summary of the experimental results are shown in Table 1 in which we can see 
the altered number of pixels for various images along with their detection rate and 
PSNR value. The PSNR value can be calculated using equation 9 and 10. High PSNR 
value shows the efficiency and noise resistance property of our algorithm. 

Table 1. Essential information observed during watermark embedding  

Host Image PSNR 

(Embedding)

No. of Altered 

 Pixel 

Detected (%) 

Lena 40.40 dB 1050 94 % 
Camera Man 40.07 dB 900 97% 

Baboon  40.52 dB 1600 97% 
Number Plate 40.72 dB 130 99% 

    

 
Here in order to estimate the imperceptibility property of the suggested 

watermarking approach, histogram disparity is compared between the original cover 
image and the watermarked image. In performed experiments, we have found 
reasonably high PSNR value (i.e. 40.40 dB). Fig. 6, shows that the constructed 
histogram of the original cover image is almost similar to the histogram of 
watermarked image which is verified by the correlation coefficient that is almost 
equal to 1. So another way it shows that the proposed approach is reasonably 
imperceptible. 

    

Fig. 6. Histogram of (a) Lena Original Image (b) Watermarked Image of Lena 
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Fig. 7 shows the accuracy of proposed algorithm’s result that is alteration detection 
which is done on large set of database. We can see that it is an approximate identity 
curve which shows the accuracy of tamper detection. 

 

Fig. 7. Test results for altered and detected pixels 

 

(a) (b)
 

  

(c) (d) (e) 

Fig. 8. Comparisons of Tamper Detection Accuracy (a) Watermarked Image (b) Tampered 
Image (c) Proposed Approach (d) P. W. Wong et al.[11] Approach  (e) Hong Jie et al. 
Approach [6] 
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Wong’s[11] LSB-modification scheme from the literature, embed the watermark 
derived from a block into the LSB of the same block. Similarly Hong Jie[6] embed 
the watermark into the each pixel. Thus, in Wong’s approach no matter where the 
tampering is done on image contents, the alternations shown in the final image are 
still confined in that whole block. Using the same cover image and the same alteration 
we have checked proposed approach with respect to Wong’s and Hong jie 
approaches. Comparison is shown in figure 8 and table 2. We have analyzed that the 
tamper detection rate and fidelity of proposed approach is good enough. 

Table 2. Essential information observed during the comparison among various approaches 

Approach   Altered Pixels   Tamper  
 Detected (%)

  PSNR 

P. W. Wong et al. 3800 54.23 % 30 dB 
Hong Jie et al. 3800 96.45% 41 dB 
Proposed Approach 3800 98.21% 40.8 dB 

    

4 Conclusions 

This paper proposes an efficient pixel-wise fragile watermarking scheme capable of 
exactly localizing the pixels that are tampered intentionally or unintentionally. The 
proposed scheme generates three bits using three different methods and these three 
bits will be replaced by the three original least significant bits of the host image. The 
experiments have been performed on the wide set of standard image data set and 
different kinds of attacks. The rate of detection of altered pixels is very high. Also the 
average perceptual quality of the tampered image is near to 41 dB. Thus the proposed 
technique provides a good solution to the tamper localization without affecting the 
perceptual quality. In the future some issues require further exploration, as capability 
of pixel restoration. If extensive content of an image is tampered then it must be 
perfectly recovered as its original value. 
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Abstract. Improving the image quality and the rendering speed have always 
been a challenge to the programmers involved in large scale volume rendering 
especially in the field of medical image processing. The paper aims to perform 
volume rendering using the GPU, in which, with its massively parallel 
capability has the potential to revolutionize this field. The final results would 
allow the doctors to diagnose and analyze the 2D CT-scan data using three 
dimensional visualization techniques. The system is used in two types of data, 
one is human abdomen (45 MB) and colon_phantom8 (300MB) volume data. 
Further, the use of CUDA framework, a low learning curve technology, for 
such purpose would greatly reduce the cost involved in CT scan analysis; hence 
bring it to the common masses. The volume rendering has been done on Nvidia 
Tesla C1060 card and its performance has also been benchmarked. 

1 Introduction 

Since ancient times vision has been an important part of how a human perceives the 
environment around him. Vision is responsible for providing inputs upon which 
necessary action is performed. Then came the advent of television when the world 
around was projected on a screen having only two dimensions. However, long before 
that various other forms of projection on two dimensions have been in use. A point in 
this case is the painting by the ancient artists which have depth in them. Soon, it was 
realized that if the data by other senses can also be projected in a form which is 
visible, then, new information can be extracted out of that. 

The term visualization means the construction of a visual image in the mind. 
Scientific visualization is an important part of 3D computer graphics. Volume data is 
used for visualizing purpose. A typical 3D volumetric data set is a group of 2D slice 
images acquired by CT, MRI machines or 3D scanners. 3D MRI or CT data 
reconstruction is a complicated and challenging problem with high computing density 
and also a time consuming process. Volume rendering is a method which is used to 
visualize this type of dataset. This is also called direct volume rendering. It is a set of 
techniques used to display a 2D projection of a 3D discretely sampled data set.  

The complicated and challenging problems are now easier due to the fast 
development of the parallelism technique in parallel computing. Especially thankful 
to multi-core CPU and CUDA on GPU making fast 3D reconstruction practically 
possible [1]. The 3D volume data would be reconstructed and rendered in just a few 
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seconds after scanning by the scanner. This is very helpful in the field of medical 
operations/ surgeries and online inspection. Here, it can be easier to run complex 
filtering and segmentation based techniques in real-time. With the development of 
APIs just like CUDA and OpenCL, the flexibility for scientific visualization 
programming has achieved new heights [2]. 

This paper will go through some literature review of the volume rendering in 
scientific visualization in next section. The third section explains the proposed 
methodology and its implementation in CUDA on GPU. A few interactive result 
snapshots and performance analysis results are summarized in fourth section. Finally we 
have concluded these entire things with the future work in the end of the fifth section. 

2 Literature Review 

Ray casting algorithm for volume rendering was first introduced by Kajiya [3]. The 
ray casting algorithm is an important approach for volume visualization. This has 
mainly come through two phase process. One is CPU-based and the other is GPU-
based. Here, it would explore the method with the help of graphical model and the 
CUDA model [1]. 

During rendering, optical properties are accumulated along each viewing ray to 
form an image of the data. Here, an optical model was used to map data values to 
optical properties. The role of optical model is to describe that how particles in the 
volume interact with light. Optical parameters are specified by the data values 
directly, or they are computed from applying one or more transfer functions to the 
data [4]. The transfer functions can either be applied before the interpolation from the 
surrounding scalar values (pre-classification) and interpolating the resulting RGBA 
values, or after the interpolation of post-classification [4]. The most commonly used 
algorithms are summarized here which were: splatting, shear-warp, texture mapping, 
and ray casting under Direct Volume Rendering. But the ray casting is the most 
popular method for volume rendering [4].  

Generally the same process is used to do this for all rendering techniques as [4]: 

• Splatting method: It is a technique, where every volume element is 
splatted on the projection plane in a systematically back to front order. 
These splats are rendered with various attributes depending on the 
volume density and the transfer function. 

• Shear-Warp method: It is a factorization technique, where the viewing 
transformation is used. The faces of the volume become axis aligned with 
image plane and voxels (volume element) to pixels scale is fixed. If all 
slices have been rendered, the buffer is warped into the desired 
orientation. 

• Texture mapping: This approach is based on blending of textured slices. 
Volume is stored on the GPU in three sets of 2D textures. One set of 2D 
texture for each dimension. These textures are rendered using alpha 
blending. The second possibility is to store volume in one 3D texture and 
then render polygons using alpha blending. 
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Fig. 4. Processing Flow on CUDA [9] 

3 Proposed Methodology 

Direct volume rendering or volume rendering method is used to generate 3D volume 
data visualization without extracting the surface geometry from the sampled data.  

The basic idea is to accumulate the optical properties such as color and opacity as 
we travel along the ray emanating from each pixel of the screen. We have used a form 
of direct rendering approach called the Ray casting. It’s a form of image rendering 
approach based on volume rendering. The whole procedure is defined as a block 
 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 5. Block Diagram of Proposed Methodology 

Raw data processing to form a 3D array 

Calculation of camera angle and ray formation 

Intersection detection of ray and the plane 

Ray Traversing 

Sampling and Interpolation 

Classification and Screen Mapping 

Calculation of RGBA using Transfer Function 
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diagram as shown in Fig.5. Here, first take the raw data for processing to form a 3D 
array. Raw data is format in which two or multiple dimensions. The volume rendering 
would be done on Nvidia Tesla C1060 card. 

3.1 The Graphics Model 

In the graphical process model the GPU rendering is a fixed pipeline mode. The 
approach would first take a volume data and evaluate the vertices. Then rasterization 
is applied for the segmenting the data. Rasterization is used to defining the data in a 
sequential grid form. After segmentation then check the frame cache for the 
segmented voxels. This is shown in Fig.6. 

 

 
 
 

Fig. 6. Block Diagram of Rendering Pipeline 

3.2 Ray Casting Implementation Using CUDA 

Volume rendering is used for describing the visualization of 3D data. This visualizes 
the sampled functions of all three spatial dimensions by evaluating of the 2D 
projections. The volume rendering has been performed using two type of datasets of 
size 300 MB (colon_phantom8) and 45 MB (stent8 (human abdomen)) using CUDA. 
The dimensions of volume size of one data set are 512x512x442 and another is 
512x512x128 [16].  

Algorithm: Ray Casting Technique   

       For each Pixel  
1. For each f(i,j,k) along a Ray from pixel  
2. Check f(i,j,k) in classification tables  
3. If new substance  

a. Find Surf Normal/Compute color 
b. Weight color by Opacity  
c. Accumulate color contribution 

and Opacity  
4. Pixel gets accumulated color  

  

   
   

The advantages of using ray casting algorithms are [6]: 

• No binary classification, e.g., inside or outside as in surface fitting methods  
• Shows structure between surfaces  
• Displays small and poorly defined features  
• Readily parallelizes 

Vertex

Frame Cache Segmentation 

RasterizationVolume Data 
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Algorithm: CUDA-based Volume Rendering with Ray Casting 
Technique 

  

(Each Block executes the following in parallel on GPU) 
 

1. Render image using CUDA   
  map backbuffer to get CUDA device pointer 
   cutilSafeCall(cudaGraphicsMapResources(); 
      cutilSafeCall(cudaMemset(); 
  call CUDA kernel, writing results to backbuffer 

render_kernel(gridSize, blockSize, d_output, width, 
height, density, brightness, transferOffset, 
transferScale); 

 Display results using OpenGL (called by GLUT) 
Now encode for performing the operations  

gridSize=dim3((width, blockSize. x), (height,         
blockSize. y)); 
 

2. Load raw data from disk 
  void *loadRawFile() 

     if  (check fps limit) CUDA device with highest Gflops/s 
       else (First initialize OpenGL context, so we can properly 

set the GL for CUDA then use command-line 
specified CUDA device, otherwise use device with 
highest Gflops/s) 

 Then load volume data and synchronize 
  cudaThreadSynchronize(); 

 calculate new grid size 
  gridSize = dim3((width, blockSize.x), (height, 

blockSize.y)); 
      call CUDA kernel, writing results to Buffer 

copyInvViewMatrix(invViewMatrix, 
sizeof(float4)*3); 

 Start timer 0 and process n plane loops on the GPU 
 

3. Then free CUDA Buffer Memory 
              freeCudaBuffers();        

  

   
   

This system is doing by a single CUDA kernel. Conventional ray casting algorithms 
specify the ray attributes through the volume rendering of the volume dataset. In this 
algorithm, the opacity required for the changing the sampling rate globally or locally 
will be evaluated by equation 1: 

 1 1                                        (1) 
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Where, αcorrected is adjusted opacity and αstored is opacity stored in transfer function. 
Transfer functions shows variation between opacity and scalar values.  Now the 
whole algorithm is given below: 

4 Experimental Results 

We have implemented the ray casting based volume rendering using CUDA and 
tested it on a datasets of size 300 MB and 45 MB. The colon_phantom8 
(512x512x442) and human abdomen (512x512x128) datasets can be downloaded 
from http://www.gris.uni-tuebingen.de/edu/areas/scivis/volren/datasets/new.html [16]. 
Skin transparency based on density achieved along with the ability to rotate camera. 
This is shown in Fig.7. and Fig.8. 
 

 

Fig. 7. Results from 45 MB dataset of human abdomen 

 

Fig. 8. Results including transparency from a 300MB dataset 

The volume size of one data set is 512x512x442 and another is 512x512x128. 
These data sets give better result which is visualized with the help of ray casting 
algorithm using OpenGL in CUDA.  

The above Table 1 and Fig.9 are showing the result analysis on two types of 
volume data sets. This shows that if use data of 512x512x442 in CPU the result would 
be problem in execution. But for another dataset CPU is given 10 fps which is less 
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Table 1. Comparison Results of performance on a NVIDIA Tesla C1060 GPU 

Data Set Name Volume Size Dimension Rendering speed (FPS) 
CPU           GPU(CUDA) 

colon_phantom8  

(300 MB) 

512x512x442   --                    30 

 
stent8 (human abdomen 
45 MB)  

 
512x512x128  

 
10                   40 

   

 

than as compared to GPU’s result.  Both data sets give almost 30 and 40 frames per 
second result with CUDA based rendering on GPU. The volume rendering has be 
done on a system equipped with Nvidia Tesla C1060 card with Nvidia GeForce 9500 
GT. CUDA toolkit 4.0 is used in i7 950 CPU. 

 

Fig. 9. Graph shows difference in CPU fps and GPU fps 

5 Conclusion and Future Work 

The advent of GPU’s is changing the way complex computations were done till now. 
We envisaged that it would play a major role in the medical domain where doctors 
would be able to diagnose and analyze results provided by CT scans and MRI scans. 
The computational ability provided by the modern GPU’s has enabled us to produce a 
three dimension interactive virtual human form. 

To prototype the potential of CUDA in volume rendering, we used a data set of 
300 MB through which we can zoom inside to get a better view or rotate to see the 
figure from a different angle. Further, through transparency change different organs 
hidden by layers of skin would also be visible.  

The CUDA based code can be made to run on huge data sets of the order of giga 
bytes as explored in [15]. Currently a lot of research is going on in this front. 
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Abstract. Breast cancer is one of the major causes of death among
women. If a cancer can be detected early, the options of treatment and the
chances of total recovery will increase. From a woman’s point of view, the
procedure practiced (compression of breasts to record an image) to obtain
a digital mammogram (DM) is exactly the same that is used to obtain
a screen film mammogram (SFM). The quality of DM is undoubtedly
better than SFM.

However, obtaining DM is costlier and very few institutions can afford
DM machines. According to the National Cancer Institute 92% of breast
imaging centers in India do not have digital mammography machines
[14] and they depend on the conventional SFM.

Hence in this context, one should answer ‘Can SFM be enhanced up
to a level of DM?’ In this paper we discuss, our experimental analysis
in this regard. We applied elementary image enhancement techniques
to obtain enhanced SFM. We performed the quality analysis of digital
mammogram and enhanced SFM using standard metrics like PSNR and
RMSE on more than 350 mammograms. The results showed that the
clarity of processed SFM is as good as digital mammogram.

Keywords: Mammogram, SFM, histogram, PSNR, RMSE.

1 Introduction

Breast cancer is the second largest, most common and deadly of all cancers,
occurring in nearly one in ten women. Early detection is the key to improve
diagnosis of breast cancer. The most efficient method for breast cancer early
detection is mammography. A mammogram is an x-ray of a breast that is used
to detect abnormalities in a breast, particularly breast cancer. But it is difficult
to analyze mammograms manually due to the lack of clarity, two dimensional
views, and complexities associated with the images. All women at risk go through
mammography screening procedures for early detection and diagnosis of tumor.
Analysis of mammograms is considered as one of the important tests in breast
cancer detection. The efficiency and the precision of the analysis of mammograms
is a key factor in such tests. An unambiguous and good quality image would be
the best for analysis.

A. Agrawal et al. (Eds.): IITM 2013, CCIS 276, pp. 133–142, 2013.
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Screen Film Mammogram (traditional mammograms) is produced on film,
and a radiologist examines the developed image on a light box. Screen Film
Mammography (SFM) or analogue mammograms have been used for more than
35 years and is still considered to be very good at detecting breast abnormali-
ties at early stage. This technology has been used in detecting breast cancers,
but it is not perfect. About 20% of breast cancers are missed by conventional
mammography

Digital mammography is already available in many major cities, but may not
be found everywhere just yet due to its cost constraint. Digital mammography
systems cost about 1.5 to 4 times more than film systems. As far as accuracy is
concerned both the methods have similar level of accuracy that is 92 % at ruling
out breast cancer and the percentage of false positive were same for both the
methods [11]. Although digital mammography has many potential advantages
over traditional film mammography, clinical trials show that [10] the overall
diagnostic accuracy levels of current digital and film mammography are similar
when used in breast cancer screening.

In India, the incidences of breast cancer is increasing, with an estimated 80,000
new cases diagnosed annually [15]. Moreover, survey shows that 92% of breast
imaging centers in India lack digital mammogram and are using SFM [14]. In
spite of the considerable research being carried out on mammography and related
technologies there is no conclusive work/method available which will focus on
comparative study of traditional mammogram and digital mammogram. In this
context, we decided to determine if quality of SFM can be enhanced up to a level
of DM. The goal of this study is to compare the results of digital mammography
system to a conventional screen film mammography system. We collected 450
digital mammogram images from Hedgewar hospital, Aurangabad, Maharashtra
and 350 Screen film mammogram from Kodlikeri Hospital, Aurangabad, Maha-
rashtra, India. We have a collection of both SFM and DM of approximately of
800 patients.

The remaining paper is organized as follows. Other researchers’ work related to
SFM, DM and enhancements of SFM for various applications are reviewed in Sec-
tion 2. Section 3 outlines the image enhancement techniques used to transform
raw SFM into an enhanced SFM. The details of approach used for comparative
analysis followed by experimental analysis and observations are also presented
in different subsection of section 3. Conclusions are put forth in section 4.

2 Related Work

Lot of research work have been carried out in the field of medical image pro-
cessing and particularly in mammographic images. Both types of SFM and DM
iamges are used for processing. The comparisons of SFM and DM are done using
various other perspectives as discussed below.

Manish Joshi et al. [9] discussed various application areas that works with
mammogram such as CAD, Image compression applications, Content based
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Image Retrieval (CBIR) etc. in detail. Using screen-film mammography and soft-
copy digital mammography Eric A. Berns et al. [1] compared the acquisition time
and interpretation times and observed that the use of digital mammography for
screening examinations significantly shortened acquisition time but significantly
increased interpretation time.

A comparative study on SFM and digital mammography was done [1] [5] [3]
[13] and John D. Keen [3] found that almost all (91%) digital mammography
facilities in the United States use computer aided detection, compared with 49%
for film screening facilities. Kerlikowske [6] shown evidence that benefits outweigh
the harms before the medical community adopts new technologies, specifically
regarding computer-aided detection. Wagner Iared et al. [13] focus was on the
comparison of the performance of digital mammography and film mammography
in terms of cancer detection rates, patient recall rates and characteristics of the
tumors detected. Karla Kerlikowske et al. [4] found that the proportion of cancer
cases diagnosed at an early stage varies due to the sensitivity and specificity of
each modality by age, tumor characteristics, breast density, and menopausal
status. The studies to date do not support the advantage of DM over SFM when
used for diagnostic mammography [7] [12].

Sara Dehghani and et al. [2] suggested a method to improve the background
as mammography images have dark background, these parts are not important
in processing of mammography images. Three steps were used to achieve this.
By the usage of the pixels brightness the excessive image parts which are in the
two sides of the image are omitted in the first phase. In the second phase the
distinction of the breast direction is done by using threshold limit of gray level
of the two halves of the image and put all images in one direction. The third
phase is the breast region segmentation from the background, they do this work
by the usage of series of point operations and the growing region method.

Marcia Koomen et al. [8] discussed the use of newer versions of mammogra-
phy, such as digital mammography, with tomosynthesis and digital subtraction
mammography with different tools for women at high risk and also the use of
tools that might be useful for less invasive therapy of breast cancer with imaging
to monitor the efficacy of the therapy.

The details of experimental analysis are explained in the next section.

3 Experimental Analysis

In order to determine the fate of analogue mammography machines after the
emergence and influence of digital mammography systems, we are testing if en-
hanced SFM image can be as satisfactory as a DM? We have decided to perform
comparative analysis of enhanced SFM and DM. The experiments are carried out
in two phases. Firstly, applying preliminary image enhancement techniques to
obtain enhanced SFM images. Secondly, obtain comparative analysis between en-
hanced SFM and DM. The following subsections elaborate image enhancement,
our approach for comparative analysis and the comparative results thereof.
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Fig. 1. Procedure for enhancement of SFM

3.1 Enhancement of SFM

Original and unprocessed mammographic images are not suitable for medical
prognosis. These images warrant a preprocessing phase in order to reveal explicit
features/information that helps in critical decision making. Image enhancement
and feature extraction are two distinctive aspects of preprocessing. We have
implemented preprocessing steps on the screen film mammograms to enhance
the original SFMs.

In order to compare the enhanced SFM with DM the first step is of image
enhancement. We applied a series of image enhancement techniques on a raw
SFM as depicted in Figure 1. The steps shown pictorially are described in detail
as follows.
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Fig. 2. Intermediate images obtained during SFM Image enhancement

1. Image Reading: Read a SFM image from a dataset and next step is to
work upon an uneven background of a mammogram.

2. Background Approximation: Sara Dehghani and et al.[14] suggested a
method to improve the background of mammographic images as these images
have dark background. Hence, we performed background approximation as
illustrate in following two sub steps.
(a) We observe background illumination is brighter in the center of the image

than at the bottom as observed in Figure 2A.
(b) Figure 2B shows that background is approximated to reduce the noise.

3. Contrast stretching: Pixels are adjusted uniformly to enhance the clarity
of a image by contrast stretching method and Figure 2C represents the same.

4. Binary Image: The next step is to convert the contrast stretched image
into binary form as shown in Figure 2D.

5. RGB Image: Once image is converted into binary form, we obtain RGB la-
beled image. Three distinct parts of mammogram namely malignant, benign
and normal parts can be represented using RGB labeled image as shown in
Figure 2E.

6. Histogram of Processed SFM: Due to binarisation of an image, pixels of
image are distributed uniformly in the range of 0 to 1 as shown in Figure 2F.

We have implemented above stated steps for all the images and few sample
images are as shown in Figures (2 and 3). An upper section of Figure 3 repre-
sents digital mammogram and its histogram. Lower section of Figure 3 shows
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screen film mammogram and its histogram. In the histogram of digital mam-
mogram pixels are distributed evenly as compared to the pixels of screen film
mammogram. We observed that pixel density is higher in SFM. This histogram
is equalized to distribute pixels uniformly and to obtain a better image. Clarity
of the affected area is increased. To generate histogram of digital mammogram,
first we convert the image from RGB scale to gray scale. Pixel density is higher
between 100 to 200. Histogram is equalized and we observed that pixels are
evenly distributed and it ranges from 0 to 1 due to binarization of image. After
implementation of algorithm on SFM, its Histogram indicates that pixels are
evenly distributed as shown in Figure 4.

3.2 Approach for Comparison

To analyze the quality of enhanced image and compare it with the quality of DM,
we used PSNR (peak signal to noise ratio) and RMSE (root mean square error)
measures. PSNR and RMSE measures are commonly used in image enhancement
applications and can be obtained using following formulas.

PSNR = 10 log10
1√

RMSE2
(1)

RMSE =

√∑
[f(i, j)− F (i, j)]

2

MN
(2)

Fig. 3. Images of DM and SFM with their corresponding histograms
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Here, f (i, j) is a noisy image, F (i, j) is an enhanced image and M stands for
rows and N for columns of an image. If the value of RMSE is low and the value
of PSNR is also low then the enhancement approach is better.

In order to compare quality of enhanced SFM and DM, we have to adopt an
indirect method. Because of the excessive pains involved due to compression of
breasts we could not insist for SFM as well as DM of a same patient. Hence,
we do not have SFM and DM of the same breasts. Its a typical case of shortage
of sample cases for experimentation. We therefore have to follow and indirect
method to obtain comparative analysis between enhanced SFM and DM images.

We have decided to overcome the problem of non-availability of same patient’s
SFM and DM for comparison using following approach. We have identified a DM
that has similar orientation as most of the SFMs that we have as a ‘Reference
DM’. We used this ’Reference DM’ for comparative analysis purpose. The com-
parative analysis is obtained in two steps.

1. We compared ‘Reference DM’ with original SFMs and enhanced SFMs. Aver-
age PSNR and RMSE values are obtained. We labeled these calculated values
as PSNRSfmDm, RMSESfmDm and PSNREnSfmDm, RMSEEnSfmDm re-
spectively.

2. We obtain PSNR and RMSE values among a few DMs and the average
PSNR and RMSE values obtained are labeled as PSNRDM and RMSEDM

respectively.

Fig. 4. Processed SFM and its histogram
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Lower the PSNR and RMSE values, better the enhancement. The difference
between average PSNR, RMSE values among the three types of images helped
us to draw some observations.

The details of our results and the observations are presented in the next
subsection.

3.3 Comparative Analysis

We have implemented algorithm on more than 350 images and obtained the
values of PSNR and RMSE. Out of 350 examples few are listed in Table 1.

Table 1 indicates the values of PSNREnSfmDm, RMSEEnSfmDm (11.67,
0.53) of enhanced SFM when compared with DM are low as compare to the
values of PSNRSfmDm, RMSESfmDm (-21.28, 5.56 ). It clearly indicates that
if we compare the image clarity of original SFM with digital mammogram, dig-
ital mammograms’ clarity is more. When the original SFM image is enhanced
the enhanced SFM can meet the standard of digital mammogram very well.

When we observe the average PSNR and RMSE values we can conclude that:

1. As the PSNREnSfmDm, RMSEEnSfmDm values are considerably smaller
than the values of PSNRSfmDm, RMSESfmDm we can say that enhanced
SFM are qualitatively more superior than original SFM and relatively more
similar to DM.

2. Even the average PSNRDM and RMSEDM among a few DM (8.33, 0.38) is
very close to the average values of PSNREnSfmDm, RMSEEnSfmDm that is
(11.67, 0.53). We can observe that PSNR, RMSE values between an enhanced
SFM are similar to that of PSNR, RMSE values when any two DMs are
compared with each other.
Hence, we can conclude that enhanced SFM can be improved upto a level
that of DM.

Table 1. Comparison of original and processed SFM with DM

Sr. No.
PSNR PSNR

SFM Vs DM Enhanced SFM Vs DM SFM Vs DM Enhanced SFM Vs DM

1 -19.17 5.19 9.09 0.54

2 -21.71 5.35 12.18 0.53

3 -20.52 5.80 10.62 0.51

4 -21.91 5.71 12.46 0.51

5 -20.86 5.03 11.04 0.56

6 -22.66 3.35 13.58 0.67

7 -19.93 6.17 9.92 0.49

8 -20.99 5.15 11.21 0.55

9 -20.89 6.76 11.09 0.45

10 -22.75 4.11 13.72 0.62

11 -22.67 6.95 13.61 0.44

12 -21.24 7.12 11.54 0.44

Avg. -21.28 5.56 11.67 0.53
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Table 2. Comparison among digital mammograms

Sr. No. Comparing DM PSNR RMSE

1 D1 Vs D2 10.34 0.30

2 D2 Vs D3 8.07 0.39

3 D3 Vs D4 7.62 0.41

4 D4 Vs D5 8.63 0.37

5 D5 Vs D6 9.76 0.32

6 D6 Vs D7 7.80 0.40

7 D7 Vs D8 7.13 0.43

8 D8 Vs D9 7.63 0.41

9 D9 Vs D10 8.17 0.39

10 D10 Vs D1 8.16 0.39

Avg. 8.33 0.38

4 Conclusions

A vast research is being carried out on mammography. Still there is a huge scope
for research which will help medical experts for better diagnosis. This may help
to reduce mortality rate due to breast cancer.

In this paper we obtained comparative analysis of SFM and DM to determine
that whether SFMs can still be used in the era of Digital Mammography systems.
We compare the features of digital mammograms with the features of SFM in or-
der to analyze their significance. Various image enhancement techniques applied
on the SFM. After the implementations of preprocessing methods, performed
qualitative analysis by using PSNR and RMSE techniques and observed that
the both the values are low indicating enhancement approach is better. Result
showed that the clarity of processed SFM is as good as digital mammogram. We
conclude here that due to cost constraint use of traditional mammogram ma-
chine (SFM) is more in India. So we can apply appropriate image enhancement
techniques to SFMs to obtain the clarity of digital mammograms.
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Abstract.  In many modern image processing applications determining quality 
of the image is one of the most challenging tasks. Researchers working in the 
field of image quality assessment design algorithms for measuring and quantify-
ing image quality. The human eye can identify the difference between a good 
quality image and a noisy image by simply looking at the image, but designing 
a computer algorithm to automatically determine the quality of an image is a 
very challenging task. In this paper we propose an image quality measure using 
the concept of object separability. We define object separability using variance. 
Two objects are very well separated if variance of individual object is less and 
mean pixel values of neighboring objects are very different. 

Keywords: Image Quality, No-Reference image quality, Object separability. 

1 Introduction 

Determination of quality of a given image is extremely useful in certain applications 
of image processing, for example in medical images noisy images may lead to impro-
per diagnosis. Most of the basic techniques to find quality of images require the use of 
reference images of the same scene to determine the quality of the test image. These 
techniques are known as full-reference image quality assessment (FR-IQA) tech-
niques. The image quality measures which need a references image of the same scene 
are Peak Signal to Noise ratio(PSNR)[3], Structural Similarity Index Meas-
ure(SSIM)[4], Visual Information fidelity (VIF)[2]. 

The next class of image quality assessment algorithms also needs a reference  
image of the same scene but instead of using the full reference image they use only 
certain features of the reference image and with those features they determine the 
image quality measure of the given test image, these techniques are known as  
Reduced reference image quality assessment (RR-IQA) techniques. One of the  
examples of latest Reduced Reference Image Quality Assessment is RRED [12]. 

The next class of image quality assessment techniques does not require any refer-
ence image for calculating image quality measure and these techniques are known as 
No-Reference image quality assessment techniques (NR-IQA) [5]. Some of the latest 
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No-reference image quality techniques are DIVINE [6], Blinds2 [7], using visual 
codebooks [14] and BRISQUE [8] [9]. Few of the no-reference techniques are distor-
tion-specific for example, for JPEG image compression there are spe- cific techniques 
mentioned in [10],[11]. The goal of this paper is to quantify the quality of a given 
image without the use of reference images and the measure value must be able to 
convey whether the image is good or noisy and to what extent the image is noisy. 

The basis for our measure is that the pixels in a particular segment have values 
closer to each other and two different segments must be well separated in a good qual-
ity image. Based on these two ideas we come up with a measure which consists of a 
vector which has two terms, one on each of the concepts explained above. In  
Section 2 we will provide the theoretical concept on which our model is based. In 
Section 3, we will provide our measure and in Section 4 we will present the results 
and finally we conclude with brief concluding remarks in section 5. 

2 Preliminaries 

Object in an image is nothing but a segment where the pixel values are close to one 
another [1]. An object may differ from its surroundings in shape, size, texture, color 
etc. An object is said to be well separated from the surroundings when the difference 
between the pixel values in the object are very small and the difference between the 
pixel values of the object and surrounding is considerably high. In human perception 
the quality is good when the object is well discriminated from its immediate surround-
ings [1]. We calculate certain spatial domain statistical properties to determine how 
close the pixel values object segment are and how well separated the object is from its 
immediate surroundings. In noisy images the discrimination between object and its 
immediate surroundings is less accurate as compared to good images. Our image 
quality measure is based on object separability. The concept of object separability is 
explained by the example in figure 1, there are four regions marked and we consider 
each region as a separate object and in a good image each object must be distinct and 
easily differentiable from other objects. The measure we propose in this paper is a 
vector with two components, W and B. The component W measures the closeness of 
the pixel values within an object. The variance within a segment should be very less. 
We compute variance within each individual segment and sum up for all the segments 
in the image. The other component B measures how well separated objects are from 
its surroundings, to compute we consider the difference between average pixel values 
between adjacent segments, and we take sum of these difference for all pairs of adja-
cent segments. For example, in figure 1 we compute W by taking variance from all 
the four individual objects multiplying the variance with probability of the segment 
and finally summing up for all the four segments. We compute B by considering adja-
cent segment pairs (1,2),(1,3),(2,3),(3,4),(2,4) and for each pair we find the difference 
of means of adjacent segments multiplied with their corresponding probabilities and  
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Let µi and µj be the mean of pixels in the ith segment and jth segment respectively   
where i, j=1, 2, ...N. and i ≠ j and i, j are adjacent segments. 
Let M be a pair of adjacent segments. 

                                                   3  

  1                                   4  

For a good image the value of W must be small and value of B must be high. Small 
value of W denotes that the individual segments have less variance and a high value of 
B denotes that two neighboring segments are well separated. So we take the inverse of 
B component so that for a good image the term 1/B must also be low. We need a mul-
tiplying factor k to make two components in same range. The value of k has been 
experimentally found to be 10000. 

4 Results 

We have used the Berkeley Segmentation (BSD500) dataset [13] for our analysis 
purpose as our algorithm requires segmented images and since Berkeley BSD500 data 
set provides us with segmented images for our analysis. We have tested our algorithm 
with images distorted with Salt pepper, speckle and Gaussian noise and we present 
our results. 

We have considered three types of noise for our analysis purpose. Firstly we con-
sider salt-pepper noise, we run our algorithm and compute image quality measure 
(QM) for all images of the dataset, then we introduce salt-pepper noise with noise 
density d and we increase d gradually and compute the quality measure. We observe 
that as noise density increases the quality measure (QM) increases which means high-
er the value of quality measure QM, the lower is the quality of image. Next we con-
sider images distorted with speckle noise, we run the algorithm for different variances 
of speckle noise for the same images and we observe the similar increasing trend as 
we observed with salt-pepper noise. Finally we do our analysis with images distorted 
with gaussian noise with zero mean and we vary the variance and we observe that 
when the noise in the image increases the quality measure gives a higher value, from 
which we can infer that the quality of the image is poor. 

We observe the trend in all the images of the Berkeley (BSD500) dataset. We con-
sider the image shown in figure 2 and we represent graphically the trends shown by 
our algorithm and one of the latest state of the art no-reference image quality assess-
ment technique BRISQUE and also PSNR on this image in figures 3-5 respectively. 
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We observe both BRISQUE and our image quality measure (QM) show an increas-
ing trend when noise in the image increases we get a higher value as quality measure. 
The trend shown by our image quality measure (QM) is almost linearly proportional  
to the increase in noise. This particular trend is not only specific to this particular 
example but all the images of the BSD500 dataset. PSNR measure shows a decreasing 
trend which means a higher value of the PSNR refers to a better quality of image and 
as the image becomes noisier the corresponding PSNR value decreases.  

Next we explain one of the applications of our algorithm with example, let us con-
sider images in figure 6 degraded with salt and pepper noise, now do median filtering 
to remove noise from the image. We observe that our algorithm gives a better quality 
measure when the image is filtered by 7 × 7 in comparison with 5 × 5 or 3 × 3 median 
filter. 

       

         

          

 

Fig. 2. Example of original and noisy images 

(a) Image with no noise (b) Image with Salt-Pepper Noise 
with noise density 0.05 

(c) Image with Speckle Noise with  
variance 0.05 

(d) Image with Gaussian Noise with  
zero mean and variance 0.05 



148 K. De and V. Masila

 

(a) Proposed Image Qua

(b) PSN

(c) BRIS

Fig. 3. Image

amani 

 

ality Measure (QM) vs. Noise Density of Salt-Pepper Noise 

 

NR vs. Noise Density of Salt-Pepper Noise 

 

SQUE vs. Noise Density of Salt-Pepper Noise 

e Quality measures for varying salt-pepper Noise 



 An Object S

 

(a) Proposed Imag

(b)

(c) 

Fig. 4. Imag

eparability Based No-Reference Image Quality Measure 

 

ge Quality Measure (QM) vs. Vari-ance in Speckle Noise 

 

) PSNR vs. Variance in Speckle Noise 

 

BRISQUE vs. Variance in Speckle Noise 

ge Quality measures for varying speckle Noise 

149 



150 K. De and V. Masila

 

(a) Proposed Image 

(b

(c) B

Fig. 5. Imag
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b) PSNR vs. Variance of Gaussian Noise 

 

BRISQUE vs. Variance of Gaussian Noise 

ge Quality measures for varying Gaussian Noise 
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(a) Image with Salt-Pepper Noise with noise density 0.05 QM = 0.0594 

 

(b) Image denoised with 3 × 3 median filter QM= 0.0465 

 

(c) Image denoised with 5 × 5 median filter QM= 0.0421 

 

(d) Image denoised with 7 × 7 median filter QM= 0.0409 

Fig. 6. Quality Measure behavior after denoising the image 
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5 Conclusion 

Currently the proposed image quality measure works only for grayscale images. This 
measure is heavily dependent on the quality of segmentation algorithm which is one 
of the limitations of this measure. For our experimental results we have used Berkeley 
segmentation (BSD500) dataset where the dataset is already segmented manually. The 
efficiency of our proposed measure is dependent on the efficiency of the image seg-
mentation algorithm. Our image quality measure fails to give the quality of the meas-
ure in case of blurred images. The advantage of our technique is that there is no re-
quirement of a reference image of the same scene. Currently work is going onto im-
prove our image quality measure to incorporate blurred images also. Another advan-
tage is that our image quality measure values increase almost linearly when noise 
increases linearly for salt-pepper and Gaussian noise, where as standard NR-IQA 
algorithms like BRISQUE does not show linear trend for all images. 
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Abstract. A way of generating the future frames of an image sequence
is presented. In this paper first we present a way of predicting the future
positions of rigid moving objects in a given sequence of images from a
static camera.The moving object is first extracted from the images and
its centroid is found as a measure of its position. These positions are
used to find the future positions of the object using Artificial Neural
Network models. This approach is found to predict the positions with
very good accuracy. Next we give an algorithm for generating complete
future image frames. The optical flow of the images is calculated to find
the velocity of each pixel. Time series of the velocities are constructed
for each pixel for both dimensions. A separate neural network model is
used to predict the future velocities of each pixel and the pixels are then
mapped to their new positions. Two different types of neural network
models(sigmoidal function networks and radial basis function networks)
have been used.

1 Introduction

The concept of future image generation can be very helpful in defence applica-
tions like early prediction of target trajectory, in robot motion and in numerous
other fields of commercial and strategic interests. Appropriate actions can be
taken based on these images. This work focuses on finding a technique to pre-
dict the images in advance to assist in such actions. Attempts have been made
at generating future images of cyclones using fuzzy models [1] [10] and artificial
neural networks [2] [11]. For early knowledge of the future images, information
present in the given image sequence has to be exploited. This work relates to
image prediction that is very important for day-to-day and strategic application.
This approach makes use of the artificial neural network models’ ability to pre-
dict the values in a time series. Many earlier attempts have successfully made
use of artificial neural networks for time series prediction [3] [4].

For the first part of this work, the moving object is to be extracted from the
images. For this, background is removed from each frame and then the centroid
of the moving object is found and used as a measure of its position. Thus a
time series of the object positions is created. This is used to predict the future
positions of the object. This work would be helpful to improve the position
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prediction of moving objects and to plan and execute actions based on these
predictions.

Next we propose methods of generating complete future image frames of the
given sequence of images. Optical flow [8] techniques have been used to find
the velocity of each pixel in both x and y directions. Thus, two time series are
obtained for each pixel. Neural network models are trained on these time series
and the future velocities are predicted. Using these predicted velocities the pixel
are mapped to their future values and frames are generated.

The rest of the paper is arranged as follows: Sect. 2 explains the formulation
of artificial neural networks for the prediction of time series. In Sect. 3, the
extraction of the moving objects from the image sequence and the formation of
time series is discussed. Section 4 explains the estimation of optical flow. The
step-wise algorithm for the second part of the paper is given in Sect. 5. Section
6 presents the results obtained and finally, conclusions are drawn in Sect. 7.

2 Artificial Neural Network Model

Neural Networks have been widely used as time series forecasters. Typically
this approach has been used for market predictions [5] [9], and meteorological
forecasting [6].

The problem of forecasting time series with ANN is considered as modeling
the relationship of the value of the element at time “t” and the values of the
previous elements of the time series (t-1,t-2,...,t-k) to obtain a function as it is
shown:

at = f(at−1, at−2, ...at−k) (1)

The standard neural network method of performing time series prediction is to
induce the function f using a feedforward function approximating neural network
architecture, using a set of k-tuples as inputs and a single output as the target
value of the network. This method is called the sliding window technique as the
k-tuple input slides over the full training set. Figure 1 gives the basic architecture.

2.1 Sigmoidal Function Networks

Each neuron in a sigmoidal function network has the sigmoid function,
b(x) = 1

1+e−x , as its activation function. Hence this technique can be seen as
an extension of auto-regression time series modelling, in which the function f is
supposed to be a linear combination of a fixed number of previous series values.
Such a restriction does not apply with the non-linear neural network approach
as such networks are general function approximators.

2.2 Radial Basis Function Networks

A radial basis function network is an artificial neural network that uses radial
basis functions as activation functions. The output of the network is
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Fig. 1. The method of performing time series prediction using a sliding window of four
time steps

ψ(x) =
N∑

i=1

aiρ(||x−ci||), where N is the number of neurons in the hidden layer,

ci is the center vector for neuron i, and ai are the weights of the linear output
neuron.

For the prediction of future positions, the X(t) time series was normalised by
dividing every element of the series by the width of the image and the Y(t) series
was normalised by diving each element by the height of the image. Two separate
neural network models were created, one for each the series. These models were
then trained with the values of the centroids obtained from the given sequence
of images. Here we have used four input neurons for both the models i.e. the
last four coordinates are used to determine the next coordinate of the position
of the object. After training the models, the last four coordinates of the given
data were used as input to the networks and the new positions were predicted.
And then using these more future positions were predicted.

For the second part, the optical flow Vt between all pairs of consecutive images
were calculated. This gave the velocities of all pixels, (X,Y), as ut(X,Y ) and
vt(X,Y ) , t = 1,....K, for x and y directions respectively. Two separate neural
networks for each pixel were then created and trained using the time series of the
velocities. These trained networks were then used to predict the future velocities
of each pixel and the pixels were moved to their new locations according to the
velocities obtained and thus the frames were generated.

3 Extracting the Moving Object from the Given Image
Sequence

For prediction of the position of the object, first the object is extracted from the
given sequence. Let us consider an image sequence f(t), t = 1,....,K. Assume that
the the first frame f(1) gives the background and the moving object enters the
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frames after it. The moving object is extracted by subtracting the background
from each of the frames

g(t) = |f(t) − f(1)| (2)

where g(t), t = 1,....,K represent the subtracted images which contain the mov-
ing object. The subtracted frames are then converted into binary images by
applying a suitable threshold such that only the moving object remains. Let
C(t), t = 1,....,K, be the set containing the non zero pixels in g(t) such that it
represents the moving object. We define the position of the moving object as the
centroid of C(t).
i.e.

(X(t), Y (t)) = (
∑
xC(t)

N
,

∑
yC(t)

N
) (3)

t = 1,....,K, where (xC(t), yC(t)) ∈ C(t), N is the total number of points in C(t)
and (X(t),Y(t)) represents the centroid of the moving object in the tth frame.
Thus a time series is obtained for both x and y dimensions.

4 Estimation of Optical Flow

We have used the Horn-Schunck method [7] for estimating the optical flow. This
introduces a global constraint of smoothness to solve the aperture problem.
The flow is formulated as a global energy function and is sought to be minimized.
The energy function for two-dimensional image stream is given as:

E =
∫∫

[(Ixu+ Iyv + It)2 + α2(∇u2 + ∇v2)]dxdy (4)

where Ix, Iy and It are the derivatives of the image intensity along the x ,y and
time dimensions respectively, V = [u(x, y), v(x, y)]T is the optical flow vector,
and the parameter α is a regularisation constant. In each image sequence Ix, Iy
and It can be calculated for each pixel as:

Ix =
1
4
[Ix,y+1,t − Ix,y,t + Ix+1,y+1,t − Ix+1,y,t + Ix,y+1,t+1 − Ix,y,t+1

+Ix+1,y+1,t+1 − Ix+1,y,t+1]
(5)

Iy =
1
4
[Ix+1,y,t − Ix,y,t + Ix+1,y+1,t − Ix,y+1,t + Ix+1,y,t+1 − Ix,y,t+1

+Ix+1,y+1,t+1 − Ix,y+1,t+1]
(6)

It =
1
4
[Ix,y,t+1 − Ix,y,t + Ix+1,y,t+1 − Ix+1,y,t + Ix,y+1,t+1 − Ix,y+1,t

+Ix+1,y+1,t+1 − Ix+1,y+1,t]
(7)

The energy function can be minimized by solving the following Euler-Lagrange
equations:

∂L

∂u
− ∂

∂x

∂L

∂ux
− ∂

∂y

∂L

∂uy
= 0 (8)
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∂L

∂v
− ∂

∂x

∂L

∂vx
− ∂

∂y

∂L

∂vy
= 0 (9)

where L is the integrand in 4. Thus,

Ix(Ixu+ Iyv + It) − α2Δu = 0 (10)

and
Iy(Ixu+ Iyv + It) − α2Δv = 0 (11)

where Δ = ∂2

∂x2 + ∂2

∂y2 is the Laplace operator.
Approximating the Laplacian using finite differences, Δu(x, y) = ū(x, y) −

u(x, y) where ū(x, y) is a weighted average of u calculated in the neighbourhood
of (x,y). Thus 10 and 11 can be written as:

(I2
x + α2)u + IxIyv = α2ū− IxIt (12)

IxIyu+ (I2
y + α2)v = α2v̄ − IyIt (13)

This is linear in u and v and may be solved for each pixel in the image.

5 Algorithm for Predicting the Future Images Using
Optical Flow

The algorithm for predicting the future images of an image sequence can be
summarised as:
Step 1: Represent the given images as a sequence f(t).
Step 2: Calculate the optical flow between all pairs of consecutive images.
(Sect. 4). Create two time series for the x and y velocities for each pixel.
Step 3: Create an ANN model for both the dimensions for each pixel and train
them separately using the time series obtained from the previous step.(Sect. 2)
Step 4: Using these neural networks predict the future velocities of the pixels
and map them to their new positions.

6 Results

For experimental validation, an image sequence of a person moving from one side
of the frame to the other is considered. The sequence consists of 115 images out
of which the first 105 image frames are used for obtaining the articifial neural
network models and the next 10 image frames are used as test images in order
to validate the model.

Note that the training and the test images correspond to two non-interesting
time intervals. As discussed in the algorithm, four input variables X(t-4), X(t-
3), X(t-2) and X(t-1) and one output variable i.e. X(t) are chosen for the first
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model. Similarly, for the second model, input variables, Y(t-4), Y(t-3), Y(t-2)
and Y(t-1), and output variable Y(t) are chosen.
We present the results in the following figures. Figs. 2, 4, and 6 are the images
obtained by mapping the object to the predicted coordinates and Figs. 3, 5, and
7 are the corresponding test images.

For the next part, an image sequence of a jet plane flying over the sea is
considered. The original images were resized to 100x100 pixels and converted
to grayscale. 180 images were used for training the neural networks for both
the sigmoidal networks and the RBF networks and the next 10 images were
attempted to be predicted. Figs. 8 and 10 are the first and third predicted
images using sigmoidal networks and Figs. 9 and 11 are the corresponding test
images. Figs. 12, 14 and 16 are the first, third and fifth predicted images using
RBF networks and Figs. 13, 15 and 17 are the corresponding test images.

Fig. 2. First predicted image Fig. 3. First test image

Fig. 4. Fifth predicted image Fig. 5. Fifth test image

Fig. 6. Tenth predicted image Fig. 7. Tenth test image
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Table 1. Test and Predicted Coordinates(Part 1)

Predicted Test x-coordinates Predicted Test y-coordinates
x-coordinates y-coordinates

63.4879 60.1116 101.5572 96.8796

59.873 56.1488 99.13 96.837

56.8699 52.9692 101.299 97.7244

52.5735 48.8562 98.9101 99.6603

48.8699 44.409 101.299 101.4554

44.5735 40.8842 98.9101 102.5616

40.8699 37.6833 101.299 103.4775

36.5735 34.1634 98.9101 103.8521

32.8699 31.0437 101.299 103.4424

29.2438 27.4441 99.5502 102.795

Fig. 8. First predicted image Fig. 9. First test image

Fig. 10. Third predicted image Fig. 11. Third test image

Fig. 12. First predicted image Fig. 13. First test image
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Fig. 14. Third predicted image Fig. 15. Third test image

Fig. 16. Fifth predicted image Fig. 17. Fifth test image

7 Conclusions

In this paper, future positions of a moving object have been predicted using an
Artificial Neural Network model. Separate time series of both x and y coordinates
was created using the given sequence of images and then the neural networks
were trained using these time series. Future positions of the object were predicted
using these trained neural networks. On comparing the first ten predicted values
with test values we found that the mean absolute diference in the predicted
and the real x and y coordinates was just 3.2091 and 0.6522 respectively. This
revealed a good similarity between the predicted and the test values.

Also complete future images of sequences having moving objects were gener-
ated in the second part of the research. Optical flow of each pixel was calculated
and neural networks were trained for velocities in both directions of each pixel.
These were trained using separate neural networks and the future velocities of
each pixel were predicted. The results show that the RBF networks approach is
better than the sigmoidal networks approach for predicting the future images.
The results were quite encouraging for us. This area holds a lot of scope for
future research for still better predictions.
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Abstract. The work described in this paper stems from the Cognitive 
Wheelchair Project - an effort to build a cognitively enhanced collaborative 
control architecture for an intelligent wheelchair. A number of challenges arises 
when developing such a system including ensuring indiscernibility of assistance 
provided by the system i.e., user unable to realize so easily that he is getting 
help. In this paper, our focus is primarily on design of such a reactive navigator 
for collaborative control of an intelligent wheelchair. Under conditions attuned 
to replicate the scenarios available to the wheelchair, we conducted a series of 
maze solving experiments. A set of design elements were extracted from the 
wayfinding experiment leading to the finite state machine (FSM) characterizing 
the reactive navigator. The FSM arrived at through such an exercise is expected 
to emulate the cognitive processes of human wayfinding under environment 
conditions as perceivable to an intelligent wheelchair and ensure indiscernibility 
of assistance. 

Keywords: Cognitive modelling, Collaborative control. 

1 Introduction 

Moving around the environment is one of the primary tasks which human being and 
animals accomplish equally well. Mobility is vital to accomplishment of activities of 
daily living (ADL). Research within rehabilitation robotics have focused on 
intelligent wheelchairs to assist persons with physical and / or cognitive disability. An 
important criteria in design of any such intelligent assistive system is customization. 
User capabilities vary with their health condition. To keep individuals active and 
prevent them from residual skills loss, it is medically advisable that assistance must 
be provided on need basis [8]. Therefore, for an assistive system such as a wheelchair, 
an intelligent one, it is important that control is distributed between system and user. 
System must take full advantage of user’s potential abilities. Under such a 
requirement, collaborative control has been explored [6]. 

Collaborative control involves both man and the machine working in tandem; 
approaches include a. safeguarded operation and b. shared control. Safeguarded 
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operation involves the machine taking over only in situations of imminent danger, 
with the man in control at all other times. Shared control is designed to assist the man 
in difficult situations; with machine coming into assistance either through manual 
selection or by event-oriented triggering. Number of smart wheelchairs - MAID, 
NavChair, TinMan and SmartChair use shared control [13]; differing only in how 
behaviors are implemented. A common problem is that the man and the machine do 
not contribute to control simultaneously. Though see [16]; wherein this is overcome 
using a purely reactive navigation system [2]. Urdialest et. al. [16] report detailed 
clinical trails of their collaborative system based on reactive navigation. Our research 
is largely motivated on their following observation. 

In order to improve acceptance, we would need the robot to mimic the driver up 
to a point, so that users do not realize so easily that they are getting help. In 
cases where persons present very severe cognitive problems, the proposed 
reactive layer can be integrated into a hybrid control architecture and use a 
deliberative planner to set destinations for them, according to their ADL agenda. 

Urdialest et. al. [16, Page 190] 

To improve collaboration between the wheelchair and the user, we exploit results 
from the area of Human Robot Interaction (HRI). For effective collaboration, the 
wheelchair must be cognitively enhanced. This is based on Alan C. Schultz’s concrete 
illustration on why a cognitively enhanced artificial system is important for HRI [12]: 
1. Embedded cognitive models can enhance the human system interface by allowing 
more common ground in the form of cognitively plausible representations and 
qualitative reasoning and 2. Incorporating cognitive models ensures systems, whose 
behavior is more compatible with human team members. 

The work described in this paper stems from the Cognitive Wheelchair Project - 
an effort to build a cognitively enhanced collaborative control architecture for an 
intelligent wheelchair. A number of challenges arises when developing such a system 
including ensuring indiscernibility of assistance provided by the system i.e., user 
unable to realize so easily that he is getting help. In this paper, our focus is primarily 
on design of such a reactive navigator for collaborative control of an intelligent 
wheelchair. 

2 Cognitively Enhanced Collaborative Control 

The cognitively enhanced collaborative control architecture (shown in Figure 1) is 
adapted from well establish cognitive architecture ACT-R [1]. The architecture is 
three layered with  a. User Interface Layer (UIL) b. Superior Control Layer (SCL) and  
c. Local Control Layer (LCL). Interaction with the user is through UIL. SCL effects 
collaboration through two main modules: the reactive module and the reactive 
navigator. The reactive module evaluates the user capability based on multi-modal 
interaction through UIL; produce a metric, based on which processes are distributed 
across modules of SCL. Reactive navigator contributes to the navigation plan based 
on the perceived environment. LCL take responsibilities of the low level control of 
the system hardware. 
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Fig. 1. Cognitively enhanced collaborative control architecture for intelligent wheelchair. The 
cognitive architecture is an adaptation of ACT-R. 

The above architecture is not a simple reactive system; immediate reaction to the 
sensor information is not enough. A more evolved system with sense of sequence and 
context is required. Finite State Machine (FSM) [9] based approaches are useful as 
the system can be described as a sequence of states or context changes, taking into 
account sensor inputs that allows change from one state to another one, and also 
defining for each state a specific motor action associated to it. This ensures that each 
has an internal state and depending on the state will select actions that would lead to 
other states. Behaviour could be modeled by planning on the corresponding state-
graph. Within such a cognitively enhanced collaborative framework, wayfinding 
would be achieved not only by exploiting one’s own cognitive map1, but with 
assistance from the reactive navigator. However, any assistance received by the user 
would not be discernable as the wayfinding FSM of the reactive navigator is expected 
to be no different from a human. 

3 Reactive Navigator 

The reactive navigator is engaged in navigation. Even though navigation and 
wayfinding have been used synonymously, we make a subtle distinction. Navigation 

                                                           
1 Here  the  term  cognitive  map  refers to the  human mental  representations of space. 
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is what the user achieves in steering the wheelchair from a start to the goal location 
albeit under collaborative control. The understanding of wayfinding as we understand 
is the process of determining and following a path or route between an origin and a 
destination. It is a purposive, directed, and motivated activity [7]. We consider a 
setting where the wheelchair with sensors that transmit visual information and 
localization information, combined with a map of the environment is expected to be 
used. For effective human-system collaboration, we consider human factor and 
human centric criteria. Under such a requirement, we propose to emulate the 
cognitive processes of human wayfinding. Even though, human wayfinding have been 
well studied in the literature (c.f. [5] for a recent overview), we were not able to 
identify any that was conducted under environment conditions perceivable by an 
intelligent wheelchair. We design the human centric experimental setting to explore 
wayfinding. We make the following claims to propose a cognitive human wayfinding 
model under the restrictive conditions of our requirement. 

Claim1: In wayfinding, information from different viewing angle of the environment 
differs and each of this environment information can be effectively used. Claim1 is 
guided by the idea that different view of the environment would be perceived by on-
board cameras and this would allow the system to assist or make use of this 
information for wheelchair navigation. 

Claim 2: Spatial complexity of a spatial plan has no influence on wayfinding. The 
justification for Claim2 is that to reproduce human action, system usability must be 
independent of complexity of a spatial plan. 

Claim 3: Wayfinding is simplified (by the way-finder) by switching between different 
strategies. Claim 3 guided is by the understanding that to coordinate the activities, the 
system should show flexibility of adopting different wayfinding strategies to 
reproduce human behaviour. Under the above claims, we set to explore human 
wayfinding by solving a maze. Claims 1 through 3 lead to the Hypothesis 1 through 6. 
To address these questions, wayfinding was analysed, as explained in Section 4.  

Hypothesis 1( 0
1H ): Wayfinding is not influenced by prior exocentric environment 

information.  

Hypothesis 2( 0
2H  ): If multiple views of an environment is experienced, wayfinding 

in mirrored view of environment do not bring any difference in performance. 

Hypothesis 3( 0
3H  ): Way-finder’s view-specific effect of an environment does not 

decrease with increased exposure to the environment. 

Hypothesis 4( 0
4H ): Wayfinding does not differ with change in viewing angle of prior 

viewed environment. 

Hypothesis 5( 0
5H ): Complexity of spatial plan impact wayfinding. 

Hypothesis 6( 0
6H ): Way-finder does not switch between combinations of strategies to 

simplify wayfinding. 
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4 Experimental Exploration 

4.1 Materials and Methods 

For experimentation, a virtual maze environment was used. Virtual maze offers the 
opportunity of studying fairly realistic navigation traits; and obtained results are able 
to portray a conclusion that can be approved to human wayfinding.  

Subjects: The experiment was conducted on 23 subjects. Four participants give up 
after playing the first game. 19 subjects (mean age = 25.32, S.D = 3.23) completed all 
eight games. Participants were naive to the purpose of the experiment and none of 
them was suffering from any perceptual, spatial or motor deficiency. Maze Design: 
Participant had to reach the target location in two different virtual mazes under 
different conditions. The mazes incorporated 3-D characteristics to give the sense of a 
real maze. Both mazes were constructed in such a way that when the participant 
maneuvered through the mazes, participants encounter many route intersections 
which required taking a decision of route selection (i.e., decision points). The two 
mazes were different in structuring of spaces, while keeping position of start and 
target locations constant. Participant have to solve the mazes from up start location to 
down direction of the target. Details of the two mazes are given in Table 1; including 
a list of geometrical structures that are used to generate our mazes. Maze2 was 
comparatively simpler than Maze1 (Plan complexity is according to [10]). Within the 
mazes, there were no landmark cues. However, it is pertinent to mention that Cheng 
and Newcombe [3], focused on two categories of cues to spatial orientation: 
geometric and featured cues. Geometric cues are provided by environmental surfaces 
(for example, shapes formed by walls of a room). Non-geometrical properties such as 
colours and textures which cannot be expressed in geometric terms solely are 
categorized as featured cues. Our experimental mazes contained components such as 
T-junctions that can be categorized as geometrical cue. Even though our experimental 
mazes are without any landmarks, environmental shapes may be interpreted as cues. 
Under such context our experiments can be generalized to scenarios where landmarks 
would be available. First, we varied each maze in two different viewing conditions. 
Next we simply flipped starting and target location of the mazes by 90 degree (array 
rotated mazes). Participants completed four different instances for each of the 
possible combinations of conditions (2 viewing angle X 2 different starting and target 
location pair = 4). Eight possible com- binations of mazes (2 viewing angle X 2 
different target location X 2 maze) has to be solved. The mazes were administered on 
the HP computer equipped with 1GB of RAM and an 18.5-inch monitor. Participants 
were seated in a normal chair in a comfortable position at a distance about 50cm in  
front of the screen. The center of the computer screen located 15 to 20 degrees below 
horizontal eye level. Maneuver through mazes was controlled by the subjects using 
arrow keys on standard 101 computer key board. Each movement through the maze 
was recorded by screen casting CamStudio open source software. 

Table 1. Structural details of Maze1 and Maze2 

Maze   Number of decision  points in maze Geometrical structures (for both mazes)
Maze1 14 Dead end, Straight, L-shaped
Maze2 7 Cross intersection, T-intersection
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Experimental Protocol and Overview 

The experimental protocol is a sequence of four different tasks with intertask periods 
ranging between 30 seconds to 60 seconds. 

Training Phase MO: In M0, participants were provided with instructions which 
explained the experimental modalities and highlighted the task they had to perform. 
Subjects were familiarized with arrow keys to maneuver through maze. The 
participant carried out practices with 5-7 mazes from the practice pool. Each 
participant was required to respond to the practice session correctly before beginning 
the next sequence of task. Subjects were given enough training time to practice. 

Relax Phase M1: Subjects were asked to relax. During this phase computer screen 
remained blank and experimenter recorded participant age and gender. Participant 
have to choose one of the options ranging from “I have never played computer 
games” to “I play computer game every day”. 

Maze Solving Phase M2: An audio cue marked the start of the maze solving phase. 
Four different views were presented for Maze1 (respectively for Maze2). Each 
solving phase started by asking the participant if he was ready to start. 

Phase11 (respectively Phase21): Participants were presented  a exo- centric view of 
Maze1 (respectively Maze2). In these phases, participants were asked to imagine 
themselves as standing above the maze from where he could physically view the 
entire maze. With this we biased participants towards an exo-centric interaction 
with the environment to find a solution. 

Phase12 (respectively Phase22): Partially egocentric view of Maze1 (respectively 
Maze2) were presented. Here participants were asked to imagine2 themselves to be 
physically on the maze. We biased participants towards an egocentric interaction 
with the environment. 

Phase13 (respectively Phase23): Participants were solving array rotated 
partially egocentric view of Maze1 (respectively Maze2). 

Phase14 (respectively Phase24): Participants were presented an array 
rotated exo-centric view of Maze1 (respectively Maze2). 
 

Participant Feedback Phase: After the experiments participants were instructed to 
fill up a questionnaire that highlighted the factors that they have taken into account 
during the solution of mazes. They were also instructed to give a rating with regards 
to solving difficulties of the mazes. 

Overview of Experimental Design 

Wayfinding in Phase11 (as well as Phase21) take place in an unfamiliar environment 
(with only knowledge of the relative position to the target). In Phase21, maze 
environment was comparatively simpler than in Phase11. Phase12 (respectively 

                                                           
2  When mazes were presented to participants, they were asked to describe view of the 

environment. Few of participants spontaneously describe view of the environment. These 
imaginations were checked through participants mention of situation in their linguistic report; 
how they themselves related to presented environment view. 
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Phase22) quantified how well viewing angle effect prior knowledge of structure of 
Maze1 (respectively Maze2). Presented mazes in experiment Phase13 (respectively 
Phase23) were mirrored configuration of starting and target location of Maze1 
(respectively Maze2) in Phase11 (respectively Phase21). We named these 
configuration as rotated array mazes. These experimental phases were designed to 
address impact of mirroring on orientation behavior. Experiment Phase14 (as well as 
Phase24) were designed for investigating subjects retention of original wayfinding 
strategy (if any) with change in viewing angle. 

Performance Metrics of Interest 

Participant performance were categorized in three levels [11]. 

Level-1: Wayfinding performance Level Participants’ wayfinding performance was 
based on Navigation time: Measure how fast participant is able to reach the target. 
Impact of array rotation on wayfinding performance of maze solving phase 13 and 23 
were analyzed by navigation time. 

Level-2: Wayfinding Behavior Level Wayfinding behaviour was based on Response 
time: participant spent time before traversing a maze. As, Maze1 was comparatively 
complex plan than Maze2, reaction times of first trial of both mazes i.e. in Phase11 
and 21 was considered specially important. Result would give us the impact of 
complexity of the spatial plan on way-finder response for a new environment. 

Level-3: Rationale Level Our focus was on rationalized behavioural and task 
performance aspects of wayfinding, and were based on the metrics derived out of the 
written report. Participant’s strategic focus was accessed through their written 
linguistic pattern. To identify used strategies, we limited ourselves to three 
wayfinding strategies: a. Least angle strategy [4] - Participants choose routes which 
are most in line to target location; b. Central point strategy [14] - When participant 
walk back to well known part of maze; c. Trajectory based strategy [15]- 
Conceptualize a route by positioning at a particular part of the maze, in or- der to 
avoid detours from trajectory; and d. Summary scanning strategy [15] - Participants 
find a way to target by conceptualizing the whole maze. We used linguistic keywords 
that serve as indicator of each of the strategy [14]. 

4.2 Experimental Result 

Spearman’s rank order correlation was run to determine the relationship between 
familiarity with computer games and participants self-rating on solving difficulties of 
mazes. Spearman’s correlation coefficient is 0.159 (p= 0.516), which is statistically 
insignificant. Participant’s familiarity with computer games did not signify that better 
they performed in the experimental mazes. 

Analysis of Behavioural data 

Table 2 provides descriptive statistics for the measured values of participant 
navigation time and reaction time. The table is categorized by the solving phases. 
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Table 2. Mean and standard errors of participant navigation time  and reaction time 

Maze1 Phase 11 Phase12 Phase13 Phase14
Navigation time 578.64(83.03) 465.5(87.58) 510.6(170.40) 304.42(95.51)
Reaction time 72.5(21.50) 27(8.38) 98(31.11) 27 (15.04)
Maze2 Phase 21 Phase22 Phase23 Phase24
Navigation time 172.21(20.89) 125.42(21.72) 142.89(22.36) 110.57(11.86)
Reaction time 31.92(11.01) 18.31(5.03) 37.92(16.65) 14.42 (4.80)  

 

Null Hypothesis ( 0
1H ):  Wayfinding is not influenced by prior exo-centric information 

of environment. 

Alternative Hypothesis ( a
1H ): Wayfinding is influenced by prior exo-centric 

information of environment. 

To analyze the influence of environment information, participant navigation time in 
exo-centric and partially egocentric phase of Maze 1 (respectively of Maze2) were 
recorded. A paired sample t-test3 was used to analyze the statistical significance in 
navigation time between Phase11 vs. 12 (respectively Phase 21 vs. 22). The paired 
sample t-test results are reported in Table 3. For Maze1, navigation time between 
solving phases: Phase11 to 12 (t(18)=2.345, p= 0.033) and for Maze2, Phase21 to 22 
(t(18)=2.2217, p= 0.039) were statistically significant at the p=0.05 level. Thus, null 
hypothesis was ( 0

1H  ) reject. 

Table 3. Paired sample t-test results for 0
1H Table 4. Paired sample t-test results for 0

2H  

Maze Solving Level of
Phases t df significance

Maze1   11 vs. 12  2.34   18  0.033
Maze2   21 vs. 22  2.21   18  0.039

Maze Solving Level of
Phases t df significance

Maze1  112 vs. 13 -1.26  18  0.22
Maze2  212 vs. 23 0.376 18  0.711

 

Null Hypothesis ( 0
2H ): If multiple views4 of an environment is experienced, wayfinding 

in mirrored view of environment do not bring any difference in performance. 

Alternative Hypothesis ( a
2H ):  Experience of multiple views of an environment, leads 

to better wayfinding performance in mirrored view of the environment as well. 

Wayfinding performance was analyzed in terms of navigation time. We computed 
mean navigation time of Phase11 and 12 (henceforth Phase112) (respectively Phase21 
and 22; henceforth Phase212). We compared it with Phase13 (re- spectively Phase23), 

                                                           
3  Paired t- test was used  rather than 2x2 ANOVA since we were interested to know whether 

these different structure influence way-finding and how much; not the interaction of these  
two mazes’ influence  on wayfinding. 

4  The term ’multiple views’ refers to solving experience of exo-centric as well as ego-centric  
view of same mazes. 
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which was just exo-centric view of rotated array of Maze1 (respectively Maze2). A 
paired sample t-test was conducted. It was found that difference was not statistically 
significant: for Maze1 between Phase112 and 13 (t(18)= -1.268, p= .228), and Maze2, 
Phase212 and 23 (t(18)= 0.376, p= 0.711) (as reported in Table 4). Thus, null 
hypothesis ( 0

2H ) was accepted. Comparison of the t-test value between Maze1 and 

Maze2, gives us an impression that there exists a performance difference with the two 
different mazes. One possibility of this result is that although mirrored view of an 
environment do not bring any difference to wayfinding performance, but performance 
shows strong association to spatial plan of the mazes and correspondingly to the 
environment. We made this assumption as Maze 2 was comparatively simpler in 
structure than Maze1.  

Null Hypothesis ( 0
3H  ): Way finder view-specific effect5 of an environment does not 

decrease with increased exposure to the environment. 
Alternative Hypothesis ( a

3H  ): Way finder view-specific effect of an environment 

decreases with increases exposure to the environment. 

Table 5. Paired sample t-test results for 0
3H Table 6. Paired sample t-test results  for 0

4H  

Maze Solving Level of
Phases t df significance

Maze1  11 vs. 14 3.395 18  0.004

Maze2  21 vs. 24  3.29  18  0.004

Maze Solving Level of
Phases t df significance

Maze1  11 vs. 12 2.551 18  0.020
13 vs. 14 2.183 18  0.042

Maze2  21 vs. 22  2.30  18  0.033
23 vs. 24 1.589 18  0.129

 

Here wayfinding was reviewed through navigation time between Phase 11 and 14 
of Maze1 (respectively Phase 21 and 24 of Maze2). In solving Phase 11 and 21 
participants do not have previously experienced knowledge of the environment; 
whereas Phase 14 (respectively Phase 24) was performed after extensive experience 
of Maze1 (respectively Maze2). Table 5 summarize the paired t-test results. Thus, the 
null hypothesis ( 0

3H ) was rejected. 

Null Hypothesis ( 0
4H  ): Wayfinding does not differ with change in viewing an- gle of 

prior viewed environment. 

Alternative Hypothesis ( a
4H ): Wayfinding differed with change in viewing angle of 

prior viewed environment. 

Wayfinding was judged in terms of response time. Paired t-test was conducted to 
examine null hypothesis. The t-test revealed that the change in viewing angle between 
phases were significant at the p=.05 level (as reported in Table 6). Thus the null 
hypothesis ( 0

4H  ) was rejected. In examining t-test results of Table 6, we note a 

                                                           
5  Here the term view specific effect is used to mean appearance of environment (maze) under  

specific viewing (angle) condition. 
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differing result. The result could be due to the fact once the environment views are 
learned, change in viewing angle of prior viewed environment no longer influence 
wayfinding. This might be explained by the assumption that after wayfinding 
experienced through the array rotational view of Maze1,the learned experience of this 
kind of environment view serve as retrieval cue to solve the array rotational view of 
Maze2. Consequently, solving Phase 23 and 24 is not statistically significant. 

Null Hypothesis ( 0
5H ): Complexity of spatial plan impact wayfinding. 

Alternative Hypothesis ( a
5H  ): There is no impact of complexity of spatial plan on 

wayfinding. 

Impact of plan complexity on response time is evaluated by comparing response time 
in solving Phase 11 and 21. The strength of the association between the solving Phase 
11 and 21 was analyzed by Pearson correlation test. It was found that after traversing 
a complex plan in phase11, when comparatively simpler exo-centric information was 
presented in phase 21 participants, response time exhibited strong positive correlation 
with reaction time of presented complex exo-centric environment information, which 
was statistically significant (Pearson correlation, r (19)=0.559,p =0.012, df = 17), thus 
null hypothesis ( 0

5H ) is rejected. From this results we can conclude with 95 percent 

confidence that irrespective of spatial plan, possibility of a wayfinder spent time 
before traversing a plan remain same. 

Analysis of Linguistic data 

Specific Question Q3  intended to highlight what a particular person would do to find 
his way around the maze. Question Q4  intended to focus on how a person accessed 
his current wayfinding experience to develop a hypothetic user perceptive. Participant 
answers to question Q3  was usually expressed in first person form, I. 

Examples: 1. I make a virtual way to reach the target in my mind. 
                  2. When I got stuck, I retrace my path ..... 

Answer to question Q4  was represented in second person form, you, referred to a 
hypothetical user navigating through and perceiving the maze. 

Examples: 3. First you see which the options in hand to take turn are 
                  4. ... where there is more than one path take your decision carefully  
It was also clear from these examples that the perspective they impose on the 
hypothetical user was egocentric. Furthermore, their answer to question Q4 , as expected, 
hypothetical user conceptualized on the basis of participant current experienced 
knowledge of the maze. It was typically a survey perspective experienced in which 
hypothetical user is supposed to have exo-centric information of the environment. 

Examples: 5. Before starting, solve it once in your mind 
                  6. If you can’t find way then try to find the possible path visually  
Our analysis of linguistic reports provided the evidence that each form of 
environment information can be used in wayfinding and how participant related 
themselves to that environment view. With participant’s conceptualization of 
hypothetical user with exo-centric representation of maze, we can draw a conclusion 
that exo-centric information aid to improved wayfinding. 



 Solving a Maze: Experimental Exploration on Wayfinding Behavior 173 

Null Hypothesis ( 0
6H ): Way finder does not switch between different strategies to 

simplify wayfinding. 
Alternative Hypothesis ( a

6H ): Way finder switches between different strategies to 

simplify wayfinding. 

We analyze the written data for strategic description. We limit ourselves to four 
wayfinding strategies. In our experimental scenario, we can imagine the following 
scenario: A way-finder walks through an unfamiliar environment and tries to navigate 
towards the target - a salient landmark. At intersection, way-finder can perceive the 
outgoing routes and the salient landmark. Under such scenario, if we assume that 
movement pattern would show a tendency to minimize the travel distance by 
choosing route which was least deviated from direction target the least angle strategy 
should result. The participant who used this strategy relied strongly on their 
movement in direction to target the refection of this concept is given by the following 
example: 

Example: 8. ... direction that lead towards destination. 

This example explicitly reflected least angle strategy as speaker referred to direction 
to the reach the target. In our experimental scenario, we can also imagine the 
following situation: to find a way to the destination, you were start to orient towards 
particular part of the maze or route, and trying to find a way to the destination from 
there. Such type of movement pattern where someone plan a route to a particular 
access point and then plan the next part of your plan there- the central point strategy 
should result. The refection of this concept be understood by the following example: 

Example: 9. Try to set a point at junction ... 
Here the participant described about how he mark place at a certain place of the maze 
and gradually exploring the maze from there. Other than these strategies, we also 
include strategy where participant mentally visualized the trajectory as part of a 
inspection process, as in example of following : 

Example: 10. ... opted for no dead-end path. 
There were indications in the data that some of participant conceptualized the maze as 
a whole, as in example of following: 

Example: 11. ... memorized the view. 
The above example can be interpreted as part of summary scanning strategy that the 
participant gradually developed. 

Strategic description were analyzed with the following steps. 

Step 1: Identify bag of words in relation to strategies. Construct wayfinding 
propositions. 
Step 2: Re-write each report in propositional format. 
Step 3: Select information items i.e., proposition that were either relevant to 
wayfinding related consideration or to action during wayfinding. 
Step 4: Select process propositions: Minimum set of proposition that reflect the 
concept of wayfinding; as shown in Table 7. 
Step 5: Reconstruction: Each report reconstructed with process proposition. 
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Table 7. Process propositions 

label Process
proposition 

examples of
information unit

label Process
proposition 

examples  of 
information unit 

a Avoid detour check dead end b Estimate the
path length 

Shortest path 
to target 

c Follow path  d Solve in
mind 

Recall 
way 

e Visualizing the 
whole view 

Remember
turn 

f Backtrack
to point 

Retrace path 
to start 

g Move along 
the  border 

 h Possible movement
from a point 

Choose a check 
point at diversion 

i Path leads 
toward  the goal 

Follow direction
towards  the goal

   

 

Step 6: Process descriptions: Process proposition categorized into four groups; as 
listed in Table 8. 

Table 8. Processes description (PD) 

label group label group label group label group
a,b route status i direction f,h mark d,e retention

 

Step 7 : Proposition mapping: Process descriptions mapped to strategies; as shown 
in Figure 2. 

 

Fig. 2. Proposition mapping; 1- PD to trajectory based strategy ; 2- PD to least angle strategy; 
3-PD to central point strategy; 4-PD to summary scanning strategy 

Step 8 : Review participant’s reconstructed report with proposition mapping to find 
out participant strategic description. 

We found that only 26.31% (5 out of 19) participant’s reconstructed report produced 
single strategic description; while 73.68% (14 out of 19) repots revealed combination 
of strategies and was statistically significant (z= −3.472, p< 0.001). Thus, there was 
sufficient evidence to reject the null hypothesis ( 0

6H ). Figure 3 shows the participant 

percentage who used combination of strategies. Majority of participant lexical choice 
reflecting the combination of trajectory based strategy and least angle strategy (5 out 
of 14); whereas 2 out of 14 combined trajectory based strategy and central point based 
strategy. As observed, least angle is combined with summary scanning by 2 out of 14 
participants; central point strategy is combined with summary scanning strategy by 3 
out of 14. 
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Fig. 3. Participant percentage with combination of strategies; T stands for trajectory based 
strategy; L stands for least angle strategy; C stands for central point strategy; S stands for 
summary scanning strategy 

5 Discussion 

The experimental result suggested that wayfinding performance is positively 
influenced by exo-centric environment information of environment. Moreover, our 
results show that view specific effect of the environment decrease with increased 
exposure. Interestingly, we showed that mirrored view of an environment do not bring 
any difference in wayfinding performance level. The result seems to confirm that an 
environmental configuration acts independently from one’s wayfinding behaviour. 
Furthermore, retrospective written report indicates participant’s mixed use of 
wayfinding strategies. 

Table 9. Process description of reactive navigator 

Strategy Decision making 
criteria 

Information  
received 

Action  
taken 

Least  
angle strategy 

Direction  
to goal 

Door  
is at left 

Take based  
strategy turn at left  

Trajectory based 
strategy 

Route  
selection 

There is  
an obstacle 

1. Avoid the  
obstacle and move 
2. Calculate the  

distance to object 
Central point  
strategy 

Select  a  
check point 

Your  are at  
an intersection 

1. Ask for help 
2. Start to  

follow the path 
Summary 
scanning strategy 

Check 
the position 

You are  
at room number x 

Recall  the way 
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Fig. 4. Finite state machine of reactive navigator 

Reactive Navigator–Revisited: Above findings have important practical sig- 
nificance in design of reactive navigator of the cognitively enhanced collaborative 
control architecture. Following are the set of design element extracted from the 
current wayfinding experiment. 

1. Performance of wayfinding is improved by exo-centric as well as egocentric 
environment information;  thus an effective navigator  need to incorporate apparatus 
to exploit both. 
2. Wayfinding need not be tuned to an established view of the environment; 
navigator can be made to plan on the available view. 
3. On available information, wayfinding process must switch between different 
strategies to improve performance. 
 

The process description for design of finite state machine (FSM) of the reactive 
navigator is in Table 9; the resulting FSM is shown in Figure 4. 

6 Final Comments 

Intelligent wheelchair system under the context of cognitively enhanced collabo- 
rative control demands understanding of human cognitive processes. Collaborative 
control system that is designed without knowledge of the cognitive processes of the 
human will miss its goal. This paper presents wayfinding exploration in an attempt to 
design system that takes into account human wayfinding process. We find out how 
participants find their way to reach the goal in a maze under environment conditions 
as would be perceivable to an intelligent wheelchair. Thereafter the knowledge is used 
for design of the reactive navigator. It is difficult to empirically evaluate how 
effective such a navigator would be in ensuring indiscernibility of assistance provided 
by it within collaborative control. Success of a human centric design for the reactive 
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navigator can only be established once the cognitively enhanced collaborative control 
is put to practice and detailed clinical trials on the lines reported in [16] is conducted. 
This is part of ongoing research. 
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Abstract. Searching the vast and distributed structure of the web requires 
the efficient search schemes. Semantic annotation is used to associate the mea-
ningful tags with a document to perform semantic search. This paper puts 
forward an automatic approach for annotating web documents for efficient in-
formation retrieval. The proposed algorithm for semantic annotation consti-
tutes five rules based on ontology and provides the semantic tags along 
with the degree of correlation between a tag and the consequent web docu-
ment. As the annotation would be done automatically, the results obtained for 
a query would always be relevant and thus the improved precision and recall. 

Keywords: ontology, semantic information retrieval, semantic annotation, Rank-
ing, semantic index. 

1 Introduction 

In recent years, the World Wide Web has become the most significopant source to 
publish as well as retrieve the personal, social and commercial information. Finding 
relevant information from the web which has a vast and distributed structure requires 
efficient search schemes. Semantic search provides the most relevant information by 
considering the actual user’s intent as the underlying information should be in a struc-
tured form as RDF (Resource Description Framework). Semantic Web documents are 
differentiated by semantic annotation and meaningful relation to other documents. 
Semantic annotation is the process of adding some meta-tags that are related to the 
corresponding web documents so that if any of the term occurs in user query, the 
associated web document would be retrieved. Tagging is a method by which anyone 
associates the terms to any content such as documents, Web pages, pictures and vid-
eos to describe, find and organize content. As the conventional search engines do not 
lead these features, a semantic search engine should be customized. The attainment of 
metadata for the web documents would permit various applications in semantic web 
to appear and put on broad recognition. Such applications would present new access 
techniques of information retrieval based on the linked metadata. Presently, there 
exist various Information Extraction approaches that provide meaningful terms within 
the document text, and the relations between them which are obtained with the help of 
Ontology. 
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Ontology is an explicit specification of a conceptualization [4]. Ontology defines 
the various entities, events and relationships among them of a particular domain, in 
the form of Classes, Individuals and Properties. The existing approaches for semantic 
annotation [1] [2] are mostly manual or semi-automatic [7] based on the mapping of 
semantic terms between the documents and the consequent domain ontology. In some 
manual approaches the irrelevant terms may be associated with the documents due to 
which the results would be retrieved for dissimilar and unrelated queries as well [3]. 
To overcome this pitfall automatic annotation should be performed [6]. 

This paper puts forward an algorithm for annotating web documents followed by 
five rules. As rules are based on the frequency of a particular term in a document as 
well as on mapping the term with domain ontology, the tags thus obtained would 
always be semantic and somehow related with the corresponding documents. 

The rest of the paper is organized as: section 2 presents the related work for seman-
tic information retrieval, semantic annotation and semantic indexing. In section 3 the 
proposed architecture of semantic information retrieval is presented. The technique of 
semantic annotation and the proposed rules have been described. Section 4 draws the 
conclusions and some future directions for the proposed scheme. 

2 Related Work 

This paper is motivated by the important need for adding metadata to the existing web 
pages in an efficient and flexible manner that utilizes the advantages offered by RDF 
(Resource Description Framework) and ontology [4]. In recent years Information 
extraction and annotation through the web has been an active research area. Several 
researchers have presented their own techniques and systems to annotate the web 
pages and performing semantic information retrieval. 

Yiyao Lu (2011) [1] presented an automatic annotation approach that first aligns the 
data units into several groups having the same semantic data and then for each group 
annotation is performed from different aspects and the different annotations are aggre-
gated. An automatic annotation wrapper is constructed for the search sites. David Sán-
chez (2011) [2] introduced a technique to moderately annotate textual web content in an 
automatic and unsupervised way that uses various learning techniques and heuristics to 
ascertain relevant terms in text and to correlate them to the classes of ontology through 
linguistic patterns. In [3] the analysis of various problems and precision in the informa-
tion retrieval has been performed according to the experimental data such as image re-
trieval with different retrieval terms and a search engine is constructed. To improve the 
precision of the search systems various recommendations have been suggested such as 
correcting keywords, building and enhancement of knowledge documentation, reasona-
ble definition of features vectors, information matching and filtering, and increasing the 
intelligentization for spider, indexer and searcher. 

Thomas R. Gruber [4] has given the formal description of the ontology and described 
the role of ontologies in various information sharing actions, and the  
guidelines for the development of ontologies have been presented. Engineering mathe-
matics and bibliographic data was taken into consideration for the development and test-
ing the ontology. In [6] an approach to resolve the problem of text categorization over a 
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corpus of newspaper articles has been presented followed by the annotation. Lemmatiza-
tion, a combination of Support Vector Machines (SVM), ontologies and heuristics has 
been applied to deduce the semantic tags for the annotation.  

A semi-automatic annotation system is proposed in [7] that comprises an automatic 
annotator with a manual annotator. The manual annotator annotates the textual web 
data using the Knuth-Morris-Pratt (KMP) algorithm, and the automatic annooptator 
allows a user to use the terms to annotate metaphors with high conception. The tech-
nique proposed in [8] combines the lexical and semantic relationship to analyze user’s 
query. A modulative method is proposed for result ranking based on the predictability 
of the results for users. 

In [9] a technique for semantic annotation of web docments with individuals of  
ontology is proposed that recognizes the related individuals and marks them as role 
instances within OWL (Web Ontology Language) ontology by considering the tree 
structure of a web page and the semantics of the information it contains. FF-ICF algo-
rithm has been modified by [10] for ranking and scoring semantic document annota-
tion based on document richness. The modified algorithm has been applied into a 
retrieval engine, PicoDoc, to measure its performance in ranking and scoring docu-
ments annotation. The OntoGram-approach proposed in [11] performs indexing on 
texts by their conceptual content through ontologies along with syntactic grammars 
and lexico- syntactic information that is transformed into concept feature structures 
and mapped into concepts in a generative ontology. In [12] a framework for Cognitive 
Linguistics theories is proposed that is based on Construction Grammar (CxG). RDF 
(Resource Description Framework) has been used in the domain ontology to build 
constructions and a set of rules based on linguistic typology have been presented to 
deduce the semantics and syntax of the constructions. 

3 Proposed Idea 

In this paper, the architecture of semantic information retrieval and a technique of 
annotating web pages and ranking have been proposed. As in manual annotation there 
is a possibility to have some irrelevant tags with corresponding document; automatic 
annotation is being taken into consideration. 

3.1 Overall Architecture 

The overall architecture for the proposed system is given in Fig. 1. According to this 
architecture a semantic index is created with the help of semantic tags in annotated 
web pages and the degree of correlation between these tags and the documents. 

The Web crawler collects the web documents through the web and submits it to the 
document manager. The proposed algorithm for annotating web pages is performed 
by the document manager by interacting the Rule Store and Ontology Knowledge 
Base (OKB). The Rule Store contains the rules proposed for annotation and ranking, 
described in further section. Ontology describes a particular domain in a structured 
form. The ontology knowledge base (OKB) is created in the form of classes/concepts, 
individuals/instances and various properties/relationships among them in a hierarchic-
al manner. Ontology for a specific domain is created by an ontology toolbox as we 
have created it for e-shopping (electronic shopping) domain by Protégé Fig. 2. 
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Fig. 1. Overall System Architecture 

    

Fig. 2. Ontology constructed for e-shopping domain in Protégé 
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The document manager stores the semantic tags in XML (Extensible Markup Lan-
guage) form with the documents and the semantic document base (SDB) is created 
that contains semantically enhanced documents. By this document base, semantic tags 
for each document and the Rule Store, the semantic index manager creates the seman-
tic index for each document. The index contains the directory of each document with 
semantic tags having the corresponding degree of correlation. 

3.2 Automatic Annotation of the Documents and Query Flow 

 
As the user searches for a query through user interface, it is submitted to the Query 
Analyzer. The Query Analyzer performs query pre-processing by extracting the mea-
ningful query keywords. These query keywords are submitted to the semantic index 
manager. The index manager searches for these query keywords in its index if there 
exists the information of the documents regarding these keywords; it returns the cor-
responding documents by interacting with the document manager. Otherwise, it sub-
mits the query keywords to the document manager. The document manager asks web 
crawler to collect the web documents related to these words. The process of annota-
tion is performed by using the proposed algori thm and the rules. The corresponding 
domain ontology [4, 5] is populated [5] to satisfy the rules and the algorithm. In this 
way, the semantic annotation would be performed automatically.  

The documents are then submitted to the ranker and after performing ranking the 
ranked results are sent to the user. Thus, the retrieved results are only that documents 
that is somehow related to the query keywords. As Ontology is being used for annota-
tion, the actual user intention is automatically considered before sending the results. 

 
The Approach for Annotating and Ranking the Web Documents 
 

This paper puts forward a technique for annotating the web documents. The approach 
consists of two parts; one is the set of five rules based on document attributes and 
Ontology; another one is an algorithm for semantic annotation and ranking that uses 
the rules defined in first part. 

1. Rules for Annotation and Ranking 
To annotate the web pages or the documents, a set of rules has been proposed. There 
are five rules in this set. In each rule correlation (CR) and the degree of correlation 
(DCR) is computed. The value of DCR is being taken in between 0 and 1. In any case 
if it goes to beyond 1 then it will be considered as 1 i.e. closely related. 

Rules R1 and R2 are based on the frequency of certain keywords/instances (I) oc-
curred in the document. In R1, a particular threshold is taken into consideration to 
limit the occurrence of a specific instance. The correlation (CR) and the degree of 
correlation (DCR) between that instance (I) and the corresponding document (D) will 
be computed accordingly. In R2, the attributes of that instance are also being  
considered. 

In case of R3 and R5, Ontology, is considered to obtain more effective correlation 
between the instance and the document considering the properties of that instance. 
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The rule R4 is the ideal case that if an instance belongs to the title of the content in 
the document, that it is closely related to the corresponding document having the 
degree of correlation (DCR) equal to 1. 

R1: if (freq(Ii) > Th)  then 
CR (Ii, Di) = TRUE 
DCR (Ii, Di) =  freq (Ii) * |Ii| / TW (Di) ……………. (1) 
Where, freq(Ii)  is the frequency of the Instance Ii ,  Th is the threshold, CR(Ii,  
Di)  is the correlation of Ii with Di and DCR(Ii, Di)   is the Degree of correlation 
between Ii and Di.  

If (DCR > 1) then Set DCR = 1 
 
R2: if freq ((Ii + ∑(AT (Ii)) > Th)  
Then 
CR (Ii, Di) = TRUE 
And [CR (Ii, Di)R2] > [CR (Ii, Di)R1] 
DCR (Ii, Di) = (freq(Ii) + freq (∑(AT(Ii)) * |Ii| / TW (Di) + m …………....(2) 
Where, At[Ii] is the attribute of Ii m is the number of attributes of Ii    presented in the 
document Di 
If (DCR > 1) then Set DCR = 1 
 
R3: if ((Ii  Є  O && Di)  &&  (∑Pj(Ii)  Є Di) 
Then  
CR (Ii, Di) = TRUE 
And [CR (Ii, Di)R3] > [CR (Ii, Di)R1, CR (Ii, Di)R2] DCR (Ii, Di) = ∑freq 
(Pj) * |Ii| / (TW (Di) + n) ……. (3) 
Where, O is the domain ontology, Pj is the Property of Ii and n is the number of 
properties of Ii presented in the Di 
If (DCR > 1) then Set DCR = 1 
 
R4: if (Ii  Є Title  (Di) 
Then CR (Ii, Di) = TRUE And 
[CR (Ii, Di)R3] = Highest 
DCR (Ii, Di) = 1 ………………………… (4) 
 
R5: if (Ii Є  O) && (ObjPj (Ii)  Є Di)) 
Then 
 CR (Ii, Di) = TRUE 
And [CR (Ii, Di)R5] > [CR (Ii, Di) R1, CR (Ii, Di)R2] 
DCR (Ii,  Di)  = (freq (Ii)  + freq (ObjPj (Ii)  * |Ii|) /  (TW (Di)  + n) ………(5) 
Where, O is the domain ontology, Pj is the Property of Ii and n is the number of 
properties of Ii presented in the document Di 
If (DCR > 1) then Set DCR = 1 
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2. The Procedure for Algorithm 
The web pages/documents contain the meaningful information with some extra 
links, advertisements etc. The unnecessary things need to be removed so that the 
purified web pages would be obtained. These purified web pages (PWP) are the 
input for the algorithm. As the output of this algorithm, the semantically en-
hanced web pages will be obtained having some semantic tags with the correspond-
ing degree of correlation. 
Algorithm 
Input: Purified WebPages (PWP) 
Output: Semantically enhanced Documents/WebPages 
1.    foreach PWP(i) do 
2.  find Did(i) [wi], Dt(i) [wi], Ti   [wi], URLi [wi] 
3.  AT [wi] = Did(i) [wi] + Dt(i) [wi] + Ti   [wi] + URLi   [wi] 
4.  Store AT[wi] into XML form 
5.  Store all the text content of the webpage wi into XML form in tag <text> 
6.  Perform stemming on the text to obtain semantic keywords 
7. SKW [wi] = [STEM Text (wi)] 
8. Foreach instance Ij     of SKW[wi] do 
9.     Apply Rn from the set of rules 
10.     If (CR (Ij, Dj) = TRUE) then 
11.        IN = IN + Ij 
12.   Foreach instance Ik in O do 
13.    if (Ij   = Ik) then do 
14.       ST = ST + Ij 
15.   End for 
16. SMT = IN U ST 
17.    End for 
18.  Store the keywords of SMT in XML form as semantic tags for annotating wi 
19.    Apply Rn from the set of rules 
20. Add degree of correlation to wi for each semantic tag according to DCR(Ii, Di) 
21.   End for 

 

The algorithm is defined by various steps as defined above. In step 2, attributes of a 
web page (w) such as Document id (Did), title (T), time of post (Dt), and URL (Uni-
form Resource Locator) etc. need to be extracted and stored in XML (Extensible 
Markup Language) form. The text content of the corresponding web page is stored in 
<text> tag of XML format. Stemming is the process of removing the stop/raw words 
to obtain meaningful keywords such as is, are, they, what, how, why etc. Stemming 
(STEM) is being performed on text content and meaningful keywords are being iden-
tified in set SKW (semantic keywords). Using set SKW, semantic tags are obtained 
by two ways: firstly, by applying rules from the set of rules in set IN (Instances) and 
secondly, using domain ontology (O) in set ST (semantic tag).  

Finally, these two sets are combined into SMT (semantic tag) and stored in XML 
form for annotating the corresponding web page. The rules are also applied with the 
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degree of correlation (DCR) for ranking purpose accordingly. If a user enters a query 
that is consisting any of these keywords, the web document would be automatically 
ranked according to DCR value associated with it and then it would be provided to the 
user. Thus, as output of this algorithm, semantically rich WebPages would be ob-
tained with degree of correlation. 

4 Conclusion 

The proposed architecture provides the vision of semantic web. As in manually anno-
tating the documents, there are the possibilities to add some irrelevant tags that are 
generally entered by the user; such documents would be displayed on the top and thus 
provides poor precision and recall. The proposed approach of automatic semantic 
annotation and ontology overcome this limitation and ensure that the annotated tags 
would always be semantic and thus more accurate results. 
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Abstract. Rapid advancement in technology calls for efficient applications for 
empowering the rural population. Education is one of the fields holding innu-
merable developmental opportunities in rural India and with growing educa-
tional research, the challenges faced in the rural education system can be met. 
Concerns surrounding the Learner, Teacher and Infrastructure can be catered by 
introducing an intelligent interactive tutor in rural areas. This paper looks at the 
potential applications supported by the recent developments in Learning Tech-
nologies, which can be implemented in the context of Rural India. We also  
propose a model which uses the Problem Based Learning (PBL) approach to 
develop conceptual, practical and strategic knowledge of the learners and allow 
better transferability. Cognitive Load Theory and Learner Models provide the 
Instruction Design guidelines for the proposed tutoring system. The testing for 
effectiveness of the conceptual model of this tutor is under progress. 

Keywords: Adaptive and Adaptable Scaffolding, Transferability, Problem 
Based Learning, Instruction Design, Learner Models. 

1 Introduction 

The advances in e-learning technologies and educational research have been tremend-
ous in the recent years. This growth and the ubiquity of these technologies facilitate 
their application for furthering the reach of literacy. In terms of literacy, Rural India 
faces problems like lack of well- qualified teachers, poor teacher-student ratio, poor 
infrastructure, low motivation and lack of well-developed curriculum. Communica-
tion in learner’s language and challenge-based or game-based curriculum to hold their 
attention could be some ways to solve these problems.[22] Although, the bigger ques-
tions of how to provide them with individualized one-on-one tutoring and how to 
make them realize the importance and need of learning still stay hanging.  

The priority of a rural student is to survive for the day rather than look and work 
for a better future. [22] Designing their curriculum based on its relevance and fami-
liarity to them and making contextual problem-solving the learning objective must 
prove beneficial to the rural students. Students are diverse in terms of knowledge, 
skills, interests, learning styles and the development of their expertise. To empower 
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the diverse rural population with individualized tutoring, we propose a learner-
adaptable and adaptive model of an Intelligent Interactive Tutor for helping them 
develop transferable conceptual, strategic and practical knowledge. The Instruction 
Design guidelines for the tutor are derived from the Cognitive Load Theory, Adaptive 
and Adaptable Scaffolding. We use the T-Matrix method, which offers consistent 
qualitative patterns of asymmetric transfer, for defining the curriculum sequence, 
which also depends on the student’s previous actions and performance. We will be 
discussing these topics more in the following sections. 

2 Background 

2.1 Problem Based Learning (PBL) 

For rural students, the priority is to survive for the day and solve problems to which 
they come across in the daily course of life. Making smart, meaningful decisions for 
effective solutions require knowledge, experience and reasoning abilities. Our aim is 
to help them develop relevant skills and become self-sufficient.  

Students cannot learn how to solve problems by learning about problem-solving. 
They must engage with problems, make mistakes, conjecture about solutions, and 
argue for the best solution. Problem-based learning assumes that students will master 
content while solving a meaningful problem. [17] Learning to solve these problems is 
an effective method to develop decision-making skills. The problem to be solved 
should be engaging, but should also address the curricular issues required by the cur-
riculum. [17] 

Problem Characteristics 
Eleven problem characteristics were identified by Schmidt in 2011 based on students’ 
perceptions. They were 1) the extent to which the problem leads to the intended learn-
ing issues, 2) interest triggered by the problem, 3) format of the problem, 4) the extent 
to which the problem stimulated critical reasoning, 5) the extent to which the problem 
promoted self-directed learning, 6) clarity of the problem, 7) difficulty of the problem, 
8) the extent to which the problem is relevant; that is applicable and useful, 9) the 
extent to which the problem relates to the student’s prior knowledge, 10) the extent to 
which the problem stimulates elaboration, and 11) the extent to which the problem 
promotes teamwork. [30] Additionally, an increasing number of instructional theories 
view rich, real-life learning tasks as a basis for complex learning [24].  

We will discuss about instructional theories later in this paper. These problem cha-
racteristics and factors affecting problem-solving are in mind while designing the 
curriculum to be taught by this tutor. 

T-Matrix Method 
Achieving transfer- the ability to apply acquired skills in contexts different from those 
contexts the skills were mastered in is arguably the sine qua non of education. [37] If 
the model does not provide practice with transfer in mind, it is unlikely that long 
term-learning will be strong. [29] An educational software system needs a model that 
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is clever enough to see not only the effect of practice on repetition, but also see the 
effect of practice on transfer. [37] 

Many approaches have been attempted over the years to handle transfer; the Q-
matrix method of assigning latent knowledge components (KCs) to particular prob-
lems or problem steps has begun to have a large following. [19] In contrast, a newer 
“T-matrix” method assumes learning is less abstract by not describing latent va-
riables, but rather looking at the transfer effects with a question by question matrix 
where each question causes learning that effects other questions directly [28] In the T-
matrix method, there is no sharing of latent, instead it’s a more complex method that 
specifies each directional pairwise relationship between a transferred-from item and a 
transferred-to item individually. T-matrix offers more interpretable learning transfer 
and is consistent in qualitative patterns of asymmetric transfer. [37] 

Scaffolding for PBL 
Scaffolds, which refer to supports provided so that the learner can engage in activities 
that would otherwise be beyond their abilities [16], include strategies for constructing 
strong problem schemas using analogical encoding, explicating or mapping causal 
relationships, argumentation, question prompts, problem modeling activities, and 
metacognitive self-regulation. 

Cognitive scaffolds focus student attention on important relationships among the 
elements in the problem as well as between problems. For PBL, these include study-
ing worked examples, structural analogues, case studies, prior experiences, alternative 
perspectives and simulations in relation to the problem. [17] Such scaffolds are in-
cluded as tools, tasks and clues in the tutor. 

2.2 Intelligent Tutoring Systems (ITSs) 

Research has shown that one-on-one tutoring from an expert tutor has given better 
results than traditional group-based instruction [8]. Achieving a similar degree of 
individualization has been a key interest among developers of interactive learning 
environments and Intelligent Tutoring Systems (ITSs). To achieve one-on-one in-
struction, targeted and appropriate adaptation is required, which in turn requires accu-
rate assessment of learners. [14] [15] For designing adaptive tutoring systems which 
match the diverse rural students’ learning styles and pace of developing expertise, we 
studied various learner models, skill modeling approaches, and adaptive and adapta-
ble scaffolding techniques. 

Learner Models and Skill Modeling 
The two problems addressed in Intelligent Tutoring Systems are (i) Student Modeling, 
which infers students’ learning by observing student performance [12] and (ii) Cogni-
tive Modeling, which factorizes problem solving steps into the latent set of skills re-
quired to perform them. [11] The tutor’s ability to diagnose what a student knows and 
does not know, and the ability to select relevant interventions given this diagnosis, is 
pivotal to good tutoring. Another key feature is tutors’ ability to infer, from the stu-
dent’s problem solving actions and answers, what is likely well understood or mas-
tered, and what is not, from only a few observations , and to move on in the curricu-
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lum at the right pace for that specific student. [14] [15] Other requirements for learner 
models may be, if we want to know whether the student is bored or frustrated, what is 
the appropriate moment to switch from drill and practice to explanations and theoreti-
cal material, etc. [20] 

We use problem solving, solution analysis [9] and curriculum sequencing tutoring 
approaches combined with Bayesian Knowledge-Tracing (BKT) approach for our 
model. The former tutors wil support highly specific, immediate, and effective feed-
back during problem solving and the ability to structure the learning path according to 
the individual skill profile of each student. BKT is essentially a model for determining 
if and when the learning of a skill (or other type or knowledge component) occurs 
during a specific problem-solving step. Assuming that each step of each learning ex-
ercise calls for a given single skill, an opportunity to demonstrate (and learn) that skill 
occurs and the student can either succeed or fail the task. 

A sequence of actions can indicate mastery of a skill or a misconception. [14] [15] 
The occurrence of slips, when a student accidently (or due to carelessness) fails a 
known item, and guesses, when the student correctly answers an item by chance, are 
important sources of uncertainty [4] [5]. Uncertainty is particularly important for 
transfer models when the goal is to build global assessment from indirect evidence. 
Whereas the success of problem solving and solution analysis tutors rely on the ability 
to provide just-in-time remedial feedback and decide when to move on to a new topic, 
the success of curriculum sequencing lies in tailoring the learning content based on an 
accurate assessment of a large array of skills with the least possible amount of evi-
dence . This requires a model that can build links among skills, such as prerequisites 
[14] [15]. Recent work in extending BKT has introduced a number of advances, such 
as the contextualization of estimates of guessing and slipping parameters [4] [5], es-
timates of the probability of transition from use of help features [6], and estimates of 
the initial probability that the student knows the skill [26] [27].  

Researchers have begun to consider how to model key aspects of students’ meta-
cognition, motivation, and affect, towards providing adaptive scaffolding which can 
address individual differences in these areas. Arroyo have created a relatively inex-
pensive suite of sensors (webcam, conductance bracelet, pressure mouse, posture 
analysis seat), and have succeeded in deploying detectors of confidence, frustration, 
excitement, and interest to entire classrooms at one time. [1] 

Detectors of off-task behavior [2] [13] have also been developed and validated. 
Biswas et al. (2010) developed a self-regulated learning model that can identify a 
range of behaviors in the space of self-regulated learning/ meta-cognition, including 
monitoring through explanation, self-assessment, and setting learning goals. [7] Re-
cent advances increasingly allow the tutors to adapt not just based on which skills 
students know, but also based on assessments of complex meta-cognitive, motivation-
al, and affective constructs. 

Adaptive and Adaptable Scaffolding 
Building scaffolding into software offers the opportunity to support diversity- through 
individualized support that accommodates learners of different skills, backgrounds, 
and learning styles, and growth- through options that provide more powerful functio-
nality as the learner develops expertise. A critical component of scaffolding is there-
fore that it is capable of fading- as the learner’s understanding and abilities improve, 
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the computer, much like a human autonomy, fewer hints, etc. The potential advantag-
es of tools with fade able layers of scaffolding are to provide learners with differenti-
able support that meets their changing needs. 

In Guided Learner-Adaptable Scaffolding, learner will be in control of the changing 
and fading of scaffolding. Scaffolding is categorized into three types, (i) Supportive scaf-
folding, support for doing the task with a goal for the learner to have internalized the 
procedures and concepts which had been scaffolded, e.g. demonstrative examples, coach-
ing, and modeling, (ii) Reflective scaffolding is support for thinking about the task by 
planning, making predictions, evaluation and reflecting about what the learner is doing, if 
it is working, what his goals are, etc. The mode of comparison and contrast, of thought, 
of decision-making, are essential for learning.  (iii) Intrinsic scaffolding are the supports 
that change the task itself, by reducing the complexity of the task and focusing the learn-
er’s attention, e.g., maps and models for visualization) [16] 

Adaptive Scaffolding varies the coaching and critiquing advice, or the problem 
proposed, based on an evaluation of the learner’s understanding. [16]. The user model 
determines the amount of help or level of problem initially offered to the student, and 
in turn, the student’s reaction is used to adjust the user model. 

Adaptable Scaffolding is implemented through giving the learner options to choose 
a level of scaffolding. Adaptable scaffolding fits well with learner-centered pedagogy, 
and offers advantages for students’ development of autonomous and reflective learn-
ing and thinking skills. Allowing students to choose the options they want to use will 
help them tailor the interface in ways that make more sense to them. [16] 

Natural Language Interfaces 
Natural Language Interfaces is a type of interface that allows the user to speak or type 
in their normal everyday language in order to interact with the computer. As commu-
nication in learner’s language is a major issue in the Rural Indian Education System, a 
tutoring system in Natural Language Interface would be a comfortable solution.  

2.3 Cognitive Load Theory 

Cognitive Load Theory (CLT) uses interactions between information structures and 
knowledge of human cognition to determine instructional design. Designs interact 
with the characteristics of the information and tasks that learners are dealing with and 
with the characteristics of the learners themselves. [36]  

Expertise develops as learners mindfully combine simple ideas into more complex 
ones. [36] Well-designed instruction should not only encourage schema construction 
but also schema automation for those aspects of a task that are consistent across prob-
lems. [33] Novel information must be processed in working memory in order to con-
struct schemata in long-term memory. The ease with which information may be 
processed in working memory is a focus of CLT. The working memory load may be 
affected either by the intrinsic nature of the learning tasks themselves (intrinsic cogni-
tive load) or by the manner in which the tasks are presented (extraneous cognitive 
load). If intrinsic load is high, extraneous cognitive load must be lowered; if intrinsic 
load is low, a high extraneous cognitive load due to an inadequate instructional design 
may not be harmful because the total cognitive load is within working memory load. 
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Extraneous Cognitive Load 
Extraneous cognitive load may be imposed. [36] The written material can be pre-
sented in spoken form, to enable some of the cognitive load of visual processor to be 
shifted to the auditory processor. [25] Some of the major effects that yield better 
schema construction and higher transfer performance and that may be attributed to a 
decrease in extraneous cognitive load are goal-free effect, worked example, comple-
tion problem effect, split attention, modality, and redundancy effect. [36] They reduce 
the extraneous cognitive load by focusing learner’s attention on problem states, avail-
able operators and useful solution steps, by reducing the size of problem space and 
integrating the information sources, using multimodal presentations thereby distribut-
ing the load on different processors and by reducing redundant information presenta-
tion to one source of information. [36] 

Intrinsic Cognitive Load 
Instructional methods that affect intrinsic and so-called germane cognitive load rather 
than extraneous load are examined. These methods deal with changes from (i) simple 
to complex learning, (ii) short experiments to lengthy training programs, and (iii) 
preplanned instruction to adaptive learning. [36] 

Simple to Complex Learning 
Complex learning aims at the integration of knowledge, skills, and attitudes; the coor-
dination of qualitatively different constituent skills and the transfer of what are 
learned to daily life or work settings. [34] [35] In conceptual domains, many interact-
ing knowledge structures must be processed simultaneously in working memory to be 
understood. In skill domains, many interacting constituent skills must be coordinated 
in working memory for a coherent performance. Such instruction positively affects 
learning and transfer performance for complex materials with a high level of element 
interactivity. [10] [21] [31] [32]  

The progressive method of presenting information in isolated phases to reduce in-
trinsic load is an appropriate technique to use for novice learners who are confronted 
with highly complex materials but who lack the rudimentary schemata for dealing 
with those materials. [36] Rich learning tasks often require problem solving and rea-
soning skills. [18] Therefore, the interaction elements must be designed such that they 
support the working memory in coordinating the acquisition of knowledge, skills and 
attitudes. 

Short Experiments to Lengthy Training Programs 
Variability of problem situations encourage learners to construct cognitive schemata 
because variability increases the probability that similar features can be identified and 
that relevant features can be distinguished from irrelevant ones. [36] It is well docu-
mented that variability of practice may result in beneficial effects on schema con-
struction and transfer of training [23] High variability also increases cognitive load 
during practice but yield better schema construction and transfer of learning as indi-
cated by a better ability to solve problems that were not solved before. The increase in 
cognitive load was due to processes directly relevant to learning (schema construction 
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and automation) instead of processes that resulted in extraneous cognitive load. In-
structional manipulations to improve learning by diminishing extraneous cognitive 
load and by freeing cognitive resources is only effective if students are motivated and 
are willing to invest mental effort in learning processes that use the freed resources. 

Preplanned instruction to adaptive learning 
Adaptive e-Learning is a straightforward two-step cycle: (1) assessment of a learner’s 
expertise, and (2) the dynamic selection of the next learning task. With regard to the 
on-going assessment of expertise, a learner who must work laboriously to attain a 
certain performance level is differentiated from a learner who attains the same  
performance level with little mental effort. Only the secondlearner who solved the 
problem with minimal mental effort should be presented with a more complex learn-
ing task. With regard to task selection, given the learner’s expertise, one might select 
tasks that are less, equally, or more difficult than the previous task; one might vary the 
format of the task (e.g., worked examples, completion problems, or conventional 
problems), or one might vary the amount of problem-solving support that is given to 
the learner. [36]We use these methods as instructional design guidelines for our tutor-
ing system model.  

3 Model of Intelligent Interactive Tutor  

We focus on the problems of lack of well-developed and one-on-one tutoring, lack of 
infrastructure, a good quality curriculum, and low motivational states of rural stu-
dents. Considering their priority to survive over working for a better future, we 
choose the learning objective of our tutor as developing the abilities and skills to 
problem-solving in contexts and situations which make sense to the learners. The goal 
of this tutor is to teach them not only the knowledge which would define them as 
“literates” but to go beyond that level and make them self-sufficient to solve real-life 
problems. We also aim to make this tutor adaptive enough so that they develop a lik-
ing towards learning and understand its importance and the need to learn. We propose 
a model for an Intelligent Interactive Tutor which provides the learners with individu-
alized one-on-one effective tutoring, where they can interact with the tutor freely and 
customize their learning space as per their wish and comfort. This Tutor provides the 
learner with various supports helping them to complete a learning task, develop skills 
and acquire knowledge. As lack of motivation to learn is a major concern in rural 
areas and self-regulation is a must for informal learning environments, we take some 
of the previously mentioned inexpensive and affordable technologies into considera-
tion for the design of scaffolds in our tutoring system. 

The learning environment of the tutor is based on Problem-Based Learning (PBL) ap-
proach where the student learns by solving problems. We create a model where while 
problem-solving, the system supports the learner with specific scaffolds, just-in-time 
remedies and feedback, the status of the student’s learning path, motivational elements, 
interactive interface, learner’s control over problem representation, and instructional 
effect, visible/active scaffolds, audio options, and the language of the interface.  
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Along with cognitive scaffolds, both adaptive and adaptable scaffoldings are incorpo-
rated in our tutor but we assume that our target learners might not have the ability to 
control the fading function of the scaffolds, so we focus more on adaptive scaffolding. 
Though, we also provide options to turn the scaffolds on and off. A customizable lan-
guage medium to facilitate individualized learning for them is likely to make the inter-
face more usable and useful, as the focus of our tutor is not the language but the devel-
opment of problem-solving skills of rural people for a better living. 

Cognitive Load Theory (CLT) directed us to design instructional structure for our 
Intelligent Tutoring System, aligning with the characteristics of the context-based 
curriculum for the rural students as well as their own characteristics as learners. The 
interface for a novice will differ from that for the learner with a higher degree of  
expertise. The interactive elements increase for the relatively expert learner as he 
becomes used to the system, hence saving him from the overload of information, plus 
as the expertise level increases, the complexity of the task increases as well. The in-
trinsic cognitive load for a relatively experienced learner is more than that for a no-
vice and the extraneous cognitive load is reduced for both so that the learners can put 
attention to the problem states, operators and important solution steps. Scaffolds for a 
novice are more in number and fading occurs as the learner develops the next level of 
expertise. Self-assessment is also introduced in the interface at a later stage. The  
system also indicates the skills and knowledge acquired by the learner at every stage 
in the form of badges and stars. These badges and stars can be turned into more con-
text-specific rewards which are more appealing to them and hence add up as a moti-
vational factor. Figures 2 and 3 show the conceptual interfaces for a novice and a 
learner with higher degree of expertise. 

 

Fig. 1. Conceptual Interface for a novice learner 

After the learner solves a problem, the system directs him to the next problem, 
based on the actions, decisions, the kind of interaction the learner had with the inter-
face elements, the scaffolds he used and those he ignored, skills he acquired and the 
overall mastery level he achieved. Each learner has his own profile based on his histo-
ry and the system adapts to each learner model accordingly. Figure 3 illustrates what a 
learner model contains. 
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Fig. 2. Conceptual Interface for a learner with higher degree of expertise 

This dynamic performance assessment along with the Transfer and Reinforcement 
Model (TRM) of this system is used to determine the sequence of curriculum for a par-
ticular learner profile. TRM allows learning by two approaches, (i) Transfer, and (ii) 
Reinforcement. The model consists of 3 sets of problems with similar conceptual know-
ledge, first, a set of problems with content that fall in the comfort zone of the learner (T1) 
(e.g. familiar, relevant situation, prior experience). Second, a problem-set with similar 
structural knowledge as that of the first set, but a more abstract natured problem-set 
which do not relate to a real-life situation and focuses more on the fundamental concept, 
problem states and skills (T2). Third set of problems begin with the problems which 
demand practical applications of the underlying concept and these might make a transi-
tion to more complex problem types like analysis, synthesis or evaluation. The system 
decides this transition based on the level of expertise of the particular learner (T3,T4,T5).  

 

Fig. 3. Learner Mode l 

This is how we use T-Matrix method in designing the curriculum sequence of our 
model of the tutoring system for transfer of the structural knowledge of one question to 
another which further transfers the conceptual knowledge to the next question, and this is 
followed by more questions where this conceptual knowledge is applied practically in 
different contexts. Figure 4 illustrates the Transfer and Reinforcement Model (TRM). 
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Fig. 4. Transfer and Reinforcement Model (TRM) 

The first two sets T1 and T2 subject to schema construction and the last ones T3, 
T4, and T5 for schema automation. The number of problems in each set is decided by 
the system based on the learner’s progress in acquiring a particular skill. A quick 
learner with high expertise might make a shift to the next problem set after solving 
only one problem. But the same shift for a slow learner might be followed by the 
approach of reinforcement through repeated practice of problem-solving from  
the same set. We name this group of three problem-sets as a cluster. The overall per-
formance after one cluster and the level of expertise of the learner decides the next 
cluster-formation which starts with its first problem-set. This is demonstrated in 
 Figure 5. 

 

Fig. 5. Curriculum Sequencing between cluster 

The skills which our tutor focuses on are categorized into three levels, Low,  
Medium and High based on their relation with surface level knowledge and deep con-
ceptual knowledge. These skills are networked with links attached to one or more 
problems. A particular skill might be linked to one or more problems, problem-sets or 
clusters. And one problem is linked to at least one skill. This network is shown in the 
Figure 6 “Skill Modeling”. 
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Fig. 6. Skill Modeling 

The Intelligent Interactive Tutor has 3 actors, the Learner, the Interface and the 
System. Figure 7 shows the relations and functions of each other. 

 

Fig. 7. Use Case Diagram of the conceptual model of Intelligent Interactive Tutor 
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4 Future Research 

The model we propose for the Intelligent Interactive Tutoring System provides the under-
lying conceptual structure and explains the features and how it functions. The concept 
behind the content for this tutor is to make the information relevant to the learners so that 
they can relate to the learning tasks. As the target learners in our paper are the rural stu-
dents, future researches must be aimed at ethnographic studies in various rural regions of 
India. These studies would help in designing a generalized curriculum for the Rural In-
dia. The curriculum would contain content based on the situations, the real-life problems 
they face and the skills they should develop. This could further lead to developing a data-
base of problems for the Tutoring System based on the problem characteristics for a 
Problem-Based Learning environment. The specific skill models would also be made 
possible to develop by such research work. A management system for regularly updating 
the curriculum is another potential area to look into. 

As this conceptual model is highly dynamic in nature in terms of learner assess-
ment and system adaptive-ability, new methods of quick and inexpensive processing 
need to be developed.  

This model of an Intelligent Interactive Tutor opens up many new opportunities for 
researchers to work on and implement this system for real in the Rural Indian Educa-
tion System. 
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Abstract. Precise classification of agricultural crops provides vital information 
on the type and extent of crops cultivated in a particular area. This information 
plays an important role in planning further cultivation activities. Image classifi-
cation forms the core of the solution to the crop coverage identification prob-
lem. In this paper we present the experimental results obtained by using Gene 
Expression Programming (GEP) to classify the crop data obtained from satellite 
images. We have adopted supervised one-against-all learning technique to  
perform the classification of data. Gene Expression Programming provides an 
efficient method for obtaining classification rules in the form of a mathematical 
expression for a given data set containing input and output variables. We have 
also compared the classification efficiencies obtained with those of other clas-
sifiers namely Support vector machines and Artificial neural networks. Sensi-
tivity Analysis has also been carried out to determine the significance of each 
input variable. 

Keywords: Gene expression programming, crop classification, Sensitivity 
analysis. 

1 Introduction 

Agriculture is the process of producing food, fiber, feed and other goods by the sys-
tematic growing and harvesting of crops. Its importance in the Indian society can 
hardly be over-emphasized. Thus, there arises a need to make the best possible use of 
cultivable area. For efficient use of arable land and for the estimation of temporal 
changes in it, there exists a necessity for accurate information on crop cultivation. 
Crop classification provides the necessary information for this purpose and  it can be 
done on the basis of growing cycle , crop type and species, variety, season, land type, 
crop use (food/fodder), method of processing and cultivation techniques. 

Information about crops and agricultural activities can be acquired through remote 
sensing [1]. Remote Sensing (RS) using space-borne sensors is the tool that can be 



 Crop Classification Using Gene Expression Programming Technique 201 

 

used for obtaining observations on spectral behavior of crops as well as their growing 
environment, i.e., soil and atmosphere. There are satellites worldwide that provide 
these images.  Quick-Bird [2]  is an American  earth observation satellite that col-
lects  high-resolution multispectral  imagery at 2.4 and 2.8meter resolutions. We 
have utilized 4-band images acquired from this satellite as the input dataset in our 
experiment for classification. The classification problem can be dealt with in two 
ways: supervised learning and unsupervised learning. When the ground truth for the 
input data set is available, supervised learning is preferred over unsupervised learning 
to perform classification (detailed explanation in [3]). The ground truth for the Quick-
Bird dataset has previously been acquired by Omkar et al [4] and hence we have 
adopted supervised learning to perform classification. 

Evolutionary algorithms (EAs), such as Ant-Miner and Genetic Programming, 
make use of the rule induction model, which represents knowledge extracted in the 
form of rules which are used for classification. Evolutionary algorithms are iterative 
search optimization techniques that extract an optimal solution from a "population" of 
solutions. In Gene expression programming, the classification rules are obtained in 
the form of expressions that relate the attributes of samples and class labels in terms 
of mathematical operators. These expressions can further be analyzed to perform 
sensitivity analysis which helps us to gain better understanding of how the input va-
riables influence the categorization of samples into classes. The objective of this pa-
per is to make use of Gene Expression Programming to perform supervised classifica-
tion of crop data (Quick Bird) based on crop type (sugarcane, ragi, etc.) and extract 
arithmetic expressions for the same. The efficiency of classification obtained with 
GEP has been compared with those of other classifiers. We have also carried out sen-
sitivity analysis on the resulting expressions to determine how the output class labels 
are influenced by each of the input variables.  

2 Gene Expression Programming 

Gene Expression Programming (GEP) aims to achieve an optimum solution, in 
the form of a mathematical expression, which relates the input and output va-
riables of the data set. The GEP process begins with a random set of chromosomes 
which represents solution to the problem in hand, that are produced to form the first 
generation. Subsequent populations via genetic modification are descendants of this 
initial population. In order to form the initial population we have to choose the sym-
bols for the chromosomes, that is, we must choose a set of terminals (the input va-
riables) and a set of functions that are appropriate to solve the problem at hand. 
For our experiment, the spectral bands of the satellite image denoted by d0 , d1 , d2 and 
d3 along with numerical constants constitute the terminal set and we have confined our 
operator set to the basic Arithmetic operators : addition(+), subtraction(-), division(/) 
and multiplication(*).Next, we must provide a fitness function against which the 
fitness of each individual is evaluated. Once the fitness values have been assigned to  
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all the chromosomes of the population, the next task is to pick out the fittest chromo-
somes of the population to reproduce with modification. The selection mechanism 
that we have chosen is roulette-wheel sampling In order to form the next population; 
the selected chromosomes are modified using the genetic operators. In our experi-
ment we have utilized the following genetic operators: 

• Mutation 
• Inversion 
• Transposition (Insertion Sequence, Root Insertion sequence, gene ) 
• Crossover (one-point and two-point) 
 
Working of all the genetic operators has been explained in detail in [5]. The process 
of GEP has been schematically represented in Figure 1. In this paper we have used 
GEP technique to generate mathematical equations which predict possible throughput 
of the route. GEP is very efficient compared to other Evolutionary algorithms because 
it combines the advantages of both Genetic Programming (GP) and Genetic Algo-
rithms (GA) [5] and it provides better results to the benchmark problems than both 
GP and GA [5]. Hence we have employed GEP for implementation. 

3 Methodology 

3.1 One against All Learning 

For a two-class (binary) problem, the GEP expression performs classification by re-
turning a positive or non-positive value indicating whether or not a given instance 
belongs to that class. To extend GEP to n-class classification problems, where n>2, 
we adopt the one against-all method to transform the n-class problem into n 2-class 
problems. These are constructed by using the examples of class i as the positive ex-
amples and the examples of classes other than i as the negative examples. 

In the Quick-Bird data set, there are 4 classes and hence the binary-class classifica-
tion problem is extended to a 4 binary-class classification problem. In this method we 
obtain one expression for each class to recognize instances belonging to that class and 
reject instances of other classes. A threshold of 0.5 is chosen such that if a sample 
returns a value above 0.5 for an expression, it is classified as a positive sample for 
that class and is classified as a negative sample if it returns a value below 0.5.We 
have found the “One Against All” technique to be accurate for our experiment and 
thus have adopted it, though it might not be the case for every experiment.  

3.2 Classifying a Given Sample 

After the four expressions are obtained, in order to classify the given data sample, the 
sample’s values of d0,d1,d2,d3 are substituted in the class expressions obtained pre-
viously. 
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Let Oi be the output of GEPEi , where GEPEi represents the gene expression for 
class i , 
 
Then  Oi  =GEPEi (X)                                                 (1) 
 
 If      Oi >= 0.5 ,            X ∈  Classi                           

 If      Oi < 0.5 ,             X ∉̀  Classi   
 
The dataset used represents a high resolution image of southern India. The study area 
is a region around Mysore district in Karnataka, India. It has a densely cultivated set-
up and basic crop coverage classes are present.  It has dimensions of 1357×5929 
pixels and the geographical area it covers is 2.748×7.973 km. “One level” classifica-
tion has been carried out by dividing the image into four classes representing sugar-
cane, ragi, paddy and mulberry. The ground truth and high resolution image were 
overlaid above one another using tools Erdas Imagine 8.5. There are totally 6507 
entries in the dataset out of which 1601 were used for training and remaining 4906. 
were used for testing. 

3.3 Sensitivity Analysis 

Sensitivity Analysis (SA) is the study of how the changes in the output of a model 
(numerical or otherwise) can be apportioned to different sources of uncertainty in the 
model input[7]. This process is an integral part of a knowledge extraction technique, 
so we have performed it as well in order to provide a more distinct interpretation of 
the data. It was carried out for each of the arithmetic expressions obtained in the pre-
vious section. The techniques used for SA are varied. But the technique that we have 
used is Parametric Sensitivity Analysis which is described in detail in [8]. 

It provides information on factors that mostly contribute to the output  variability, 
the region in the space of input factors for which the model output is either maximum 
or minimum or within pre-defined bounds, interaction  between factors, optimal or 
instability regions within the space of factors for use in a subsequent calibration 
study. Sensitivity Analysis is common in physics and chemistry, in financial applica-
tions, risk analysis,  signal processing, neural networks  and any area where models 
are developed[13].Parametric Sensitivity analysis methodology involves identification 
of the relative contribution of each input for a particular output. For instance consider 
a mathematical model wherein the output Y is a function of k inputs: 
 

      Y  =  f(d0,d1,...dk)                           (2) 
 
The sensitivity gain for a given class with respect to each input variable- namely d0, d1 
,d2, d3 is calculated by the given formula below.. 
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                                          i

i

d

dd
Y

dY

              
                      
Here i=0,1,2,3 and Y is the algebraic expression for the class being analysed. The 
following section is a detailed explanation of Parametric Sensitivity Analysis tech-
nique adopted. By performing differentiation with respect to d0(i=0) for the expres-
sion of class 1 we get a derivative expression for class 1. In this derivative, the values 
of d0, d1, d2, d3 and the constants (C0,C1) are substituted from the first sample of the 
test data set. Next the results is multiplied by d0. This is iteratively done for all 4906 
samples ( since the data set is that large ), yielding us 4906 different numeric values. 
This set of values is termed as Ax.

 

 
 

                      Ax= i
i

d
dd

dY
*

                       
(3)

 

                          
 

For each class expression, the same procedure is repeated, wherein the values of the 4 
variables from the testing data set are substituted into the mathematical expression of 
each class. This set of values is termed as Bx. 
                         

                            Bx =Y                                                     (4) 

 
Every value in Ax is divided by its corresponding value in Bx. After summing up these 
values, their average is calculated is shown below 
                            

                          4906

4906

1









=


=j j

j

b
a

M
                  (5) 

  
The value “M” is sensitivity gain of class C1 with respect to d0. 

4 Experiment and Results 

In GEP, the expressions evolved are in the form of KARVA k- expressions[9] and 
these expressions can be easily converted into mathematical expressions. Table 4 has 
the mathematical expressions for each class. In the following expressions each gene  
 



 Crop Classification Using Gene Expression Programming Technique 205 

 

contains random numerical constants (C0,C1) , these values are different for each gene. 
They are represented as G1C0, G1C1 for gene 1 and G2C0, G2C1 for gene 2 in a chro-
mosome. The values of these numerical constants have been tabulated in Table 8. 

The GEP parameters like head length of a chromosome, number of genes in the 
chromosome, number of chromosomes in each population, etc. were predefined by us 
. In the due course of experiment, values were changed to suit the problem and get 
better results. The parameter values we used are documented in Table 1.   
                    

Table 1. GEP Parameters 

Parameter Values

Exclusion Level  1.1

Mutation Rate 0.044

Inversion Rate 0.1 

Number of Generations 5000 

Population Size 30 

Linking Function + 

Head Length 9 

Number of Genes 2 

 

Table 2. Confusion Matrix for training data using GEP 

Class No C1 C2 C3 C4 

  C1 
362  0  0  0 

  C2 
 0 500  0  0 

  C3 
 0  0 500  0 

  C4 
 0  0  0  239 

Table 3. Confusion Matrix for testing data using GEP 

 Class No C1 C2 C3 C4 

  C1 
  1182  0  0  0 

  C2  0 1139  0  0 

  C3  0  0 1274  0 

  C4  0  0  0  1311 
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Table 4. Equations of the corresponding classes 

Class No Mathematical Expression

     C1 

    

     C2 
 

      C3   

 

 

     C4 

 

Table 5. Showing the sensitivity analysis results for each of class’s k-expression with respect to 
each input variable 

 Class No d0 d1 d2 d3

  C1 0.71 0.069   3.08 12.58 

  C2 3.26 3.76 7.72  7.72  

  C3 6.95   --   11.48  --  

  C4  0.38   --  2.04   2.98 

 

Table 6. The constants used in the mathematical expression 

Class No G1C0    G1C1   G2C0   G2C1 

  C1  -4.102569    -5.865693    -0.246673    5.819092 

  C2   1.334472     8.14331 -4.936982    -6.500397 

  C3   4.246368  5.066558     2.807099    -4.773468   

  C4   9.373169   1.834442   -5.160522      2.094238 
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Class No G1C0 

  C1   3.4634
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The following figures s

with Artificial Neural Netw
Figure 1 to 4 we have plot
Gene expression programm
represents Artificial Neural
we have got points in the gr
 

ication Using Gene Expression Programming Technique 

d after the sensitivity analysis is tabulated in Ta
arried only on C1 and C2 as class C3, C4 expressions w
e input variables correspondingly new expressions for th
The constants obtained after sensitivity analysis is tabula

Equations obtained after sensitivity analysis 

hematical Expression

) ( ) ( )( ) 



























+








−−

+



+−

1

2

1

12
120021

1

20

01

**
1

d

d

d

CG
CGdCGd

d

d

CG

 

) ( )) ( ) ( )( ) ( ) 

















−++−+− 22

112

1
02120212121201102 *****2* dd

CG

d
CGCGCGCGCGCGCGCG

 

Equations obtained after sensitivity analysis 

   G1C1   G2C0   G2C1 

47        2.785553     7.980408   2.785553 

33    -9.847596  -9.347534      0.673645 
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l Networks. As all the three techniques give discrete val
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l. 

 

Fig. 2. ROC Curve for Class 2 

 

Fig. 3. ROC curve for Class 3 

 

Fig. 4. ROC Curve for class 4 



 Crop Classification Using Gene Expression Programming Technique 209 

 

5 Comparison with Artificial Neural Networks and Support 
Vector Regression 

Artificial neural networks (ANN) are simplified artificial models based on the biolog-
ical learning process of the human brain .The procedure most commonly used to train 
an ANN is a method known as back-propagation [10]. The ANN was trained using 
the Fast Artificial Neural Network Library (FANN) [11].For training, a mean square 
error (MSE) of 10-5and a maximum iteration number (epoch) of 50000 were used. The 
output function used is the sigmoid function. The function used in hidden layer is 
sigmoid function. The structure of the ANN giving best results was 4-3-1 where the 4 
represent the numbers of nodes in the input layer, the hidden layer had 3 nodes and 
the Output layer had 1 node. The initial weights and biases of the network were se-
lected randomly. SVMs (Support Vector Machines) are a useful technique for data 
classification. It is a non-probabilistic  binary  linear classifier which takes a set of 
input data and predicts, for each given input, which of two possible classes comprises 
the input. The idea behind SVM design is to choose support vectors that will maxim-
ize the separation between training data. For our experiment we trained a SVM using 
LIBSVM with the same dataset as used with GEP with one-against-all classification. 
The type of SVM used is C-SVC (C-Support Vector Classification). For training, 
1601 samples are used and 4906 samples for testing (same as GEP). 

For a better comparison of the classifiers Receiver operating characteristics (ROC) 
curve has been plotted for each class. ROC curve is plotted by taking true positive 
rate or sensitivity on y-axis and false positive rate or 1-specificity on the x-axis [12]. 
Any point in ROC space corresponds to the performance of a single classifier on a 
given distribution. Here the classifiers we compare are GEP, ANN and SVM, all of 
them can be considered as hard-type classifiers since they output only discrete class 
labels in our experiment.  

6 Conclusion 

In this paper we have carried out supervised crop classification using Gene Expres-
sion Programming technique to classify high resolution satellite images. Using one-
against all approach we obtained arithmetic expressions specific to each class. Sensi-
tivity analysis is carried out to determine the sensitivity of input variables, and elimi-
nate the least sensitive input variable to obtain more compact and simpler expressions. 
Further principal component analysis is carried out to find the most dominant input 
variable, the results of principal component analysis concur with that of sensitivity 
analysis. A confusion matrix is obtained for the classification of each class and the 
classification accuracy, sensitivity and specificity are calculated. Finally crop classifi-
cation with the same data is carried out using ANN and SVM. We can conclude from 
the ROC graphs that the predictive power of GEP is better than of ANN and SVM. 
GEP also has an added advantage of expressing the relationship between input va-
riables and target class label via an algebraic expression which gives us a better un-
derstanding of the data set. 
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Abstract. Early identification of defects and prevention of defects migration are 
key goals of the software security testing process. Early integration of security 
testing activities into the development lifecycle leads to secure software 
development. The prescribed key activities of security testing are closely 
interconnected with security development life cycle to deliver secure software. 
Software test process elaborates various testing activities and describes which 
activity is to be carried out when. Given the need and significance of phased 
approach of security testing, this paper proposes different testing activities to be 
carried out while integrating it within the security development life cycle.     

Keywords: Software Security Testing, Security Test Life Cycle, Security Test 
Cases. 

1 Introduction 

Security testing is part of the analysis of security properties in the development 
systems. These security properties are verified relative to the functional 
specification, guidance documentation, and high level design of the system [1]. 
Software Security testing is a continuously growing field. Advance techniques and 
technologies are rapidly being developed in order to ensure continued security. The 
intruders or hackers targets on application level which can be easily lacerate security. 
The hackers exploit its vulnerabilities to obtain sensitive information to take control 
of the system. The possible disruption to ongoing behavior can be control through 
security testing. 

Security testing is regarded as an important means to improve security of software. 
Security testing with a structured approach throughout the entire development life 
cycle gives a good understanding of the software quality and protects from known 
security risks[2]. If security testing is not considered during development, the 
application can contain dangerous vulnerabilities and sufficient vulnerability 
propagation will occur throughout the development phases making enormous risks to 
the organization. The security development life cycle process positioning as a 
separate process that has a strict interconnection with security testing activities to 
perform secure development actions.  
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2 Involved Activities in Perspective Framework of Software 
Security Testing 

The motive of software security testing is that the software behavior would be fully 
operative under hostile conditions. The ultimate objectives of security testing are to 
validate the robustness and to prevent security vulnerabilities from ever entering the 
software. While addressing security testing, one of the major issues to consider is to 
discuss how the system under design deals with possible attacks at early design 
stage[3, 4]. An effective security testing should test the entire phases, rather than just 
implementation. A test process is needed to ensure that the designed system can 
protect asset from attacks with the help of mitigation. An appropriate and accurate 
security test activity implemented during development may make the software more 
profitable [5]. In addition to this, an effective and prescriptive process of security 
testing specifying very clear prioritized activities may be advantageous in different 
perspectives as follows: 
 

A. Security Test Strategy & Security Test Plan 
• Preparation of high-level security test plan 
• Designing strategy document for various types of security testing 
• Analyzing various security testing approaches available 
• Selection of security test tools, test effort estimation and scheduling 

for optimal security testing 
• Planning of resources for complete security testing 

B. Design Security Test Cases 
• Include statement of purpose, what is being tested 
• Elaborate methods, how it will be tested  
• Include step environment data 
• Write the basis security test cases and security test procedures 
• Consider actual functional and security flow 

C. Execute Security Test Cases 
• Prioritize execution of security test cases, identify essential features 

that must be tested 
• Identify the risk or consequences of not testing some features  
• Run the security test cases, document test results and log defects for 

failed cases 
• Map defects to security test cases, rested the defect fixes 
• Design security test execution records containing overall results 

D. Capture Security Test Results 
• Prepare security test log 
• Document security test incidents reports 
• Identify the events requiring further analysis 
• Prepare security test summary report 

E. Captures Security Test Metrics 
• Identify base metrics for direct measures 
• Design calculated metrics for indirect measures 
• Metric calculation for software security testing 



 Software Security Testing Process: Phased Approach 213 

F. Qualitative Assessment 
• Prepare a set of parameters 
• Document qualitative reporting 
• Make interpretation 
• Give suggestive measures 

 
G. Security Test Closure Report  

• Prepare a checklist 
• List out activities that must be performed after the project is closed 
• Document traceability matrix 
• Do defect trade analysis 

3 Security Test Life Cycle Process Integration within the 
Development Process 

In order to gain insight into the quality of software, an integrated approach of security 
testing is necessary to spot the vulnerabilities in each phase of development life cycle 
and to mitigate the same then and there to avoid its propagation. An integration of 
security testing within the development process will reduce the cost of damages and 
risks associated [6]. Security testing strategy for software product should be 
developed for each phase. Security testing aims at finding security vulnerabilities 
prior to making them available to end users. One of the fundamental objectives of 
security testing is to identify whether the security features of the software 
implementation are consistent with design. 
 

 

Fig. 1. (a): Security Test Life Cycle Process Integration within the Development Process 

Figure 1(a) shows security test life cycle process stating as a separate process that 
has a very tight interconnection with development activities. Each phase is briefly 
described in the following section. 
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3.1 Security Test Strategy and Plan 

An appropriate security test plan should be prepared enabling the mapping of security 
tests to secure requirements and defining the entry and exit criteria for each phase of 
testing. High level test plan should identify the items to be tested, the features to be 
tested, the type of testing to be performed, the personnel responsible for testing, the 
resources and schedule required to complete testing, and risks associated with the plan. 
A prescriptive step in preparing security test strategy and plan is depicted in figure 2. 
 

 

Fig. 2. Process of Security Test Strategy & Security Test Plan 

3.2 Design Security Test Cases 

This phase should perform creation, verification and rework of security test cases and 
test scripts. Test cases should be performed based on the four scenario including 
positive scenario, negative scenario, boundary conditions and real world scenario. 
During test case creation, correct and pre-requisites for conducting the security test 
cases should be configured. A prescriptive step in preparing security test design is 
depicted in figure 3. 

 

Fig. 3. Process of Designing Security Test Cases 
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3.3 Execute Security Test Cases 

In this phase, security test scripts should be executed in a logical sequence with 
specific input data. The results should be monitored and output should be recorded in 
test sheets. Out of the larger cluster of test cases, their priorities of execution should 
be decided based on some rationale, non-arbitrary criteria. Test results should be 
documented and log should be prepared with defects for failed cases. Accordingly, 
security test plan and test cases should be reviewed and revised. A prescriptive step in 
executing security test cases is shown in figure 4. 

 

 

Fig. 4. Process of Executing Security Test Cases 

3.4 Capture Security Test Result 

After successful security test case execution, the identified bugs should be fixed and 
retested to declare the result as pass or fail. Test reports should be documented 
properly. A test log should be prepared to present chronological notes of relevant  
 

 

Fig. 5. Process of Capturing Security Test Result 
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details about the execution of tests. A test summary report should be prepared at last 
summarizing the results of test activities associated with one or more test design 
specification and provide evaluation based on such result. A prescriptive step in 
executing security test cases is shown in figure 5. 

3.5 Capture Security Test Metrics 

Security test metric should be identified which may aid in precise estimation of 
project effort, address the interest of metric group, software managers who are 
interested in estimating software security test effort and improve both development 
and security testing processes. Basic security test metrics should be used to provide 
project status reports to the test lead and project managers. Many of the basic metrics 
are simple counts that most test analyst already tracks in one form or other. Calculated 
security test metric converts the basic metric data into more useful information. A 
prescriptive step in capturing test metrics is depicted in figure 6. 

 

 

Fig. 6. Process of Capturing Security Test Metrics 

3.6 Qualitative Assessment 

Product quality measurement parameter is set forth in this phase in order to assess the 
quality of the product. A commonly accepted set of parameters is identified for which 
the assessment is to be made. On the basis of the quantitative results, a qualitative 
reporting of quality of the work products is made to the end user. Based on the 
qualitative assessment, interpretations are made and suggestive measures are 
proposed. A prescriptive step in qualitative assessment is depicted in figure 7. 

3.7 Security Test Closure Report 

Once the security test meets the exit criteria based on the time, test coverage, cost, 
software, critical business objectives, quality, the activities including capturing key 
outputs, lesson learned, results, logs, documents related to the project are archived  
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Fig. 7. Process of Qualitative Assessment 

and used as a reference for future project. Test closure document should contain a 
checklist of all of the items that must be met in order to close a test project as well as 
a list of activities that must be performed after the project is closed. 

4 Conclusion 

It has become essential to integrate phased security testing process within the 
development life cycle with the intent of finding errors at each phase well in advance 
in order to reduce developmental cost, delivery time and rework efforts. The 
prescribed activities of software security testing process are interconnected with 
development activities. These security activities are verified through development 
process. The proposed work may help testers to better understand and execute test in 
an efficient and effective manner.     
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Abstract. Software project success or failure depends on the ineffective soft-
ware project management. Success or failure of any project can be attributed by  
incorrect handling of one or more project variables such as people, proper tech-
nology, proper project scheduling and selection. Among these attributes proper 
project selection is one of the most vital part of software project management. 
There exist many uncertainties in project management and current software en-
gineering techniques are unable to eliminate them. So there is huge scope for 
developing. The current researchers have developed a unique model which is 
capable to take decision on the field of software project selection. This model 
has two embedded sub models namely fuzzy AHP (Analytic Hierarchy Process) 
and strategic game model. Here in the first case experts opinions are considered 
under fuzzy environment and in the second case, different decisions makers act 
as players in the game module. Different criteria are taken into consideration for 
choosing optimal strategy of the players. An elaborated case study is also ana-
lyzed for testing the output of the system. 

Keywords: Software project management, project selection, fuzzy AHP, Stra-
tegic game, optimal strategy. 

1 Introduction 

With the growth in the number of organization adopting software project management 
system there is an advance increase in the number of multiple simultaneously ongoing 
and interrelated projects in organization. In this condition as organization have  
selected more and more projects for accomplishing their targets, objectives. It has 
become utmost necessary to have a logical and cost effective profit making proper 
software project selecting mechanism. To evaluate individual projects or group 
projects and there by choosing to implement some set of projects, fulfilling the objec-
tives of the parent organization is the prime task of a strategic project selection 
process. This systematic mechanism can be applied to any area of organization’s 
business in which choice must be made from the competing alternatives. Each project 
will have different cost, benefit and risk criteria under uncertainty. In case of such 
differences of characteristics, project selection is the very difficult task. It is more 



 An ε - Optimal Strategy of Algorithmic Game Theory for Project Selection 219 

complex to have a portfolio of choosing number of different projects. Project selec-
tion is one of the many decisions to be taken by project management system. Accord-
ing to Bakshi et al. [1] proper choice of project is crucial to the long run survival of 
every organization. This type of decision making system (DMS) comprises of multi-
criteria decision making (MCDM) method. Hung Yoon [2] suggested multi criteria 
decision making is preferable among available classified alternatives. Therefore 
MCDM is one of the most widely used decision support system in project selection 
problem [3]. In this mechanism economic, environmental, social and technological 
factors are taken into consideration for selection of the project and making the choice 
sustainable. Decision theory for MCDM-project selection mechanism usually analyz-
es decision making processes from player’s point of view, where game theory plays 
its analytical interactive role among many players. Most of the game theory is con-
cerned with discrete, finite games which consist of finite number of players, their 
movements, the happening events and the outcome of the game.  

The present work depicts game theory-mechanism design model for selecting 
projects. The mechanism has been developed considering multi criteria decision mak-
ing environment as the basis. More over the studies have been carried out for project 
selection and evaluation under fuzziness of interleaved decision outcome. 

2 Related Works 

R & D project selection mechanism is a critical mediator between product develop-
ment strategy of an organization and managing process of projects [4]. According to 
Bakshi et al [4 ]. To estimate, evaluate and choose the optimal project, optimization 
techniques are most fundamental quantitative tools. Project selection procedures can 
be placed in one of the following domains: 

a) Unstructured peer review; 
b) Project’s scoring; 
c) Mathematical programming such as integer programming, Goal programming; 
d) Economic models, such as Net present value (NPV), Cost-benefit analysis; 
e) Decision analysis, such as multi-attribute utility theory (MAUT), decision trees, 

Analytical hierarchy process        ( AHP) and other tools; 
f) Artificial intelligence (AI), including expert systems and fuzzy sets; 
g) Project optimization.   

According to Hwang & Yoon [2] Multi-criteria decision making (MCDM) is applied 
to preferable decisions among available classified alternatives by multiple attributes. 
So MCDM is one of the most widely used decision methodology in project selection 
problems [5]. The MCDM is a method that follows the analysis of several criteria, 
simultaneously. In this method economic, environmental, social and technological 
factors are considered for the selection of the project and for making the choice sus-
tainable. Several frameworks have been proposed for solving MCDM problems,  
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namely Analytical Hierarchy Process [AHP] [6], Analytical Network Process [ANP] 
[7], which deals with decisions in absence of knowledge of the independence of  
higher level elements from lower level elements and about the independence of the 
elements within a level. Other framework available are data envelopment analysis 
(DEA), Technique for order performance by similarity to ideal solution (TOPSIS) [8], 
VIKOR [9], COPRAS [10], with grey number,[11],  LINMAP [12] etc.. With these 
techniques alternative ratings are measured, weight of the criteria are expressed  in 
précised numbers .The projects’ life cycle assessment is to be determined and the 
impact of all actors is to be measured. There are some mandatory axioms that the 
criteria describing feasible alternatives are dimensions, which are important to deter-
mine the performance. 

In the research paper, project selection and evaluation studies have been carried 
under fuzziness [13-15]. Fuzzy methods were applied to the multi-attribute selection 
models [16-17]. Sevkli et al. [18] have proposed a method of project selection com-
bining AHP and fuzzy LP. The weights of the project selection criteria are measured 
using AHP method. 

A game is a decision making situation, with many players having objectives that 
partly or completely conflict with each other. The motive of the players is important 
in taking the optimal decision. It is better to model the design using fuzzy set theory. 
Nagoorgani and Revathy [19] have proposed TOPSIS for fuzzy data as the most pre-
ferable choice among the all possible choices in MCDM problem. They applied the 
non-cooperative games such as Prisoner’s dilemma to rank the choice of alternatives. 
An equilibrium has been established using multi criteria decision making which gives 
the players choice of optimal strategy. In [20] Dytejak et al. proposed an approach for 
decision support system with regard to sustainable development strategy components 
evaluation. They presented a concept of game against nature. Each of the components 
considered to address devoted source of complexity. Chen and Larbani [21] studied 
discrimination analysis of MCDM problems from game theoretic point of view. They 
formulated MCDM problem as a bi-matrix zero sum game primarily. Then studied the 
consensus [weights] in a MCDM game by multi objective technique when many deci-
sion periods were involved. Lastly they used the weight to predict the outcome of 
coming decision period. Zavadsks et al. [22] have used operation research and 
MCDM tools for many complicated assessment problems as based on criteria values, 
criteria weights and opinions of stake holders in the ranking of alternatives. 

3 Theory of Decision Support System 

Every situation which calls for a decision is distinguishable from other. By Payne et al 
[23], the decision differs the following ways as in figure 1: 

1. Problem context: - structural issues, uncertainties, outcomes, urgency, options etc. 
2. Cognitive factors:- Decision Makers’ (DM) belief and knowledge,  attitude to 

risks, values and preferences etc. 
3. Social context:- Dm’s identity , numbers, stakeholders, authority over necessary 

resource and responsibility etc. 



 An ε - Optimal Strategy of Algorithmic Game Theory for Project Selection 221 

                    

Fig. 1.  Factors that affect decision making             Fig. 2. Category of a variety of DSS 

Different definitions are available for Decision Support Systems. We consider as in 
the form: A Decision Support System is a computer based system which support the 
decision making processes by helping the DM by to form and explore the implemen-
tations of their judgments and hence to make decisions based upon understanding. 

A Decision Support System is about modeling and understanding the perspectives, 
views, preferences, values and uncertainties DM’s. Figure 2 indicates the rough clas-
sification of the variety of Decision Support System (DSS) tools according to both 
domain of managerial activity and level of support. A DM’s perceptions of and prefe-
rences for possible alternatives are usually a mixture of complex conflicting values. 
The preferential independence is a technical concept which consists of the very com-
mon (not universal) features of preferences embodied in the following manner:- 

• all other things being equal, more money is preferred to less. 
• all other things being equal, greater safety is preferred to less. 
• all other things being equal, less environmental effects are preferred to less. 

The term attribute means one of the factors which need to be taken into account in a 
decision. A subset of the attributes is preferentially independent of the remaining 
attributes if the preferences between any pair of alternatives which differ only in their 
levels of achievement on attributes within the subset do not depend on the levels of 
achievement on the remaining attributes. A multi-attribute value function is linear if 

( )1 2 1 1 2 2, , ,  .q q qv a a a w a w a w a… = + + … +
 

The coefficients ( )1 2, ,  , qw w w… are known as weighting factors or, simply, 

weights. Linear value functions are commonly assumed in many areas of economics, 
commerce and operational research. Comparing time streams of cash-flows according 
to net present value (NPV) assumes a linear value structure in which: 

2 1
1 2 3 1 2 3( , , , . . . . . . , ) . . . . . . q

q qv a a a a a a a aρ ρ ρ −= + + + + .However, there is ex-

tra structure here over that assumed by linear value theory: the weighting factors are 

related by 
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. Alternatives are compared according to 

their total financial value, ( )1 1    q qw a w a+ … +  in which wi is the financial value of 

one unit of the ith attribute. We shall say that there is a constant relative trade-off of 
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γij: 1 between ai and aj if and only if 

( )1 2

1 2 for any ,  positive or negative

, , ..., , , , ,

~  ( , , , ,  , , , ), .

i j q

i ij j q a

a a a a a

a a a a a εγ ε ε

… …

… + … − …
 

If ( )  i i iv a w a= Σ , the constant relative trade-off between ai and aj is (wj/wi). 

Clearly the assumption of linearity implies that there are constant relative tradeoffs 
between all pairs of attributes. To use a linear value function representation of a DM’s 
preferences requires the assumption of the constant relative tradeoffs condition and 
monotonicity. Additive value functions are unique up to positive affine transforma-
tions: ( )  (  0)z zϕ α β α= + > . If we wish to maintain a linear structure, we must fur-

ther insist that β = 0. This is necessary because, if v(.) is linear, ( )0, 0, , 0   0v … = . 

4 Game Theory as Multi-criteria Decision Support System  

There are numerous descriptions of the mathematical theory for the evaluation of 
multi criteria analysis. Game theory can be used to analyze actual strategic interaction 
in order to mathematically capture behavior in strategic condition in which a decision 
maker’s (DM) depends on the choice of other, because of its focus on conflicting 
performance [24]. Game theory is often defined as the theory of conflict or a science 
of strategic decision making. It deals with the decision making in organization where 
the outcome depends on the decisions of two or more autonomous player, and where 
no single decision maker has full control over outcome.In game theory zero-sum 
game describes a situation in which a participant’s gain or loss is exactly balance by 
the losses or gains of the other participants. If the total gains of the participants (here 
DM) are added up and the total losses are subtracted they will sum to zero.  The game 
obeys a law of conservation of utility value, where utility value is never created or 
destroyed, only transferred from one player to another. A zero sum game is a game 
where the total utility of gained by the winning decision maker is equivalent to the 
total utility lost by the loosing decision maker. All zero sum games have Nash equili-
brium and often solve using linear programming technique. 

2-persons zero sum game model for decision maker (DM) & optimalstrategyε −  

Let a strategy si for a decision maker player i, is defined as an element of ∆ (Ai). The 
term, ∆ (Ai) is considered as the set of all probability distribution over Ai where Ai is 
the set of real numbers for strategy si. Therefore, si(x) = Pr [si = x].Then we define the 
support of si as, supp (si) = set of all ai ∈  Ai such that si(ai) > 0. In words – a mixed 
strategy si(x) is the probability that a decision player i will use as his/her pure strategy 
x. the support of a mixed strategy si is the set of all different pure strategies that are 
used with non-zero probabilities. Now we can use the mixed strategies to claim a 
relaxation for dominant or Nash equilibrium. Next, we assume that the expected utili-
ty of a game is denoted by Ui(si, s-i).  

Let vi be the maximum over all mixed strategies for player i of the minimum over 
all mixed strategies of the other player.  
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We consider the axiom of relations, 
( )( ) ( )( )
( )( ) ( )( )

max min

& min max .

f x f x

f x f x

− = −

− = −

 

And by applying this, we get 

( ){ }{ }min min , , hence proved.
i i

i i i i
s s

U s s v
−

− −− = −  

Formally, then we can decide to mini-
mizing the strategy of player i equals 
minus the maximizing strategy of other 
player. 

 

optimalstrategyε − : - A pair of strategy (si, s-i) is optimal if they are the best res-

ponses for other. The column DM player’s best response to a non-optimal strategy si 
has value more than v, so we come to the condition: ( ) ( )i iR s v C s− ≤ ≤ . A pair of 

strategies is ( ) ( )optimal strategy if
i i

C s R s εε
−

− − ≤ , i.e. no player can gain more 

than ε by choosing strategies. 

5 Schematic Diagram of Proposed Design 

 

Fig. 3. Schematic Diagram of Proposed Model 

6 Algorithms Developed 

We have incorporated the following algorithms to construct the proposed model of ϵ -
approximate game theoretic mechanism. 
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Algorithm of Fuzzy-AHP. 
Step1:- Decomposition of the problem into the hierarchical     model. 
Step 2:- Formation of expert committee. 
Step 3:- Generation of triangular fuzzy numbers (TFNs). 
Step 4:- Defuzzification of fuzzy data into crisp data. 
Step 5:- Calculation of Eigen value and Eigen vectors. 
Step 6:- Test of consistency of data derived. 
Step 7:- Find the value of the alternatives. 

Algorithm to Construct the Decision Making Matrix (DMM). 
The DMM can be formed as m feasible alternatives (rows) and n numbers of criteria 
(columns) as:  

11 12 1 1

21 22 2 2

1 2

1 2

... ...

... ...

... ... ... ... ... ...

... ...

... ... ... ... ... ...

... ...

j n

j n

i i ij in

m m mj mn

ij

x x x x

x x x x

x x x x

x x x x

X =

 
 
 
 
 
 
 
 
 

, 

where xij = score/performance val-
ue for ith alternative of jth criteria . 

 
The logic behind the DMM con-

struction is as follows:- 
for column j=1 to n 

{ 

if optimal vale 
of jth criteria is 
unknown 

then    
x(OPT,j) = (xij)max  ; 

else if the cri-
teria is non-
preferable  

then   x(OPT,j) 
= (xij)min  ; 

            } 

 
Algorithm to Normalize the DMM. 
In this step, the initial values for all the criteria of Normalized DMM is converted into 
weighted normalized DMM, 

11 12 1 1

21 22 2 2

1 2

1 2

... ...
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... ... ... ... ... ...

... ...

... ... ... ... ... ...

... ...

j n

j n

i i ij in

m m mj mn

x x x x

x x x x

x x x x

x x x x

ijX =

 
 
 
 
 
 
 
 
 
 

 

Here we have used the algorithm de-
scribed below:- 
INPUT: - DMM 

 .ijX  

OUTPUT: - Normalized DMM 
ijX  

while (true) 
{ 
do { 
if ( column ==benefit criteria) 

then  
for i =1 to m 
for j=1 to n 

ij

j ij
ij

x
x

x  = 
 

; 

else if (column == cost criteria) 
then  
for i =1 to m 

for j=1 to n 
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done 
} 
} 
 

 
Algorithm to Calculate Weighted Normalized Matrix. 
In this step, the initial values for all the criteria of DMM are normalized into the ma-
trix. 
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Here we have used the algorithm de-
scribed below:- 
INPUT:-  1)  Normalized DMM 

ijX as 

N[i][j] and  
2) weight matrix W[i] 
 

OUTPUT: - Weighted Normalized 
DMM 

ijX as WN[i][j]. 

or j = 1 to n 
{ 
i=0 
while(I < n) 
{ 

WN[i][j] = N[i][j] * W[i]; 
i++; 

} 
} 

7 Case Study 

According to expert’s decision, the following matrix is formed and then by using 
Triangular Fuzzy Number the Fuzzy evaluation matrix is formed 

 
Table 1. Evaluation Matrix Table 2. Fuzzy Evaluation Matrix 

Criteria NPV ROR PB PR 

NPV 1 1 2 1 

ROR 1 1 2 2 

PB 0.5 1 1 1.33 

PR 0.5 0.5 0.75 1 
 

Criteria NPV ROR PB PR 

NPV (1,1,1) (0.75,1,1.25) (1,2,3) (0.75,1,1.25) 

ROR (0.8,1,1.33) (1,1,1) (1,2,3) (1.33,2,4) 

PB (0.33,0.5,1) (0.8,1,1.33) (1,1,1) (1,1.33,2) 

PR (0.25,0.5,0.75) (0.33,0.5,1) (0.5,0.75,1) (1,1,1) 

 
 
Now calculating all the values by applying Chang’s [25] theory the following results 
are obtained: 
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( ) ( )
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Minimum of all values (0.85, 1, 0.67, and 0.4) 
The weight W = (0.29, 0.35, 0.22, 0.15) 
 
There are available different projects in an industry. Here the survey data of expan-

sion of optical fiber for telecommunication sector in one part of Iran [26] has been 
reused. In this example, they were assessed five different feasible alternatives of 
projects. To ranking of the projects four criteria are identified.  

 
Table 3. Initial Decision Making Matrix 

 NPV ROR PB PR 

P1 10 3 6 7 

P2 13 5 7 9 

P3 9 1 8 1 

P4 11 3 8 7 

P5 12 5 10 5 

Table 4. Normalized Decision Making Matrix 

Weights 0.29 0.35 0.22 0.15 

Criteria NPV ROR PB PR 

P1 0.18 0.18 0.15 0.24 

P2 0.24 0.29 0.18 0.31 

P3 0.16 0.06 0.20 0.03 

P4 0.20 0.18 0.20 0.24 

P5 0.22 0.29 0.26 0.17 
 

Table 5. Weighted Normalized Matrix 

Criteria 
NPV 

(+) 
ROR(+) PB (-) PR (-) 

P1 
0.052

2 
0.063 0.033 0.036 

P2 
0.069

6 
0.1015 0.0396 0.0465 

P3 
0.046

4 
0.021 0.044 0.0045 

P4 0.058 0.063 0.044 0.036 

P5 
0.063

8 
0.1015 0.0572 0.0255 

 

∴Value of the game: 0.04275 
Player 1:   (0, 0.82124, 0, 0, 0.17876); Player 2:    (0, 0, 0.54404, 0.45596) 
 
It is well known that a strategic game is a model of interacting decision makers 

[22]. In this case study, the decision makers are considered as players. A strategic 
game consists of a set of players; for each player, a set of actions are defined; for each 
player, preferences over set of action profiles are given.  

In this case study, four preference criteria were selected for project selection on the 
basis of questionnaires of same expert. 
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 x1 :-- Net Present Value (NPV) in currency. 
 x2 :-- Rate of Return (RoR) in currency. 
 x3 :-- Payback period (PB) in month or year. 
 x4 :-- Project Risk (PR). 

 
The weight of the criteria is found by the Analytic Hierarchy Process (AHP) under 

fuzziness by a group of expert. The weight of the criteria and their calculation are 
presented in table 1 & table 2. The initial decision making matrix, normalized DMM 
and weighted normalized DMM are presented in table 3, table 4, table 5 respectively. 

The matrix game (two person zero sum) game is applied here for the selection of 
the alternative. The alternatives are assigned to the first player’s strategies and the 
criteria are assigned to the second player’s strategies. For the pay off function a di-
mensionless evaluation numbers are used. For the decision making, there is a norma-
lized matrix of performance (Table 4) and a weighted normalized matrix of perfor-
mance (Table 5). The initial values of all criteria of the decision making matrix are 
normalized as: 

For benefit criteria 
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and the criteria whose preferable values are min-

imum are normalized by applying two stage procedures as follows: 
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The optimal value of the game is 0.04275. As a calculation result there are received 

the following vector as: 

( )*
1  0, 0.82124, 0, 0, 0.17876S = , for the first player 

( )*
2  0, 0, 0.54404, 0.45596  S =  , for the second player. 

8 Result Set and Computational Complexity Analysis 

The calculation of the result shows that the value of the second alternative (Project 2) 
equals to 82% and the value of the fifth alternative (Project 5) equals to 18% (ap-
prox).The first, third and fourth alternatives are not involved into the determination of 
the equilibrium point because their functional influence is lower and they are domi-
nated by the other influence. 

Again, the assessments of the criteria are represented by the optimum strategy for 
the second player. Here the criterion 3(Payback Period) equals to 54% and the crite-
rion4 (Project Risk) is valued by 46% (approx). The criteria 1 & 2 are not involved 
into the calculation of the equilibrium point, because they are dominated by  
criteria 3 & 4. 
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Theorem: In any zero-sum decomposable game, the Nash equilibrium can be found 
in polynomial time. 
 
Proof: First we prove that Nash equilibrium exist at all. 

We assume that every game has 
Nash equilibrium. Now we try to find 
one. We define the following variables:- 
Here 

,u iL is a linear function as the game 

is decomposable. In particular, 

, , ,,
( , ).u i u v v jv j

L U i j x= .  

We considered the following linear pro-
gram:  
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The following claim completes the proof: 
 
Claim. The minimum is achieved at 0 which is Nash Equilibrium. 
 
Proof: - We define:

, ,u u i u ii
w x L=  --this is the average gain of player u. Obvious-

ly, 0uu
w = , because this is zero sum game.  From the linear programming, we 

can have uuw w≥  . To minimize wu, we can set uuw w u= ∀ , yielding 0uu
w = , 

which is minimal. Thus, for every strategy I, 
,u i uL w≤ is no better than the aver-

age
uw , which proves that it is indeed a Nash Equilibrium. Therefore, our proposed 

game theoretic mechanism design has a 0.04275 approximation.  

9 Conclusions  

In this designed mechanism, game theory offers an appropriate approach to modeling 
decision making process. The application of the game theoretical design in multi cri-
teria decision making processes involves the simplification of reality in the model. 
These mechanism design problem can often be used in other research field as decision 
support tool. Equilibrium calculation derives more information which in turn be used 
to assess of the alternatives. With calculation of equilibrium point the same assess-
ment is lifted for all criteria. 

On the other hand, fuzzy triangular number enhances the decision maker’s domain 
by continuing assessment. The game theoretic model over this fuzzy triangular num-
ber, used as weight of decision alternatives, makes this method more robust. 

However, this model has some flaws, described below, to be overcome in the next 
optimistic future scope: 
 

1 In practice players do not usually holds the complete information about the 
strategies and pay off functions of the other player. 

2 Game theory assumptions that Decision Maker acts perfectly rational way, 
may never match in real life situation. 
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Abstract. Most work on multimodal interaction in the human computer interac-
tion (HCI) space has focused on enabling a user to use one or more modalities 
in combination to interact with a system.  However, there is still a long way to 
go towards making human-to-machine communication as rich and intuitive as 
human-to-human communication. In human-to-human communication, modali-
ties are used individually, simultaneously, interchangeably or in combination. 
The choice of modalities is dependent on a variety of factors including the con-
text of conversation, social distance, physical proximity, duration, etc.  We be-
lieve such intuitive multimodal communication is the direction in which hu-
man-to-machine interaction is headed in the future. In this paper, we present the 
insights we have from studying current human-machine interaction methods. 
We carried out an ethnographic study to observe and study users in their homes 
as they interacted with media and media devices, by themselves and in small 
groups. One of the key learning we have from this study is the understanding of 
the impact of the user’s context on the choice of interaction modalities. The us-
er context factors that influence the choice of interaction modalities include, but 
are not limited to: the distance of the user from the device/media, the user’s 
body posture during the media interaction, the user’s involvement level with the 
media, seating patterns (cluster) of the co-located participants, the roles that 
each participant plays, the notion of control among the participants, duration of 
the activity and so on. We believe that the insights from this study can inform 
the design of the next generation multimodal interfaces that are sensitive to user 
context, perform a robust interpretation of the interaction inputs and support 
more human-like multimodal interaction. 

1 Introduction 

Human-to-human communication is rich, evocative and truly multimodal. Humans 
use a number of modalities simultaneously to communicate. Each of these modalities 
supplements, substitutes or emphasizes the message being conveyed by another, and 
in unison are the symphony of human-to-human communication. These modalities are 
used by themselves or in combination. It is also true that humans switch seamlessly 
from one modality to another with ease. For example depending on the situation, they 
switch seamlessly between speech (whispers, indoor, outdoor voices, etc.), gestures 
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(subtle, fine, gross, etc.), gaze (glance, steady, stare, etc.), touch (gentle, soft, hard, 
etc.) and so on.  Humans are also complete systems in themselves, able to receive 
and send communication in a truly multimodal fashion. 

Multimodal interaction has been an area of research interest for computer scientists 
and HCI researchers for nearly two decades. Interfaces that allow users to switch 
between modes of interaction have in general required the user to explicitly state the 
mode s/he wants to interact in. There has been some progress towards making these 
interfaces more adaptive based on the user’s ability, proximity [1], the task or the 
environment, but this kind of research is still at a nascent stage.  

Moreover, as personal computers get increasingly used for media consump-
tion,their role is transitioning from being a single user productivity device to a poten-
tially multi-user media consumption device. Today it is common to see a group of 
friends huddled around a personal computer (PC) downloading and viewing the latest 
episode of their favorite television (TV) show, checking out the latest posts on a so-
cial networking site, orviewing photos from a recent vacation. What, however has 
remained largely unchanged during this transition is the mode of interaction. The 
keyboard and mouse (and more recently touch) are still the most available modes of 
interaction. Consequently media consumption, which is quite often a group activity, 
becomes limited in its interaction with the device to a single user interaction expe-
rience.  Given that group media consumption lends itself well to larger screens and 
consumption from a distance, multimodal interfaces based on gesture, speech and 
gaze offer considerable promise.  However, much work remains to be done towards 
developing effective multimodal interactions, for group consumption activities, that 
works well in real-world situations. An understanding of these real world situations 
becomes necessary to inform the design of multimodal interfaces. 

In this paper we describe an exploratory study, of interaction with present-day me-
dia and media devices among small groups of people in their homes, aimed at disco-
vering factors and patterns that may influence the design of multimodal interfaces. 
We then present the key findings from this study, which relate to the role of user con-
text in influencing the choice of interaction modality.  

2 Related Work 

In this section we review briefly, the literature relevant to our work. While there are a 
number of areas that may be relevant, we focus on multimodal interactions, co-
located experiences and floor control.  

There has been significant work in the area of multimodal HCI over the past few 
years.This along with the availabilityofnewerand more efficient sensor technologies 
and more robust recognition systems has greatly shifted the focus from traditional 
single-user interactions with a system using a keyboard and mouse to multi-user, de-
vice-free interactions using gesture and speech among other modalities. In the survey 
paper [7] the authors have discussed various approaches to multimodal human com-
puter interaction and the state of the various technology components that go into this, 
namely face, expression, affect and gaze recognition, gestures and large scale body 
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movements etc. They also discuss various approaches to user and task modeling and 
the challenges in this space. Our work is aimed at understanding the factors that im-
pact the multimodal interactions which in turn can be used to create models that assi-
milate all these factors and aid robust response and recognition.  

Most work in the multimodal interaction space is focused on the robust fusion and 
recognition of multimodal inputs. The focus has been with the accuracy of recognition 
of valid input, rarely looking at reasons why the user provided invalid inputs.There 
has been little focus on the factors that impact multimodal input itself. In [6], the au-
thors survey the various issues associated with multimodal interfaces. In [10] and [12] 
the emphasis is on the need for multi-disciplinary research approach towards advanc-
ing the state of the art multimodal systems.In[11],the authors set out to define guide-
lines for multimodal user interface design including systems that should be designed 
for the broadest range of user’s and contexts, taking into account the user preference 
of modality and so on. They go on to state that multimodal systems should easily 
adapt to user contexts, applications and profiles. In our work we provide a deeper 
understanding of the user context and the factors that impact multimodal inputs.  

Co-located, co-present or co-experience as it is varyingly called to describe physi-
cally co-present sharing, is another area of relevance to our work.  In [4],the focus 
shifts from a single user experience to the experiences that are created when users 
share and experience together with others. In [6]  the authors, in their work explore 
display factors that influence co-located collaboration and are focused on the display 
(size, angle and numbers) and user arrangement (side-by-side or face-to-face). Our 
work focuses on the multi-user, co-located interactions and factors that influence it. 

Co-present interactions naturally open the space of ownership of command and 
control. In their recommendations from an ethnographic study [3] on activities and 
interactions in the living room state that, future technologies should support social 
interactions and personal activities while addressing communication and personaliza-
tion needs. The concepts of entry point and access points in a social interaction expe-
rience are introduced in [5]. In [9] the focus is on moderator assisted floor control in 
highly collaborative co-located tasks. In our work we are more interested in unsuper-
vised control sharing in the context of input device free interactions and explore the 
various possibilities in our work. 

Both active input modes such as speech, gesture etc. that the user intends as a 
command to the system and passive input modes that comprise user presence, gaze, 
body position etc. are discussed in [10]. In our work we explore both active input 
modes and the factors that impact active inputs and passive input modes, information 
about which can be used to more intelligently process the active inputs. 

While there is a body of work in each of the related areas, we believe there is a 
scope for a more holistic approach to the design of intuitive multimodal interactions. 
In our work we set out to study this in a more exploratory manner towards gaining 
insights that will help us design and build more adaptive, robust and responsive sys-
tems, interfaces and interactions. In our work we focus is not on what the user needs 
to learn to interact, but on understanding the user and his/her context so that we build 
more responsive and intuitive multimodal interactions and systems. 
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3.2 Participants and Procedure 

Since we  wanted to understand interaction patterns that would give us an insight into 
the design of multimodal interactions, we decided to study heavy media users.This 
would not only give us many activities to observe, but also provide us with richness 
of information that comes from familiarity of use, Participants recrutied for the 
studyowned and used at least three of the following media devices : an MP3 player, 
digital camera, personal computer, high-end mobile phone, music system, gaming 
console. Participants were also  active on social networking sites and shared photos 
online.We had 12 respondents: five female and seven male, in the  16 to 23 years age 
group and were recruited across two metro cities in India. The participants mostly 
belonged to nuclear families with their family consisting of parents and one or two 
siblings. While the primary participant was the focus of the interactions, other family 
members were encouraged to join the interactions. These impromptu interactions 
(especially when initiatied by a curious sibling) provided very natural interaction 
scenarios to observe. All sessions were video recorded with consent. In case of female 
participants, a family member (usually an elder female family member) was 
encouraged to look through the camera monitor to give them a sense of comfort that 
the recordings were impersonal and this gave them the confidence to allow the rest of 
the interactions to happen unsupervised. The two member research team consisted of 
the moderator, who also made notes, and the  observer who also kept an eye on the 
camera. The camera was mounted on a tripod and mostly left stationary thus helping 
the participant to get used to its unintrusive presence.   

Pre-designed questionnaires, data sheets and observation sheets(not attached due to 
space constraints) were used to record information and observations all through the 
sessions. Group activities were observed passively while single user activities were 
often interactive with observations followed by specific questionning to eleicit 
information and understanding. The ethnographic technique of observation was used 
extensively to supplement video recording. Post analyis of the video along with the 
notes and photographs were used to identify interaction patterns, influencing factors 
and draw insights.  

4 Observations 

In this section we detail our observations around media interactions. While the study 
covered a number of other media devices we noted that the target group used the PC 
for most of their media activities, sharing photographs, downloading, watching and 
sharing movies and TV shows, listening to and sharing downloaded music, social 
networking etc., so most of our observations and insights in the context of the PC. 
However, we believe though that observations, insights are relevant across media 
devices and media types. The study was carried out in India, so some observations 
regarding the layout of the home and the ownership, placement and use of devices 
may be more culturally specific. However we believe that the interaction patterns and 
insights we draw from these observations are relevant across cultures 
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4.1 Media Devices - Their Ownership and Use 

Most Indian homes do not conceive a separate family room. The living room doubles 
up as a space used for many purposes: to receive and entertain guests, to watch TV, to 
catch up with the family and have dinner. In the homes of the participants we studied, 
the TV was usually placed in the living room (Figure 1 a, b). The TV is the center of 
focus in the living room and seating is arranged around the TV, as in a horseshoe 
arrangement facing the TV (Figure 1b). The location of the TV lends itself to easy 
access and viewing for all. Different family members (mostly the adults) had 
preferred TV viewing slots that were not easily traded. While the female participants 
followed some of the local TV shows the male participants said they rarely watch TV 
unless there was a game being broadcast. This does not mean that these youngsters do 
not watch TV. Both male and female participants closely followed some American 
TV shows and regularly downloaded the latest episode to watch with friends. Only 
two of the homes we visited had a second TV, and it was placed in the parent’s 
bedroom. It was not uncommon for the family to gather around the TV close to dinner 
time. While the program was not of interest to all present, it was considered family 
time. The adults were absorbed in the show while the youngsters barely glanced at the 
TV as they were engrossed texting on their phones. The game console was tethered to 
the TV. The family music system was also placed in the living room. 

The PC is used mainly by the youngsters (our participants) in the house. While 
most houses had a single PC that was shared by the siblings, four homes had a second 
PC- a laptop that belonged to the elder, college going sibling. This laptop was consi-
dered more personal and rarely shared. The shared PC, since it was rarely used by 
others in the house, was placed in a corner of their bedroom (Figure 1c, d). The PC 
usually has its own table fixed into a corner in the bedroom and typically has a single 
straight back chair in front of it. The only other furniture in the bedroom that can be 
used for sitting on is the bed. When friends come over to share media, they gather 
around the PC sitting on the only chair and the bed.  The personal computer was used 
for a variety of activities – surfing the web, downloading and watching movies and 
video, storing and viewing photographs, playing music, email, chat, social network-
ing, etc.Participants regularly downloaded and saved the latest movies, songs and 
episodes of TV shows they followed; for viewing with friends. 

The digital camera is shared among the family but iskept in the youngster’s war-
drobe. The mobile phone is one device that is not shared and is considered strictly 
personal. 

4.2 Media Activities 

Media activities themselves are classified by the participants as those to share with 
family andthosewithfriends. Broadcast TV was watched with family, movies were 
watched with family and friends (though the genres differed), and music was mostly 
an ambient activity. The music system in the living room was shared by the family  
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but music (different genre) downloaded from the internet was played on the PC and 
shared with friends. Photos on the PC were mainly shared with friends. However 
occasionally, the family gets together to view photos from a recent family vacation or 
a wedding. Most participants had a large photo collection stored on the PC, mostly 
from trips and events with friends, and these were viewed with friends. The partici-
pants also kept track of TV shows and downloaded these from the internet (to stay 
one up on the episodes that were being broadcast) and were saved for viewing with 
friends. Games were played with siblings and friends. While the participants had a 
large friends circle, they regularly shared media with a smaller group of four to five 
people. This is also the size of the most co-located group activities during the course 
of our study.   

4.3 Media Interactions 

We observe that interactions with the media are itself impacted by a number of fac-
tors: the type of media being consumed, which in turn impacts the interaction fre-
quency or intensity, the interaction distance, the notion of control over the media and 
the interactions, the shape of the cluster that the people in the group form in front of 
the PC, roles in the cluster (group), interaction postures, etc.  

In a co-located media consumption scenario, like viewing photos or a video on the 
PC, the members of the group interact both, with each other and with the media. 
While interaction between the group members is unregulated and free, the interactions 
with the PC are directed through a keyboard and mouse controlled by one person. A 
shared media experience is thus reduced to a single person interaction experience. 

However this is also not entirely true though, as members of the group who do not 
have physical control of the input device, still interact with the media (i) directly: 
pointing at photographs; and (ii) indirectly: by telling the person who is in possession 
of the input device what input to give the system – say, to pause or increase/ decrease 
the volume. So while some interactions are direct, others are through a proxy (the 
group member in possession of the input device). Proxy interactions are necessary 
because the system has just one input device. 

These scenarios, where shared experience are reduced to single person interaction 
experience are however opportunity areas when considering device independent mul-
timodal gestural interactions. 

4.4 Interaction Frequency 

Different media types have different interaction frequencies or the frequency at which 
command and control inputs are directed at the media device. Audio-visual media 
have interaction peaking towards the beginning and end of the media activity. Visual 
media like photos have uniform interaction intensity through the session. Video 
games are another example of an interaction intensive media. Music, an ambient ac-
tivity has low interaction intensity.  
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These roles played, by the group members, were not determined by either the own-
ership of the media or media device, and are also not static over a media consumption 
activity. The Controller asserts control over the media by specifying what inputs the 
Doer should give the system.  

4.7 Control and Shifting Control 

Control over the media,was observed to be often assumed by the one initiating the 
session. However control itself does not remain static with one group member and 
shifts from one person to another depending on the roles they play in the group (Fig-
ure 3) and the duration of the interaction. Control is assumed or sometimes given with 
consent and sometimes without (Figure 3 a). In case of the PC the person in posses-
sion of the keyboard and mouse is in control of the device. The affordance of the de-
vice itself – the tethered keyboard and mouse makes it difficult for physical control to 
shift easily, unlike in the case of the TV remote that can be passed on from one hand 
to another. The cluster then tends to move away from the display ensuring that one 
person, the doer, is within arm’s reach distance of the input devices for any interac-
tion. The cluster formed is hockey stick shaped. Gaming is another high interaction 
intensity activity and the cluster stays close to the display. 

4.8 Interaction Distance 

The interaction distance varies both by the device and media type. It was observed 
that the interaction distance for a TV remains relatively constant as the seating in the 
living room (where the TV is usually placed) is constant. Viewers take up various 
positions in this seating arrangement. The seating position does not impact interac-
tions with the TV as the input device, the remote control can be operated from any-
where in the room by anybody. The seating and the cluster shape is constant for the 
media type that is most often watched on TV – video.  The interaction distance in 
most homes varied from seven to 12 feet.  

The PC has more dynamic interaction distance depending upon the type of 
media being consumed When the media interaction frequency is high, as with photos 
and games, the interaction distance is around two feet and when the interaction fre-
quency is light, as with movies and video, the users tend to sit farther away at a dis-
tance of five to 10 feet. 

4.9 Interaction Postures 

We observed that the duration of the interaction session, the interaction intensity and 
other factors like seating available, etc. influence the positions and postures each of 
the group members gets into during the session. These are also factors that determine 
if the user will make the effort to interact with the system by taking / asking for the 
input device or use a proxy interaction mechanism. 
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Fig. 4. Lounge posture and possible interaction 
modalities  
 

 

Fig. 7. Technologies available for  
interaction based on the distance of 
interaction 

 
Fig. 5. Comfort posture and possible interaction 
modalities 

 

Fig. 6. Attentive posture and possible interaction 
modalities 

 
The seating postures of users can broadly be classified into three groups: Lounge, 

Comfort and Attentive. Each of these postures has a bearing on the faculties (and so 
modalities) available for use and interaction. 

Lounge Posture. The hands may be used to prop the upper body off the ground so 
as to be able to get a view of the media. This posture locks the movement of hands. 
The head movement is also restricted with the torso being propped up. Therefore the 
use of hands to gesture and head movement is restricted. There is greater dependence 
on speech as an input and interaction modality. 
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Table 1. Gesture-speechco-occurrence and possible metadata 

Speech  Gesture Speech Possible Tags 

Who is that? Pointing That is Ron Ron 

Where is this? Pointing 
This is in Agra / 
TajMahal 

TajMahal / Agra 

What is that? Pointing 
This is the  
TajMahal 

TajMahal 

 
Comfort Posture. This is a relaxed but upright posture adopted by users while 

seated in a sofa or a chair with armrests and a slightly inclined back rest (see Fig. 5). 
The torso is upright and inclined slightly back, however there is no restriction of body 
movement or user of hands. All modalities – hand gestures, speech, head and face – 
are available for interaction. However, the availability of the hands for interaction is 
dependent upon the seating. The viewer may rest their elbows on the armrest thus 
restricting hand movement to a reduced area. 

Attentive Posture. The attentive posture is similar to the comfort posture but is a lean 
forward posture with the user in an attentive mode having all faculties available for 
interaction (see Fig. 6). However, the user may rest elbow on the knee and thus restrict 
the availability of the hand for interaction, thus increasing the dependence on speech. 

4.10 Gesture-Speech Patterns 

We observed an evident gesture-speech pattern when the users interacted with images 
(photos) – the co-occurrence of gestures and speech. When sharing photos, people 
point-to and talk-about things of interest in a picture. A pointing gesture is used to 
indicate regions of particular interest in a picture while the speech that co-occurs con-
tains information about the picture and also contains keywords such as ‘who’, ‘what’, 
‘this’, ‘that’, ‘where’ etc. The subsequent speech patterns are typically about specific 
information about the photograph in context – names of people and places, occasions, 
etc. (Table 1). Therefore, such multimodal interactions captured in an interaction, and 
extracted intelligently can aid in the creation of implicit metadata creation for pictures 
in context. Such implicitly captured data is referred to as ‘interaction metadata’ [13]. 

5 Discussion and Conclusion 

In this section we discuss the impact of the interaction factors on the design of multi-
modal interactions with focus on the impact of postures, control passing and interac-
tion metadata.  

The role of seating posture, which in turn is influenced by the type of media being 
consumed, was observed to be significant. Other key factors that influence the inte-
raction include placement of media devices in the home, groups with whom media is 
shared, media type that is shared with specific groups, interaction distance and inten-
sity, cluster patterns that these groups form, the roles played by people in these groups 
, and the passing of control over the media and media device.   
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Interaction Distance and Its Impact on Interaction Modalities. Based on our ob-
servation of participants and a follow-up interview, we observe a pattern in choice of 
interaction modalities based on the distance of the user to the display, as shown in 
Figure 7.  In a near-range (up to 0.6m) from the display, users rely on touch and 
speech modalities for interaction. In mid-range (0.6 – 2 m), users prefer to depend on 
speech and gesture modalities for interaction. Face-detection and face-recognition is 
also suitable for this distance interaction. At far-range (beyond 2m), speech may not 
be reliable as an input and also recognizing fine gestures may not be possible. There-
fore, only coarse gestures, face-detection and face-recognition may be suitable for 
interaction at this distance.  

Postures and Their Impact on Interactions. In addition to gestural interactions, we 
observed several posture variations in users while interacting with their systems. We 
identify at least three kinds of postures in an interaction. An ‘attentive posture’ (Fig. 
6) is exhibited by users during an active interaction (like when typing a document) 
and this posture allows a user to freely move his/her hands and head free thereby 
making related modalities possible.  Also, in this posture, the user is less likely to 
depend on speech as a modality, given the quantum of input required for interaction. 
A ‘comfort posture’ (Fig.5) is generally adopted by users when an interaction does 
not require active intervention and this posture also enables the use of all faculties for 
interaction. In a ‘lounge posture’ (Fig.4), as is typically seen when users do not plan 
to interact often with a PC (as in watching a movie on a PC), the hand and head 
movements are restricted and so the user would generally rely on speech as a modali-
ty for interaction. It is evident that the modalities available for interaction are depen-
dent upon the posture the user is in. If the system is able to detect the posture of the 
user based on the images from, say a depth camera, the system can use this informa-
tion to evaluate and refine the confidence of   the input modality for each user. This 
early information on expected interaction modality can be used for more intelligent 
multimodal fusion and result in better recognition.  

Control Passing. In the context of accessory-free multimodal gestural interactions, 
there is a need to ensure that the interactions with the media are channeled in some 
way. Currently the channeling of inputs to the system is done by the sequential nature 
of inputs from a keyboard or mouse. But in the absence of such a channeling device 
there is a chance for the system to receive simultaneous inputs from more than one of 
the co-located viewers. There needs to be a method of dealing with these simultane-
ous inputs and preventing a chaos situation. There is a need to maintain discipline, 
while making sure that no participating users feels completely left out of the interac-
tion experience. Interaction control can be divided into multiple levels and can be user 
configurable. One example of levels of control: controls can be divided into two le-
vels disruptive and non-disruptive. Disruptive controls are controls that will change 
the media / media object that is being interacted with and disrupt the current interac-
tion. These controls may not be handled by multiple users since it may cause a lot of 
disruption of the ongoing activity. Non-disruptive controls are those that can be used 
to manipulate the media or object of current interaction. These controls may be with 
multiple users since they lead to a very small effect on the activity in focus. For ex-
ample in the context of a photo sharing application, the two levels of controls are:  
(i) disruptive: go to another photo / album / collection, close album / application; and 
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Fig. 8. Architecture of the prototype that captures interaction metadata 

(ii) non-disruptive: pause, zoom in, and zoomout.In the context of a video application 
they are:(i) disruptive: go to another video, play, close application; and (ii) non-
disruptive: pause, volume control  

Controls can be can be layered based on any of, but not limited to, the following 
factors:(i) the first users to start the interaction and the others; (ii) the first user to be 
registered by the system and the others; (iii) the registered owner of the media/ device 
and the rest; (iv) demographics of the user group – only one of the adults in the group 
can take control. 

Interaction Metadata..Interactions with photos in the context of co-located photo 
sharing  contain rich information: people who saw it, who said what, the region of 
interest pointed at when they said it, who did they see it with, for how long and how 
often and so on. All this information if captured and analyzed can create interesting 
memories about the photograph. Interaction information so captured can be used to 
create a new type of data called interaction metadata [13], a new type of metadata 
which gives information about who interacted with the photo and with whom and 
what were the regions of interest in the photo and the speech associated with these 
regions of interest (stored as voice snippets). Interaction metadata also helps with 
organizing photos better by providing mechanisms for filtering based on who viewed, 
most viewed etc. Interaction metadata is an under explored implicit metadata type 
created from interactions with media.We have integrated these insights into the design 
of systems and experiences to provide more intuitive and robust interaction expe-
riences in our work [13] [14].  Figure 8 shows a prototype of a system that we built 
to capture the above mentioned interaction metadata [7], [14]. It uses a gesture recog-
nition engine to identify the regions of a photograph the user is pointing to. The audio 
module detects speech activity and captures a recording of the audio where a prede-
fined keyword is spotted. The captured audio is truncated from beginning to the end 
of an audio activity in the region where the keyword is spotted. This helps in limiting 
the amount of audio that is stored and captured as metadata. The user context analysis  
 



244 R. Vennelakanti et al. 

 

block provides information about face detection, face recognition, lip motion detec-
tion and audio direction localization. This helps in identifying who the user is during 
the interactions and who among multiple users is the active user. This helps in attri-
buting an interesting comment to a user and brings in a lot more context to the cap-
tured data. The interaction data and the speech tag data are stored in a SQL Database. 
At the end of each interaction session (each view of a picture), the following data is 
stored: a unique ID of interaction session, unique ID of picture viewed, duration of 
viewing for that picture, IDs of users who viewed the picture and the list of speech 
tags that were generated during that interaction session. Each speech tag contains a 
unique ID, a link to the audio record on the hard disk, duration of speech, ROI (the 
coordinates and the size of the region) and the ID of the speaker. These stored interac-
tion metadata about the photographs can also help generate interesting queries such as 
“show me all the photographs I have not shown Bob?”; “show all the photographs 
Alice and I saw together last Sunday”. 

6 Summary 

This paper attempts to identify and explain as many interaction patterns that occur in 
a co-located shared media consumption scenario, as possible. The understanding of 
these patterns and the factors that lead to them are essential towards the design of 
intuitive multimodal gestural interactions for a co-located media consumption expe-
rience. Current media interactions channel command and control input to the media 
device through the single remote, keyboard and mouse attached to the device. How-
ever, envisaging a scenario devoid of these accessory devices would mean being cog-
nizant of the interaction patterns.  

In our work we set out to provide a holistic perspective of user context understand-
ing required for the design of intuitive multimodal interaction. The factors that impact 
multimodal interactions are identified. The systems we have prototyped not only 
enables creation of interaction metadata, but also provides a multiuser experience 
with levels of control sharing as discussed in this paper. 

It is important that real world interaction patterns are kept in mind when designing 
multimodal systems and interactions. This paper provides a real world view of how 
media interactions are played out, and emphasizes the need for a multidisciplinary 
approach towards the design of multimodal interactions. It is necessary to evaluate the 
performance of various sensors that support multimodal technologies against behavior 
patterns described in the paper. Current state of user interfaces and sensor technolo-
gies are far from being able to address these complexities, but that is the direction that 
they need to work towards.  
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Abstract. Discovering the hierarchy of organizational structure in a dynamic 
social network can unveil significant patterns which can help in network analysis. 
In this paper, we formulated a methodology to establish the most influential 
person in a temporal communication network from the perspective of frequency 
of interactions which works on hierarchal structure. With the help of frequency of 
interactions, we have calculated the individual score of each person from Page 
Rank algorithm. Subsequently, a graph is generated that showed the influence of 
each individual in the network. Rigorous experiments we performed using Enron 
data set to establish a fact that our proposed methodology correctly identifies the 
influential persons over the temporal network. We have used Enron Company’s 
email data set that describes how employees of company interacted with each 
other. We could analyze from our methodology and verify from the facts in the 
Company’s dataset since after bankruptcy, the result of interactions and behaviors 
of the individual of the network are absolutely known. Our result shows that the 
proposed methodology is generic and can be applied to other data sets of 
communication to identify influential at particular instances. 

Keywords: Dynamic social network analysis, social network analysis, 
hierarchal structure. 

1 Introduction 

A network structure is the perfect epitome provides a formal way of representing data 
that emphasizes the association between entities. This representation has a substantial 
importance gives the insight of knowledge into the data. Since for the work to be done 
many entities these days are interconnected and behaviors of individual entity reflect 
the function of whole system at large extent. The entity could be people, organization 
[15], computer nodes [16]. Networks are primarily studied in mathematical 
framework i.e. graph [1].  

In modern era, social network analysis is proliferated area of research, has been in 
existence for quite some time and experiencing a surge in popularity to understand the 
behavior of the users at individual and group level [Wasserman & Faust, 1994, 
Wellman, 1996]. Understanding the behavior of individual social networking methods 
assuage the analysts to revealing hidden patterns from social communication. In order 
to model the social network mathematically, most popular data structure typically 
known as graphs are used where the nodes depict the individual or group of person, or 
event or organization etc and each link/edge represents connection/relationship  
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between two individual. Social network analysis attempts to understand the network 
and its components like nodes (social entities commonly known as actor or event) and 
connections (inter-connection, ties, and links). It has main focus of analyzing 
individuals and their interdependent relationships among them rather than individuals 
and their attributes as we deal in conventional data structure. 

The target of this paper is to proposing a hierarchical structure of social network 
changing with time. 

Types of social network 

Sociometric: It involves the entire population and focus on global structure pattern of 
social network. 

Egocentric: It focus individual interaction pattern for analyzing social network. 
Limitation of this kind of analysis is that it is very difficult to collect case by case 
data. 

2 Dynamic Social Network Analysis 

Versatile power of social network is being applied to mining pattern of social 
interaction in wide ranging applications including disease modeling [4] information 
transmission and behavior analysis [2, 3, 16] and business management and behavior 
analysis.  Network analysis came in to picture as its practical applications in 
intelligence and surveillance [5] and has become popularized paradigm to uncover 
anti-social network such like criminal, terrorist and fraud network majorly after the 
tragically event of September 11th, 2001 which has shattered the whole world. 
Traditional social network analysis are incorporated with several computational 
techniques like artificial intelligence, machine learning, data mining to develop 
empirical research on human behavior, groups and organizational behavior within 
links among them with varying level of uncertainties. 

There are two level of analysis in DNA. Firstly, it focuses on relational data, i.e.; 
data about a link between group of people, events and locations, organizations. 
Identifying associations between these entities is a crucial part of unveiling different 
types of activities in order to discover knowledge about network. The second is the 
focus on dynamism of the relations; i.e., how these relations likely to change in the 
future and what are the interesting consequences of these changes in the system. 

Social interaction could be in any form that depends on the type of data available 
[6]. It might be verbal or written communication (cell phones, emails, and blogs 
chatting), scientific collaboration (co-authorship network, citation network), browed 
websites, and group of animals. This mathematical network model is very successful 
in analysis of social network but major drawback is that it may miss the temporal 
aspect of interaction because social interaction is inherently dynamic in nature. The 
static model of interaction can give the information that could be inaccurate and 
decision made based merely on this contributed information might lead analyst to 
faulty direction. 
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Several shortcomings can be highlighted when dealing with static model of social 
network that could forbid acknowledging the casual relationship of pattern of social 
interaction [6]: 
 

• What is the rate of spreading diseases while modeling diseases and who is the 
central person whom should be vaccinated to control spread of it among group of 
person.  

• What are the causes and consequences of social structure evolution? 
 

Dynamic social network analysis is emerging research area play a crucial role to fill 
gap between traditional social network analysis and time domain. Dynamic study of 
network includes classical network analysis, link analysis, and multi-agent systems. 

Dynamic network analysis facilitates the analysis of multiple types of nodes 
(multi-node) and multiple types of links (multi-plex) simultaneously. On the contrary, 
static network analysis can only focus at most two mode data and analysis one type of 
link at a time. There are several characteristics of dynamic network: 

• Nature of nodes are dynamic, there properties changes with respect to time. 

• Deals with meta-network. 

• Network evolution is consequent of agent-based modeling. 

Furthermore the network analysis exists in four levels [15]: Attribute oriented  
analysis, Position oriented analysis, and Structure oriented analysis, Dynamic  
network analysis. Fig1 shows the categorization. The attribute analysis captures the 
properties of vertices and edges and finds the causal relation with the structure of  
network. 
 

 

Fig. 1. Level of network analysis 

Position oriented analysis aims to investigate the mico level stage of network. It 
looks into every single entity i.e. node or organization and their characteristic in the 
network. Structure analysis is macro level analysis of network and investigates the 

Dynamic Social 
Network Analysis       

( nttt ..., 21 )Structure 
oriented 
analysis 

Position 
oriented 
analysis 

Attribute oriented analysis 
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average metrics of social network. Dynamic analysis can utilizes the all measures of 
aforementioned analysis in order to identify progressive behavior of network and 
individual.   

ROLE OF DATA MINING IN SOCIAL NETWORK 

Social computing can make use of data mining techniques in following analysis 

• Community Detection 

• Classification 

• Link Prediction 

• Network Modeling 

COMMUNITY IN SOCIAL NETWORK 

A community is sub part of whole network between which inter-community 
interaction is relatively frequent and strong than intra-community interaction. It can 
be in any form for example group, subgroup, and cluster. It may: a) citation network 
represents related papers on single topics, b) web pages on related topics. 

Community detection is a classical problem in social network analysis. Commonly, 
it can be the problem of identifying sub-graphs of original graph and called vertex 
sparsifier [12]. These small networks uphold the relevant information of original 
group. Four levels of analyses are being conducted in community identification as 
shown in fig 1: 

ANALYSIS OF PREVIOUS RESEARCH 

Hierarchical methods for community detection falls into two categories: 
agglomerative and divisive. In former case each node is assumed to be a community 
and repetitively group together. Similarly, in later case initially whole network is 
considered a community and divided subsequently into smaller one. Most methods 
are graph clustering and partition. Distance based structural equivalence [7] uses 
distance metrics to identify similar entities. In graph partition methods several 
algorithms has been proposed [8, 9]. Newman- Girvan method and spectral 
clustering methods [10, 11] uses a notion of modularity and utilizes edge between-
ness metric to divide into groups. 

In analyzing dynamic pattern, many methods use the temporal snapshots of 
interaction over the times [13, 14]. 

3 Discovering Hierarchy of Group 

Before analyzing community hierarchy we define several basic terminologies. 
Hierarchy of community provides the power of each individual in a group. If 
somehow we know this chain we can find the leader of group. Regarding this we used  
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well known algorithm PageRank which calculate the individual score I_score of each 
person to represent importancy of person.  Higher the score of person more powerful 
the person is. 

Definition: If  be the collection of persons involved in 

communication. For any members and if I_score ( ) I_score( ) then 

can be the leader of . 

3.1 Proposed Model 

Figure 2 shows architecture of our system proposed 
 

 

Fig. 2. Model for extracting graph over months 

First the Individual score of each member calculated with the help of Page Rank 
algorithm described following.      

Input: Social Network G.      

Output: Individual score of each person   

 Steps: 

1. d = 0.85 
2. epi = 0.01 
3.          del = 0,delta[150] 
4. del_prev=0 
5. float sum1 = 0 
6. float sum2 = 0 
7. float e = 0 
8. do loop: 
9.  del_prev=del 
10.  iter++ 
11.  fort  i = 1 to 150 
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12.                   R[1][i] = ((1 - d) / N) +    d*fun(i) 
13.  for j = 0 to 150 
14.   sum2 += R[1][j] 
15.   sum1 += R[0][j] 
16.   
17.  e = sum1 - sum2 
18.  for j = 1 to 150 
19.                          R[1][j] = R[1][j] +   e*L[j]/sum_all 
20.              For  j = 1 to 150 

    21. sum2 += R[1][j] - R[0][j]                 
    22.                          del = sum2 

23.                       for j = 1to 150 
24.  R[0][j] = R[1][j] 
25  while(epi > del && del_prev!=del) 
26. for i=0 to150 
27. R[0][i]=10000.0*R[0][i] 
 
In I_score (), d is damping factor generally assumed to be around 0.85. R is vector 

stores the individual score of each person. N denotes the total number f persons in the 
network. Sum_all defines the sum of the weight of all edges. Fun() defines 

 where sum of weights of all edges linked with 

and weights of edges linking and . 

4 Practical Implementation and Analysis 

In this section, we evaluate the capability of the proposed approach on discovering 
organizational structure and to exploring evolution of organizational structure in a 
dynamic social network and link between individuals. We performed the experiments 
on Enron email data set. Email communication data has become a practical source for 
research in network analysis like social network. Mostly the experiments are carried 
out on the artificial data due to the non-availability of real life communication data. 
The Enron email data set [17] has become a benchmark for this sort of research 
domain in network analysis. This data set was made public and posted on web by the 
Federal Energy Regulatory Commission during its investigation for fraud happened in 
company, in order to make it test bed for validating and testing the efficacy of 
methodologies developed for counter-terrorism, fraud detection and link analysis. 
Data is about 150 users communication mostly senior managers organized into folder. 
But this set has still lots of issues like integrity issue and duplicate messages issue. 
For preprocessing, first the names of distinct users were extracted and duplicated ids 
were neglected. 
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The proposed approach is implemented in DEV C++. The experiments were 
conducted on a 2.1GHz PC with Core(TM)2 Dual- Core Pentium 4 processor with 2 
GB RAM. 

On examining the results in figure 3, we analyzed the number of grouping in the 
month of May was maximum. Figure 4 shows that Jim was the person who headed 
the group from Jan to Feb. Monique was leader throughout the months form Jan to 
April. 

5 Conclusion and Future Scope 

In this paper we introduced a concept of hierarchy of positions in group by taking 
temporal interaction data of twelve months in organization that shows how the 
position and link of group members changes when people joining and leaving the 
group. This hierarchal group interaction is significant to facilitate link analysis of 
individuals with the time period In the future we are planning to improve the integrity 
issues of preprocessed Enron data results of experiments. 
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Abstract. Knowledge base can be defined as the database of knowledge. It 
comprises of several factors including information, intelligence, skill set and 
experience. Experience is the most important factor amongst these. This paper 
talks about the model to calculate the knowledge of an entity in terms of  
mathematics. Knowledge will be calculated by taking the above mentioned four 
elements. This will be beneficial for any organizations in the sense that they 
will be able to calculate their current knowledge and the knowledge required at 
a particular instance. This will in turn save the wastage of resources that the  
organization holds knowledge can be created through various factors and utili-
zation of resources of the organization. The second benefit will be reduction  
in the amount of time taken to create knowledge. These two benefits shall be 
discussed in detail in the later sections. 

Keywords: Experience, information, knowledge, knowledge base. 

1 Introduction 

In the present scenario, various organizations need quality knowledge that can be 
implemented immediately and effectively in times of need. This in turn creates a need 
to produce more and more knowledge and to store it for future use. Management  
of the produced and stored knowledge is also very much required because this  
management will help in sharing the knowledge and its proper use.  

This paper deals with the basic things related to knowledge. It includes which type 
of knowledge is available for a particular purpose and how to enhance our knowledge 
for a competitive edge. Therefore it is very much necessary to calculate how much 
potential knowledge we have. This paper will help in calculating a close value of 
knowledge mathematically from knowledge base which will again help in proper 
utilization and effective management of time as well. 

In the later sections, we will define the various components for calculating  
knowledge and how to calculate knowledge from them. In the last part, we will be 
discussing the future scope of this perspective. 
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2 Related Work 

In the field of knowledge base several works have been done specially in the areas 
like populating knowledge base for news, metadata from unstructured text and web 
data by Rosa Stern and Benoit Sagot. They used Web data resources to create an enti-
ty database, which is linked to the entities mentioned in French news wires [1]. There 
is also some work done for evaluating the quality of a knowledge base from text by 
James Mayfield and Tim Finin. They described a method for direct evaluation of a 
knowledge base and an instantiation [2]. Kunihiko Higa,and Olivia R. Liu Sheng 
proposed object oriented methodology for database/knowledge base coupling. They 
focused on lack of semantic support and they tried to provide use of Structured Entity 
Model [3]. There is some mathematical representation done on knowledge base trans-
formation by Gosta Grahne, Alberto O. Mendelzon and Peter Z. Revesz. For express-
ing queries and updates on knowledge bases they proposed a language of finite sets of 
relational structures [4]. Regarding the future of knowledge base management Annie 
Saunders proposed some online solution. Here she developed a help desk knowledge 
based system for Princeton University [5]. But there is less work reported in order to 
get knowledge as a value. Here in this paper we are proposing a model which can help 
us to get close to the exact value of knowledge. This model is a direct function of 
knowledge with respect to information and experience. 

3 Knowledge and Its Components 

3.1 Knowledge 

Knowledge can be defined as an acquaintance with something or someone. It includes 
information, facts, skills or descriptions. Intelligence is also a prime factor of know-
ledge in any organization. These factors are obtained through experience or often with 
proper education for example, obtaining knowledge is also a time dependent process. 

Information. In layman’s language, information is anything which has the ability to 
be interpreted as a message. In the field of computers, information means a useful 
data. Data is nothing but a collection of raw facts and when it provides certain value 
then it is termed as information. It can be accurate as well as specific and is meant 
only for a particular context. It decreases the situation of uncertainty and increases the 
understanding related to a particular instance.  Information can be processed, stored, 
shared and transmitted over a channel [11]. 

Fact. Fact can be defined as anything that is true and can be verified. It is always re-
lated to a real occurrence and there is always some proof that certain fact either exists 
or happened corresponding to certain experience. This quality makes a fact to be be-
lieved as true and establishes that the particular thing or situation has been existed in 
real. Through actual experience and constant observations, facts can be acquired [12]. 

Skills. Skill comes with learning and learning is a continuous and lifelong process. 
Beside this, effective use of knowledge to achieve some goal or task is also a skill. 
Basically with the use of skill the expected results can be obtained by minimal usage 
of factors like time and energy. Skills can broadly be classified into three types: work 
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specific, self-managed and transferable. Work specific skills are acquired through 
proper training and guidance in any specific field and in most of the cases it is time 
specific. Transferable skills cover the concepts of communication skills and manage-
ment skills and are important for the organizations. Self-managed skills on the other 
hand are a part of an individual’s personality [6].     

Description. When any information is presented in an elaborative manner for better 
understanding of the subject then it is called description. Description gives a complete 
and thorough knowledge about any information and helps to form a critical mental 
faculty of the information which helps in its usage as per the requirement [13].  

Intelligence. Intelligence is a reflection of high usage of mental abilities. By the use 
of information, knowledge of any subject and skills can easily be acquired and ap-
plied. It is not restricted to any particular domain and helps in decision making and 
problem solving. If there is a new situation created in front of an entity, its intelli-
gence will help to adapt the same and react accordingly. It also covers how a person 
or an organization applies his knowledge that has been acquired over a period of time. 

Experience. Experience can be defined as a procedural way to observe something over a 
period of time specified or unspecified to enhance knowledge and skill set. When a  
person observes something by his involvement in the subject or passes by a particular 
situation, he is supposed to gain experience for that particular subject and situation. For 
gaining experience in any area any individual or organization must have to undergo or 
encounter the happenings leading to boost up the volume of information and knowledge.  

4 Knowledge Base 

A knowledge base is a repository to store knowledge. It is similar to database replac-
ing data with knowledge and is a major part of the field artificial intelligence. It helps 
to store, organize, create or modify knowledge. Over the web, knowledge base is used 
to share and more specifically search the information. In present scenario Frequently 
Asked Questions (FAQs) are one of the stellar examples of knowledge base. Also 
tutorials and references are the commonly used knowledge base. Some even count 
procedures and other types of graphics as a part of knowledge base. These are human 
readable knowledge bases. Another type of knowledge base is Machine readable 
knowledge base; these knowledge bases consist of knowledge stored in logically  
consistent manner and include logical operators.  

5 Knowledge Base Management 

The term Knowledge base management system was first introduced by Nonaka in 
1991[7]. He has given SECI model for knowledge base management. SECI represents 
Socialization, Externalization, Combination and Internalization respectively. 

In similar fashion of a database we adopt certain strategy to manage knowledge 
and create a knowledge base. By this the knowledge can be easily stored and mod-
ified. It also helps in resource optimization. In case of knowledge base time is one of 
the major resources. It is because the factors determining knowledge like experience, 
skill, intelligence etc. increases primarily along with time. 
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6 Mathematical Realization 

We are considering knowledge as a function of information, intelligence, skill set, and 
experience. Although other elements can also be a part of knowledge but here we are 
focusing on the above mentioned elements only. These elements can be used to calcu-
late the knowledge value collectively, but some of these elements may depend upon 
each other. Like intelligence and skill may depend upon experience and may not play 
a major role in the calculation of knowledge. We are not taking fact as part of func-
tion as the verifiability of fact depends on experience. If the fact is proven then it is a 
fact and is relevant to experience and if not then it cannot be considered as a fact. So 
fact can be neglected as a part of experience. This can be mathematically written as  

 K = f (E, I, S, i) (1) 

Where, E is experience, I is Information, Sis Skill Set, i is Intelligence, K is  
knowledge. 

Now we know that intelligence can be defined in term of decision making ability, 
and we can say that with experience the decision-making ability increases resulting 
into increase in the intelligence as well. So we can basically say that intelligence is a 
function of experience, or intelligence is directly related to experience. So we can 
replace intelligence with experience and can deduce our equation to:  

 K= g (E, I, S) (2) 

Also, as per definition, experience comprises of skills. Skill is defined to be the ability 
to perform any pre-determined tasks, and with experience skills are gained and honed. 
Thus, skill can also be said to be dependent on experience, further reducing our  
equation to 

 K= h (E, I) (3) 

Since there is no direct correlation between information and experience we have two 
different parameters which are required to calculate this equation.  E is Experience 
and I  is Information. 

Now we can have two cases related to experience and information. The first case is 
when Experience and Information are from different field. 

If experience is from a different field then this experience has little, or no signific-
ance on the knowledge synthesis from the available equation. But if the information is 
related to the field then it will be the value of the knowledge. So, 

E=0 and therefore K= I 
If information is from a different, unrelated field, i.e., the piece of information is 

simply noise; therefore it can be safely assumed that whatever be the experience, no 
knowledge can be extracted from it. So, 

K= 0 
The second case will come into picture when Experience and Information will be 

from the same field. 
In that case we have  

 K= h (E, I) (4) 
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When experience and information belong to two different fields then experience 
will have no significance and when these two elements belong to the same field then 
knowledge is a function of experience and information.  

8 Future Work 

This paper is a model to calculate the value of knowledge. It’s a stepping stone to 
generate the formula for deriving an approximate value of knowledge. For exact value 
of knowledge we have to deploy this model further to create a specific equation. Fu-
ture work can be done in formulating a direct equation between experience and know-
ledge. Some work can also be done in quantitative calculation of experience to get the 
exact value of Knowledge. Knowledge calculation cannot be confined to the above 
mentioned four constraints. So there can be possibilities to add or remove factors to 
calculate the knowledge, more accurately.  
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Abstract. This paper presents an integration technique for extraction of 
Information from high resolution satellite image and also demonstrates the 
accuracy achieved by the final extracted information. The integration technique 
comprises of an improved mathematical morphology based watershed 
transform and a non-linear derivative method. It overcomes all the 
disadvantages of existing region based and edge based methods by 
incorporating aforesaid integration methods. It preserves the advantages of 
multi-resolution and multi-scale gradient approaches. Using these approaches, it 
avoids excessive fragmentation into regions. The watershed segmentation is 
proved to be a powerful and fast technique for both contour detection and 
region-based segmentation. In principle, watershed segmentation depends on 
ridges to perform a proper segmentation, a property that is often fulfilled for 
contour detection where the boundaries of the objects have been expressed as 
ridges. On the other hand, the non-linear derivative method is used for resolving 
the discrete edge detection problem. Since it automatically selects the best edge 
localization, which is very much useful for estimation of gradient selection. The 
main benefit of univocal edge localization is to provide a better direction 
estimation of the gradient, which helps in producing a confident edge reference 
map for synthetic images. This nonlinearity will effectively improve global 
filtration process and regarded to be an effective technique for regularization in 
order to provide information extraction in a valid manner. The practical merit of 
this proposed method is to derive an impervious surface from emerging urban 
areas. Hence this proposed method gives a major contribution in the field of 
satellite image for information extraction. 

1 Introduction 

In the advent of remote sensing technology, a high resolution satellite image exhibits 
lot of information in particular region. Therefore, it is indeed a better extraction 
process, which has been proposed by researchers. The segmentation process is already 
a big issue in available extraction methods, due to the impact of variability in spatial 
values and correlation of spectral values for different objects. There is also a big 
problem which evolves in segmentation process, due to over-segmentation and under-
segmentation. Over-segmentation problem can be reduced with the incorporation of 
multi-resolution method in watershed segmentation algorithm [1]. Edge detection 
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with the univocal localization plays a crucial role in segmentation of images for 
suppressing the noise. This approach can be achieved with the help of non-linear 
scheme by incorporating linear regularization. This regularization generally induces 
delocalization for neighboring edges [2]. This new Non Linear Filtering Scheme 
(NLFS) combines good localization, Signal to Noise Ratio (SNR) improvement, 
robustness against mutual-edge influence and a very low computational cost. The gain 
of NLFS is inversely proportional to regularization due to localization factor. 

2 Related Work 

To achieve a high level of correctness in segmentation of image, an integration 
method is required. This integration method comprises of a gray scale morphological 
approach, which is used to find out structures of image corresponding to shapes and 
marker-controlled watershed segmentation. This marker controlled watershed 
technique is based on region based segmentation, which helps in contour detection 
and to find out boundaries of the objects [3]. Multi-resolution approach is quite 
effective to improve the segmentation results, which is based on the measurement of 
different dissimilarity measurement in different level of resolution. It also 
incorporates the global clustering information of image [4]. Image segmentation 
methods is now become an important field of satellite image processing, because of 
availability of high resolution satellite data with varying spatial properties. Therefore, 
segmentation techniques are used to obtain better segmented results by keeping into 
consideration of high quality results in comparison to the existing one. Reference data 
can be used to get supplementary information in order to improve the evaluation 
criteria by visual inspection [5]. In another work, a pixel based approach is used to 
segment the images of road and building areas; thereafter an object based 
classification approach is incorporated to classify non-road and non building like 
impervious surface [6]. Rizvi et al. proposed a framework to achieve multiresolution 
segmentation of high resolution satellite imagery by incorporating first marker 
controlled watershed approach. Initially markers are selected from satellite data to 
identify objects in low and high resolution images. These markers are also helpful to 
divide image into homogenous segments, thereafter, watershed approach is applied to 
partition the image. This method treats image as a set of pixels for classification, 
which can improve segmentation results [7] [8].  

3 Information Extraction Using Marker-Controlled Watershed 
Segmentation Technique and a Non-linear Derivative Method 

In the proposed methodology, the whole process is executed by two methods. A high 
resolution satellite image consists of high volume of data, which cannot be easily 
classified. Due to standard pixel based approach and spatial variability in objects, 
classification process becomes more complicated. Therefore, a satellite image is to be 
divided in homogeneous regions prior to classification. It will classify satellite images 
in segments not only on the basis of spectral values, but also using neighborhood 
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information such as size, texture and so on. First of all, a high resolution multi 
spectral satellite image is taken as input to drive gradient magnitude thereby using 
low gradient for borders of objects and high gradient for objects inside the image. 
This outcome image is segmented with the help of watershed transform. It can be 
over-segmented or under-segmented due to some factors like objects’ variability, 
shadows and noise. So, it has to be passed through preprocessing steps, before 
calculating markers which controlled watershed drawbacks. A variety of procedures 
can be applied to find the foreground markers, which must be connected blocks of 
pixels inside each of the foreground objects. Applying the operation of opening 
followed by closing can remove the dark spots and stem marks. The results of 
reconstruction-based opening and closing process are more effective than standard 
opening and closing operation for removing small blemishes without affecting the 
overall shape of the objects. The calculated value of regional maxima will help to 
obtain good foreground markers.  

Edge detection function is based on nonlinear derivatives. This function 
differentiates the image to estimate the gradient. This calculated gradient magnitude is 
used for image segmentation, but the problem of over-segmentation used to occur in 
this way, because of watershed transform method without preprocessing step. 
Separating touching objects in an image is one of the most difficult image processing 
operations. The watershed transform method is often applied to this problem. It can be 
achieved by computing the watershed transform and distance transform of threshold 
image output, thereafter looking for the watershed ridge lines of the result. It 
computes the Euclidean distance transform of the binary image. To remove small 
blemishes without affecting the overall shape of the objects, the regional maxima of 
resulted image is calculated from ‘opening-closing by reconstruction’ operation for 
foreground marker image. While superimposing the foreground marker image on 
original image, most of the occluded and shadowed objects are not found to be 
marked properly. The ‘opening-closing by reconstruction’ operation cleans the image 
with the help of some operator and also removes stray isolated pixels from image. Let 
us evaluate some of the basics of edge detection technique using a derivative 
approach. The classical continuous model of edge detection involves the Heaviside 
function: C(x) = H(x). Edge detection corresponds to gradient computing which is 
achieved by two directional filtering operations, regularized by presence of a low-pass 
filter h or not (h = δ): 
 

               ,  = 
   ,   ,  =   ,  ,  =  , ,                             (1) 

 
Where I(x,y)is the original image and fx(x,y) and fy(x,y) are the directional 
regularized detectors. When h(x,y) is separable, fx(x,y) = f(x) h(y) and fy(x,y) = h(x) 
f(y). From the gradient images, the gradient modulus and edge orientation images are 
calculated, followed by the local maxima of the image. Finally, a segmentation stage 
(for example, a simple Thresholding process) leads to the representation of the edges 
in the image. 
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Polarized gradient ( ) is required parameter to take consideration of pixel values. It 
will approach with the use of edge detection modulus ( ). It will also help to 
provide regularization way to estimate gradient of images along with the lines 
(columns). Since, this NLFS scheme considers the orientation of edges, which is 
coming through as an outcome in shifted pixel localization from anti-symmetric linear 
filter. This orientation of edges shows the variation of sign and it provides univocal 
localization. 
 

                                                                                                (5) 
 
This localization depends on the variation of edges. This all shows improvement in 
results of edge detection with this NLFS scheme without use of regularization 
comparatively better from traditional method without regularization [9].  

4 Proposed Methodology for Integration Technique Based 
Classifier 

In the proposed methodology, an integration approach is used to classify satellite 
imagery for extracting existing classes from the image. This completes process 
evolves each step to complete this task and its complete processing flowchart is 
shown below in figure 1 & 2. To calculate Gradient magnitude as a segmentation 
function, the minimum and maximum values of gradient helps to find border of 
objects and inside the objects respectively. Now, watershed transform uses aforesaid 
derivative values for segmentation of image, but eventually a problem of over-
segmentation occurs, due to the lacking of preprocessing step such as marker 
computation. To overcome this problem, a foreground and background marker 
evaluates segmentation with the help of resulted image in successive steps of 
‘opening-closing by reconstruction’ operation. It eventually, results that don’t come 
up to the mark by using calculated markers, therefore calculated markers replace by a 
non-linear derivative method. Gradient modulus (gm), components of nonlinear 
derivatives and polarized derivatives compute for localized edges inside the object 
shape. Finally the outcome of these aforesaid methods extracts the information from 
satellite imagery. 
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Fig. 1. Detailed representation of an integration approach for information extraction contd 

5 Results of the Proposed Integration Classifier 

The proposed integration method has been tested on urban areas of emerging region. 
First of all, proposed Integration classifier tested on emerging urban area, which is 
shown below in Figure 3 (a-f) shows the successive results of aforesaid method. 
Initially an input image converted into grayscale for retrieving Gradient magnitude 
image, which helps to evaluate watershed transform image as shown in figure 3(c). 
Due to the occurrence of over-segmented result after evaluating watershed transform 
of gradient magnitude image, another image reconstruction method is used. 
Thereafter, image reconstruction followed by multiple erosions calculates a resulted 
image as shown in figure 3(d). It also says as resulted image after applying opening 
by reconstruction operation. Now, these results are not sufficient to achieve the higher 
degree of accuracy.  

Minimum in first derivative (Borders) and Maximum in first derivative (Objects) 

Watershed Transform for Segment the image 

Erosion Image reconstructs 
with image ‘I’ 

A nonlinear derivative Edge 
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Opening by Reconstruction

Over-segmented result 

Gradient Magnitude (G)
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Fig. 2. Detailed representation of an integration approach for information extraction 

Therefore, A NLDS method applies on figure 3(d) to suppress the effect of over-
segmentation. The resulted Final Edge detection output of satellite imagery is shown 
in figure 3(e) and finally, Figure 3(f) shows extracted classes in different colors from 
satellite imagery with the help of an integration classifier approach. These different 
classes are carrying distinct information in form of colors such as dark blue, sky-blue, 
light blue, green-yellow, light orange and dark orange-maroon colors indicate, 
shadow, roads, trees, building’s roof, building’s outer walls and concrete surface 
respectively. Figure 3(f) shows quite different colors for building classes, due to the 
different spectral values of emerging urban area. It shows buildings roofs shows 
diversity, due to different material like steel or red cement are shown as yellow, 
orange and light green color respectively. Apart from it, constructed side wall shows 
as mild orange color, which will reflect elevation factor in image. 

(a) 
 

(b) 
Fig. 3. Results of extracted classes from satellite image (emerging urban) in successive steps. (a) 
Input image, (b) Converted grayscale image, (c) Calculated watershed transform image by using 
gradient magnitude image, (d) Resulted image after applying opening-by-reconstruction 
operation,(e) Final Edge detection on satellite imagery, (f) Extracted classes from satellite image. 

A nonlinear derivative Edge Detection scheme (NLDS) 

Edge detection (nonlinear gradient estimate) 

For a synthetic object, the edges are localized inside the object shape (Final Classified Image) 

Computation of the nonlinear derivatives (Polarized derivatives ‘PD’) 

A univocal localization of edges function using ‘PD’

Computation of the Gradient modulus and its component nonlinear derivatives and 
polarized derivatives 
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(c) 

 

(d) 

(e) 
 

(f) 

Fig. 3. (Continued) 

6 Accuracy Assessment of the Proposed Algorithm 

An accuracy assessment is the comprehensive discussion about classification. 
Accuracy assessment is a general expression for comparing the classification to 
satellite data that are assumed to be true, in order to determine the accuracy of the 
classification process. Ground truth data is generally used for deriving reference true 
data. It is usually not practical to ground truth or otherwise test every pixel of a 
classified image. Therefore, a set of reference data is usually used. Reference data are 
continuum portion of features on the classified image for which actual features are (or 
will be) known. The complete satellite image is selected as reference data. Accuracy 
assessment is an important step in the classification process. The goal is to 
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quantitatively determine how effectively continuum variation of features was grouped 
into the correct feature classes in the area under investigation. 

6.1 Fuzzy Error Matrix 

Fuzzy error matrix compare, on category-by category basis, the relationship between 
known reference data (ground truth) and the corresponding results of an automated 
classification. The accuracy assessment for the soft classified and reference data is 
estimating by calculation the fuzzy error matrix which is given in Table 1 for 
emerging urban area. The value of Kappa Coefficient (K) = 68.20% means the 
classification has achieved an overall accuracy (OA) that is 79.01% better than would 
be expected from random assignment of pixels to features. 

Table 1. Fuzzy error matrix of classification for emerging urban area 

  Soft Classified Data 

  Shadow Building Roads (Column) Total agreement 

R
ef

er
en

ce
 

D
at

a 

Shadow 0.1989 0.2045 0.2046 0.2188 
Building 0.2660 0.2981 0.3072 0.4102 

Roads 0.2614 0.2911 0.2930 0.3710 
(Row) Total 
agreement 

0.2943 0.3475 0.3582  

6.2 Producer’s Accuracy 

Producer’s accuracies (as shown in Table 2) result from dividing the number of 
correctly soft classified class proportion in each category (on the major diagonal) by 
the training set as class proportion from reference data used for that category (the 
column total agreement).  

Table 2. Producer’s accuracy of classification for emerging urban area 

Feature Accuracy calculation Producer’s accuracy (%) 

Shadow 0.1989 / 0.2188 90.90 

Building 0.2981 / 0.4102 72.69 

Roads 0.2930 / 0.3710 78.98 

This indicates a drastic improvement in the accuracy of the results obtained by the 
integration approach which is able to classify, in particular the shadow and the roads 
features, with almost 91% and 79% efficiency in Table 2. The calculated Overall 
producer’s accuracy (OPA) is 80.86%. 
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6.3 User Accuracy 

User’s accuracies (as shown in Table 3) result by dividing the number of correctly 
soft classified class proportion in each category by the total reference data that are 
classified in that category (the row total agreement). The calculated Overall user’s 
accuracy (OUA) is 78.40%. 

Table 3. User’s accuracy of classification for emerging urban area 

Feature Accuracy calculation User’s accuracy (%) 

Shadow 0.1989 / 0.2943 67.59 

Building 0.2981 / 0.3475 85.78 

Roads 0.2930 / 0.3582 81.81 

7 Conclusion 

Integration method is effective to extract information from satellite imagery, which 
incorporates two techniques such as an improved mathematical morphology based 
watershed transform and a non-linear derivative method. With the help of non-linear 
derivative method, it will automatically select the best edge localization, based on the 
correct estimation of gradient selection. Its main contribution is to derive univocal 
edge localization with the help of noise reduction in presence of finding best edges. 
The main benefits are univocal edge localization for synthetic and real images, noise 
reduction with no regularization and better direction estimation of the gradient. It can 
produce a confident edge reference map for synthetic images, extremely efficient on 
salt and pepper noise. However, an impervious surface is still a challenging task to 
extract from urban areas. The satellite image with 1-m/pixel resolution has been 
acquired from Wikimapia. In our case, the place and date are not critical factor. The 
major objective is evaluation of the content of the image. Experimental results 
indicate possible use of proposed integrated approach in information extraction from 
high resolution satellite image in a reliable manner. The accuracy assessment 
parameters overall accuracy and kappa coefficient values are calculated as 79.01% 
and 68.20% respectively, which show good degree of extraction of information from 
emerging urban area. A producer’s accuracy value of 80.86% also shows better 
extraction, due to the occurrence of better accuracy of shadow and roads information 
from emerging urban area. A User’s accuracy value of 78.40% also shows better 
extraction, due to the occurrence of better accuracy for all class information from 
emerging urban area. The resulted classified image shows good level of accuracy for 
derived classes (Road, building and shadow – can also be termed as information) 
from imagery. It shows good degree of information extracted from HRSI. The 
practical merit of this proposed method is to derive an impervious surface from urban 
and suburban areas. Hence this proposed method gives major contribution in the field 
of satellite image for information extraction.  
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Abstract. Classical biometric system are prone to compromise at several 
points. Two of the vulnerable points are : 1. biometric database 2. biometric 
feature matcher subsystem. We propose a two level watermarking scheme to 
secure these vulnerable points. Watermark W1 is used for database authentica-
tion and made resistive to lossy compression. It is derived using block based 
singular values (SV's) of a fingerprint image. W1 establish linkages between 
watermark and fingerprint image. Watermark W2 is used to secure feature 
matcher subsystem. It is computed using second and third order moments of the 
fingerprint image. W2 is made resistive to mild affine transformation and lossy 
compression to incorporate practical aspects of biometric fingerprint system. 
The proposed watermarking method not only provides protection to database 
and matcher subsystem, it also gives security against copy attack. 

Keywords: Fingerprint, moments, semi-fragile, singular value decomposition 
(SVD), watermarking. 

1 Introduction 

The systematic and scientific approach for human identification started in 19th cen-
tury using an identification number or random symbols. In early 20th century as tech-
nology progressed these approaches for human identification became obsolete and 
biometric features gained popularity for human identification. The rapid development 
of computer networks and increased use of multimedia data via the Internet has re-
sulted in fast and convenient mechanism for information exchange. With the ease of 
editing and availability of manipulating softwares the authenticity of digital images 
becomes an important concern. Over the last decade, digital watermarking has  
presented excellent techniques for image authentication. Fragile or semi-fragile  
watermarks [1],[2],[3],[4] are mainly applied for content authentication and integrity 
attestation because they are sensitive to modifications. These modifications may  
results in unauthorized embedding of watermark which is a major threat from the 
authentication perspective. Unauthorized embedding can be attempted via two ways. 
1) Adversary embeds new and customized watermark in the existing legal water-
marked content. This threat classified as an ambiguity attack is a major menace for 
copyright application of the watermarking system. 2) Adversary gains access to the 
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original watermark used in authentication system and add it to another illegal content. 
The watermark detector will be spoofed and it will authenticate illegal content by 
detecting presence of original watermark in it. This type of attack is classified  
as a copy attack [5],[6]  and it can have very severe consequences for biometric  
authentication system. 

Many watermarking techniques use variety of transforms for embedding water-
mark. Singular value decomposition (SVD) has emerged as one of the popular trans-
form for watermarking applications as it uses optimal bases for representation derived 
from data [7],[8]. Authors in [9],[10],[11] proposed combining SVD and discrete wave-
let transform (DWT) based watermarking techniques. E.Ganic et.al decomposed the 
cover image into four bands using DWT (LL, LH, HL and HH) and added identical 
gray scale watermark to all the four sub-bands. In order to create watermarked image, 
scaled singular values (SV's) of the watermark was added to SV's of all the sub-bands. 
While recovering, SV's were extracted from the sub-bands of possibly noisy image 
and combined with orthogonal matrices to reconstruct the watermark from each  
sub-band. These approaches suffer from severe security flaws due to requirement of 
original watermark or the eigen vectors of the watermark during recovery at the  
receiver. This enhances the threat of copy attack on biometric system. 

In the biometric authentication system watermark is generally used to check the au-
thenticity of the biometric images stored in the database. In one such approach [12] 
authentication scheme was based on SVD and least significant bit (LSB) embedding. 
Even though LSB embedding resulted in excellent perceptual quality, the method is 
susceptible to unauthorized removal of watermark. In this scheme, due to malicious 
manipulation, a false positive may occur in the matcher subsystem. This will authen-
ticate the illegal test sample. Authors in [13] presented multimodal biometric authenti-
cation that provides additional security along with fingerprint matching. They used 
facial features as watermark which is inserted into the respective fingerprint images. 
Authors in [14] also used facial features to watermark fingerprints using DWT and an 
embedding key. Even though these approaches improve security, requirement of two 
separate biometric modalities make them operationally costly. Many of the SVD 
based watermarking methods focus on the issue of improving robustness with fixed 
perceptual fidelity. Very little attention has been paid to the security aspect of SVD 
based watermarking schemes. In most of the SVD based algorithms, a pair of right 
and left orthogonal matrices are used to regenerate the watermark at the decoder. 
Changing these bases may regenerate illegal watermark [15]. The proposed method 
does not require "original" orthogonal matrices for watermark reconstruction which is 
one of its main advantage over other SVD based watermarking schemes. 

In a classical biometric system, the test image suffer from mild form of affine 
transformation while sensing. This happens since no user places finger in the same 
position every time while using system. Due to this fact distortion in terms of rotation, 
scaling and translation (RST) is introduced in the test image. In an automatic finger-
print identification system, the matcher subsystem handles these distortions [16]. 
From watermarking perspective, this affine transformation of the test image will 
cause a loss of synchronization at the watermarking detector and may cause a com-
plete failure in the detection system. Hence for a successful detection in the proposed 
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approach one of the watermark is made RST invariant. To the best of our knowledge 
no biometric watermarking system has been proposed with RST invariance in the test 
sample. It can be argued that noise cleaning process of biometric system will take care 
of affine transformation but it adds computational burden. In [17] authors suggested 
many RST invariant watermarking algorithms. Out of them, we chose moment based 
approach due to its simplicity. Second and third order moments are found to be RST 
invariant for any image and thus used for generating RST invariant watermark. Keep-
ing these factors in mind we introduce multiple semi-fragile watermarks for authenti-
cation at database and matcher subsystem of a biometric fingerprint system. Here the 
database image is divided into several blocks and SVD is calculated for each of them. 
Our algorithm then utilizes the relationship between SV's in a block to calculate W1. It 
also calculates the moments of the test fingerprint image to generate W2. Watermark 
W2 is inserted in such a manner that it is resistive to image compression. As both 
watermarks are computed from image features they are linked to fingerprint image 
and provide protection against copy attack. 

2 Proposed Method 

We first review few basics of SVD and RST invariant moments as watermark  
embedding and extracting process depends on them. 

2.1 Singular Value Decomposition 

Any m × n real valued matrix A, with m ≥ n can be written as the product of three  
matrices. 

 (1)

The columns of the m × m,  U have mutually orthogonal unit vectors, as are the  
columns of the n × n, V  matrix. S is a pseudo-diagonal matrix, having diagonal  
elements as singular values. There are n singular values σ1, σ2, σ3, ......, σn with the 
condition that: 

   (2)

While both U and V are not unique, the singular values σi  are fully determined by A. 

2.2 Moments 

For a 2D continuous function f(x, y), the moment of order (p + q) is defined as:  
 

 , , , 0,1,2, … … … (3)

The central moments are defined as       
 , , ,  (4)
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If  f(x, y)  is a digital image, then equation (4) becomes 

    
 , 

  (5)

A set of seven invariant moments can be derived from the second and third moments 
as in [18] to generate watermark W2. Next we describe embedding and extraction 
process for watermarking algorithm. Some of the assumptions in proposed method are: 

1. Fingerprint images in biometric database are stored in lossy format (JPEG2000) to 
conserve the storage space. 

2. It is assumed that test image at sensor will undergo mild affine transformation due 
to inconsistency in finger placement by the user. 

3. Following are shared between embedding and extraction process. 
• Distance between two quantizer (δ). 
• Rules for computing watermark. 

4. It is assume that watermarking authentication phase will follow the biometric  
recognition phase. Final authentication decision is rolled out only after both phases 
are cleared 

2.3 Embedding Process 

The embedding process has following steps:  

1. Take an input fingerprint image I of size M × N and calculate it's higher order 
moments. 

2. Use decimal to ASCII conversion and generate moment based watermark (W2). 
3. Decompose I using DWT to generate LL1, LH1, HL1, HH1 bands. 
4. Divide LL1 band into blocks of size P × Q. 
5. Apply SVD on each blocks and compute watermark W1 based on the following 

relation: 
 

W1(k)  =  0  if  δ  <  ((Si(2,2)- Si(3,3))/2), 

W1(k)  =  1  if  δ  ≥  ((Si(2,2)- Si(3,3))/2),  
 

where, i indicates ith block in an image, W1(k) denotes kth bit of W1 and δ is min-
imum distance between the two quantizers of SQ. 

6. Use scalar quantization (SQ) to embed W1 in σmax of each block. Quantize SV to 
an even or an odd value following the embedding rule as: if W1(k) = 0 quantize to 
an even value else quantize it to an odd value. 

7. Apply inverse SVD over each block to get watermarked version of LL1  
band (LL1w). 

8. Apply second level of DWT decomposition on LL1w to generate LL2, LH2, HL2, 
HH2 bands. 

9. Use SQ to embed W2 in the coefficients of LH2 band. Quantize coefficients  to 
even or odd value with embedding rule same as for W1 i.e. if W2(k) = 0 quantize 
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the selected  coefficient to an even value else quantize it to an odd value. Here k 
indicates kth bit of W2. LH2 coefficients for embedding are selected based on the 
key. Since DWT coefficients having maximum value are not affected by lossy 
compression embedding watermark in them provides high resistivity to lossy 
compression [19],[20]. 

10. Apply inverse DWT to generate final watermarked image Iw. 

2.4 Extraction Process 

Extraction is divided into two parts: 1) watermark extraction and, 2) authentication. 

Watermark Extraction 
The watermark extraction process has following steps: 

1. Apply one level DWT decomposition on noisy watermarked image Iwn to generate 
LL1n, LH1n, HL1n, HH1n bands. 

2. Apply SVD on blocks of the LL1n band. 
3. Find the σmax in each block of LL1n. Apply following rules to extract watermark  

W1
re. 

W1
re(k)  =  0 if σmax of block(i) is even,  

W1
re(k)  =  1 if σmax of block(i) is odd, 

 where, i indicates ith block and W1
re(k)  denotes kth bit of  W1

re. 
4. Compute SVD based watermark W1

rc based on the relation between SV's from LL1n 
band as done in embedding process. 

5. Get the test image Ii from the sensor of biometric fingerprint system and obtain the 
moment based watermark W2

rc by computing the higher order moments on it. 
6. Apply second level wavelet decomposition on LL1n to generate LL2n, LH2n, HL2n, 

HH2n   bands. 
7. Extract watermark W2

re from LH2n band using the following rules. 

W2
re (k) =  0 if selected DWT coefficient of  LH2n band is even, 

W2
re (k) =  1 if selected DWT coefficient of  LH2n band is odd, 

 where, W2
re (k) denotes kth bit of  W2

re. 

Authentication. 
In the proposed method we use two watermarks for two level authenticity checks. 
One at the database to check any manipulation on stored fingerprint images and 
another to secure matcher subsystem of a biometric fingerprint system. Thus, these 
watermarks add another security layer over biometric fingerprint system. 

Authenticity check at database: 
It should be noted that this check can run on stored database at any instance without 
requiring test fingerprint image from sensor of the biometric fingerprint system. The 
steps of authentication process are: 
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1. Compare W1
re and W1

rc and find matching scores between them (Euclidean dis-
tance in our case). 

2. Compare matching score with predefined threshold value. 
3. Declare stored image to be authentic if  matching score ≥ threshold value. 

Authenticity check at matcher subsystem of biometric fingerprint system: 
This check is carried on test fingerprint image available from the sensor of the biome-
tric fingerprint system. The steps for authentication are: 

1. Compare  W2
re and W2

rc  and find matching value. 
2. Compare matching value with predefined threshold. 
3. Declare test image to be authentic if matching value ≥ threshold value. 

In normal circumstances above mentioned authentication mechanisms may run  
independently. In case of security threat the process requires two level sequential 
authentication mechanism. The steps followed after test fingerprint is available at the 
sensor are: 

1. Run authenticity check for a test fingerprint image at database. 
2. After clearing this first level authentication, proceed to second level authentication 

at matcher subsystem. 
3. Authenticate only if the steps 1 and 2 are cleared. 

3 Experimental Result 

Performance of the algorithm is evaluated using a database containing fingerprint 
samples from FVC2004 [21]. For experiments 8 bit gray scale fingerprint images I 
with 500 dpi [22] are selected. The size of M × N  = 320 × 320 is selected to improve 
fingerprint detection [23]. For LL1 band, block of size P = Q = 4 is used and the entire 

 

 

Fig. 1. (a) Original fingerprint image (b) Watermarked fingerprint image 
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image is divided into 1600 non overlapping blocks. Watermarking capacity of pro-
posed method is 1bit per block. For SQ, minimum distance between two quantizers is 
chosen as 0.1 at both the levels of watermarking. 

Invisible watermarking methods should have excellent perceptual fidelity and it is 
reflected in  PSNR of 93.29 dB for watermarked images in the proposed method. 
Figure 1 (a) and (b) show original and watermarked biometric images, respectively. 
As two watermarks are used for multiple authenticity checks, we show experimental 
results on a database as well as on matcher subsystem. 

3.1 Results on Database 

Under the scenario of image transmission and storage in database, watermark W1 must 
survive natural image processing operations like image compression. Therefore, to 
check robustness of watermark W1 against lossy compression we apply JPEG2000 
compression with compression ratio (CR) of 5. In order to study behavior of the me-
thod against compression, we apply this attack over 800 images and compute bit error 
rate (BER). We also apply histogram equalization (Hseq), Gaussian noise (GN) with 
zero mean and 0.1 variance and copy attack over 50 images and compute their BER. 
Table 1 shows average BER for different attacks on W1. The threshold value for au-
thentication decision is selected empirically based on mean values of BER. 

In the proposed work, JPEG2000 compression is considered as non-malicious at-
tack on database with all other attacks considered as malicious ones. In order to 
showcase security of the method, copy attack was mounted against watermarked im-
age. Copy attack is simulated in the following manner. Watermark used in the data-
base fingerprint is assumed to be available with the attacker in perfect form and this 
watermark is inserted in to the illegal fingerprint template using the algorithm pro-
posed in section 2 with known watermarking key. 
 

Table 1. Average BER for different attacks on W1 

Attacks Average BER Decision 

No attack 0.000000 Authentic 

JPEG2000 (CR = 5) 0.00653 Authentic 
Hseq 0.46099 Unauthentic 
GN 0.49994 Unauthentic 

Copy attack 0.19305 Unauthentic 

3.2 Results on Matcher Subsystem 

In automatic fingerprint authentication system, the matcher subsystem handles RST 
distortions. Watermark W2 is made resistive to RST transformation. It should also 
provide robustness against lossy compression due to the transmission and storage 
requirements. Once again in order to study method's behavior for matcher subsystem 
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different manipulations (attacks) are applied on each of the test fingerprint image and 
average values of results are as shown in table 2. The threshold value for 
authentication decision is selected empirically. It is based on the mean value of BER 
obtained against each attack. Following attacks are considered. 

1. JPEG2000 compression with CR = 5. 
2. Rotation of +5º on test fingerprint image. 
3. Rotation of  -5º on test fingerprint image. 
4. Up scaling by 2 on test fingerprint image. 
5. Down scaling by 2 on test fingerprint image. 
6. Gaussian noise (GN) addition with μ = 0 ane  σ = 0.1 on test fingerprint image. 
7. Copy attack. 

 

Table 2. Average BER for different attacks on W2 

Attacks Average BER Decision 
No attack 0.000000 Authentic 
JPEG2000 (CR = 5) 0.00040 Authentic 
Rotation of  -5º 0.04645 Authentic 
Rotation of  -5º 0.03634 Authentic 
Up scaling by 2 0.00137 Authentic 
Down scaling by 2 0.00229 Authentic 
GN 0.46308 Unauthentic 
Copy attack 0.62645 Unauthentic 

 
Attacks No. 1 to 5 are considered as non-malicious and 6,7 as malicious for matcher 
subsystem. Resistivity against JPEG2000 for both watermark W1 and W2 are 
showcased in figure 2 (a) and 2 (b). We selected 800 fingerprint images from 
FVC2004 database to showcase the results. 
 

 

Fig. 2. (a)BER for W1 against JPEG2000(CR = 5)  (b) BER for W2 against JPEG2000(CR = 5) 
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Table 3. Average distance between watermarked, original and fake fingerprint images (for 100 
images) 

Average distance between wa-
termarked and original finger-
print image 

Average distance between wa-
termarked and fake fingerprint 
image 

Threshold 

140.5677 994.6301 400 

4 Conclusion 

A moments and SVD based multipurpose watermarking technique for fingerprint 
authentication, has been presented. The proposed algorithm is robust against 
JPEG2000 compression and it is extremely sensitive to other malicious 
manipulations. The method is secure against copy attack as reflected in table 1 and 2. 
The method not only provides authenticity checks at multiple levels to increase 
security but also biometric detection accuracy remains unchanged due to watermark 
insertion. The qualitative comparison of proposed method with [12] and [13] is as 
shown in table 4 to indicates it's efficacy. Results indicate that proposed method is 
better than [12] and [13]. 
 

Table 4. Feature based comparison of proposed method, [12] and [13] 

Feature Lamiaa et.al [13] Wang et.al [12]  proposed method 
Method Nature Fragile Fragile Semi-fragile 
Number of watermark One One Two 
Survive against 
JPEG2000 

No No Yes 

Survive against copy 
attack 

No Yes Yes 

RST invariance for 
matcher subsystem 

No No Yes 
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Abstract. In present paper, a non-Euclidean approach for finding high dimen-
sional objects has been proposed. The approach is based on the fact that fractal 
dimension represents the roughness of 2D objects in digital images which can 
be measured and used to infer about the structure of objects. Since fractal di-
mension varies in the range 2.0 to 3.0, where the objects having higher value of 
fractal dimension represent more dense objects in terms of their space filling 
property, the measurement of fractal dimension leads to discriminate various 
objects. The image texture obtained from fractal map has been used for this dis-
crimination. The texture map is segmented on the basis of fractal dimension 
values and segmentation evaluation has been done. The results obtained for the 
test images are promising and show that the image texture can be segmented us-
ing fractal dimension values. The possible future scope of the work has also 
been highlighted with the applications in real life, e.g., computer vision. 

Keywords: Fractal dimension, Image segmentation, Segmentation evaluation, 
Texture. 

1 Introduction 

Vision is one of the special features of human senses which machines can only mimic 
due to the complexities in vision mechanism [1], [2]. The 2D projection of 3D objects 
is a complex issue which utilizes human heuristics. However, machine vision is supe-
rior in the sense that human vision is only limited to the visible spectrum whereas 
machine vision can utilize the whole electromagnetic (EM) spectrum [3]. One point is 
to be highlighted here is that all the imaging systems must provide the images in such 
a form that human can interpret them visually. In this respect, most of the images are 
recorded and then converted to visible formats. However, for machine vision, it is not 
a necessary constraint as machine vision is able to interpret the images in their raw 
format as far as visual interpretation is concerned. Thus, human vision is limited to 
the visible band, whereas machine vision is having no such obstacle. Once the images 
are available their interpretation is necessary. For this purpose, various image 
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processing and analysis techniques are available and these applications are in a rapid 
growth of improvements till date. 

There are certain parameters to study and analyse the images, e.g., tone, size, 
shape, texture and others, which again depend on individual pixel or combination of 
pixels. As an interest of present research, textural analysis is a major field in image 
interpretation which deals with the pixel neighbourhood. Since, few image features 
and image objects are depending on their neighbourhood pixels for correct identifica-
tion, instead of individual pixel, it is necessary to study such objects on the basis of 
their contextual information. The contextual analysis dealing with texture can be done 
with numerous parameters like Gabor filter, autocorrelation length, fractal parameters, 
gray level co-occurrence matrix and others [4]. One of the interesting facts in such 
analysis is the lack of geometry to explain such measures, leading to search for other 
tools and fractal geometry is one of these tools. 

Image segmentation is an important task in image processing and image analysis. 
Since image analysis can be done on a pixel by pixel basis or on the basis of pixel 
neighbourhood, segmentation may also be performed on pixel by pixel basis or pixel 
neighbourhood. Since texture is a property of neighbourhood, texture segmentation 
refers to segmentation of pixel neighbourhood, i.e., segmentation is to be performed 
for a group of pixels instead of single pixel. Although there are various methods 
available for image segmentation which are equally applicable for texture segmenta-
tion, their evaluation is also important. Segmentation evaluation is a complex process 
and requires extensive research work, since no uniform method is available for a  
perfect segmentation evaluation. 

A fractal based segmentation has been performed, in present paper where image 
texture is identified using fractal dimension values. The segmented image has been 
evaluated by using the approach of Liu and Yang as described by Borsotti et al. [5] 
and Zhang et al. [6]. Segmentation evaluation is one of the tedious jobs to be per-
formed for assessment of image segmentation. Although segmentation is ultimately 
assessed by human aid, a suitable method is always required which minimizes human 
assistance in evaluation process. 

2 Fractal Dimension for Image Interpretation 

The traditional Euclidean geometry fails in certain cases to explain the objects accu-
rately which led to explore beyond Euclidean geometry and consequently fractal 
geometry came to the existence. B.B. Mandelbrot [7] proposed the basics of fractal 
geometry and used to explore the world where conventional geometry ceases to ex-
plain various natural phenomena. Further, the evolution of fractal based image inter-
pretation is based on the work of A.P. Pentland [8] where modeling of natural scene 
with fractals was proposed using a fractional Brownian motion (fBm) process. The 
fBm is a random function, f(x), characterized by 
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where 0<H<1 is the Hurst parameter and F(y) is the cumulative density function, 
which in general assumed to be a cumulative distribution of a Gaussian probability 
density function with zero mean and variance σ2 The concept can be extended for  
2-variable function f(x,y) and is the very suitable model for images. In case of 2D 
image, the function f(x) becomes two variable function I(x,y) and thus 2D fBm 
process is defined as the pdf 
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where F(z) is the cdf. 
It is now a ubiquitous fact that images can not only be modeled but also  

interpreted with the help of fractal geometry. Further, fractals are useful to interpret 
the image elements, majority of the features among them are texture, namely fractal 
dimension, self-similarity, lacunarity, Hurst index and others. 

Although a number of fractal parameters to interpret the image elements are avail-
able, fractal dimension is of special interest because it gives a measure of roughness, 
when image is viewed as a 2D surface. The value of fractal dimension (D) lies be-
tween 2.0 and 3.0 which otherwise represents the distribution of image elements, i.e., 
pixels in image matrix and is defined by [7], [8], [9] 
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where Nr represents the number of similar parts of an object scaled down by the ratio 
r representing any real number. 

Estimation of fractal dimension is performed in a number of ways [9], [10] and in 
the direction of calculating fractal dimension for images, triangular prism surface area 
method (TPSAM) by K.C. Clarke [11] is a milestone. The method is very popular and 
from the day of availability it is widely used [9], [12]. A brief discussion of the me-
thod is now presented. In this method, the image pixels are considered as columns 
with heights equal to their pixel values leading a hypothetical image pixel forest. 
These columns are used to generate an imaginary prism in 3D with four pixels at four 
corners and their average value in the center. This central pixel is purely assumed 
pixel since it represents the mean of pixel values and actually does not exist. Thus, 
these points generate four triangular prisms in 3D space and the total surface area of 
the four triangles at upper surface is estimated. The base surface area is estimated for 
this particular configuration. This process is repeated for various base resolutions, 
starting from 2×2 pixels in multiple of 2. Corresponding upper surface area and base 
area is used to estimate the slope (s) of best fit line in a log-log plot and the fractal 
dimension D is calculated by the formula 

 D = 2.0 − s (4) 
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Since total upper surface area decreases with an increase in base resolution, the 
slope in equation (4) estimates to be negative and comes to be greater than −1, in 
general, so that the fractal dimension of surface lies between 2.0 and 3.0. The sim-
plicity and ease of use led for the choice of TPSAM for application in present study, 
however other methods are also in vogue. There are certain issues in estimation of 
fractal dimension for images, a description of these issues is available in [9] and 
[13]. However, summarizing them, one of the issues is related to the uniqueness of 
the fractal dimension value. The fractal dimension of two or more fractals may be 
same despite of their different construction and orientation; an example could be 
referred from Pant et al. [13]. TPSAM covers all the image pixels equally if consi-
dered from different image configurations, i.e., if the images is rotated by a multiple 
of 90°, TPSAM estimates same value. The other issue is related to fractal dimension 
estimation methods. Since numerous methods are available for estimation of fractal 
dimension, there is no unique or unified method which could estimate the fractal 
dimension of digital images accurately. All the methods have respective pros and 
cons and they can be used on a requirement basis, like complexity and faster estima-
tion. TPSAM is again suitable in these both factors and hence popular. Third impor-
tant issue to be highlighted here is the outbounds of fractal dimension. Since the 
digital images are discretized images, they do not estimate the slope in log-log plot 
accurately in few cases leading an outbound value of D, which may be less than  
2.0 or greater than 3.0. The only reason for the error in estimation of the slope is 
discrete values of image pixels. However, this fact does not affect the study too 
much [9], [13]. 

One of the important properties of fractal dimension with digital data is statistical 
self-similarity instead of self-similarity. In fact, digital images are statistically self-
similar rather than exact self-similar, which affects the study while local and global 
fractal features are to be identified individually. Theoretically, for any fractal object 
local and global fractal dimension is same as it is independent of scale, but in case of 
images, this independency diminishes. Consequently, the terms local and global frac-
tal dimensions get evolved and studied for various purposes. It is axiomatic that these 
two measures, i.e., local and global fractal dimension values are context dependent 
and they are specific when utilized for the desired applications. 

Study of local fractal dimension, which is estimated in a local neighbourhood, 
called local window, has also an impact on fractal based analysis. A window size  
of 5 by 5 pixels is minimum suitable window as explained by Pant et al. [13]. On the 
basis of window dependency, the local fractal dimension (Dw) can be formulated by 
modifying equation (3) as 
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where w represents the size of local window. 
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3 Fractal Dimension for 3D Object Identification 

One of the basic facts for fractal dimension is that it represents any object in such a 
way that the minimum dimension of that object is its topological dimension. Here, 
minimum dimension means that the object may have higher dimension than its topo-
logical dimension but at least it will possess its topological dimension, however not 
exactly equal to topological dimension. The topological dimension (DT) is the usual 
dimension of the objects whereas a new dimension, called Hausdorff-Besicovitch 
dimension (DHB) is defined on the basis of Hausdorff measure. Formally, for a set F, 
following constraints are needed to be satisfied [14]– 
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where Hs is the s dimensional Hausdorff measure and s0 is a unique value, called 
Hausdorff’s dimension or more suitably Hausdorff-Besicovitch dimension. For a 
rigorous mathematical description of dimension and measures [14] is referred. Thus, 
we have 

 DHB=s0 (7) 

Basically, any object is fractal if its Hausdorff-Besicovitch dimension is strictly larger 
than its topological dimension [7], i.e., 

 DHB > DT (8) 

This fact is trivial but useful for the point of machine vision. The analogy can be ex-
plained with basic objects of geometry, i.e., Euclidean geometry. A point is zero di-
mensional object, however, a set of points always leads a curve of one dimension 
since these many points try to constitute a curve when collected. Thus, collection of 
zero dimensional objects tries to become a one dimensional object. Here, the Non-
Euclidean geometry was introduced to explain such a phenomenon and consequently, 
a number of geometrical objects could be explained on its ground. Cantor’s dust is the 
most suitable example of it, which is a collection of points and tends to comprise a 
curve. In fact Cantor’s dust, specifically, a triadic Cantor’s dust is a subset of the line 
R, i.e., set of real numbers [14]. The dimension, i.e., fractal dimension, of Cantor’s 
dust is 0.63 [7], [14]. In other words, Cantor’s dust fills 63% space in one dimensional 
space. This concept can be generalized and consequently it can be concluded that, in 
general, any n dimensional object when collected, tends to fill n+1 dimensional space 
and possesses a dimension between n and n+1. Thus, the term minimum dimension 
cannot have a value equal to n or more than n+1. 

It can now be explained how fractal dimension is useful to assist machine vision. 
On the basis of above explained theory, the 2D objects tend to generate 3D objects 
when they are collected together. In terms of pixel values, the object will be treated as 
3D when the pixel values are distributed in random sequence showing big crests in 
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3D if image is seen in this space and thus the object possesses a fractal dimension 
closer to 3.0. However, the sparsity of 2D objects will generate 2D heaps which are 
not 3D objects or closer to 3D objects. Such objects will have a dimension between 
2.0 and 3.0. A flat surface, on the other hand, having no crests in third dimensions, so 
that it could be treated as a smooth surface exhibits the fractal dimension near to 2.0. 
This is the hypothesis of present study and sought to be verified experimentally. 

4 Methodology 

The methodology of the present study is shown in figure 1. As the data flow diagram 
shows, the input digital image is used for local D estimation at first. The local D esti-
mation is done on a 5×5 window as discussed in section 2. Summarizing the discus-
sion regarding window size, it can be said that 5×5 window is the minimum suitable 
window for which texture features are estimated. The local D values provide corres-
ponding D map which is obtained by plotting D values as image pixels. Since this 
image has single pixels representing neighbourhood and its properties, D map is not 
equivalent to actual image. As a matter of fact, each value of D map is a representa-
tive of small neighbourhood, i.e., the window of original image with corresponding 
textural property. In next step, the D map is used for segmentation purpose, where D 
based texture is being segmented instead of original image. An adaptive segmentation 
approach has been followed in which the threshold values are fractal dimension  
values since the process is done on fractal images. 

The segmented image is used for 3D object identification on one hand and for 
segmentation evaluation on the other hand. The image objects are used for various 
fractal dimension values so that their tendency towards 3D could be checked from the 
segmented image. However, in segmentation evaluation, using the method of Liu and 
Yang, the accuracy is tested. The robustness of present study lies in segmentation 
evaluation in which the F index has been estimated for each segmented image.  
Theoretically, the smaller value of F represents a better segmentation for various 
segmented images. The index is estimated by [5], [6] 
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where r and c represent number of rows and columns in the image, R represents num-
ber of segmented regions, Ai represents area of the ith segmented region and ei 
represents average error in pixel values in ith region. 

In the study, a digital camera image form Nikon Coolpix P100 in jpeg format has 
been used. The image is having 3648×2736 pixels with 24-bit pixel depth which is 
analysed in all the three colour components. Since each component of the jpeg image 
represents three visible bands namely red, blue and green, the image is divided into 
three sub-images of red green and blue colour components respectively and each of 
the sub-images is used for fractal analysis. In order to perform the fractal analysis, a 
local fractal dimension has been estimated using a moving window and corresponding 
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image is generated. These images are named as fractal images whose detailed descrip-
tion is available in [13]. 

Since image segmentation is an important task in the field of vision, its evaluation 
is more important. There may be supervised or unsupervised evaluation which  
depends on the availability or unavailability of reference data respectively. This  
task therefore becomes tedious in case of unsupervised evaluation. It is a well known 
fact that a good segmentation is always problem dependent and to be judged by the 
users [5]. 
 

  

Fig. 1. Methodology of the proposed approach 

5 Results 

As a practical point of view, all the objects having fractal dimension near to 3.0, say 
more than 2.9, can be considered to be a dense structure whereas others may be 
treated as rare ones. Although this threshold, i.e., 2.9 is a matter of measurement, it 
can also be affected by various other parameters, e.g., noise, estimation methods and 
others. Since, it is not always possible practically to have all the objects with nearly 
3.0 dimension value, it is natural to find the objects with highest value of dimension 
first. On the basis of this highest value, various objects could be identified. A bit of 
caution is necessary at this juncture, since few of the values may go beyond 3.0 and 
this overflow can occur due to various reasons, noise being one of them [13]. These 
out flowing values are neglected for the sake of brevity. Rest of the image is used for 
finding out the desired objects. 

The three component images are shown in figure 2 (a), (b) and (c) and their corres-
ponding fractal images are shown in figure 3 (a), (b), (c). The image components  
are named as ImR, ImG and ImB for red, green and blue components respectively. 
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Similarly, the fractal images are named as DImR, DImG and DImB in analogy to the 
image components. The fractal dimension values for each component showing top 
three maximum, minimum and average values are shown in table 1. The segmented 
images of DImR, DImG and DImB  are shown in figure 4 (a)–(c), 5 (a)–(c) and 6 (a)–
(c) respectively. 

  
(a)     (b) 

 
(c) 

Fig. 2. (a) Red component, (b) Green component, (c) Blue component of image 

  
(a)    (b) 

Fig. 3. (a) Fractal image of red component of image, (b) Fractal image of green component of 
image, (c) Fractal image of blue component of image 
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(c) 

Fig. 3. (Continued) 

  

(a)     (b) 

 

(c) 

Fig. 4. (a)-(c) Segmented image of figure 2 (a) with three threshold values 
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(a)    (b) 

 

(c) 

Fig. 5. (a)-(c) Segmented image of figure 2 (b) with three threshold values 

 

  

(a)    (b) 

Fig. 6. (a)-(c) Segmented image of figure 2 (c) with three threshold values 
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(c) 

Fig. 6. (Continued) 

Table 1. Values of local fractal dimension for various image components 

Image  
Component 

Dmax1 Dmax2 Dmax3 Dmin Davg 

DImR 2.559 2.548 2.544 1.808 2.010 
DImG 2.571 2.549 2.547 1.798 2.011 
DImB 2.589 2.526 2.520 1.782 2.013 

 
Table 1 contains the fractal dimension values at local level for each image compo-

nent. The top three values of fractal dimension, named as Dmax1, Dmax2, Dmax3, mini-
mum value, named as Dmin and average value, named Davg of fractal dimension in 
each image component have been extracted. A closer look at table 1 reveals that the 
value of fractal dimension for various objects in the image under observation is not 
more than 2.59. This fact explains the hypothesis of present work to say that no object 
in the image is so much dense that it tends to be a 3D object, however, the value says 
that there are sufficiently rough objects present in the image. This fact is confirmed by 
second and third maximum values of fractal dimension. A variation in maximum, 
minimum and average value for each component image clearly indicates that various 
image types possess different kind of information, for example, the roughness which 
can be identified by fractal dimension. The minimum value, as shown in table 1, goes 
beyond the theoretical limits of fractal dimension, the reason for which is already 
stated above. A final conclusion can be drawn from the average value of fractal di-
mension which is close to 2.0 in each component image. This value indicates that the 
image under present study is almost smooth, i.e., most of the part of this image is 
showing a little variation in image pixels. 

As stated earlier, various image bands represent different kind of information de-
pending on the specific band, this fact can visually be observed in figure 2 (a)–(c) 
where each component is different and represents some specific detail. Figure 2 (c) 
shows an image with sharp edges compared to the other two bands. However, it has 
hidden information that is highlighted in corresponding fractal image, i.e., figure 3 
(c). There is a region surrounding the object possessing more contour lines which is 
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not observable in other component images. Although the blue component of image is 
sharper than other two, the fractal image indicates a sharper image showing better 
boundaries in red component image. It indicates that fractal features are band specific 
and hence represent the things differently in various EM bands. 

The segmented binary images based on fractal dimension values are generated and 
displayed in figure 4, 5 and 6. Figure 4 (a)–(c) show three segmented images for frac-
tal images of red component, i.e., figure 3 (a) with different threshold values. An 
adaptive thresholding has been applied and corresponding segmented images are gen-
erated. The threshold values 2.10, 2.20 and 2.30 are obtained for figure 4 (a), (b) and 
(c) respectively. It can be observed that smaller value of fractal dimension gives better 
segmented image for red component image. A similar statement can be drawn for 
figure 5 (a)–(c) and 6 (a)–(c) which represent the segmented images for green and 
blue component fractal images. The threshold values for figure 5 are 2.10, 2.15, 2.20 
and those for figure 6 are 2.15, 2.20 and 2.25 respectively. 

One interesting but concealed point is to be noted from the segmented images, 
which reveals a different perspective of fractal analysis. It says that fractal dimension 
is able to highlight the variation in pixel neighbourhoods and consequently identifies 
the edges of various objects. It can be shown from the segmented red component im-
age where uniform background is suppressed as displayed in figure 4 (a). The sharp 
investigation of fractal images in figure 3 (a)–(c) shows that although fractal dimen-
sion is able to highlight the edges, it is rarely good as the conventional edge detectors. 
Nevertheless, this feature can be used for finding the edges where the edge width is 
higher which is again obviously explained by figure 4 (a), 5 (a) and 6 (a). Summarily, 
the fractal features are able to separate the boundaries of different object to a limited 
extent. 

The segmentation results have been evaluated for each image. For this purpose, the 
method of Liu and Yang has been used. Since segmentation evaluation methods have 
been proposed by various researchers time to time and they have worked successfully 
in various images, it is still required to find a universal method or measure to evaluate 
image segmentation. In present study, this fact has been faced and supported. It is also 
observed that segmentation evaluation always requires human assistance at some 
extent for obtaining good segmentation results, since the term good is only defined by 
human [5], [6]. 

6 Conclusions 

The study concluded in following results. Fractal analysis of individual bands of optical 
images gives a possibility to use it to any kind of image generated form EM spectrum. 
For each band, the effect of fractal dimension is observed which can be reflected on vari-
ous kinds of images. Since the behavior of fractal features is different with different  
image components as fractal dimension is different for each component, it implies that 
different bands possess different kind of information. Digital images can be segmented 
on their fractal features, which is an aid in machine vision when texture analysis is  
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concerned. Different objects can be separated at the boundaries by fractal dimension as 
fractal dimension is able to detect the variation in pixel values in small neighbourhood. 

A Non-Euclidean dimension measure, i.e., fractal dimension has been used to iden-
tify 3D objects in the images. For identification of such objects, the concept based  
on fractal dimension has been proposed and verified on optical images. The dense 
objects possessing higher fractal dimension values can be separated from other ob-
jects with application of proper threshold values. The segmentation performed with 
the help of fractal dimension is successful and evaluated using the method of Liu and 
Yang. The results are acceptable and conclude that texture can be classified with the 
fractal dimension. It is concluded that the present study can be applied on various 
types of images generated from wide electromagnetic spectrum like X-ray, UV,  
thermal, gamma ray images. 
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Abstract. In this paper an efficient preprocessing module has been described 
which focuses on building a trademark database that can be used for developing 
a trademark retrieval system. The preprocessing module focuses on noise 
removal from the trademark images using an adaptive filtering technique using 
Wiener filters, followed by Karhunen-Loève Transform that makes the 
trademark search process rotation invariant by rotating the object along positive 
y direction. Since the registered trademarks are huge in number and will 
increase invariantly in the future it will be strenuous for the search system to 
search for similarity in such huge database. Intention is to reduce the search 
space hence Fuzzy Clustering has been applied.  

Keywords: Noise removal, Weiner filter, Hotelling transform, Karhunen-
Loève transform, Fuzzy Clustering. 

1 Introduction 

The Intellectual Property office worldwide, in compliance with the recommendations 
of World Trade Organization, assures protection to the trademark owners on their 
goods and services. Since the trend of branding of goods and services has been 
increasing rapidly in the recent times, the amount of registered trademark images that 
the Govt. needs to maintain is huge. The Indian Trademark office uses automated 
system for checking similarity of word mark images but the search for similarity of 
figurative or device marks is still manual. 

Not only in India but even in countries like US and UK, the search method is still 
based on keywords. There is no automatic system that matches the image trademark 
applied for, with the country’s database of registered trademarks and prior pending 
applications, to prevent a likelihood of infringement. 

The table below shows a comparative study of the trademark registration scenario 
in several countries- 
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Table 1. Comparative study of the trademark registration scenario in several countries 

 
Manual search in trademark registration system has it’s repercussions in the form 

of backlog latency time for e.g. registration time of a new trademark in India ranges 
from 14 to 36 months in an average. 

This paper describes the development and maintenance of a trademarks database. 
The prime considerations in the paper are on noise removal from trademark images, 
handling rotation invariance and clustering of database. 

Most of the noise removal techniques are based on application of noise removal 
algorithms on a global basis, without considering the noise present in the image for 
e.g. in [1] median filtering has been considered for trademark image cleaning only if 
noise is a necessary concern.For impulse noise models there are variations in 
techniques that have been used for noise removal. In [2] a discrete noise model has 
been developed that considers noise having 0 or 255 value only. Results obtained are 
good for discrete noises but fails for noise that is distributed uniformly. 

In [3] Garnett et al., the Lena image is corrupted with various levels of impulse 
noise and then removed using technique called ROAD (Ranked ordered absolute 
difference) and trilateral filters.A simpler approach has been discussed in [4] where 
similar neighbor criterion has been used to remove noise, wherein any pixel is 
considered as original image pixel if it has sufficient similar neighbor pixels else it is 
considered as noise. Clustering has been considered as a preprocessing step for 
database building in by Peng-Yeng Yin et al.[5] but they did not show the 
outperformance of soft clustering over hard clustering and hence not justified the  
use of soft clustering technique. The original retrieval efficiency obtained by them  
is 76%. 

2 Overview of the Proposed Methods 

2.1 Trademark Image Noise Removal 

The Department of Intellectual Property of most of the countries worldwide, 
publishes the scanned copy of the registered trademark images along with their details 
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for e.g. the Indian Govt. publishes it in the form of pdf’s every fortnight on its official 
website ipindia.nic.in [15]. These images have been used to compile the database. 
Most of the image noise removal approaches either apply on all the image pixels or 
are based on manual judgment of noise type. Both these approaches have their 
explicit disadvantages, hence to avoid this we have used the adaptive filtering method 
[6] using Weiner filters (linear filter) as it adjusts itself according to the local 
variations in the image. 

2.2 Working 

Consider a noisy image ‘I’ having a size of P x Q pixels. We consider a window of M 
X N size and apply the following steps: 

 
1) At each pixel in the centre of the M X N window the local mean and variance is 

computed using 

µ=MN ∑ a n , n,                                              (1) 

 σ =MN ∑ a n , n,  μ                                     (2) 

 
where µ represents the N X M neighborhood pixels in the image I and σ denotes the 
variance . 

Using the above estimates the Weiner filter modifies the pixel values at n , n  by 

b n , n = μ+  a n , n μ                           (3) 

wherev  is the noise variance which is taken as the average value of all the local 
variance estimates. 
 

a)    b)  

c)  

Fig. 1. Results of noise removal. Left image is noisy, right one is obtained after noise removal 

Many medical image retrieval systems also need preprocessing of their medical 
images for e.g. retina images, X-Rays, ultrasound reports etc. The above mentioned 
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noise removal technique when applied to a retina image used for retinopathy 
treatment gives the following result- 

  

Fig. 2. On the left side is image of retina and on the right side is its preprocessed version having 
more clear details 

2.3 Hotelling Transform 

An effective trademark retrieval system should be resistant to any form of 
transformations done to it like rotation, translation and scaling. The cases of 
translation and scaling can be very well handled by the use of chain codes for 
representing object boundaries. The chain codes of an image and its scaled version 
can be normalized to same value [16]. Similarly translated objects will also have the 
same chain code values. The practice of rotating and pasting of objects can create 
confusion in the eyes of the consumer and the forged trademarks can be mistaken to 
be the original trademark. Lot of work has been done to make images rotation 
invariant like the use of moment invariants introduced by Hu et al. in [18], Zernike 
moments[19] and by using Fourier descriptors in [20].To handle this kind of 
infringement and make the trademark retrieval system rotation invariant, Hotelling 
transform is used to make sure that 0-direction remains invariant always, it is also 
known as Karhunen-Loève Transform [8, 9] androtates the object by using the angle 
to positive y-axis as the measurement direction. 

The idea is to convert a set of interdependent vector elements sayx , x , … . x  into 
another set of vector say y , y , … . . y   in such a way that if we compute the 
covariance matrix of the transformed vector, it will be a diagonal matrix. In other 
words the elements of the vectors n the transformed matrix will be uncorrelated. 

2.3.1   Working 
We have M data points, which are a collection of points representing a particular area 
of an image. 

Following are the steps of the proposed approach- 

1. Convert the RGB image of trademark to binary image. 
2. Find all the black pixels in the binary image (assuming the background to be 

white and object on it as black). 
3. Scan the gray scale image top to bottom going from left to right to find the first 

and the last black pixel. The first black pixel (say a) is the top most pixel of the 
object while last black pixel (say b) is the bottom most pixel of the object. 
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4. Similarly scan the gray scale image from left to right going from top to bottom to 
find the first and the last black pixel. The first black pixel (say c) is the left most 
pixel of the object while the last pixel (say d) is the right most pixel of the object. 

5. Using a, b, c and d as four vertices of a rectangle, crop the image to fit inside this 
rectangle. 

6. Resize the image to 128 x 128 pixels in size. 
7. Suppose we have M black pixel pointsx ,x , x  … . . x , we first compute the 

mean of the these data points using- 

Mean-   m  = E{x}    ≈   M ∑ xM (4) 

8. Next we compute the covariance matrix of the population of the data points. The 
covariance matrix is computed using: 

Covariance- C  =E { x m x m T
} 

 ≈  M ∑ xM x T- m m T                                         (5) 

  The diagonal elements of C represent the variance of elements in x . 
9. Now we can create a transformed vector ‘y’ which can be taken as a linear 

combination of ‘x’. To do so the Eigen values of the covariance matrix obtained 
above is computed (say  ). 

10. The final transformation of ‘x’ is done according to- 

y= T x m                                                   (6) 

 

a) b)  

Fig. 3. Results of applying Hotelling transform 

In the above figure 3, the images on the right show the result of applying the proposed 
method on the images shown on the left. If a registered trademark image like one’s in 
the left above are infringed by rotating the object and pasted, any edge detection 
technique that computes the edge directions and magnitude will be not be able to 
detect this case of infringement, however if the above preprocessing step is applied 
before detecting edge directions, both original and rotated objects will be alligned in a 
common direction hence can be detected easily. 
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2.4 Database Clustering 

Several thousands of trademarks are registered in the world every month. Considering 
the size of the database that would be reached within few years and the time it would 
require to search and compare among such huge number of images, it is essential to 
reduce the search space by clubbing together similiar trademark images, similar in 
terms of features used to represent the trademarks. Clustering has it’s applications in 
various fields for e.g. in [18] a medical image retrieval system survey has been 
mentioned that also uses clustering for its databsae management. Many medical 
databases required clustering for discovering useful patterns and information for e.g. 
in [21] density based clustering has been described for spatial cancer database. Here 
in this work basic color, texture and shape features have been used to assign a 
position to each trademark in the 3 features space. Broadly there are two main types 
of  clustering- hard clustering and soft (fuzzy) clustering[5, 12]. 

2.4.1   Hard Clustering 
This is one of the traditional clustering methods where each image is assigned a class 
label based on it’s characteristic features. There are several shortcomings of this 
clustering method, first of all it is heavily infulenced by the starting cluster points, 
secondly in situations where a point on the feature space is equally distant to two or 
more cluster centroids, the decision of cluster assignment is dicey as shown in the 
figure 8 below, thirdly for situations shown in figure , usually the assignment based 
on distance to centroid can give wrong results. 
 

 

Fig. 4. Problems with hard clustering 

Figure 4 shows a case where the feature point is equally qualified to be a member 
of more than one cluster. As shown in figure 4, the feature point is at equal distance to 
the centroids of cluster 1 and cluster 2. In such a case the decision as to which cluster 
the point should be assigned becomes arbitrary and can affect the cluster structure. 

In case b shown in figure 4 above we can see that the feature point is closest to 
centroid of cluster 2 but is more closer to a point in cluster 1, however the centroid of 
cluster 1 is far from that of cluster 2. In such a case the feature point will be assigned 
to cluster 2 based on the hard clustering algorithm but as is evident the feature point 
will have properties similar to the encircled point in cluster1. 
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2.4.2   Soft Clustering 
Also called Fuzzy c means clustering algorithm (FCMA) is a clustering method that 
takes care of the above dicey situations that can occur in hard clustering. 

The fuzzy clustering algorithm allows each element to belong in various clusters 
simultaneously with various membership scales.  

Algorithm: 
Let X = {x1, x2, x3 ..., xn} denote the feature vectors of length ‘n’ and V = {v1, v2, 

v3 ..., vc} denote the set of cluster centroid. 
 

1) First we choose any ‘c’ arbitrary cluster centroids. 
2) Next for each feature vector we compute the membership values in each 

clusters using: 

                  μ =∑ /                                              (7) 

Here 'n' represents the number of cluster points taken. 'vj' is the jth cluster centroid. 'm' 
is the factor of fuzziness and it belongs in the range [1, ∞]. Total number of cluster 
centroids is represented by 'c'. 'µij' represents the by how much is ith pointa member of 
jth cluster. The distance between any point ‘i’ and the jth cluster centroid is represented 
by 'dij'. The distance considered here is Euclidean distance. 

3) After getting a new population list for each cluster we compute/recomputed the 
cluster centroids using:  v = ∑ μ x / ∑ μ ) for every j=1, 2... ‘c’                  (8) 

Steps 2 and 3 are repeated till we get no variations in the cluster centroids. 

3 Experimental Results 

The proposed work has been implemented using MATLAB R2010a. The database 
contains 1000 trademark images extracted from the journals published at 
ipindia.nic.in. All the database images have been pre processed using noise removal 
techniques mentioned in section 2, followed by Hotelling transform to make them 
invariant to rotation. To test how efficiency can be seen to be improved, the clustering 
technique has been used on a CBIR system that uses color as a feature for similarity 
matching of trademark images and retrieval of similar images. The color feature has 
been extracted using color histogram for dominant Red, Green and Blue color 
channels (RGB). The database images are partitioned using Fuzzy C Means clustering 
into 3 clusters.The initial testing is done using 500 database images. In the first half of 
the experimental test hard clustering has been used to show the reduction in the search 
space size achieved. To get over the problem of deciding the number of clusters, ISO 
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DATA algorithm has been used that considers the splitting and merging of the 
clusters based on the cluster size and inter/intra cluster distance. 
 
 

Table 2 shows the search space size when applying CBIR for trademark database 
using color histograms. The result shows a significant reduction in the number of 
images that the retrieval system has to search from when no clustering is done and 
when hard/soft clustering is applied. 

Table 2. Experimental Results 

 
 
 
We can justify the increase in the amount of search space in case of fuzzy C means 

clustering by considering the fact that a single data point/image can be a member of 
more than one cluster in this case for e.g. in case of an image having contributions of 
red and blue colors in it, the hard clustering will assign it to either the cluster having 
red colored images or to the one having blue colored images, however fuzzy c means 
will assign it to both the above clusters with varying level of membership. 

4 Conclusion 

In this paper, an efficient pre processing approach has been presented for building a 
trademark retrieval system. The noise found in trademark images has been 
categorized and the noise removal algorithm has been discussed that uses Wiener 
filters. Implementation of Karhunen-Loève Transform (Hotelling transform) has been 
discussed to make the retrieval process rotation invariant. The results of applying 
Karhunen-Loève Transform have been shown that rotates inclined objects in image to 
a normalized angle. To reduce the trademark retrieval search space, clustering of the 
database has been done. Fuzzy c means clustering has been shown to outperform the 
hard clustering technique. 
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Abstract. Diabetic Retinopathy (DR) is one of the chronic diseases which has 
caused stir in the medical world, since initial symptoms are hard to detect or 
predict and if it goes unnoticed then it may lead to permanent blindness. So the 
need arises for fast and efficient systems which can detect whether the patient is 
suffering from DR or not. In automatic detection of lesion in eye due to diabetic 
retinopathy the lesions are detected based upon the lesion’s characteristic for 
e.g. exudates are bright spots and hemorrhages are dark lesions.  The detection 
of lesions facilitates in initial screening step of the disease, with this we can 
perform automatic screening of images whether they are DR infected or not. In 
present system with the help of morphological image processing techniques, we 
are trying to detect lesions in two categories i.e. dark and bright lesions. The 
present system is able to detect 90 % exudates in image and 85% dark lesions. 

Keywords: Morphology, Exudates, HAMs, Diabetic retinopathy, 
Haemorrhages. 

1 Introduction 

Diabetic Retinopathy (DR) is very acute problem and if goes unnoticed then may lead to 
undesirable results, if properly monitored and diagnosed; it can be reduced by a major 
factor. As per the leading news articles, medical organizations and ophthalmology 
journals  ,India is having most number of cases of Diabetes mellitus, which favors the 
occurrence of DR ,moreover its considered fourth common diseases causing blindness. 
As per a survey on retinopathy from Madurai revealed that among 1,863 new patients of 
DR, 37% had observable DR [10]. It becomes a need for automatic screening of the 
images, so that the patients suffering from Diabetes could be tested for regular interval 
of time. India being second largest populated country where medical resources are not 
that frequently available. If we can come up with some system which can assist medical 
practitioners, it will be of immense help to the medical world. 

2 Previous Works 

Last few decades have seen the rapid development in the field of medical image 
processing and computer vision. Detection of lesions due to Diabetic Retinopathy is 
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not a new term in the context of Image processing. Researchers like Chutatape and 
Zhang [1] have detected the lesions based on top down and bottom up strategy, they 
have divided the problem in two broad categories like bright lesions and dark lesions, 
for detection of dark lesion they have used top down approach and then for 
classification SVM has been used, whereas for the bright lesions bottom up strategy 
with fuzzy c-means is used to extract out bright lesions, Ravishankar et al. [2] have 
used morphological image processing for extracting blood vessels and exudates , they 
used convergence of major blood vessels for optic disc localization. For HAMs color 
model of lesions is created and based on that the classification is done. They have 
accuracy of 97.1% in detecting optic disk and 95.1% detection of exudates, 90.5% for 
HAMs. 

Sinthaniyothin et al. [3] used region growing segmentation techniques for detection 
of exudates and maximum variance technique for detection of optic disk. Sensitivity 
and specificity of the system is 80.21% and 70.66% respectively. Langroudi and 
Sadjedi [4] have used pre-processing steps to enhance images, for instance simple 
power-law transform is used for enhancing quality of image. Yuji Hatanaka et al.[5] 
have given an improvement over existing system for detection of hemorrhages, they 
have used image normalization techniques for enhancing the quality of images, as the 
HAMs and normal blood vessels are ill illuminated, they  used image normalization 
techniques like intensity variation in HSI domain and  hemorrhages are detected using 
density analysis, their systems efficiency was roundabout to 80%. Atif Manssor et al 
[7] have proposed a novel approach to enhance exudates with the help of fuzzy 
morphological operators and detected soft exudates which were ignored in general 
cases, their detection rate of lesion is nearly 93%. Meindert Niemeijer et al. [8] have 
combined the previous works of Spencer et al. and Frame et al, extra features for 
detection of the lesions like area, compactness, aspect ratio, circularity, total intensity 
of the object were calculated in original image, their system achieves sensitivity of 
100% and specificity 87 %. Our approach is morphological based where main 
emphasis is on lesion detection irrespective of any cost. Köse C et al. [13] have given 
an inverse segmentation approach for detection of lesions their accuracy is 95% in 
detection of Optic disc and 90% in segmentation of DR. 

3 Methodology 

In present approach, we are detecting lesions based on their intensity values; the main 
focus is on two categories, bright lesions and dark lesions. Bright lesions correspond 
to Exudates and dark lesions correspond to Hemorrhages and Micro aneurysms. 
While approaching the problem we have clubbed MAs and Hemorrhage into one 
category i.e. dark lesion (HAMS), it’s based on the color properties of both lesions. 

The work is divided in four steps  

• Image Acquisition. 

• Blood vessel extraction. 

• Exudates detection. 

• HAMs detection. 
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     (a)              (b)               (c)                 (d)                 (e)                 (f)           

        
                      (g) 

Fig. 2. Illustration of BV algorithm on fundus image 

(a) Original image, (b) green channel of image, (c) complemented image of green 
channel, (d) morphologically opened image (e) subtracted image from enhanced 
image, (f) image after applying thresholding, (g) final image of extracted BV after 
removing small connected components. 

3.3 Exudates Detection 

Major hurdle in detection of exudates is optic disc, optic disc have same color and 
little higher intensity in comparison to the exudates, so in detection of exudates our 
prime duty is to remove optic disc(OD) first and then remove it from the fundus 

image.  
It’s a two-step process  

 
Step 1: Detection of bright intensity pixel in fundus image. 
Step 2:  Detection of optic disc and subtracting it from output of step 1. 

 
Initially grayscale image of original image is histogram equalized, since intensity of 
the exudates is high in comparison to the blood vessels and normal background, so it 
makes a useful channel for detection of lipids, in order to make the difference more 
clear and visible, the grayscale image is histogram equalized to enhanced image. 
Once image is enhanced, that image comprises of all sort of lesions which occur in 
eye like hemorrhages, cotton wool spots, MAs and other lesions, since our main 
objective is to detect only exudates, so our task is to remove small objects from our 
image. In order to remove unwanted objects from image, the enhanced image is 
morphologically closed, in order to remove small objects and blood vessels; 
morphologically opened image comprises only of major intensity objects like optic 
disc and exudates. Morphologically opened image is then passed to a filter which 
calculates the variance of image on local basis i.e. it calculates a variance of 7*7 
window and then slides the window to calculate variance of other pixel values, it 
slides window on whole image to calculate local variance of pixel values. 
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Thresholding is applied on the Filtered image to give binary image, which consist of 
those parts which are having high intensity values. 

In second step optic disc is detected and removed from the output of previous step. 
For detection of optic disc pixel information is considered, as color orientation of 
exudates and optic disc is somewhat similar so in order to differentiate them intensity 
values are considered and intensity value of optic disc for most of the images is 
greater than exudates. First of all the maximum intensity pixel is determined in the 
enhanced image, then the row and column information of the maximum pixel value 
intensity is calculated by finding it in the enhanced image. Once the row and column 
information is retrieved, then the median value among row and column values is 
selected, then this median value for row and column gives us one coordinate values 
which are considered as the value of high intensity or somewhere near the center of 
the optic disc. The optic disc is having radius of 60-70 pixels, considering the 
coordinates from above finding as center and a mask of 60-70 pixels radius is drawn 
which acts as mask in the optic disc detection(let masked image be OD.) Now the 
masked image is subtracted from the output of previous step to give optic disc 
removed image. The enhanced image from the first step is enhanced again and 
thresholding is applied with higher threshold value i.e. ‘.85’ it removes all other 
unnecessary information keeps only higher value pixel.  

 

           
           (a)                   (b)                      (c)                  (d)                    (e)                                            

                     
             (f)                      (g)          (h)          (i)         

Fig. 3. Illustration of Exudates algorithm 

(a) original image (O),(b)-(e) various step involved in finding high pixel value 
areas,(f) optic disk mask,(g) optic disc removed image,(h) morphologically closed 
image, (i) final output image with lesions depicted in green color.   

3.4 HAMs Detection 

HAMs i.e. Hemorrhage and Micro aneurysms, have been grouped in one category 
based on color and intensity properties. Detection of HAMs is a two-step process. 

 
Step 1: Preprocessing stage. 
Step 2: Lesion (HAMs) detection.           
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Preprocessing Step  
 
For preprocessing the image it is converted to the HSI domain and their intensity of 
image is increased, since some of the time the intensity of lesions is very dark and it 
very hard to deduce whether they are artifacts occurred due to hardware restriction or 
bad illumination, images are converted from RGB to HSI and changes are made to 
intensity part of the image (I) in HIS domain. Once our task is fulfilled in HSI 
domain, image is restored to RGB domain for further detection of HAMs. 
                                Image_HSI 1 image_HSI i, j, k 1 ^2                     (5) 

 
For increasing the value of intensity above formula is used, for k=3 value of intensity 
is changed by a considerable factor. The figures represent the intensity variation after 
applying the illumination technique on the original image. 
 

                                           
                                    Original image   Enhanced image. 

Fig. 4. Illumination enhancement 

Lesion (HAMs) Detection 
 
Green channel of illuminated image is selected for further processing as it contains 
more information in comparison to red and blue channel. 

 
In the initial step grayscale image of original image is morphologically filled to fill 

the holes, holes are those regions which are having dark intensity and are followed by 
lighter intensity pixels, since this solves our purpose because our concern is about the 
dark pixels which come under the haemorrhage category. 

Mathematical representation for morphological filling. 
                                    F F S M                                                           6  
 

The iteration stops at F  F 1. Here, M  is the mask provided for reconstruction, 
S is a structuring element and for i=1, F   acts as the seed point. Region will be filled 
to that extent or boundary which is defined by mask.    

Green channel of the processed image is subtracted from morphologically filled 
image to give us a grayscale image, in which we can clearly distinguish the 
haemorrhages from background and they can be further processed to give HAMs. 

Threshold (T) when applied to the grey scale images converts the image present 
approach subtracted image undergoes thresholding to give only the to binary image, 
in which only shape information is retained, in shapes of defected areas. Here 
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manually ‘T=.30’ is selected, numerical value which is supplied to the system was 
manually calculated for 60 images and after careful scrutinizing and examination this 
value is selected. 

Since blood vessels and HAMs have same color intensity, so it’s quite probable 
that they can also appear in form of lesions. Generally  they were removed in the 
filling and subtraction  process but to remove  artifacts caused due to BVs, original 
image is passed to the blood vessel extraction algorithm and blood vessel extracted 
image is subtracted from the thresholded image. Final image contains HAMs detected 
regions. 
 
 

     
(a)                 (b)                   (c)                  (d)                    (e) 

                          
                             (f)                 (g)             (h)       

Fig. 5. Illustration of HAMs algorithm 

a) Original image, (b) Intensity modified image (I), (c) conversion of I to gray 
scale(G), (d) green channel of I, (e) morphologically filling performed on G,(f) 
subtracted image, filled image from green channel,(g) thresholded image,(h) image 
consisting of HAMs(final output image.)  
 
 

                 

Fig. 6. HAMs superimposed over original image 

4 Results and Discussion 

This section shows the comparative study between other techniques and our proposed 
technique.   

Our approach has shown considerable improvements over other morphological 
techniques and their combinations.  
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Table 1. Results of optic disc detection for all type of images either normal or abnormal from 
different dataset 

 

                       

Fig. 7. Results of OD localization from different datasets 

Table 2. Results of HAMs detection and comparison with other authors 
 

  NI- Number of images used, NIHAMs-Number of Images with HAMs, SNVY-Sensitivity, 
SPCY-Specificity.  

Table 3. Comparison of Exudate detection with other authors 

  NIEx- Number of images with exudates. 
 

Source of image /dataset. 
Comparison in Optic Detection 

Number of 
Images 

Correct 
Results 

% 
Success 

Stare dataset 81 68 83.9 

Diaretdb0 130 105 80.76 

Drive 40 34 85 

Messidor 1200 1000 83.33 

Author name 
Comparison of HAMs detection. 

NI NIHAMs SNVY SPCY 

Sinthanayothin  
30 

 

14 

 

77.5 

 

88.7 

Ravishankar et al.  
516 

 

348 

 

95.1 

 

90.5 

Our approach 130 95 89.6 85 

Author name 
Comparison of Exudate detection 

     NI   NIEx   SNVY  SPCY 

       Sinthanayothin  
30 

 

21 

 

88.5 

 

99.7 

Ravishankar et al.  
516 

 

    345 

 

      95.7 

 

      94.2 

Chutatape 35 28 
 

100 

 

71 

Our approach 130 81      93.1      80.7 
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Table 1, Table 2 and Table 3 shows our results for OD localization, HAMs 
detection and Exudates detection. For testing we used 130 images provided by 
Diaretdb0 and for cross testing we used 1200 images from MESSIDOR dataset. 

The present approach is only restricted to HAMs and exudates detection, it is not 
robust enough to detect delicate vessels Of Neo vascularisation (NVs). Manual supply 
of threshold value to the system is also a major drawback as it directly impacts 
sensitivity and specificity of the system. For implementation MATLAB 
7.10.0(R2010a) is used which gives output in 10-15 seconds, many inbuilt Image 
processing functions were used for coding and implementation [9]. 

5 Conclusion 

In present system we have detected lesions in two main categories and a perfect tool 
for early detection of lesions due to diabetic retinopathy is developed, we have 
achieved 90 % efficiency in exudates detection and 85% in HAMs detection. With the 
little help of classification techniques we can make it more efficient and perfect 
system.  
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Abstract. Cloud computing is an emerging technology providing software and 
hardware resources to the users’ as pay-per-use basis,  on the other hand in 
surge demand of current needs of anywhere and anytime the concept of mobile 
computing came into view. Both aims to provide service to the users as per their 
requirements and cloud computing provide better flexibility in terms of PaaS, 
SaaS and IaaS. Database handling is the important consideration of above type 
of computing environments. Many researchers are proposed issues of database 
using SQL and NoSQL space suitably for cloud computing scenario. Again 
available classification for the cloud database sited as a structured and 
unstructured schema-based along with small and big databases concepts. In this 
paper we have conducted a study of cloud databases as well as its classification 
in terms of ACID and NoACID. Again our work focuses on the architectural 
issues on Database as a Service (DaaS) based on the live migration from ACID 
based Database to NoACID based Database and vice-versa. 

Keywords: Cloud Computing, Mobile Computing, DaaS, CDS, DBMS, ACID,   
NoACID, Live Migration, UDB, DPSN. 

1 Introduction 

Cloud computing [1] or Internet computing is becoming popular term in industry as 
well as in the research field. Cloud services provided by third party render services to 
the client all the times without interruption and with non uniform workloads may be 
in terms of pay-per-use basis. Cloud framework includes the services as PaaS 
(Platform as a Service), IaaS (Infrastructure as a Service) and SaaS (Software as a 
Service). Software as a Service enable applications offered as a service on demand 
and small software sit on the cloud serves many clients. DaaS (Database as a Service) 
may be an instant solution provider for users during storing/retrieval of information 
[3, 4]. The rapid advancements in the wireless communication and computer 
miniaturizing technologies have enabled users to utilize computing resources 
anywhere in the computer network. For example, one can even connect to Intranet 
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from an aero plane. Mobile database technology allows the development and 
deployment of database applications for handheld devices, thereby making relational 
database based applications available in the hands of mobile workers. Employees 
using handheld can link to their corporate networks, download data, work offline, and 
then connect to the network again to synchronize with the corporate database. For 
example, with a mobile database embedded in a handheld device, a package delivery 
worker can collect signatures after each delivery and send the information to a 
corporate database at the end of the day. The traditional database systems do not 
provide special facilities for specific update operations in a mobile computing 
environment. One of the constraints for such databases is related to the size of the 
program that can be run on the limited memory handheld devices. The commercially 
available mobile database systems allow operation across a wide variety of platforms 
and data sources. They also allow users with handheld to synchronize with Open 
Database Connectivity (ODBC) database content and personal information 
management data and email from Lotus Development's Notes or Microsoft's 
Exchange. These database technologies support either query-by-example (QBE) or 
SQL statements. Some of the commercially available Mobile Relational Database 
systems includes IBM’s DB2 Everywhere 1.0, Oracle Lite’ and Sybase's SQL [2]. 
Traditional database design is static and simplifies many issues while mobility change 
the way we design databases. In mobile database [2] many aspects are dynamic, from 
sporadic accesses by individual users to particular data to continuous access of a 
particular data by a large group of users. Mobile hosts have to deal with planned or 
unexpected disconnections when they are mobile; they are also likely to have scarce 
resources such as low battery life, slow processor speed, and limited memory, their 
applications are required to react to frequent changes in the environment such as new 
location, high variability of network bandwidth; their data interests are changing from 
time to time and from location to location; even data semantics in mobile hosts may 
vary according to data access patterns, connection duration and disconnection 
frequencies, etc. Again data partition, location and replication seem to be dynamic 
and require a dynamic database design and reconfigure scheme. DaaS is the core 
service in cloud computing environment that may include centralized database 
management system (DBMS) as wells as distributed DBMS [3]. Generally, 
centralized DBMS are adopted by the small datasets of companies, since the entire 
database infrastructures are made available as a service and it will reduce the cost of 
building the database infrastructure, recruiting the professionals to tuning and manage 
the Database operations. On the other hand DaaS may play a vital role in case of large 
scale distributed storage system say Internet or Big data. Accessing the Big Data or 
metadata and some transaction over this sort of data on-demand with lower latency, 
greater availability, and scalability are the key concerns in distributed system in cloud 
environment. Some of the popular DaaS are Amazons Relational Database Services 
(RDS), SimpleDB, Microsoft Azure, Apache Cassandra, MongoDB, Redis, Xeround 
cloud database services. 

This paper is organized as follows: In section-2, we have discussed the framework 
of Cloud Database System (CDS). Our main focus is on classification for Cloud 
Database and Live Migration scenarios, which are illustrated in section-3 & 4 
respectively. Finally, in Section-5 we conclude our work. 
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2 Framework of Cloud Database System 

Multiple database systems integrated into the Cloud Database System (CDS) 
framework with respect to three dimensions are shown in Figure 1. CDS supports 
multiple Database systems namely Peer-to-Peer Database Systems, Client-Server 
Database Systems and Multi-Database Systems [5]. Client-Server Database System is 
the first attempt at distributing functionality. The communication duties are shared 
between the client machine and the server. These systems concentrate data 
management responsibilities at servers while the client focuses on providing the 
application environment including the user interface. Whereas in Peer-to-Peer 
Database System each machine has the full DBMS functionality and can 
communicate with each other to execute queries and transactions.  Multi-Database 
System is the integration of several independent heterogeneous database systems in 
the cloud computing environment. It can be further classified into two categories 
federated database system and nonfederated database system [6]. Federated databases 
may administrate and synchronize the manipulation of Component Databases [7]. 
Multidatabase DBMS provide layer of software that runs on top of the individual 
DBMSs and provides user with the facilities of accessing various databases. It can 
also be possible that multiple users can access the same federated database or multiple 
federated databases. In case of design sovereignty, individual DBMSs are free to use 
data models and transaction management that they prefer. Communication 
sovereignty is about individual DBMSs being free to make decision as to what type of 
information it want to provide to the other DBMSs or to the software that controls 
their global execution.  Execution sovereignty refers to the concept that each DBMS 
can execute the transactions that are submitted to it in any way that it want to. 
Diversity refers to the physical distribution of data over multiple sites, but user sees 
data as one logical pool. Non-Homogeneity depicts the distinct features 
(NonHomogeneous hardware and differences in networking protocols to variations in 
data managers) of each of the independent user database system in the cloud 
computing paradigm. However the basic issues deal with data models, query language 
and transaction management protocols. For example: DB2 uses SQL while INGRES 
uses QUEL but both are using same data model. 

 

Fig. 1. Framework of Cloud Database System 
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3 Classification of Cloud Databases 

Cloud Database classification may vary and many researchers have classified Cloud 
Database as Structured-Unstructured Databases [1]; Relational-NonRelational 
Databases [1]; SQLbased-NoSQLbased Databases [9]. Our vision of classification for 
the Cloud Database System is based on transaction processing. Any database 
transaction must satisfy some criteria and all these criteria are grouped together to 
form a standardized form called ACID Characteristics. So here we classify the Cloud 
Database in two ways ACID-based Cloud Database & NoACID-based Cloud 
Database as indicated in Fig. 2. 

 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Cloud Database Classification 

3.1 ACID Based Database Systems 

Transaction Processing is the heart of any traditional Database systems. Whereas 
ACID (Atomicity, Consistency, Isolation & Durability) properties are the necessary 
and sufficient criteria of any database transactional operations. Atomicity refers to 
“all or nothing” rule, which means part of transaction failure due to hardware failure, 
power failure or any sort of the resource failure will lead to abort the transaction 
otherwise  after a successful transaction it may commit the transaction. Consistency 
states that database remain in a consistent state before and after transaction by the use 
of constraints, cascades and triggers and any of the combinations. If it faces any 
failure during transaction then the whole transaction will be aborted and database 
maintains the same valid state as it was before transaction. Isolation requires that 
concurrently executed transactions have no impact on each other’s execution. It can 
be possible only when multiple transactions executed sequentially to maintain a valid 
system state. Durability refers to the persistency of committed transactions, which 
means in any sort of failures the committed transaction will not be corrupted or lost. It 
can be easily recovered with a valid system state. All the DBMSs under ACID based 
system adopts only relational data model. Some of the commercially available ACID 
based DBMSs are MySQL, Oracle, Microsoft SQL Server, PostgreSQL etc. ACID-
based DaaS are well suited for OLTP (Online Transaction Processing) operations. 
Most popularly used ACID based Database as a Services in Cloud are Microsoft SQL 
Azure which can support Microsoft SQL Server T-SQL, Amazon EC2 supporting 
many ACID based systems through Amazon Machine Images like Oracle, DB2, 
Postgress, Sybase, MySQL, Microsoft SQL server. However the ACID based 

Cloud 
Database

ACID Based 
Database

NoACID Based 
Database
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Database System suffers from several challenges such as no support for Database 
replication (deals with the better availability in a cloud computing environment) and 
bottleneck problem caused by heavy application load. In addition to that it is very 
time consuming and cost expensive to accomplish serializability during concurrent 
execution. 

3.2 NoACID-Based Database System  

NoACID based Database Systems are getting popular as the strictness of ACID 
transactions is reduced. Some authors articulate the relaxed ACID transaction as 
BASE (Basically Available Soft-state Eventually consistent) transaction [10]. Unlike 
ACID-based Database Systems, NoACID-based Database Systems support multiple 
data models namely Key-valued data model, Column-oriented data model and 
Document-oriented data model [11]. However NoACID based Databases do not 
support complex queries, triggers and joins. The NoACID based DBMSs are well-
matched for large read intensive applications like OLAP (Online Analytical 
Processing). Furthermore, the NoACID-based Systems can be classified in three 
categories as per the CAP Theorem [12] namely: 

Based on Consistency and Availability (CA): The CA systems are more focused on 
availability through multiple replica of database and are eventually consistent [12]. In 
the contrary part of the system are not concerned about tolerance to network 
partitioning. Some of the commercial Cloud DBMSs under this category are Vertica 
(Column-oriented), Aster Data (Relational), and Greenplum (Relational) and so on.  

Based on Availability and Partition tolerance (AP): AP systems are most widely used 
in Cloud DBMS, where they sustain replication and partition tolerance accomplishing 
the consistency [12]. Examples of those systems are: Voldemort (Key-value), Tokyo 
Cabinet (Key-value), KAI (Key-value), CouchDB (Document-oriented), SimpleDB 
(Document-oriented), Riak (Document-oriented). 

Based on Consistency and Partition tolerance (CP): Moreover, the systems belonging  
to CP category are not well enough for replication but are eventually consistent and 
support tolerance to network partitioning [12]. Some of the available Cloud DBMS 
under this categories are BigTable (Column-oriented), Hypertable (Column-oriented), 
HBase (Column-oriented), MongoDB (Document-oriented), Redis (Key-value), 
Terrastore (Document-oriented), Scalaris (Key-value) , MemcacheDB (Key-value), 
Berkeley DB (Key-value). 

4 Live Migration in Cloud Database 

Live Migration [14] in cloud database allows a server administrator to move the 
running virtual machine or database transactions between different CDS nodes 
without disconnecting the client. Many a time migration of database transaction 
suffers from some of the cost affecting factors such as system downtime, service 
interruption due to aborted transactions of user database (UDB) and migration 
overhead. But live migration of database transactions may provide low overhead 
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migration and minimized overall system downtime [15]. Some of the added benefits 
of live migration over traditional migration are energy conservation, load balancing 
and online maintenance [14]. 

4.1 Traditional Migration Techniques  

We now discuss about the various techniques developed in the past for UDB 
migration in the cloud computing environment [15] are follows. 

Stop and Copy: Stop and Copy is the simplest way of migrating UDB [15]. Initially 
the source CDS node stop serving the UDB and copy the data to destination CDS 
node and restarts the UDB transactions at destination CDS node. This approach has 
also some limitations such as the overall system downtime (due to the stopping of 
source CDS node) increases with the increase of UDB size. Apart from that the entire 
database cache lost due to restarting the transaction at destination node and hence post 
migration overhead time is highly increased to warm up the cache. Because of these 
weaknesses this is not well suited for live migration.   

On demand migration: The downtime period of source CDS node may be reduced by 
the use of on demand migration approach [15], where a minimal data of the UDB is 
migrated to the destination node to avoid the disruption of services. Once the UDB 
comes online at destination node the corresponding transaction start executing. But 
the only problem is if the transaction requires the data, which has not been migrated 
to the destination then an expensive cache miss occurred. The post migration 
overhead increases with the increase in warm up time for caching the data at 
destination, because of this reason on demand migration approach also does not fit for 
live migration. 

4.2 Proposed Hybrid Model for Cloud Computing Environment 

Figure-3 shows our proposed model for cloud computing environment. The top most 
layers is composed of a large number of user/client applications. The users are 
accessing the Cloud Database transaction features by logging in to the desired DaaS 
provider. After getting the login credential from the authorized users the DaaS 
provider hands over the control to the DaaS server for the next transaction operation. 
A DaaS server acts as a gateway between the user application and the CDS node of 
the cluster, which may have the client library and metadata table to map the source 
user to the target CDS node. Furthermore, the DaaS server hides the internal 
complexity of cloud transaction management to the users and provides efficient 
services for their transaction operation. Whenever the query request from the clients 
reaches to the CDS node via DaaS server, it executes the query in the corresponding 
UDB and sends the result back to the source client through DaaS server. Every CDS 
node in the cluster may have the capability to control multiple UDBs along with that 
it preserves caching (for enhancing the read-write performance) ;maintaining UDB 
and transaction state information; log tables to support the fault tolerance during 
failure. The master CDS node in the cluster administrate the transaction operation of 
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other cluster CDS nodes, in addition to that it also initiate the process of transaction 
migration. The actual physical data is stored in the bottom layer of the architecture 
called Distributed Physical Storage Network (DPSN). The DPSN hides the actual 
physical location of the storage system. UDBs along with that it preserves caching 
(for enhancing the read-write performance) ;maintaining UDB and transaction state 
information; log tables to support the fault tolerance during failure. The master CDS 
node in the cluster administrate the transaction operation of other cluster CDS nodes, 
in addition to that it also initiate the process of transaction migration. The actual 
physical data is stored in the bottom layer of the architecture called Distributed 
Physical Storage Network (DPSN). The DPSN hides the actual physical location of 
the storage system. 

 

 
 

Fig. 3. A scenario of Multidatabase System model in Cloud for Live Migration 

4.3 Transaction Processing in Live Migration  

Live Migration of UDB in the Cloud computing environment may be viewed from the 
following scenarios [15, 16]. 

Scenario-1: All the CDS nodes within the cluster may have the ownership of one or 
more UDBs. When a user commits a transaction, simultaneously the UDB get 
updated in the corresponding CDS node (which is also called local transaction 
committed in UDB).  Migration of Database transactions may be done between the 
CDS nodes. On the other hand while the source node is become unavailable to the 
user transaction processing, the whole uncommitted transactions are aborted to 
maintain the atomicity and consistency of ACID transaction. This scenario triggers 
before migration. 

Scenario-2: At first the source CDS node sends the transaction migration request to 
the target node under the control of the master CDS node. The target node will reply 
with an approval to the source node when it finds all the required resources available 
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to execute the transaction. After getting the approval from the target node the source 
node take the snapshot of the client UDB and send it to the target node, in the mean 
time the source node will executing some of the transactions. Since some of the 
transactions are executing in the source CDS node, there may be a chance of getting 
ambiguous data in the UDB at the destination node. To overcome this issue source 
node has to send the result after committing each of the transactions iteratively to the 
destination for synchronization of UDB state. The source node will keep a track of 
changes to the UDB snapshots with the aim of ensuring no changes are lost during 
migration. Whenever the UDB states equally matches with both source and 
destination node, at that very moment onwards source node stop serving UDB due to 
which uncommitted active transactions are aborted at source node and the complete 
UDB will be migrated to the destination node. In the next step the ownership of UDB 
decommissioned from the source node and the control is handed over to the 
destination. As the UDB migrated to new CDS node so the new node has to report to 
the Cloud Server about the new location information of the UDB. This scenario 
activates during the migration. 

Scenario-3:  This is analogous to before migration phase, but the only difference is 
the user transactions can be administrated and managed by the destination CDS node. 
It also accomplishes the atomicity and consistency of ACID transaction. The 
destination CDS node stores the committed transaction in DPSN and maintains a log 
table for failure recovery which satisfies the durability of ACID transaction. This 
scenario will undergo after migration. 

5 Conclusion 

Database as a Service in the cloud computing environment is gradually increasing its 
popularity due to which new scenarios will emerge with their own challenges. In 
order to that we describe different dimensions of cloud databases and their impact on 
cloud computing environment. Transaction management is the heart of every database 
industry and ACID property is the most necessary characteristics for the transaction 
processing since there may be small mobile devices. In this context in order to get 
access to cloud from anytime from anywhere with any type of devices compels the 
cloud computing environment to relax the ACID properties during some database 
transaction operations. Hence we classify the whole cloud database into two 
categories such as ACID based and NoACID based Database along with that we also 
discussed the significance of each of these databases. The ACID based database is 
well suited for the OLTP web application whereas the NoACID based database fits 
for OLAP application. Furthermore, safety and liveness are the two key points during 
transaction failure where safety refers to the correctness of system’s state or data 
consistency and liveness ensures the progression. Therefore we have also illustrated 
the live migration scenarios for cloud database transactions with reference to our 
proposed model. In the future we can plan to extend our work by live migration of 
database from ACID based Database System to NoACID based Database System and 
vice-versa in the cloud computing environment. 
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Abstract. Human gait provides an important and useful behavioral biometric 
signature which characterizes the nature of an individual’s walking pattern. This 
inherent knowledge of gait feature confirms the correct identification of a per-
son in a video surveillance footage scenario. In this paper, we attempt to use 
computer vision based technique to derive the gait signature of a person which 
is a major criterion for the gait based recognition system. The gait signature has 
been obtained from the sequence of silhouette images at various gait speeds va-
rying from 2km/hr. to 7km/hr. The OU- ISIR Treadmill walking speed databas-
es have been used in our research work. The joint angles of knee and ankle are 
computed from the stick figure of corresponding human silhouettes which lead 
to construct our feature template together with the other gait attributes such as 
width, height, area and diagonal angle of human silhouette. The combined gait 
features will make the system robust in different gait speeds. The major concept 
behind making the gait recognition speed invariant is that the human can walk 
in finite speed so instead of training the classifier for a single speed the classifi-
er is to be trained for multiple speeds. A minimum distance classifier is used to 
separate out different cluster of subject with combined feature vectors at differ-
ent gait speeds. 

Keywords: Human Gait, Minimum Distance, Gait Cycle, Speed Invariant. 

1 Introduction 

The human way of walking is called as Gait. Gait biometric is new and quite emer-
gent technology in the field of unique identification system. Human gait basically 
deals with recognizing a person by his or her way of walking. The major advantages 
of gait biometric over other biometrics are, that can be captured from a distance and 
without the knowledge of the subject and it does not require costly hardware. It  
recognizes people automatically. The use of gait in the field of biometric is new tech-
nology and thus it attracts many researchers for its use in surveillance security and 
medical fields.  

A gait-based recognition/verification system involves input video captured from a 
camera of good resolution because the recognition rate depends on the silhouette  
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image quality followed by the segmentation of the human blob then extracting the gait 
feature, and gait recognition/ verification. Gait features are extracted using the video 
feed from camera after the foreground segmentation. The segmentation of background 
is an important task as the quality of silhouette depends on segmentation. This process 
is not perfect as it is hampered by the sudden light changes and shadow which makes 
the system implementation difficult in the outdoor environment. The human gait rec-
ognition can be classified into two sections, Model-free analysis and Model-based 
analysis. In model-free analysis, it is considered a sequence of silhouette’s moving 
shape and shape with motion where as in model-based analysis; structural parameters 
and different models like articulated modelling [1], dual oscillator model [2] can be 
taken into consideration. The advantage of model based approach over the model free 
approach is producing potentiality against the effects of changing different cloths and 
different viewpoint.  This approach is computationally very complex to evaluate the 
parameters while constructing the human model.  Kale et al. and Sundaresan et al.’s 
have used Hidden Markov Model (HMM) [3, 4] technique on two different gait fea-
tures: the silhouette’s width of the outer contour and whole binarized silhouette frame 
of a person. Sarkar et al.’s has applied baseline algorithm [5] on determining the tem-
poral correlation of binarized silhouette images.  In this work, a bounding box was 
constructed to match the moving silhouette shape. Lee et al. applied model based 
approach to fit ellipsoidal [6] on human silhouettes. The gait feature vectors were 
derived from different segmented region of human silhouette. The parameters of dif-
ferent moment features were evaluated for recognition. The silhouette was divided 
into seven sections after determination of body centroid. Bhanu et al. [7] used 3D 
kinematic model applied on 2D human silhouettes in order to estimate the 3D gait 
parameters known as stationary and kinematic gait features.  The silhouette shape 
and structure was derived separately and then combined them for recognition. Moreo-
ver, the stationary features are length of different body parts and flexion which has 
been estimated by key silhouette frames. This paper has been depicted in the follow-
ing manner. Section 2 begins with the description of different aspects of human gait 
analysis. In this section a segmentation approach, feature extraction method and clas-
sification technique has been described in an elegant manner. In section 3, different 
results obtained from different gait features are mentioned respectively. Finally, the 
paper is concluded with some remarks. 

2 Human Gait Analysis 

Existing approaches for gait feature extraction, attempt to analyze gait sequences and 
capture information known as gait signature that is subsequently used for recogni-
tion/verification purposes. Of particular interest are techniques which try to tackle the 
gait recognition problem using only sequences of silhouette images.There are two 
approaches for gait recognition named as follows: 

• Mark free 
• Marker based 
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In marker based approach , marks can be used on hips , knee , ankle ,which are the 
main point of feature extraction using marker the most challenging task “Feature Ex-
traction” can be accomplished easily,but it cannot be useful in real time surveillance. 
In Mark free approach, no marks are used. Features are extracted using different  
image processing technique. 

In this paper we have used Mark free approach for gait identification. The training 
and identification process require few step those are: 

• Segmentation 
• Feature Extraction 
• Classification. 

The most important task is Feature Extraction. Features should be selected carefully 
taking the periodic nature of the gait into consideration. 

Features or Gait Signatures can be extracted in two ways 

• Model Based. 
• Model Free. 

In model based approach we try to create a model of the human blob and try to find 
the feature from that model, whereas in model free approach, we directly find the 
feature from the silhouette Images. In this paper we have worked on both the ways of 
features extraction. To make whole recognition system speed invariant we will cap-
ture the features for multiple speeds. We are working on sagittal plane of the gait, so 
the camera should be in such a direction that it could take sagittal plane video. 

2.1 Segmentation 

Segmentation basically deals with the separation of human blob from the whole cap-
tured video frames. This task is mainly hampered by sudden illumination changes and 
shadow which is detected as foreground during this process. False detection is an 
issue. Mixture of Gaussian method for foreground segmentation is used followed by 
converting the segmented image in binary image. Once it is determined the fore-
ground, then the segmented RGB image is converted to greyscale and then in binary 
image by the following way: , 255  , 00  

Since after applying the MoG the background is black so the pixel value greater than 0 is 
set to 255.The different Morphological operation is applied to get good quality binary 
images. This is a way of segmentation of foreground object from the dynamic scene. 

2.2 Feature Extraction 

As stated the feature selection and extraction is important task. In this paper we have 
talked about two approach of features extraction. 

(1) 
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4 Conclusion and Future Work 

Human gait can be considered as the most appealing behavioral biometric feature for 
human identification. We have worked upon selection of multiple features from a 
sequence of silhouette frames collected at gait speed varying from 2km/hr. to 7km/hr. 
The gait feature extraction process in treadmill dataset was a bit challenging job. It 
causes difficulty to determine the exact position of hip and knee while human loco-
motion. Linear regression based analysis has been applied to locate the hip and knee 
position. A feature cluster of hip and knee angle for 10 subjects has been constructed 
for recognition purposes. We have used minimum distance based technique for classi-
fying the unknown gait pattern among all the trained walking patterns. We have 
achieved satisfactory gait recognition accuracy by this method. Security Applications 
are very important and will play an important role in future. Gait is definitely to be a 
good approach in the field of biometric. 

A limited dataset of 10 subjects was taken for doing this analysis of speed invariant 
gait classification for surveillance security. The increase of more subject leads to pro-
ducing more misclassification error rate. It would be rather nice to apply feature se-
lection techniques using statistical theory for choosing the most prominent features 
for classification. It has been noted the curse of dimensionality problem which de-
grades the classifier accuracy. The Principal Component Analysis (PCA) can be ap-
plied to extract the feature vectors with lower dimension so the recognition rate and 
computational complexity will be sensible. A concrete mathematical model is to be 
developed for modeling the human gait so that automatic feature extraction could be 
done for fast gait recognition. We plan to create a repository of human gait oscilla-
tions which we will extensively analyze for person identification. We will also like to 
extend this work towards biomedical problems seen through gait disorder. 
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Abstract. This study has examined the problem of accurate optimization for 
fully automatic registration of brain images. Though the proposed global opti-
mization techniques produce encouraging results, their speed of convergence is 
slow in compare to other local optimization techniques. To speed up the optimi-
zation techniques, we introduce multiresolution framework and gain a hierar-
chical knowledge of transformation parameters. This approach has tried to 
avoid the stuck in problem of local optimization technique and enhances the 
speed of convergence of high-dimensional searching algorithms. 

Keywords: Registration, Multiresolution, Global Optimization, Convergence 
rate.  

1 Introduction 

It is common to study multiple sensor radiological images for the purpose of medical 
diagnosis, treatment planning and surgical operation of the patients. The physicians 
also recommend multi modal medical images to capture complete information of the 
region of interest (ROI) under investigation. But due to the change of patient’s / sen-
sor’s orientation, it is difficult for a physician to integrate all imaging information in a 
common coordinate frame. An essential step in this integration process is bringing the 
images from different modalities involved into spatial alignment, which is referred to 
as Registration [1]-[3]. Registration procedure requires geometric transformations like 
translation, rotation, scaling and sometimes skewing such that the generated image 
aligns with some standard / reference image. 

Major steps of registration process include preprocessing, transformation, similari-
ty measure and implementation. Preprocessing entails any image processing to pre-
pare or improve the images for registration. The most common preprocessing step is 
low-pass filtering and thresholding to remove noise [4]. In the registration process, 
one of the images is selected to be the reference image. The other image, known as 
the floating image, is attempted to align with the reference. These floating images 
which are acquired at different times and/or using different techniques, need some 
transformation before they can be registered with the reference image. Affine trans-
formations are typically used in MR images to map geometric distortions [1].  
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An affine transformation extends the degrees of freedom of the rigid transformation 
with a scaling factor and, additionally, a skewing in each dimension [5]-[7]. Next 
major step of registration method is the measurement of similarity of the images to be 
registered. Gray value cross-correlation can be applied to the full image to determine 
the best match [1]. The resulting matching is fully automatic and assumed to be max-
imal if both images are geometrically aligned.  

Optimization of similarity measure is a function of transformation and defined as 
n-dimensional search for n degrees of freedom of the transformation. The optimum of 
similarity measure is assumed to correspond to the transformation that correctly regis-
ters the images. Unfortunately, the similarity measure is generally not a smooth func-
tion of transformation parameters and contains many local optima. Because of the 
existence of local optima, the choice of optimization routine has a large influence on 
the results of correct registration and particularly on the robustness of the method [8]. 
In the literature there are many global optimization techniques to find out the correct 
solution. However, main drawback of these exhaustive global optimization techniques 
is their slow convergence. Evolutionary optimization techniques such as simple model 
of Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) have been used 
in medical image registration [9]-[12] with fair degree of success but leads to long 
execution times.  

We have proposed to use a multiresolution framework in the GA and PSO based 
global optimization techniques to speed up the process and at the same time avoid any 
local optima. It has been shown that the proposed approach produces superior results 
compared to other common optimization techniques such as simulated annealing and 
hill climbing.  

2 Proposed Registration Methods 

The registration problem studied here is to find the best geometrical alignment of two 
multimodal brain images of a patient in 2D/2D dimensionality. We consider two im-
ages; the reference and floating images. Registration procedure aims to find that 
transformation which, when applied to the floating image, optimizes the similarity 
between this transformed floating image and the reference image. The details of regis-
tration steps are described below: 

2.1 Transformation of Floating Image 

Affine transformation is one which includes scaling and skewing in addition to trans-
lation and rotation. This type of transformation maps straight lines to straight lines 
and preserves the parallelism between lines. In this study we have considered only 
affine transformation with six degrees of freedom which will produce a 6-dimensional 
searching space for optimization. Various forms of affine transformations we have 
used here are described below: 
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Translation: Translation of the object can be expressed in functional form as  
x' = x + tx   and   y' = y + ty , where tx  and  ty  are translations in x- and y-directions 
respectively. Corresponding matrix form is ─ 
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Rotation: The matrix form of rotation by an angle θ in counter-clockwise/clockwise 
direction about the origin can be given as  
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Scaling: For scaling of an object, the functional form is x' = sx.x  and  y' = sy.y, where 
sx and sy  are scaling factors along x- and y-directions respectively.  
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Skewing: For a skew parallel to the x axis, we have  x' = x + ky and y' = y, where k is 
positive real number.  
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Similarly, for a skew parallel to the y axis, we have x' = x and y' = y + kx, which have 
matrix form: 
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Above mathematical expressions show that to determine the transformation matrices we 
have to compute two parameters (tx , ty) for translation, two parameters (sx , sy) for scal-
ing, one parameter (θ) for rotation and one parameter (k) for skewing. These parameters 
are independent of each other. Hence to determine affine transformation completely in 
our case, we have to compute these 6 independent parameters, called 6-degrees of free-
dom. So our optimization procedure involves 6-dimensional search space. 



 Multiresolution Framework Based Global Optimization Technique 339 

Although determination of the optimum parameter for affine transformation is a 
complex and involved process, we have derived an efficient optimization technique 
for finding the global optimum by the use of multiresolution approach. 

2.2 Computation of Similarity Measure 

Gray value cross-correlation can be applied to the full images or extracted feature of 
images to determine the degree of match [13]. Since in MR images intensity inhomo-
geneities appear due to unpredictable illumination [14], we have considered norma-
lized cross-correlation (NC) as a similarity measure for the present study and maxim-
ize it to obtain correct registration. In this measure, the images are first normalized. 
This is typically done at every step by subtracting the mean and dividing by 
the standard deviation. 

However, NC is also sensitive to the local intensity changes, caused by noises or 
different sensor techniques. As the transformation parameter (rotation) is varied 
smoothly, the local behavior of NC shows small discontinuities [Ref Fig. 1]. This 
creates local optima traps for the optimization methods. 

 

Fig. 1. Local optima of NC for MR T1 and MR T2 images 

2.3 Optimization Techniques 

Once a similarity measure has been chosen it is necessary to search for the transfor-
mation which will yield the optimum measure value. To do this, an optimization me-
thod is used which searches through the parameter space of allowable transforma-
tions. We have mentioned that affine transformation (in our case) is specified by 6 
parameters for 2D images. Therefore, the optimization takes place in a search space; 
Rn , where n = 6. 

As we see that similarity measures used in this study (NC) contain many local op-
tima, exhaustive global optimization technique is appropriate to search the entire 
range of all possible parameters.  
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In most of the literatures we have found that local optimization methods are at-
tempted to solve this problem in a multiresolution framework, which typically in-
volves starting with low-resolution images to avoid the local minima traps. However, 
present study shows later, these local approaches in multiresolution framework are 
not always sufficient for avoiding local minima. On the other hand sophisticated 
global optimization methods can solve this problem substantially. Of the many differ-
ent approaches to global optimization, we have investigated two evolutionary multis-
tart searching strategies - Genetic Algorithm (GA) and Particle Swarm Optimization 
(PSO) to estimate the correct transformation. GA and PSO are developed in analogy 
of complex biological evolutionary processes and offer the capacity of population 
based systematic random searches. Therefore, GA and PSO will have little chance of 
leading to incorrect registration. These are described in the following section. 

2.4 Proposed Global Searches  

We know that affine transformation based searching space is high dimensional and it 
is difficult to identify any knowledge of initial searching point that can be capable of 
producing global optimum in a reasonable time. For this reason we have paid greater 
attention to multistart evolutionary searching techniques such as Genetic Algorithm 
(GA) and Particle Swarm Optimization (PSO) approaches to address the present op-
timization problem. In the present study, we have implemented two other derivative 
free popular optimization methods to compare the robustness of the proposed optimi-
zation techniques. First one is stochastic searching method, simulated annealing (SA) 
and next one is hill climbing (HC) optimization technique.  

A   Genetic Algorithm 

Simple model of GA is a search/optimization algorithm based on the mechanics of 
natural selection and natural genetics. In GA, a collection of possible chromosomes 
forms a population, which produces another generation through a natural search 
process. Basically GA uses three operators ⎯ selection (or reproduction), crossover 
and mutation to achieve the goal of evolution. Genetic algorithm is not just simple 
random walk; it efficiently exploits the information to speculate on new search points 
with expected improved performance. This method allows making escapes from local 
optima and reaches to the global optima for the given dataset. 

B   Particle Swarm Optimization 

Particle swarm optimization is proposed in analogy to the social behaviour of a shoal 
of fish or a flock of birds, called the swarm. It is a heuristic approach for finding the 
global optimum. The individual swarm members are called particles. In the simplest 
form of PSO, each particle remembers its own best position called the individual best 
or ‘pbest’, as well as the best position found by the whole swarm, and called the 
global best or ‘gbest’. Global best is known to all and immediately updated when a 
new best position is found by any particle. PSO is iterative in nature; it updates the 
position and velocity of particles by utilizing the inertia coefficient, responsible for 
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imparting randomness to the flight of the swarm and the acceleration coefficients, 
which allow the particle to tune the cognition and the social terms respectively. 

C   Simulated Annealing 

Simulated annealing explores the search spaces in a stochastic manner for finding the 
global optimum of the function. By analogy with physical annealing process in metal-
lurgy, each step of the SA attempts to replace the current solution by a random solu-
tion. New solution may then be accepted with a probability that depends both on the 
difference between the corresponding function values and also on a global parame-
ter T (called the temperature), that is gradually decreased during the process [15]. 
Though SA is demanded as a popular global optimization technique, it is not suitable 
for capturing the global optimum in a high dimensional search space, because it 
sometimes takes a step in the wrong direction (towards a local optimum when the 
goal is to achieve the global optimum).  

D   Hill Climbing 

HC is a local optimization technique, starts with a random solution and iteratively 
makes small changes to the solution, each time improving it a little. When the algo-
rithm cannot see any improvement, it terminates and indicates the last solution as 
optimal solution. HC provides the fastest speed of convergence, but it often gets stuck 
in the local optima and hence yields poor accuracy [16]. 

 
E    Multiresolution Framework 

We have found that it is convenient to adapt a sequence of images at progressively 
low resolutions. These low resolution images are down sampled versions of the origi-
nal image and contain fewer pixels which mean that evaluating similarity measure 
requires less computation. Since gross features remain at these low resolutions, it is 
expected that there will be fewer local optima for the optimization methods to get 
stuck in. These are the fundamental motivations of multiresolution processing.  

Intuitively it seems that if all transformation parameters are estimated at low reso-
lution, speed of the global optimization techniques will be enhanced. However, at the 
low-resolution we may not obtain the same optimum transformation parameters as 
obtained at full resolution and hence registration accuracy may be compromised. On 
the contrary, if we estimate all transformation parameters at full resolution, best accu-
racy will be achieved but speed of the global optimization procedure will be poor. The 
best trade-off between speed and accuracy are estimated experimentally in this study. 
Since hill climbing is a fast optimization technique, multiresolution framework is not 
applied on this approach. Two evolutionary searching methods, GA and PSO and 
simulated annealing are developed using the proposed multiresolution framework. 

3 Experimental Results 

This section presents several experimental results that demonstrate the robustness  
of the proposed registration procedure. We begin by presenting the choices of  
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multiresolution framework that gives best experimental results. The down-sampled 
images are determined using Haar wavelet transform.  

In this study, we have applied the proposed approaches on whole brain images to 
predict the early signs of Alzheimer’s disease. Details of these benchmarked images 
can be obtained from ICALAB Image Processing Unit [17]. 

In this study, translation parameters (tx , ty) are ranged within ± 10 pixels shift. Ro-
tation parameter θ is within 5o in clockwise direction to 5o in anticlockwise direction. 
Global scaling factors (sx , sy) are ranged from  0.8 to 1.12 and skewing factor k is 
ranged from -0.05 to +0.05. Optimum transformation parameter values for rotation 
(θ), translation (tx , ty), global scaling factor (sx , sy) and skewing factor (k) at different 
resolutions for  T1 and T2 weighted brain MR images of original resolution 256×256 
pixels are summarized in Table-1 to Table-3.  

We find from the data presented in Table-1 that down to 64×64 image resolution, 
computed angle of rotation for best registration is close to that obtained with the orig-
inal image resolution of 256×256 pixels. Further reduction of resolution starts produc-
ing markedly different results. Thus we may conclude that for rotational transforma-
tion, image resolution as low as 64 × 64 pixels, can be used to reduce the computa-
tional time without significant loss of accuracy. 

Table 1. Estimation of rotation (θ) required for registration at different resolutions 

Image Resolution Rotation (θ) in degree GA based Similarity Measure 

256 × 256 2.5 0.3701 

128 × 128 2.5 0.3689 

64 × 64 2.4 0.3722 

32 × 32 1.8 0.3669 

Table 2. Estimation of (tx , ty) and (sx , sy) at different resolutions 

Image Res-
olution 

Horizontal 
translation tx 

(pixel) 

Vertical 
translation ty 

(pixel) 

Horizontal 
scaling factor 

Vertical 
scaling 
factor 

GA based 
Similarity 
Measure 

256 × 256 8 6 0.92 1.05 0.3706 

128 × 128 4 3 0.91 1.06 0.3692 

64 × 64 0 1 0.98 1.00 0.3596 

 
It is expected that as the image resolution is down-sampled by a factor of n, hori-

zontal and vertical translation in terms of number of pixels also reduces by a factor of 
n. We find from the quantitative analysis of the data presented in Table-2 that this rule  
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is followed while image resolution is down-sampled by a factor of 2. However, if the 
image resolution is down-sampled by factor of 4, horizontal and vertical translation 
parameters are not reduced by the same factor. Therefore we may conclude that for 
horizontal/vertical translation, image resolution can be down-sampled by a factor of 2 
only to reduce computational time without significant loss of accuracy. 

Table-2 also shows that for horizontal and vertical scaling factors, image resolution 
can be down-sampled by a factor of 2. This is because, optimum result is obtained with 
almost the same horizontal and vertical scaling factors as the full resolution. 

Analysis of Table -3 shows that the skewing factor (k) must be estimated at original 
image resolution of 256 × 256 pixels. Any reduction of resolution starts producing mar-
kedly different results.  The results obtained for the other images are also the same. 

Table 3. Estimation of skewing factor (k) at different resolutions 

Image Resolution Skewing factor (k) GA based Similarity Measure 

256 × 256 0.032 0.3702 

128 × 128 0.021 0.3504 

64 × 64 0.013 0.3127 

 

B  Registration Results 

Some of the registration results using the proposed multiresolution framework are 
described below. Effects of optimization techniques on the accuracy of registration 
method are also studied here.  

Registration of Brain MRI of an 86 year old man presenting with dementia is giv-
en below. This is an example of MR T1 and MR T2 benchmark images with resolu-
tion 256 × 256 pixels. Registration is obtained by using the proposed global optimiza-
tion technique. 

 

Fig. 2. Registration example of Brain MRI of an 86 y/o man presenting with dementia 
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Table 4. Optimization of NC based similarity measure (Bold-face types indicate the correct 
results) 

Patients 
Details 

Modalities of the images  Global Optima reached by different 
Optimization Techniques 

GA PSO SA HC 

Patient with 

mild Alzhei-

mer’s disease 

4 pairs of MR-T1 and MR-PD 

with resolution 256 × 256 

0.2466 0.2467 0.2466 0.2412 

0.1765 0.1764 0.1758 0.1703 

0.1928 0.1930 0.1930 0.1929 

0.2108 0.2106 0.2108 0.2027 

Patient with 

mild Alzhei-

mer’s disease 

4 pairs of MR-T1 and MR-T2 

with resolution 256 × 256 

0.3423 0.3423 0.3424 0.3422 

0.3701 0.3702 0.3702 0.3583 

0.3745 0.3746 0.3681 0.3695 

0.3198 0.3240 0.3106 0.3240 

Patient pre-

senting with 

Alzheimer’s 

disease 

4 pairs of MR-T2 and MR-PD 

with resolution 280 × 280 

0.2766 0.2765 0.2766 0.2698 

0.2839 0.2786 0.2730 0.2743 

0.2952 0.2951 0.2952 0.2736 

0.2873 0.2873 0.2714 0.2874 

Patient pre-

senting with 

Alzheimer’s 

disease 

4 pairs of MR-T2  and MR-PD 

with resolution 256 × 256 

0.1941 0.1983 0.1903 0.1958 

0.1726 0.1727 0.1726 0.1638 

0.1828 0.1826 0.1803 0.1826 

0.1709 0.1709 0.1708 0.1622 

86 y/o man 
with dementia

MR-T1 & MR-T2 with resolu-
tion 356 × 356 

0.3189 0.3190 0.3188 0.3190 

75 y/o man 
with dementia

MR-T1 & MR-T2 with resolu-
tion 380 × 380 

0.2003 0.2004 0.2004 0.1838 

 

C Effect of Optimization Techniques on Registration Procedure 

Quantitative results show that the proposed optimization methods (GA and PSO) are 
consistent on a set of difficult benchmarked images. Robustness of the proposed op-
timization methods is examined by comparing several other available techniques. This 
robustness is due to the proposed optimization methods, not just the choice of similar-
ity measure and multiresolution framework.  

However, this study also reveals that in very few cases desired global optima are 
not captured by the proposed optimization techniques. This is because, though GA 
and PSO are developed in analogy of complex biological evolutionary processes and 
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offer the capacity of population based systematic random searches, occasionally these 
optimization starts outside the capture range of desired optimum. For those cases, GA 
and PSO have a little chance of leading to a mis- registration of the images. Although, 
by using more number of initial search points of GA and PSO, the likelihood of find-
ing the global optimum can be increased but it slows down the convergence rate. 

The stochastic optimization routines like SA, is not suitable for capturing the 
global optimum in a high dimensional searching, because it sometimes takes a step in 
the wrong directions (towards a local optimum when the goal is to achieve the global 
optimum). In GA and PSO, this move is often controllable by exploiting a set of evo-
lutionary parameters, however SA is trapped in the local optima.  

HC optimization technique starts with a random solution, and iteratively makes 
small changes to the solution, each time improving it a little. However this progress 
may stick in a local optimal solution. Therefore HC is unable to reach the global op-
timum for present study. 

D. Convergence of Different Optimization Techniques 

Two evolutionary global optimization techniques, GA and PSO produce encouraging 
results for the present study. However, both PSO and GA are slow to converge to the 
desired optimal solution even in multiresolution framework. Though HC is stuck in 
the local optima very often and yields poor accuracy, it is the best optimization tech-
nique in terms of speed of convergence among other methods studied here. If the 
starting point is favorable then HC reach the global optima faster than other methods 
however, if any local optima appear during the journey, HC is trapped in that local 
optimum solution. 

Table 5. Convergence time of four optimization techniques with different image sizes 

Image size in 
pixels 

Average Convergence time 
(minute) 

Rate of in-
crease of con-
vergence time 
for PSO w.r.t. 

HC  

Rate of in-
crease of 

convergence 
time for GA 

w.r.t. HC  

PSO GA SA HC 

152 × 152 10 10 8 5 5 5 

232 × 172 15 14 11 7 8 7 

230 × 215 18 16 13 8 10 8 

256 × 256 25 22 18 11 14 11 

280 × 280 31 28 22 14 18 14 

356 × 356 60 54 46 28 32 26 

380 × 380 76 68 57 36 40 32 
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In this work we have studied the convergence time of four optimization techniques 
with variation of different image sizes. To study the increased rate of convergences 
for PSO and GA techniques using the proposed multiresolution framework in com-
pare to the standard HC technique, we have used the well known mathematical curve 
fitting technique on the data as shown in Table-5.  

Fig. 3 reveals that the rate of increase of convergence time of PSO in comparison 
with HC is not exponential, rather it is bounded by a 4th degree polynomial function 
of time. This 4th order polynomial increase of convergence time seems reasonable for 
obtaining consistently accurate result. 

 

    

Fig. 3. Curve fitting for rate of increase of convergence time of PSO w.r.t. HC 

4 Conclusion 

This study has examined the problem of optimization for fully automatic registration 
of brain images. It is mentioned that to speed up GA, PSO and SA, a hierarchical 
knowledge of transformation parameters is gained from the proposed multiresolution 
framework. We find that though HC is stuck in the local optima very often, it is the 
best optimization technique in terms of speed of convergence compared to other me-
thods. Therefore the speed of convergence of GA, PSO and SA using the multiresolu-
tion framework is compared to HC approach without considering multiresolution 
framework.  

We also find that as the input image size increases, convergence time of GA and PSO 
also increases but is bounded by the order of 4th degree polynomial function of time in 
compare to HC. As the accuracy of GA and PSO based optimization technique is en-
couraging, this 4th order polynomial increase of convergence time seems reasonable. 

However, the proposed evolutionary optimization methods may not give guarantee 
to find the global optimum in all registration problems. It has been found empirically 
that both of these strategies are relatively capable of avoiding to get trapped in local 
minima than other two optimization methods.  
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