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Preface

As the Program Committee Co-chairs, we welcome you to the proceedings of
the 17th Pacific-Asia Conference on Knowledge Discovery and Data Mining
(PAKDD 2013), held at Gold Coast, Australia, during April 14-17, 2013.

The PAKDD conference series, since its inception in 1997, has been a leading
international conference in the areas of data mining and knowledge discovery
(KDD). It provides an inviting and inspiring forum for researchers and practi-
tioners, from both academia and industry, to share new ideas, original research
results, and practical experience. The 17th edition continued the great tradition,
and had three world-class keynote speeches, a wonderful technical program, a
handful of high-quality tutorials and workshops, as well as an interesting invited
talk from industry.

The PAKDD 2013 conference received 363 submissions to the technical pro-
gram, involving more than 1,000 authors in total. In the rigorous double-blind
review process, each submission was reviewed by one senior Program Commit-
tee member and at least three Program Committee members. Many submissions
were extensively and thoroughly discussed by the reviewers. Based on the de-
tailed and critical discussion and reviews, the senior Program Committee mem-
bers made recommendations. Overall, 98 papers from 341 authors were accepted
in the technical program, yielding a 27% acceptance rate. Of these, 39 (10.7%)
had long presentations (30 minutes) and 59 (16.3%) had short presentations (15
minutes). The technical program consisted of 22 sessions, covering the general
fields of data mining and KDD extensively, including pattern mining, classifi-
cation, graph mining, applications, machine learning, feature selection and di-
mensionality reduction, multiple information sources mining, social networks,
clustering, text mining, text classification, imbalanced data, privacy-preserving
data mining, recommendation, multimedia data mining, stream data mining,
data preprocessing and representation.

We were lucky to have three world-class keynote speakers this year. Usama
Fayyad, a renowned pioneer in big data entrepreneurship, addressed us on the
big picture of big data. Huan Liu, a world-wide leader in social media mining,
discussed this exciting new frontier of data mining. Qiang Yang, a famous expert
on artificial intelligence and machine learning, talked on how machine learning
can address the big data challenge. We were also pleased to have Alexandros
Batsakis as an invited speaker from industry. He shared with us the latest de-
velopments on big data analytics infrastructure and enterprise applications.

The conference also included six workshops, covering a few exciting and fast-
growing hot topics. We also had five very timely and educational tutorials, cov-
ering the hot topics of social networks, transfer learning, stream mining, outlier
detection, and feature discovery.



VI Preface

In addition to the intellectually inspiring keynote speeches, technical pro-
gram, workshops and tutorials, we had several dynamic social events to facili-
tate communication and informal interaction, including a welcome reception, a
banquet, and an excursion.

Putting together a conference like PAKDD is never easy. It becomes pos-
sible only with tremendous contributions from the organizing team and many
volunteers. We thank Jiuyong Li, Kay Chen Tan, and Bo Liu for organizing the
workshop program. We also thank Tu Bao Ho and Mengjie Zhang for organizing
the tutorial program. We are grateful to Chengqi Zhang for his leadership in
the award selection. We owe a big thank-you to the 39 senior Program Commit-
tee members, 151 Program Committee members, and the external reviewers for
their great contributions and collaboration. We thank Guandong Xu for assem-
bling the proceedings. We also thank the General Chairs, Hiroshi Motoda and
Longbing Cao, and the local organization team for their great support. Without
the dedicated hard work of so many people, PAKDD 2013 would simply have
been mission impossible.

February 2013 Jian Pei
Vincent S. Tseng
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Efficient Mining of Combined Subspace and Subgraph Clusters in
Graphs with Feature Vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
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Abstract. Similarity in people to people (P2P) recommendation in
social networks is not symmetric, where both entities of a relationship
are involved in the reciprocal process of determining the success of the
relationship. The widely used memory-based collaborative filtering (CF)
has advantages of effectiveness and efficiency in traditional item to people
recommendation. However, the critical step of computation of similar-
ity between the subjects or objects of recommendation in memory-based
CF is typically based on a heuristically symmetric relationship, which
may be flawed in P2P recommendation. In this paper, we show that
memory-based CF can be significantly improved by using a novel asym-
metric model of similarity that considers the probabilities of both pos-
itive and negative behaviours, for example, in accepting or rejecting a
recommended relationship. We present also a unified model of the funda-
mental principles of collaborative recommender systems that subsumes
both user-based and item-based CF. Our experiments evaluate the pro-
posed approach in P2P recommendation in the real world online dating
application, showing significantly improved performance over traditional
memory-based methods.

Keywords: Social Network Mining, Recommender Systems.

1 Introduction

Memory-based collaborative filtering (CF) is the basis of many commercial rec-
ommender systems, of which Amazon’s [13] item-based approach is probably
the best known. In this work we present a unified framework incorporating both
item-based and user-based CF and within it develop a novel probabilistic method
of similarity that overcomes some of the limitations of previous approaches.

Conventional recommender systems attempt to discover user preferences over
items by modelling the relation between users and items. The aim is to recom-
mend items that match the taste (likes or dislikes) of users in order to assist
the active user, i.e., the user who will receive recommendations, to select items
from an overwhelming set of choices. It is used to 1) predict whether a partic-
ular user will like a particular item (a prediction problem), or 2) identify a set
of N items that will be of interest to a certain user (a Top-N recommendation
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problem). Recently, recommender systems have also been extended to people to
people (P2P) recommendation to model the relation between the active user and
other users by finding user preferences over other users.

Assuming that users with similar tastes would rate items (or other users)
similarly, memory-based collaborative filtering (CF) methods recommend items
based on heuristic aggregated user preferences for items, independent of the
availability of item descriptions. In this paper we formalise memory-based CFs
in a uniform way that allows the derivation of a probabilistic method, ProCF,
that is shown to improve performance in a P2P recommendation application.

Section 2 discusses related work. Section 3 defines the problems. Section 4
develops a probabilistic approach for both recommendation and ranking. Exper-
imental evaluation is in Section 5 and we conclude in Section 6.

2 Related Work

CF algorithms fall into two categories: model-based and memory-based ap-
proaches. Model-based CF [1,2,10,16] uses the collection of ratings to learn a
model, which is then used to make rating predictions. Although model-based
methods have reported higher accuracy of recommendation than memory-based
approaches, there are some limitations. These methods are computationally ex-
pensive since they usually require all users and items to be used in creating
models, and the number of users and items is typically large. Memory-based CF
is popular in many commercial recommender systems, being effective and easy
to implement. Memory-based approaches [2,11,13,18] make rating predictions
based on the entire set or a sample of items previously rated by users. The un-
known rating value rc,s of the active user c for an item s is typically computed
as an aggregate of the ratings of users similar to c for the same item s. This
aggregate can be an average or a weighted sum, where the weight is a distance
that measures the similarity between users c1 and c2. By using similarity as a
weight, more similar users make a greater contribution to a predicted rating.

In memory-based CF, similarity computation between items or users is essen-
tial. The definition of similarity measure varies depending on the recommenda-
tion application. Often the similarity between two users is based on the ratings
of items both users have rated. Two of the most popular approaches are corre-
lation [11,18] and cosine-based [2,17]. Extensions to these include default voting,
inverse user frequency, case amplification, and weighted-majority prediction [2,7].
Usually these use heuristics to model the weights and are not able to handle the
different rating scales of different users. Solutions to this problem include the ad-
justed weighted sum and preference-based filtering [14], which focuses on predict-
ing the relative preferences of users instead of absolute rating values.

Memory-based probabilistic CF is an alternative. Yu et al. [20] use a mixture
model for user preferences. Deshpande and Karypis [8] proposed conditional
probability based similarity in item-based CF. These models only consider com-
mon purchase information, which causes the problem that frequently purchased
items tend to have high conditional probabilities, leading to reduced diversity
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in recommendation [9]. Adding a scaling parameter to control for the effect of
popular items in the model may help, but finding a suitable parameter value be-
comes challenging. Also, these methods are uni-directional, relying only on users’
taste, so they are not applicable to P2P recommendation, which is reciprocal.

People recommenders deal with the problem of finding meaningful relation-
ships among people or organisations. In online social networks, relationships
can be friends [19] e.g., on Facebook, professional contacts [3] e.g., on LinkedIn,
online dating [5,12], or jobs on employment websites [15]. The nature of these do-
mains makes P2P recommender systems significantly different from traditional
item to people (I2P) recommenders. The basic difference in the people recom-
mender domain is the characteristic of reciprocal relationships.

3 Problem Statement

Recommender systems can be classified into two general classes: classical item to
people recommender systems (I2PRec) and people to people recommender sys-
tems (P2PRec). In classical I2PRec, there are two types of entities, buyers (e.g.,
customers) and items (e.g., books, movies, songs). In recent P2PRec [5], there
only exists a uniform entity type: users (e.g., online dating service subscribers,
job seekers and employers). To distinguish the different roles in a recommenda-
tion, we use subject, S = {s1, ..., s|S|}, to refer to the recommendation recipient
(e.g., customers in I2PRec and active partner seekers for P2PRec) and object,
O = {o1, ..., o|O|}, to refer to the recommendation candidate (e.g., books in
I2PRec and partner seekers in P2PRec). Recommender systems using CF meth-
ods rely on collaborative information. There are several types of collaborative
information. One important distinction is between explicit (i.e., ratings, up and
down votes) and implicit (i.e., clicks, purchases, contacts, replies) expressions of
user preferences. Depending on the type of system, implicit information may be
positive-only, i.e., no recorded negative preference observations, or positive-and-
negative, i.e., both positive and negative preference observations are available.

In I2PRec, collaborative information used in traditional CF is merely based on
the behaviours of subjects, i.e., the preference of buyers determines the transac-
tions that represent the collaborative information. However, in P2PRec, collab-
orative information usually depends on behaviours of both subject and object,
since the relationship between the subject and the object can only be estab-
lished when both parties agree on it, denoted by a successful interaction (i.e.,
the subject makes contact to express interest and gets positive feedback from
the object). We use so+ to refer to this, representing the establishment of a
successful interaction. Similarly, so− refers to an unsuccessful interaction. This
requires P2PRec to consider collaborative information based on behaviours of
both subject and object rather than only those of subject, which consequently
prevents traditional I2PRec from solving the P2P recommendation problem [4].

The task of P2P recommendation from implicit, positive and negative, pref-
erences is to rank the objects from a candidate set Oc for a subject according to
the probability of establishing a relationship between them based on the collab-
orative information. This task is related to, but distinct from, rating prediction,
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Coactor

Actor

Imitator

Action

Predicted 
Action

Similar

Fig. 1. A general framework for CF. In user-
based CF (UBCF) (resp. item-based CF
(IBCF)), Coactor is the candidate entity (ac-
tive entity), Actor the entity similar to the
active entity (candidate entity), Imitator the
active entity (candidate entity). (Section 3)

Action

Similar

++++

+- +-

-- -+

Actor

Imitator

Fig. 2. Construction of probabilistic
similarity. Actor and Imitator both in-
teract with Coactor entities, with four
possible outcomes, e.g., the label (++)
means that both interactions have a
positive outcome.

where the task is to predict how much a subject will like an object. Therefore, a
ranked list of candidate objects for each subject, rather than an explicit rating,
is the output of a typical P2P recommender.

Similarity. Memory-based CF approaches to recommender systems differ ac-
cording to the method used to compute the similarity between the various sub-
jects/objects, which consequently determines the overall performance of the rec-
ommender. In general, the similarity between two entities should be high if they
have interacted with a large set of others in common and low if few in common.
In this case, the similarity between two entities is symmetric since the common
set is shared with both entities and no other information is considered. But this
may not be sufficient, since other subjects/objects that were not interacted with
in common by the similar pairs, but only by one in the pair, can have impact
on the similarity and thus the recommendation. When using information from
such entities not interacted with in common by the similar pairs, similarity be-
comes naturally asymmetric, since each entity in the pair can have a different
set contacted by it alone. For example, in P2P recommendation, Bob may pre-
fer Alice since she is younger than 30 years old and likes music, while Charlie
could also prefer Alice, but only because she has age less than 30. Thus, Bob is
similar to Charlie since they have a common preference and vice versa. In sym-
metric similarity, similarity to each other is the same since they prefer the same
woman. However, Diana, who is 20 years old but hates music could be preferred
by Charlie but not by Bob, since Bob prefers women who like music. This shows
that Bob and Charlie’s preferences are not the same, and moreover, that Bob’s
similarity to Charlie is different from Charlie’s to Bob, and thus asymmetric.

Similarity can be represented by similar pairs. There are two roles within a
similar pair: actor and imitator, as illustrated in Fig. 1. To define those two
roles, we first define the coactor :
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Definition 1. A coactor is the entity who interacts with both entities in a sim-
ilar pair, i.e., either the candidate of recommendation in user-based CF or the
active entity in item-based CF.

In the example, Bob is similar to Charlie. If Emma is preferred by Bob and
likes music, we can recommend Emma to Charlie by user-based CF. Or if Emma
prefers Bob, we can recommend Charlie to Emma by item-based CF. In both
cases, we call Emma a coactor, the person who either receives recommendations
or is recommended. The two roles within a similar pair are defined as:

Definition 2. An actor is the entity within a similar pair that provides collab-
orative information, i.e., the entity who actually interacted with the coactor.

Bob is a actor in our example since he interacted with the coactor Emma.

Definition 3. An imitator is the other entity in the similar pair with similar
behaviour to the actor, i.e., either the active entity in user-based CF or candidate
in item-based CF.

Charlie is an imitator in our example for his similarity to the actor Bob. Given
the above definitions, we formally define symmetric and asymmetric similarity:

Definition 4. A symmetric similarity is a measurement of the amount of com-
monality in the behaviour of an actor and its imitator.

Definition 5. An asymmetric similarity is a measurement of the combined
(e.g., summed) amount of commonality and difference in the behaviour of an
actor and its imitator.

These definitions subsume both user-based and item-based CF into a novel uni-
fied model, which reveals the fundamental principles that drive the formation
of collaborative recommender systems by discovering the relation among the
entities involved in the collaborative recommendation (Fig. 1).

4 Methods

In this section, we describe the probabilistic CF framework and apply it to the
task of P2P recommendation from implicit, positive and negative, feedback.

4.1 Conditional Probabilistic Similarity

We define probabilistic similarity in the context of item-based CF as the prob-
ability that an action succeeds given that the subject of recommendation had a
positive interaction with one of the similar objects and the subject attempted
the same action with another similar object. This definition is sufficiently gen-
eral to cover both item-based and user-based CF (Fig. 2). It also covers people
to people recommendation, in which there are two types of actions: acceptance,
i.e., positive feedback, and rejection, i.e., negative feedback. Depending on the
type of action we can then define the probability of acceptance or rejection:
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Definition 6. The acceptance probability P (i|j) is the probability a positive ac-
tion will occur with entity pair i given a positive action occurred with pair j:

P (ic+|ac+) = P (ic+|ac+, ic) = P (ac+, ic+)

P (ac+, ic)
=

|ae+ ∩ ie+|e∈E

|ae+ ∩ ie|e∈E
(1)

where P is the probability, E the set of entities in the training set, i the imitator
in Definition 3, c the coactor in Definition 1 and a the actor in Definition 2.

Definition 7. The rejection probability P (x|y) is the probability a negative ac-
tion will occur with entity pair x given a positive action occurred with pair y:

P (ic−|ac+) = |ae+ ∩ ie−|e∈E

|ae+ ∩ ie|e∈E
(2)

Note that the conditional probability-based similarity of [8] occurs as a special
case of this framework when there is only a single type of action. For example,
in item-based CF the similarity between two items is the conditional probability
that one item will be purchased given that the other has been purchased. This is
equivalent to P (ic|ac), which is obtained by dropping the sign of the interactions
and simplifying in either of Definitions 1 or 2, when they become identical.

To compute the acceptance and rejection probability, as shown in Fig. 2,
we first find the number (C) of common entities each of which has a positive
action with the actor, and either a positive or negative action with the imitator.
Here the common entities with negative actions with respect to the actor (−+
or −−), shown greyed-out in Fig. 2, are not taken into account. Secondly, we
count how many of those have positive actions in common with the imitator (A),
and how many of them have negative actions with the imitator (B). Then, the
acceptance probability is (A) divided by (C) and the rejection probability is (B)
divided by (C). For the example in Fig. 2, the number of such common entities
(in the dashed circle) is 4. Out of these the number of entities having positive
actions with the imitator (++) is 2 and those having negative actions (+−) is 2.
Therefore, the acceptance probability is 2/4 = 0.5 and the rejection probability
is 2/4 = 0.5. In this case the actor and imitator as similar entities have equivalent
acceptance and rejection probability with respect to the coactors.

4.2 Probability Residue

We consider both acceptance probability and rejection probability in estimating
the impact of the preferences of similar entities. If we have a similar pair for
which the acceptance probability (P+, for short) is greater than the rejection
probability (P−), we would naturally be inclined to decide that the similar pair
will contribute to the acceptance of the recommendation of a similar entity.
Conversely, if P− is greater than P+, we would be inclined to consider rejection.
To justify this decision procedure, we can calculate the probability of error.
Whenever we observe a particular similar pair i, the probability of an error is:

P (error|i) =
{
P− if we decide acceptance
P+ if we decide rejection

(3)
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Given i we can minimise the probability of error by deciding acceptance if P+ >
P− and rejection otherwise. Thus, the probability residue is the contribution of
each similar entity to the ranking by minimising the decision error:

Definition 8. The probability residue is the difference between the acceptance
probability and rejection probability:

ωai = P (ic
+|ac+)− P (ic−|ac+) = P+ − P− (4)

The probability residue reflects the balance of the acceptance and rejection prob-
ability of an interaction between a pair of entities. It measures the degree to
which the interaction departs from random, i.e., increases the possibility of ei-
ther success or failure. Thus, a similar entity will contribute towards a positive
rating and thus success if the probability residue ωai > 0, contribute towards
a negative rating and thus failure if the probability residue ωai < 0, or not
contribute to recommendation at all if the probability residue ωai = 0.

For the example in Fig. 2 the probability residue is 0 and thus will be ignored
in recommendation, since the actor as a similar entity to the imitator, as an
active entity or candidate, has equivalent acceptance and rejection probability.

4.3 Rating

Rating of candidates as active entities is then based on probability residues. It
is the sum of probability residues of all the entities similar to the current active
entity corresponding to a candidate:

r =
∑
k∈S

ωk (5)

where S is the set of similar entities and ωk the probability residue of Definition 8.

Theorem 1. If ω is a probability residue and |S| is the number of similar enti-
ties, then the candidate rating function r of Equation 5 is a non-monotonically
increasing function on the number of similar entities |S|.

Proof. Since ωi could be negative, for all |S1| and |S2| such that |S1| ≤ |S2|, one
could have r(|S1|) ≥ r(|S2|) according to Equation 5. Thus function r does not
preserve the ordering and is non-monotonic.

Notice that this non-monotonic characteristic of the rating function is desired
in recommender systems. In conventional recommender systems [11,13,8], the
rating functions are usually monotonically increasing on the number of similar
entities. This is a problem since it will cause popular (i.e., preferred by a large
number of entities) or active (i.e., preferring a large number of entities) entities
to have higher rating than others since popular or active entities have usually
more similar entities than other entities.

More specifically, popular objects are preferred by a large number of subjects
and thus have more chance to be co-preferred with other objects, which makes
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popular objects have more similar objects than non-popular ones. Similarly,
active subjects prefer a large number of objects and thus have more chance to
co-prefer with other subjects, which makes active subjects have more similar
subjects than non-active ones. However, since the rating function defined in
Equation 5 is non-monotonic it is not necessarily increasing for popular or active
entities. Therefore, by using the probability residue defined above, we are able
to avoid the common problem of favouring popular entities in recommendation,
and therefore increase the diversity as shown in Section 5. Promoting novel
recommendation generates global diversity and improves user experience [6].

A ranked candidate list is then generated by descending sort of all candidates
on rating. For tied ratings, we have two steps: (i) favour the candidate with a
greater total number of interactions used in calculating similarity; and if this is
also tied (ii) favour the candidate with more contributed similar pairs. In these
rare cases the increased support means favouring more reliable ratings.

4.4 Summary of the ProCF Algorithm

The proposed framework is realised in the ProCF algorithm. It constructs a
similarity table and then generates a recommended candidate list for each sub-
ject. Specifically, to construct the similarity table, ProCF collects all similar
pairs, each of which has at least one common coactor, and then assigns each pair
a probability residue value according to Equation 4. To generate recommenda-
tions for an active entity, ProCF finds each imitator in the similarity table for
which all pairs of their corresponding actors were interacted with by the active
entity. It then computes a rating for the imitator according to Equation 5 and
adds the imitator to the recommendation list.

The complexity of ProCF is approximately O(N), and O(N2) in the worst
case, where N is the number of entities in the training set, since it examines
N entities and up to N − 1 other entities for each entity. However, because
the average entity interaction vector is extremely sparse, the performance of
the algorithm tends to be closer to O(N) in practice. Scanning every entity
is approximately O(N) rather than O(N2) because almost all entity interaction
vectors contain only a small number of interactions with other entities. Although
there are a few entities who interact with a significant percentage of all other
entities, each still only requires O(N) processing time.

5 Experiments

In these experiments, we evaluate the proposed approach on people to peo-
ple recommendation (Top-N recommendation) in a demanding real-world social
network data set. We compare the proposed probabilistic CF method to several
conventional recommendation strategies based on a set of common evaluation
metrics. Owing to space restrictions, we can only summarize our results, which
will be detailed in an extended version of the paper.
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Datasets. Data was collected from a commercial online dating site. In online
dating, people are looking for potential partners. A user contacts people they like
by sending messages. Receivers of messages then have options to reply, positively
if they like the sender, negatively if they do not like the sender or are not sure,
or they may just not reply. Specifically, the data contains interaction records,
each of which represents a contact by a tuple containing the identities of the
sender and receiver and whether the contact was accepted (positive response
from receiver to sender) or not. The former case is denoted a successful or positive
interaction, otherwise it is unsuccessful or negative.

The training set covered a four week period in February, 2010 and the test set
a one week period from the first of March, 2010 (test results from a three week
period from the same date were essentially identical and are omitted due to lack
of space). Training and test sets contained all users with at least one contact in
the respective periods. The training (resp. test) sets contained 166699 (95814)
users with a total of 1710332 (436128) interaction tuples. Of these 264142 (66482)
were positive interactions and 1446190 (369646) were negative (including non-
replies). The default success rate (DSR), the proportion of interactions that were
positive, was 15.4% (15.2%).

Methodologies.We compare the proposed algorithm with the P2P Best 2CF+
method [12] on their evaluation metric and a new metric defined below. As far
as we are aware this is the best-performing published CF method for recom-
mendation in online dating. Model-based methods such as matrix factorisation
methods were also tested but were not able to handle such a large dataset.

We trained ProCF and Best 2CF+ using the above training set. The learned
model for each approach was then tested by generating the Top-N recommenda-
tions for each user in the test set. Finally, recommendations from ProCF and
Best 2CF+ were evaluated as described below and the results are compared.

Evaluation Metrics. Evaluation in this domain is more complex than standard
CF applications. Metrics used to capture key aspects of system performance
are defined as follows. Precision/Success Rate(SR): proportion of interactions
predicted to be successful that were actually successful to all predicted successful
interactions (PSI). Default Success Rate(DSR): proportion of actual successful
interactions (SI) to all interactions in the dataset. SRI : ratio of SR to DSR.
Recall and F Value: recall is proportion of true PSI to all true SI. F Value is
defined by F = 2∗Precision∗Recall

Precision+Recall . Accept Rate and ARI : accept rate (AR) is
proportion of true PSI to all PSI with either positive or negative reply. ARI
is the ratio of AR to default accept rate without recommendation. Reject Rate
and RRI : reject rate (RR) is proportion of false PSI with negative reply to
all PSI with any reply. RRI is the ratio of RR to default reject rate without
recommendation.

We use SRI to test how likely recommendation is to help the active user to
have a positive interaction. Recall and F value tests how different user behaviour
based on recommendation is to default. Finally, ARI and RRI test responses of
the recommended user when the active user follows the recommendation.
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Table 1. Average Positive Reply Rate per Receiver

baseline all 100 90 80 70 60 50 40 30 20 10

B2CF 0.372 0.370 0.370 0.370 0.370 0.371 0.371 0.371 0.371 0.372 0.374 0.378
ProCF 0.372 0.369 0.370 0.370 0.370 0.370 0.370 0.370 0.370 0.370 0.372 0.379

Results. A comparison of ProCF and Best2CF+ on the test set in terms of the
evaluation metrics is shown in Fig. 3. Clearly ProCF outperforms Best 2CF+
on precision for all Top-N recommendations; the most significant comparative
improvement is on Top 100 where ProCF outperforms Best 2CF+ by 34%.
SRI shows that although Best 2CF+ improves the baseline performance of the
system for all Top-N , ProCF achieves greater improvement. Since [12] show
that Best 2CF+ outperforms traditional CFs on P2P recommendation, ProCF
has a clear advantage. This suggests that considering both positive and negative
collaborative information in creating similar pairs using probability residue leads
to recommending users with higher probabilities of successful interaction with
the active user. Recall and F Value improvements for ProCF indicates greater
reliability in recommendation. Also, ProCF shows increased accept rate and
reduced reject rate for the most highly ranked users. This supports the hypothesis
that by looking at the difference between positive and negative information,
ProCF can down-rank candidates with higher reject rate while up-ranking those
with higher accept rate.

In Table 1, we show the average positive reply rate (APRR) per receiver over
all recommended users compared to the those over all users in datasets. We
also compared ProCF to Best 2CF+ on APRR with ProCF shown in bold
in the figure. We can see from the results that both Best 2CF+ and ProCF
have a similar APRR to the baseline over all Top-N . Best 2CF+ achieved smaller
APRR than the baseline except from Top 20 and 10 while ProCF achieved even
smaller APRR than Best 2CF+ except only Top 10. This indicates that ProCF
does not recommend users who have higher positive reply rate. In contrast,
it recommends users with lower positive reply rate in general. A recommender
system that prefers recommending users with higher positive reply could improve
the success rate. However, ProCF does not have a concentration bias on those
users and thus does not commit the problem of recommending very frequent
items as in [8]. Diversity in P2P recommendation is important; for example,
recommending people who always say “yes” to any contact is poorly personalized
and leads to poor recommendation performance. ProCF’s achievement of high
success rate while maintaining diversity is a significant result.

Discussion.The experiments have shown that ProCF implementing our proba-
bilistic similarity function significantly outperforms Best 2CF+ on all evaluation
metrics used. This proves that ProCF also outperforms all standard CF meth-
ods and combined CF methods evaluated in [12]. Note that ProCF achieved its
performance by a single improved CF method not by any combination of CFs or
profile-based methods. The characteristics of ProCF and its good performance
suggest it could be used as an improved standard CF method to be integrated
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Fig. 3. Results on Test Set (1-7 March, 2010). ProCF significantly outperformed
Baseline and Best 2CF+ in precision, accept rate and reject rate on all Top-N evalu-
ations and improved the recall/F value from Top 50 to Top 10). (For reject rate/RRI,
the lower the better. For others, the higher the better.)

into existing common recommendation frameworks for increased performance.
Beside good performance, ProCF has the advantage of being simple, easy to
implement and fast. All presented algorithms were implemented using SQL in
Oracle 11. ProCF required about 1 hour for training and several minutes for
testing on a workstation with 64-bit Windows 7 Professional, 2 processors of
Intel(R) Xeon(R) CPU x5660@2.80GHz and 32GB RAM.

6 Conclusion

We presented a general and straightforward framework, ProCF, for recom-
mender systems. Although ProCF is in general applicable to both I2P and P2P
recommendation, this paper focuses on P2P recommendation only. We demon-
strated the usefulness of ProCF in a set of extensive experiments. The ex-
periments were conducted on demanding real world datasets collected from a
commercial social network site. The experimental evaluation of ProCF shows
that it is suitable for P2P recommendation. The comparative evaluation to two of
the best CF methods on this task shows that ProCF outperforms the best CF-
based method for P2P recommendation. We also showed that ProCF retains
diversity of recommendation while providing higher accuracy recommendation.
It does not only recommend a small group of users with high positive reply rate.

An appealing property of our framework is its simplicity and modularity.
Because it follows a standard CF framework with its improved similarity and
ranking functions, it can be applied or integrated into existing CF recommender
systems to improve system performance.

In the future, we will extend this work to test ProCF using other probabilistic
functions for similarity and other distribution functions for calculating proba-
bility residue. We will also investigate the integration of profile based approach
into ProCF for even better recommendation performance.
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Abstract. Social network based applications such as Facebook, Mys-
pace and LinkedIn have become very popular among Internet users,
and a major research problem is how to use the social network infor-
mation to better infer users’ preferences and make better recommender
systems. A common trend is combining the user-item rating matrix and
users’ social network for recommendations. However, existing solutions
add the social network information for a particular user without con-
sidering the different characteristics of the products to be recommended
and the neighbors involved. This paper proposes a new approach that
can adaptively utilize social network information based on the context
characterized by products and users. This approach complements several
existing social network based recommendation algorithms and thus can
be integrated with existing solutions. Experimental results on Epinions
data set demonstrate the added value of the proposed solution in two
recommendation tasks: rating prediction and top-K recommendations.

1 Introduction

Recommender Systems have achieved great success and are becoming increasingly
popular in real world applications. For example, online stores, such as Amazon and
Netflix, provide customized recommendations for products or services based on
a user’s history. Many techniques have been proposed to make recommendations
for the users, among which collaborative filtering is one of the most popular ap-
proaches. The task of collaborative filtering is to predict the utility of items to a
particular user based on the user’s history and other users’ ratings.

With the increasing popularity of social network based applications such as
Facebook, Myspace and LinkedIn, how to make recommendations with addi-
tional information from a user’s social network has become an important re-
search topic. In real life, we often turn to our friends for some recommendations.
Besides, people with close relationship are likely to have similar tastes. There-
fore, a user’s social network may have two effects in the real world: help us in-
fer users’ preferences and influence users’ behaviors. Hence, social network info
might be an important element that recommender algorithms can take advantage
of. Recently, several researchers have started to tackle this problem [11][10][9].For
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example, Jamali et al. proposed a a model-based approach utilizing matrix fac-
torization techniques and incorporating trust propagation mechanisms [3]. Kon-
stas et al. adopt a Random Walk framework and focus on investigating the role
of additional relationships, such as friendships and social tags [6].

However, most of prior research only focused on a single-domain recom-
mendation and thus the solutions are less likely to work well in open domain
recommenders systems. There are three differences between the two kinds of
recommender systems: 1) Data is sparser in the open-domain systems. Open-
domain systems have much more items but less user feedback. That means the
user-item rating matrix is sparser in open-domain systems. Thus traditional col-
laborative filtering cannot achieve as good performance as in the single-domain
systems. 2) Data distribution varies according to the different domains. For
example, in the Epinions data set, online stores get more reviews(average 10
ratings/item), yet books tend to get less reviews(average 2 ratings/item).1 3)
The social network structure is more complicated than the single-domain sys-
tem. Social network has been used to measure users’ similarities and infer users’
preferences in recommender systems. Most of prior research assumed that those
people trusted by same user have the same influence for the user. However in the
real world, people always selectively adopt others’ opinions. Some persons are
good at software, some persons are good at sports. People will consult different
persons due to the products they want to purchase. Each person may involve in
multiple social networks, we shouldn’t consider them equally.

Recently, Hao et al.[8] introduced a framework combining social networks
and collaborative filtering techniques for recommendation in an open domain
data set epinions.com. However, similar to existing research on social network
based recommender systems, their solution also combines the information using a
static weight, without considering how to balance the weights between user-item
ratings and social network information based on the context.

Motivated by early research on social network based recommender systems,
this paper focuses on a problem that existing solutions have not addressed: how
to differentiate the effect of social network info based on recommendation con-
text. Without loss of generality, we focus on three variables that characterize
the context: item category, the number of observed ratings for the user and
characteristics of the neighbors. Our experiments are based on these three char-
acteristics. We propose a solution to modify some existing social network based
recommendation algorithms so that the context could be considered.

Based on experimental results, we found: 1) users’ social networks influence
users’ behaviors and are useful for inferring users’ preference; 2) how to balance
the weights between user-item ratings and social network information is de-
pendent on the recommendation context and neighbors involved. Our proposed
approaches using adaptive weights can capture the recommendation context and
thus outperform the approaches using a static weight; 3) utilizing social network
information can help overcome the negative effect of rating variance, especially

1 Based on the statistics of our crawled data.
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in an open-domain recommender system; 4) weighted differentiation of each in-
dividual in a social network can better model the influence of the social network.

2 Social Recommendation Approaches

Our approach is to start with state-of-the-art social network recommendation al-
gorithms, modify them so that product and neighborhood characteristics will be
considered when we trade off the predicted user preferences (without considering
social information) and user’s neighbors’ preferences.

Assume there are N items, M users in a recommender system. The rating
of user i for item j is denoted by ri,j . All the ratings from users to items are
denoted by a user-rating matrix R = {ri,j}. For some recommender systems,
users are connected in a social network. For example, if user i selects user k as a
trustable person or his/her friend, there is a directed connection from user i to
user k. This network can be represented as a M ×M matrix S = {si,k}, where
si,k denotes how well user i trust user k. In the simplest case, si,k = 1 means
user i trusts user k, otherwise 0. The task is to recommend a list of items to a
user, and good items are those that user is likely to purchase, rate high, or click.

2.1 Singular Value Decomposition

Singular Value Decomposition(SVD) is a widely used collaborative filtering algo-
rithm. The central idea is factorizing the user-item rating matrix into low-rank
approximation based on low-dimensional hidden representations of users and
items, then utilizing them to predict the missing values in the rating matrix.
Let U ∈ R

D×M and V ∈ R
D×N be latent user and item matrices, with column

vectors ui and vj representing the latent/hidden vectors of user i and item j
respectively. D is the dimension of latent vectors. There are various ways to find
the latent representations of users and items. We can view it as a statistical
modeling problem, where the observed ratings are generated as follows [12]

p(R|U, V, σ2) =
∏

ri,j∈R

N (ri,j |uT
i vj , σ

2) (1)

where N (x|μ, σ2) is a Gaussian distribution with mean μ and variance σ2.
The dot product of latent user and item vectors uT

i vj is the expected mean
of rating ri,j . The latent vectors are assumed to be generated independently

from Gaussian distributions of zero-mean: p(U |σ2u) =
∏M

i=1 N (ui|0, σ2uI) and

p(V |σ2v) =
∏N

j=1 N (vj |0, σ2vI) where σu is the variance of the Gaussian distri-
bution for users and σv is the variance of the Gaussian distribution for items. I
is an identity matrix. Hence, the posterior distribution over the user and item
latent vectors is given by

p(U, V |R, σ2, σ2u, σ2v) ∝
∏

ri,j∈R

N (ri,j |uT
i vj , σ

2)×
M∏
i=1

N (ui|0, σ2uI)×
N∏
j=1

N (vj |0, σ2vI)

We can find ui and vj by maximizing the above posterior likelihood. The rating
for user i and item j, if not available, can be predicted as ri,j = uT

i vj .



16 M. Li et al.

2.2 Factorization with Social Network

In trust-aware recommender systems, users express trust for other users. When
user u trusts user k, they may have similar preference to some extent, or user k
may affect user u’s decisions. Social Trust Ensemble is a probabilistic framework
that naturally fused users’ tastes and their trusted friends’ favors [8]. In this
framework, the conditional distribution over the observed ratings is modeled as:

p(R,U, V |S, σ2, σ2U , σ2V ) ∝
M∏
i=1

N (ui|0, σ2uI)×
N∏
j=1

N (vj |0, σ2vI) (2)

×
∏

ri,j∈R

[N (ri,j |(αi,juT
i vj + (1 − αi,j)

∑
k∈τ(i)

si,ku
T
k vj), σ

2)]

The model assumes the ratings are generated from different Gaussian distri-
butions. The mean of the Gaussian distribution that generates a rating ri,j is
determined by the latent vectors of user ui and item vj as well as the users in
user i’s social network, which is denoted as τ(i). The contributions from the two
parts are weighted by the parameter αi,j . In [8], αi,j is fixed as the same value
for different user i and item j. It ignores the recommendation context associated
with ratings. We will discuss this issue and propose a new solution later.

2.3 Adaptive Weights Based on User and Product Characteristics

In formula (2), αi,j and si,k balance the information from users’ own character-
istics and their friends’ favors. αi,j controls how much the model should trust
the user vs. the neighbors, and si,k controls how much one should trust user k.
A straightforward way is to define a fixed value for all the αi,j [8]. For instance,
αi,j = 0.4 for all 〈i, j〉 pairs means whatever the situation is, a user’s own hidden
representation contributes 40% and social network contributes 60%. However, in
real life, how much to trust others depends on many factors. For example, if item
k is a movie, user i may ask his/her friends or read reviews before watching it. If
item k is a hard drive, the user i may have clear idea about his/her preferences
(size, price range) and can judge the quality easily without consulting friends.

To make αi,j context-sensitive, we propose to set the value of αi,j based on
the features of user i and item j using the following sigmoid function:

αi,j = sigmoid(w
T fi,j) (3)

where w ∈ R
P and fi,j is a P -dimensional feature vector about user i and item j.

Each dimension of fi,j corresponds to one feature, and each feature value could
be binary or numeric. The features could include user characteristics (gender,
location, etc.) and item characteristics(price, category, etc.). The features could
also include interactions between users and items. For example, a binary value
indicating whether user i is familiar with products in the same category/brand
of item j, or the frequency of user i visiting the web pages mentioning product
j. The sigmoid function is used to restrict the value of αi,j between 0 and 1.
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According to the formula (3), the recommendation algorithm decides how
much to adopt the social networks’ opinions based on the characteristics of users
and items. The rating ri,j can be estimated as follows:

r̂i,j = sigmoid(w
T fi,j)u

T
i vj + (1− sigmoid(wT fi,j))

∑
k∈τ(i)

si,ku
T
k vj (4)

We further assume w follows a Gaussian distribution N (0, σ2wI). Thus the max-
imum likelihood estimation of the parameters can be learned by minimizing the
following loss function (the negative log likelihood of the observation):

lossR,S,U,V,W =
∑

ri,j∈R

1

2
(r̂i,j−ri,j)2+

M∑
i=1

λu
2

‖ ui ‖22 +

N∑
j=1

λv
2

‖ vj ‖22 +
λw
2

‖ w ‖22

where λu = σ2

σ2
u
, λv = σ2

σ2
v
, λw = σ2

σ2
w
.

The solution can be found using conjugate gradient algorithm. The gradient
of ui, vj and w can be calculated as below:

∂loss

∂ui
=
∑

ri,j∈R

αi,j(r̂i,j − ri,j)vj +
∑

t∈ϕ(i)

∑
rt,j∈R

(1− αi,j)(r̂t,j − rt,j)st,ivj + λuui

∂loss

∂vj
=
∑

ri,j∈R

(r̂i,j − ri,j)(αi,jui + (1 − αi,j)
∑

k∈τ(i)

si,kuk) + λvvj

∂loss

∂w
=
∑

ri,j∈R

(r̂i,j − ri,j)(uT
i vj −

∑
k∈τ(i)

si,ku
T
k vj)α

′
i,jfi,j + λww

where α′i,j = exp(wT fi,j)/(1 + exp(wT fi,j))
2 is the derivative of the sigmoid

function. ϕ(i) is the set of all the users who trust user i.

2.4 Adaptive Weights Based on Individual Neighbors

si,k captures how a particular neighbor k affects the prediction. According to
the definition of si,k and τ(i), we have the following three approaches:

Social Trust Model. A straightforward way is adopting a commonly used
social network definition of recommender systems, which is so-called social trust
network. In this scenario, τ(i) is the social network explicitly expressed by user i.
For example, in Epinions.com, each user can express his/her Web of Trust by
marking some other users as “trustable”. Then the set τ(i) contains all the
users who are selected by user i. There are several possible reasons that user
i add user k into his/her trust list. First, they might know each other in the
real life. Second, user i has read the reviews and ratings provided by user k,
and found them valuable or consistent with his/her own tastes. In both cases,
social trust network has much potential to be utilized for better inference of
users’ preferences. It is worth mentioning that the trust value is binary in most
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recommender systems. This means we do not know how much user i trusts each
individual in the trust list. If we simply treat all trusted users on user i’s list
equally, the definition of si,k is si,k = 1

|τ(i)| where |τ(i)| is the number of trusted

users by user i in the set τ(i).

Social Influence Model. The social trust model mentioned above utilizes a
user’s social network to infer the user’s preference. Now we further discuss how
we model the social network influencing users’ behaviors. Consider a scenario in
the real world, where user i knows nothing about the movie “Avatar” initially.
He found more and more people around him have watched the movie, are talking
about it and rate it highly. Then there is a high probability that user i will be
influenced by people around and go to the theater for “Avatar”, even if he usually
does not watch Action Sci-Fi movies or movies in general.

To model the influence from one’s social network, we restrict si,k as follows:
si,k = 1 if user k purchased or rated item j; otherwise si,k = 0. While predicting
ri,j , the social influence network being considered contains all the users who are
trusted by user i and also purchased/rated the target item j.

Neighborhood Model with Implicit Social Network . The above models
treat different individual’s opinion in the social network equally. However, people
adopt others’ opinions differently. For close friends that people know well, they
trust them highly. In this case, we probably want to use a high value for si,k. For
people they are not familiar with, one may cautiously take the advice. In this
case, we may want a low value for si,k. Even for the same person, people will
trust him/her in varying degrees in different recommendation contexts. Besides,
social network information is not always available for a recommender system.
Based on above two considerations, we propose to utilize user’s neighborhoods,
which can be found using standard collaborative filtering algorithms, as implicit
social network. In this model, τ(i) is the top-N nearest neighbors of user i. To
calculate the similarity between users, several similarity measures have been
proposed before. Without loss of generality, we use cosine similarity in the space
of items. We use Ui and Uk to indicate the ith and kth row of the rating matrix.
Then similarity between user i and user k is defined as simi,k = UiUk

‖Ui‖·‖Uk‖ .

According to the similarities between users, we select top N nearest neighbors
for each user i as the implicit social network τ(i). si,k is defined based on the
similarity simi,k with a normalizing factor so that

∑
k∈τ(i) si,k = 1:

si,k =
simi,k∑

t∈τ(i) simi,t
(5)

3 Experimental Methodology

We collect evaluation data set from Epinions.com which is a consumers review
website. Users can review items and provide integer ratings from 1 to 5. Epinions
also provides the user profiles and item descriptions, such as item category. As a
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trust-aware system, users can explicitly express the trust statements in Epinions.
Each user maintains a “trust” list which includes some trustable users.

Researchers have used Epinions data set for various research on recommender
systems, however, none of the existing data sets contain all the information we
need. The data set used in this paper is a new collection we collected by crawling
Epinions.com on Oct 2009. We first crawled the ratings and trust statements of
the top reviewers and then move to the users who trust top reviewers or who
are trusted by top reviewers. We crawled users’ ratings and trust statements
following users’ social networks. As a result, we collected a data set that contains
56,859 users, 271,365 items, and 1,154,812 ratings. There are totally 603,686 trust
statements. Most of the items are assigned into one category by epinions.com.
10,994(19.3%) users only rate one item. 26,712 users(47%) rated no more than 5
items. We use two sets of binary features to represent recommendation context.
The first is item categories assigned by Epinions.com. The second is the group
id that characterizes the number of items the user rated. We classify users into
7 groups (1:“1”, 2:“2-5”, 3:“6-10”, 4:“11-20”, 5:“21-40”, 6:“41-80”, 7:“>80”).

We carry out experiments on two recommendation tasks:

Rating Prediction Given a user i and an item j, the task is to predict the
rating of user i on item j. For this task, we randomly select 80% rating data
for training, 10% for testing, and 10% for cross validation (hold out data set).
The prediction accuracy is measured by Root Mean Square Error(RMSE).

Top-K Recommendation In real life, a user wants the system to suggest a
list of top K items that the user has not yet rated/purchased/seen before.

We design the experiments to answer the following questions: 1) How does
the setting of the factor αi,j affect the performance? 2) How does the selection
of a user’s social network τ(i) affect the performance? 3) Does weighting each
neighbor’ opinion differently improve the performance?

To answer question 1), we compare two different settings of αi,j . One is to
define a fixed value for all the αi,j [8]. The other is to assign adaptive weights
based on characteristics of users and items (Section 2.3). To differentiate the two
settings, we use “A” for the approaches with αi,j that is adaptive for different
users and items, and “F” for the approaches with a fixed value for all αi,k.
To answer question 2), we compare the three models in Section 2.4 to utilize
social network information. The models are denoted by “Trust”, “Influence” and
“Neighborhood” respectively. To answer question 3), we compare two settings of
si,k when using neighborhood as an implicit social network: using the similarities
measure as formula (5) vs. assigning equal weights to all the neighbors.

The algorithms compared in our experiments are summarized as follows:

– SVD : Baseline approach as described in Section 2.1.
– F-Trust : Social trust network with a fixed α value (Section 2.4).
– A-Trust : Social trust network with adaptive α values (Section 2.3).
– F-Influence: Social influence network with a fixed α value (Section 2.4).
– A-Influence: Social influence network with adaptive α values.
– F-Neighborhood : This approach uses neighborhood as implicit social network

(Section 2.4) and a fixed α value.
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– A-Neighborhood : This approach uses neighborhood as implicit social network
and adaptive α values.

– F-Neighborhood-E : A variation of F-Neighborhood that sets si,k = 1/|τ(i)|.
– A-Neighborhood-E : A variation of A-Neighborhood that sets si,k = 1/|τ(i)|.

All the approaches are based on the parameter setting λu = λv = λw = 0.2. For
the Neighborhood based approaches, we use the top 10 nearest neighbors. Based
on validation set, we found the fixed α values (α = 0.3 for F-Trust, α = 1.0 for
F-Influence, and α = 0.2 for F-Neighborhood.)

4 Experimental Results

4.1 Results on Rating Prediction

Table 1. Performance comparison

Model
Dimensionality

D=5 D=10 D=20
SVD 1.0747 1.0683 1.0812

F-Trust 1.0516 1.0434 1.0528
A-Trust 1.0481 1.0387 1.0416

F-Influence 1.0740 1.0673 1.0820
A-Influence 1.0682 1.0618 1.0664

F-Neighborhood 1.0262 1.0212 1.0270
A-Neighborhood 1.0238 1.0142 1.0022

Table 2. Performance on the subsets

Model
Influence Subset Trust Subset
RMSE α RMSE α

SVD 1.0467 - 1.0773 -
F-Trust 1.0009 0.3 1.0382 0.3
A-Trust 1.0002 - 1.0347 -

F-Influence 1.0447 0.9 1.0779 1.0
A-Influence 1.0373 - 1.0747 -

F-Neighborhood 1.0115 0.3 1.0323 0.2
A-Neighborhood 1.0023 - 1.0251 -

Table 1 summarizes the results on the whole test data. We conduct experiments
on three latent vector dimensions: 5, 10, and 20. There are several things worth
mentioning. First, it shows social network information is valuable. Social network
based approaches outperformed baseline SVD. Second, it shows A-Neighborhood
performs better than other methods. The improvement of using neighbors over
SVD is not surprising. Because factorization captures global structure of the rat-
ing matrix, while neighborhood captures local regularization of the data space.
Combining these complementary information has the same effect as the Netflix
competition winner’s solution, which combines nearest neighbors with factor-
ization models [7]. However, it is interesting to see that neighborhood models
perform better than social influence and social trust models, since neighborhood
models do not use any user identified social network info. Third, it shows the
performance of every approach improves when we vary α based on recommen-
dation context (users and items). The improvements are different when using
different social network information. One possible reason is the sparsity of so-
cial networks. In Epinions data set, almost every user has neighborhood, while
only 59.5% of ratings in the test data have social trust information and only
18.2% have social influence information. Therefore, the overall performance may
be dominated by the rating pairs without explicit social information. That also
answers why F-Influence performs best with α = 1.0.

Performance of Different Social Networks. To focus on the effect of differ-
ent social networks, we created two test data subsets. One subset (Trust Subset)
consists of ratings with social trust info. Both Trust and Neighborhood based
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approaches can be used to predict all the test cases, while Influence based ap-
proaches can not be used on part of this subset. Thus the second subset (Influ-
ence Subset) is much smaller and consists of the ratings with all three kinds of
social info available. This data set contains 6618 users and 21,599 ratings. Table
2 shows the results on the two smaller test data sets.2 We observe that Trust
based approaches are comparable with Neighborhood based approaches, although
Neighborhood based approaches are clearly better than the others on the whole
test data (Table 1). On the influence subset, trust based approaches outperforms
Neighborhood based approaches. The results suggest that a recommender system
may want to use a hybrid neighborhood-trust network model.

Fig. 1. Comparison on different num-
ber of observed ratings based on the
whole test data

Table 3. Performance on two settings
of si,k when using neighborhood as im-
plicit social network

identical si,k
Model RMSE

F-Neighborhood-E 1.0257
A-Neighborhood-E 1.0200

weighted si,k
Model RMSE

F-Neighborhood 1.0212
A-Neighborhood 1.0163

Performance on Different Users. We analyze how the size of training data
per user affects the performance of different algorithms. We group all the users
into 7 classes based on the number of observed ratings in the training data.
Figure 1 shows the macro RMSE on different user groups. The horizontal axis
describes how many training ratings are available for a user in that class. It
shows that A-Trust and A-Neighborhood almost consistently outperform SVD
and A-Influence, especially when users have less than 6 ratings. It’s surprising
that RMSE increases when the number of observed ratings is more than 10. To
understand this, we look at the rating variance for each user group. We find that
variance and RMSE have the similar trend, both of them tend to increase after
observing more than 10 ratings (Figure 1). When user has fewer ratings, those
ratings usually are about one or two aspects and thus the variance is small; when
the user provide more ratings, those ratings consist of user’s multiple interests.
When we use all ratings to predict a rating in a specific aspect, products that
are irrelevant to the target item may hurt the performance. Therefore, the initial
decrease of RMSE is because the increase of observed ratings makes the model
know more about users while the influence of rating variance confuses the model

2 In the rest of this paper, all the experimental results are using 10-dimensional latent
vector setting, where 10 is found by the validation data set.
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and hurts the performance. It suggests that user ratings on one category may
hurt the prediction of user ratings in another category.

Impact of Parameter si,k. In our approaches, the parameter si,k indicates
how much user i would trust user k. Table 3 shows the results of two settings
of si,k when using neighborhood as an implicit social network. It is clear that
weighting others’ opinions based on the similarity (*-Neighborhood) can achieve
better performance than treating all opinions equally (*-Neighborhood-E).

4.2 Further Analysis about Social Influence

We did some further analysis by looking at the weights learned (the component
values of w)3 for different contexts for social recommendation model, and the
goal is to answer the following questions: 1) How does the number of observed
ratings affect the weight of social network? 2) How does the size of a user’s trust
list affect the weight of social network? 3) Is a user more likely to be influenced
when his uncertainty about the product is high? (We assume a user may be more
uncertain about the product quality if the product quality tends to be subjective,
such as for books/movies, instead of objective, such as for PC/memory.)

Figure 2(a) shows that, as the number of training ratings increases, the weights
learned by A-Neighborhood become smaller, while the weights learned by A-Trust
increase. The weight is a tradeoff between uncertainty about neighbors’ ratings
vs. uncertainty about the user’s own ratings. In A-Neighborhood, the neighbors
found are unreliable when the user has fewer ratings, therefore, A-Neighborhood
does not weight neighbors’ opinions high in these cases [1]. In A-Trust, the user’s
own prediction is more reliable when the number of ratings is high, thus A-Trust
does not weight neighbors’ opinions high.

To answer question 2), we introduce a new feature, the size of social trust
network, for A-Trust. Figure 2(b) shows the weights learned by A-Trust increases
with the size of social trust network. That means the model considers larger
social trust networks less reliable than smaller ones. One possible reason is that,
a large social network is more likely be selected arbitrarily by a user, while a
small social network tends to be selected more seriously and hence more reliable.

Figure 2(c) shows the learned weights for different categories. It seems that
categories more related to personal experiences tend to have higher weights.
Instead, the categories whose ratings are more subjective tend to have lower
weights, probably because a user is more uncertain about these products and is
likely to be influenced by people they trust.

4.3 Results on Top-K Recommendations

A more realistic task for a recommender system is to recommend K items that
users may like. In this section, we simulate the real scenario and investigate the
effect of our approaches on the task of top-K recommendations.

3 According to formula (4), a larger weight value means that less emphasis is placed
on social network information.
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(a) (b) (c)

Fig. 2. Learned weights for different features. In Figure(c), item categories form 1 to 14
are: Books, Music, Kids & Family, Hotel & Travel, Software, Sports & Outdoors, Pets,
Electronics, Games, Wellness & Beauty, Movies, Education, Online Stores & Services,
Personal Finance.

(a) (b)

Fig. 3. Performance on Top-K Recommendation Task. The right plot concentrates on
the top 2% ranking region.

Previous works on this task tend to adopt classic IR measures such as P@N
and Recall [4][2]. However, without complete relevance judgements for each indi-
vidual user, standard IR evaluation is almost infeasible. Thus we use a variation
of the evaluation method in [7]. We randomly sample 10% from the rating data
set 〈i, j, ri,j〉. Then for each user in the sampled data set, we randomly choose
one user-item pair with a 5-star rating. This gives 15,025 user-item testing pairs.
To simulate the scenario that we only want to recommend the 5-star items to
users, we treat 5-star pairs as relevant. The Epinions data is an open-domain
data set with multiple categories. Intuitively, a book and a song are hard to com-
pare. We assume that a user wants to purchase one specific kind of item, such as
a book, and the system needs to rank items in this category. Therefore, for each
testing pair 〈i, j〉, we randomly sample 1000 additional items which user i has
not rated from the same category as item j. For example, if user i purchased a
book, we randomly select 1000 additional books as candidates to be ranked.

Figure 3 compares four methods: SVD, A-Trust,A-Influence, A-Neighborhood.
In real systems, only top K items might be recommended. Therefore, we focus on
the top 2% ranking area (top 20 ranked items out of 1000) (Figure 3(b)). First, it
shows all the social network based approaches outperform SVD. That means we
can benefit from utilizing social network information in top-K recommendation
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task. Second, it shows A-Influence is not as good as A-Trust and A-Neighborhood
due to the sparsity of social network.

5 Conclusions and Future Work

We investigated three ways to combine social network and matrix factoriza-
tion for recommender systems. All three methods work better than the baseline
method. This means social network is useful for recommendation. The three
methods have different properties. When social trust information is applicable,
Social Trust Model always works better than SVD, especially when a user has few
ratings. Social Influence Model is not always applicable. When it is applicable,
making recommendations using the influence from people a user trust can also
improve the performance for two tasks. When the social network information is
not available, we can find implicit N Nearest Neighbors and use the Neighbor-
hood model to combine neighbors’ predictions with the SVD prediction. This is
a first step to adaptively weight the info from neighbors. Future work includes
adapting the influence for other social network based recommendation methods.
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Abstract. We study the problem of identifying representative users in
social networks from an information spreading perspective. While tradi-
tional network measures such as node degree and PageRank have been
shown to work well for selecting seed users, the resulting nodes often have
high neighbour overlap and thus are not optimal in terms of maximising
spreading coverage. In this paper we extend a recently proposed statisti-
cal learning approach called skeleton learning (SKE) to graph datasets.
The idea is to associate each node with a random representative node
through Bayesian inference. By doing so, a prior distribution defined over
the graph nodes emerges where representatives with high probabilities
lie in key positions and are mutually exclusive, reducing neighbour over-
lap. Evaluation with information diffusion experiments on real scientific
collaboration networks shows that seeds selected using SKE are more ef-
fective spreaders compared with those selected with traditional ranking
algorithms and a state-of-the-art degree discount heuristic.

1 Introduction

In a social network, a small subset of representative nodes can help establish a
hierarchical messaging scheme: the correspondence with each individual node is
through a nearby representative. Despite that the word “representative” can be
interpreted in different ways in social analysis, here, the purpose of such a hier-
archy is to broadcast information efficiently with constrained resources. Locally,
these representatives should lie in hub positions so as to minimize the rout-
ing cost to their nearby nodes. Globally, there should be as few representatives
governing different regions so as to save resources.

From a machine learning perspective, a closely related problem is spectral
clustering [1–3], where the network is partitioned into a fixed number of densely-
connected sub-networks with sparser connections between them. This technique
has been applied to social networks, e.g., for community detection [4, 5] and spam
nodes identification [6]. It is powerful in depicting complex clusters with simple
implementations. It is computationally expensive for large datasets, especially
when a proper number of clusters has to be searched over [4].

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 25–36, 2013.
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In the data mining community, the graph-based ranking algorithms [7–9] have
a profound impact on the presentWorld Wide Web and citation analysis systems.
They rank graph nodes based on the general idea that the value of one node is
positively related to the value of its neighbours. These approaches are further
investigated by machine learning researchers using spectral graph theory [10, 11]
and random walks [12]. In our task of selecting representatives, the highly ranked
nodes by these algorithms usually have high neighbour overlap because of the
mutual reinforcement between connected high degree nodes.

Motivated by seeking effective marketing strategies, efforts have been made
to select a set of influential individuals [13–15] and to maximize their influence
through information diffusion [16, 17]. Although the optimization problem is
generally NP hard [13], reasonable assumptions lead to polynomial-time solv-
able models [14] and efficient implementations with approximation bounds [15].
Targeting at similar objectives, methods from different perspectives are devel-
oped with improved speed and performance [18, 19].

This work provides a novel approach to measure the representativeness of
graph nodes based on skeleton learning (SKE) [20]. It assigns each node a prob-
ability of being a representative and minimizes the communication cost from
a random node to its corresponding representative. This method is different
from other approaches in two aspects. First, the learned distribution has low
entropy with the representative nodes having large probability and the non-
representative nodes having probability close to zero. Second, the representative
nodes aremutually exclusive: if a node already has a nearby representative, it will
penalize the representativeness of other nearby candidates. Such exclusiveness
is not implemented as heuristics in a greedy manner [18], but fits in a minimiz-
ing message length framework and allows global coordination in arranging the
representatives.

The rest of this paper is outlined as follows. Section 2 introduces the skeleton
learning. Section 3 presents the recent development of this approach on social
network analysis. Section 4 and Section 5 show the experimental results on toy
datasets and real social networks, respectively. Finally, Section 6 concludes.

2 Skeleton Learning

This section briefly reviews the recently proposed skeleton learning [20]. Given a
set of samples X = {xi}ni=1 ⊂ �D, this unsupervised method learns a probability
αi for each xi (

∑n
i=1 αi = 1), so that the probability mass highlights the samples

on the “skeleton” of the structures and diminishes on outliers.
The input samples are first encoded into a probability matrix Pn×n = (pi|j)

as in Stochastic Neighbour Embedding [21], so that

pi|j =
exp(−hj ||xi − xj ||2)∑

i:i�=j exp(−hj||xi − xj ||2)
(1)

denotes the probability of node i receiving a message originated from node j
with respect to space adjacency. In Eq.(1), || · || is 2-norm, and hj > 0 is a kernel
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width parameter, which can be fixed so that the entropy of p·|j equals to a pre-
specified constant [21]. The latent distribution α = (α1, . . . , αn) corresponds to
a discrete random variable, or the index j ∈ {1, 2, . . . , n} of a random skeleton
point xj ∈ X . By assumption, this random point sends out a message with
respect to Pn×n. Any xi ∈ X , upon receiving such a message, can infer the
location of the skeleton point using Bayes’ rule as

qj|i =
αj · pi|j∑

j:j �=i αj · pi|j
. (2)

The objective is to optimally route from a random location in X to its skeleton
point, which is implemented by minimizing

E(α) = −
n∑

i=1

∑
j:j �=i

qj|i log pj|i (3)

with respect to α. Through such minimization, a compact set of skeleton po-
sitions with large αi can be learned. As compared to clustering methods, the
skeleton model is a prior distribution defined on the observations, and the effec-
tive number of skeleton points shrinks continuously during learning. Therefore
no model selection is necessary to determine an appropriate number of clusters,
and the learning process can be terminated at anytime to produce reasonable
results. However, the effect of the kernel width parameter hj must be carefully
investigated depending on application. In image denoising [20], it shows better
performance in preserving the manifold structure as compared to a state-of-the-
art denoising approach [22]. The gradient-based algorithm has a complexity of
O(n2) at each step, which limits its scalability.

3 Skeleton Learning on Graphs

The skeleton learning method introduced in Section 2 is performed on a set of
coordinates for denoising and outlier detection. This section extends the idea
to graph datasets and discusses related problems. Assume the input data is a
graph G = (V , E), where V = {1, 2, . . . , n} is the set of vertices and E = {(i, j)}
is the set of edges. Throughout this paper, an undirected graph is treated as its
directed version by replacing each edge i ↔ j with two opposite arcs (i, j) and
(j, i). We aim to discover a random representative characterized by a discrete
distribution α = (α1, . . . , αn) defined on V , so that any random node in V can
communicate with it in the most efficient and economical way.

We first construct a channel between two random nodes so that the communi-
cation cost can be measured. The input graph G can be equivalently represented
by its normalized adjacency matrix A = (aij) with

aij = δij/di, δij =

{
1 if (i, j) ∈ E ;
0 otherwise,

(4)
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where di is the outdegree of the node i. If a node i has at least one outgoing
link, the i’th row of A defines a discrete distribution representing how likely
i influences the other nodes according to the graph structure. To deal with
nodes with no outgoing links or incoming links, we allow each node i to teleport
to another random node with a small probability ν. In social networks, such
teleportation models i’s influence through external ways not restricted by the
network [7, 23]. Consider i sending a message to one unique receiver other than
i at time 0. The probability that node j receives this message in one time step
can be defined as pj|i = (1 − ν)aij + ν/(n − 1) (j 
= i). In matrix form it is
equivalently

P = (1− ν)A+
ν

n− 1
(eeT − I), (5)

where e = (1, . . . , 1)T and I is the identity matrix. If we allow this message
to pass around in G for τ times (τ = 1, 2, . . . ) after time 0, the probability for
each node j holding the message is given by the i’th row of the matrix P τ . It
represents i’s indirect influence over G through information spreading. In the
extreme case when τ → ∞, all rows of P τ will tend to be the same, or the
equilibrium distribution corresponding to the PageRank (PR) measure [7]. To
distinguish the “outgoing ability” of different nodes, τ should be a small value
(e.g., 1 or 2) so that each node can only reach a local region around itself.
Without loss of generality, we focus on the case τ = 1 unless otherwise specified.

Assume a latent prior distribution α of each node being the information
source. The sender i, upon any node j receiving a message, can be identified
with Bayesian inference in Eq.(2) (with i and j interchanged). The total com-
munication cost for every node j ∈ V to reply to its information source is given
by Eq.(3). By minimizing such a cost, α can be learned so that this communi-
cation loop is established in the optimal way.

More intuitively, consider without loss of generality the graph G as a social
network of n persons. A directed link (i, j) ∈ E means that i could easily in-
fluence j because of personal relationship, etc. One real-life example could be j
“follows” i on some microblogging website. In this context, the meaning of being
a representative can be understood from Eq.(3). To minimize E(α), on average
− log pj|i should be small, which means the representative j can perceive news
from its surrounding nodes easily. As another condition, q·|i should have low
entropy, which means each person i selects the candidate which influences i the
most, and deselects other nearby candidates being its representative.

Implementation

The skeleton learning is implemented by gradient descent to minimize E(α).
The gradient of E(α) has the form [20]

∂E

∂αj
= − 1

αj

∑
i:i�=j

qj|i,α

⎛⎝log pj|i −∑
l:l �=i

ql|i,α log pl|i

⎞⎠ . (6)
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Algorithm 1. Skeleton Learning on Graph Datasets

Input: A graph G = (V, E) with n nodes; a small teleport probability ν
Output: A discrete distribution α = (α1, . . . , αn) to measure the

representativity of each node
1 begin
2 α ← (1/n, . . . , 1/n); γ ← γ0; p0 = ν/(n− 1) // γ: learning rate

3 repeat
4 � = (�1, . . . ,�n) ← 0; �c ← 0
5 foreach node i in S (see comments in the end) do
6 pi ← (1− ν)

∑
j:j→i αj/dj + ν(1− αi)/(n− 1)

// dj is the out-degree of node j
7 Ei ← −(1− ν)

∑
j:j→i αj log pj|i/dj − ν

∑
j:j �=i αj log pj|i/(n− 1)

8 Ei ← Ei/pi
9 foreach j in Pre(i) do // Pre(i) is the set of predecessors

10 �j ← �j − (1− ν)(log pj|i + Ei)/(djpi)
11 end
12 foreach j in Suc(i) do // Suc(i) is the set of successors

13 �j ← �j − ν(log pj|i − log p0)/ ((n− 1)pi)
14 end
15 �i ← �i + ν(log p0 + Ei)/ ((n− 1)pi)
16 �c ← �c − ν(log p0 +Ei)/ ((n− 1)pi)

17 end
18 � ← �+�c

19 α ← α ◦ exp(−γ � ◦α) // "◦" is the element-wise product

20 normalize α so that
∑

i αi = 1

21 until convergence or the number of iterations reaches a pre-specified value

22 end
/* If S = V, α is updated on every full scan of the whole dataset;

if S is a small random subset of V, α is updated with stochastic

gradient descent (more efficient and scalable) */

Along −∂E/∂αj, the candidate weight αj is adjusted at each step. Intuitively
Eq.(6) says, for each node i within j’s reachable range, j serves as a potential
information source of i (the value qj|i,α is significant enough based on Eq.(2)),
and such i provides feedback to αj based on how efficiently it can reach back to
j. If the length − log pj|i is shorter than the average length −

∑
l:l �=i ql|i,α log pl|i,

then ∂E/∂αj < 0 and αj increases, which means that i “votes” for j to become
its representative. On the other hand, if the route i → j is too costly, i casts a
negative vote for j. This type of gradient was discussed in a statistical machine
learning framework [24] and further explored here in a non-parametric setting.

In general, each gradient descent step requires O(|V|2) computation [20] be-
cause P is dense. However, the fact that most entries of the transition matrix P
equal ν/(n− 1) can lead to more efficient implementations. On graph datasets,
the gradient in Eq.(6) is further written as



30 K. Sun et al.

∂E

∂αj
= −1− ν

dj

∑
i:j→i

Δij − ν

n− 1

∑
i:i→j

(Δij −Δi0)−
ν

n− 1

∑
i:i�=j

Δi0,

Δij =
1

pi

(
log pj|i + Ei

)
, Δi0 =

1

pi

(
log

ν

n− 1
+ Ei

)
,

pi = (1− ν)
∑
j:j→i

αj
dj

+ ν
1− αi
n− 1

,

Ei = −
∑
j:j �=i

qj|i log pj|i = −1− ν
pi

∑
j:j→i

αj
dj

log pj|i

− ν

pi(n− 1)

∑
j:i→j

αj log pj|i −
ν

pi(n− 1)
log

ν

n− 1

⎛⎝1− αi −
∑
j:i→j

αj

⎞⎠ .
In Algorithm 1, the simple gradient descent has a computational complexity
of O(|E|) in each iteration. The stochastic gradient descent (SGD) [25] version
reduces this computation time to O(max(di) · |S|). Besides the learning rate,
the algorithm has only one parameter ν. By default we set ν = 0.2 in the
following experiments. On real large social networks, the node degrees follow an
exponential distribution, which may lead to trivial solutions if ν is too large.
For example, one node with significant number of links could become the sole
representative over the whole network and communicate with the unconnected
nodes through teleport. In this case we have to lower the value of ν to penalize
the teleport communication and to discover more representatives.

4 Toy Problems

Figure 1 presents several toy social networks. Table 1 shows the αi value and
the PageRank value of each node. In Figure 1(a), only one person (node 1)
is acquainted to all the others. SKE has successfully identified it as the sole
representative. Figure 1(b) shows two groups of people, each with a central hub
(node 1 and node 5), and a link from node 1 to node 5. The SKE values are
very concentrated on these two centers, with node 5 having slightly larger weight
due to the fact that no edge exists from node 5 to node 1. This type of penalty
becomes clearer in the network shown in Figure 1(c). In this example, each node
has exactly the same indegree. There is one node 3 which links to all the other
nodes, while half of the linked nodes do not respond. Its αi is close to zero,
meaning that it has been identified as a spam node. In general, the PageRank
values are less concentrated and do not reveal such information.

The proposed method is further tested on two “Primary School Cumulative
Networks” [26] 1, where the nodes represent students or teachers and the edges
represent their face-to-face interactions. We only consider strong interactions,
which are defined as all such edges (A,B) if A and B has interacted for at least

1 http://www.sociopatterns.org/datasets/primary-school-cumulative-networks
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Table 1. SKE and PageRank results on the toy networks in Figure 1

Node 1 2 3 4 5 6 7 8

Network 1
PageRank 0.46 0.18 0.18 0.18
SKE 0.99 0.00 0.00 0.00

Network 2
PageRank 0.17 0.06 0.06 0.06 0.32 0.11 0.11 0.11
SKE 0.41 0.01 0.01 0.01 0.44 0.04 0.04 0.04

Network 3
PageRank 0.17 0.22 0.22 0.22 0.17
SKE 0.20 0.30 0.00 0.30 0.20

1

2

3 4

(a) Network 1

1

2

3 4

7 5 8

6

(b) Network 2

1 2 3 4 5

(c) Network 3

Fig. 1. Toy social networks

2 minutes and on at least 2 occasions. As a result, there are 236 nodes and 1954
edges in network 1, and there are 238 nodes and 2176 edges in network 2.

Figure 2 shows the visualization of the network on day 1, where the SKE
value αi is intuitively presented by the size of the corresponding circle and the
node degree is presented by the color density. We see that the representatives
(large circles) do not necessarily have high degrees (dense color), and vice versa.
This is further confirmed by looking at the accurate measurements given in
Table 2. Among the top ranked nodes, some have small degrees, such as node
“1843” in day 1, node “1521” and “1880” in day 2. We further look at the
average degree of their neighbours (Dn). All these three nodes have a relative
small value of Dn, which means some of their neighbours are poorly-connected.
The connections with these non-so-popular nodes are highly valued in the SKE
measurement. On the other hand, among the bottom ranked nodes, some have
large degrees, such as node “1628” and node “1428” in day 1, node “1766” and
“1778” in day 2. Generally they have a relative large Dn value. Although they
are well-connected, their relationships are mostly established with popular nodes,
and thus have little value. We also see that the SKE measure has a “sharper”
distribution as compared to PageRank, where the tail nodes have very small
values. The effective number of skeleton points (given by exp{−

∑
i αi logαi},

or the number of uniformly distributed points with the same entropy as α) is
95.8 and 91.3 in network 1 and 2, respectively.

5 Information Diffusion on Collaboration Networks

We test the proposed approach as a seeding method for information diffusion
in social networks [15], so that a small subset of seeds (corresponding to the
representatives as discussed above) could influence as many nodes as possible.



32 K. Sun et al.

Fig. 2. SKE results on Primary School Cumulative Networks (day 1). The node size
represents the SKE value. The node color represents its degree (the darker the higher).

Table 2. Different measures of nodes in the cumulative network dataset. For each day,
the columns show (1) node ID (2) class ID if the node is a child, or “Teachers” (3)
degree D (4) average degree Dn of its neighbours (5) PageRank (PR) in percentage
(6) αi (SKE) in percentage. The nodes are ordered by αi.

Cumulative Network Day 1 Cumulative Network Day 2

Node Class D Dn PR SKE Node Class D Dn PR SKE

1890 2B 35 19.3 0.80 4.3 1745 Teachers 28 21.5 0.57 4.4
1650 Teachers 25 16.0 0.65 3.4 1521 Teachers 8 6.9 0.47 3.3
1783 1A 19 18.6 0.46 3.1 1668 Teachers 21 19.2 0.47 3.0
1743 2B 28 18.9 0.67 3.0 1443 5B 23 17.1 0.58 2.9
1843 3A 15 16.1 0.41 2.4 1880 4B 8 8.3 0.43 2.7

...
...

1628 2A 23 21.3 0.57 0.0 1766 1A 11 18.7 0.31 0.0
1649 2A 7 16.3 0.26 0.0 1799 1A 9 19.6 0.26 0.0
1483 5A 4 16.0 0.18 0.0 1772 1A 8 15.9 0.26 0.0
1858 2B 7 21.0 0.23 0.0 1519 4A 2 21.0 0.13 0.0
1511 5A 9 20.3 0.27 0.0 1819 4B 5 12.6 0.27 0.0
1428 5B 12 21.1 0.33 0.0 1778 1A 11 22.9 0.29 0.0
1803 4B 6 18.2 0.22 0.0 1753 Teachers 3 23.0 0.14 0.0
1710 2B 5 24.0 0.19 0.0 1710 2B 8 29.6 0.21 0.0
1854 2B 5 23.4 0.18 0.0 1807 4B 2 11.5 0.16 0.0
1898 2B 5 23.8 0.19 0.0 1760 1A 3 23.7 0.14 0.0
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We use the collaboration networks in the Stanford Large Network Dataset
Collection2 [27]. ca-GrQc is a co-authorship network of physics publications,
compiled from the General Relativity section of Arxiv. It has 5,242 nodes
representing authors and 14,496 edges representing co-authorships. Similarly,
ca-HepTh, ca-HepPh and ca-AstroPh are collaboration networks of different
domains on Arxiv. Their sizes denoted by #nodes/#edges are 9,877/25,998,
12,008/118,521, 18,772/198,110, respectively. All datasets are undirected and
unweighted, which means the accurate number of times that two authors have
collaborated is discarded. For each dataset, five different seeding methods are
applied, which select seeds based on descending degree, descending PageRank
value, descending SKE value (αi) computed by simple gradient descent and
stochastic gradient descent, and the degree discount heuristic [18], respectively.
The damping factor in PageRank is set to be 0.85 by convention. The teleport
probability ν in SKE is set to be 0.2.

To evaluate the seeding quality, we apply two different diffusion models,
namely Independent Cascade Model (ICM) [17] and Linear Threshold Model
(LTM) [16], once the selected seeds are marked as being activated. Both of these
models expand the activated set of nodes in discrete steps with respect to the
network structure. In ICM, an activated node v has a single chance to activate a
neighbour w with the probability pv,w. By discarding the number of times that
two authors have cooperated, diffusion with ICM becomes harder because v has
one link instead of several parallel links connecting with j. In LTM, a node v will
be activated once the proportion of activated neighbours reaches a node-specific
threshold θv. At convergence, the size of the activated set quantifies the influence
of the initial seeds. To average the effect of random factors, the experiment for
each seeding set is repeated for 100 times.

Figure 3(a-d) shows the size of the activated set varying with the number
of seeds on ca-GrQc and ca-HepTh using ICM. Figure 3(g) condenses the re-
sults on ca-AstroPh and ca-HepPh using 100 seeds with ICM. Generally SKE
and DegreeDiscount outperform PageRank, which in turn outperforms Degree.
Basically SKE tries to place the minimum number of seeds while guaranteeing
the influence coverage over different regions. The good performance of DegreeD-
iscount is due to a similar mechanism to penalize clustered seeds [18]. While
the two approaches are comparable on ca-GrQc, seeding with SKE is obviously
better on ca-HepTh (ICM probability=0.2), ca-AstroPh and ca-HepPh (ICM
probability=0.1). Moreover, SKE can adapt to network changes through online
learning, which is not straightforward for DegreeDiscount. Note, the SGD ver-
sion of SKE has comparable performance with the simple implementation and
is about ten times faster. Figure 3(h) shows the results with different values of ν
in the range [0.01, 0.3]. We see that the influence coverage has a small variation
and thus is not sensitive to this configuration.

As Figure 3(e-f) displays, the performance of SKE falls behind PageRank on
the LTM experiments. Such results are expected. LTM, as well as the weighted
independent cascade model [15], requires a certain proportion of v’s neighbours

2 http://snap.stanford.edu/data/index.html
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Fig. 3. The number of influenced nodes on collaboration networks
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to be activated in order for v to be activated. However, SKE places seeds so that
they have less overlap and thus is not recommended in similar diffusion models,
where more exposure to the spread increases the likelihood of activation.

6 Conclusion

We have extended a recently proposed skeleton learning approach [20] to social
network analysis. From an information diffusion perspective, the method aims to
identify representative individuals that have greater potential influence over the
network. In a minimizing communication cost framework, the gradient-based op-
timization naturally allows nodes to cast negative votes to each other in order to
derive a set of mutually exclusive candidates. Consequently, the resulting repre-
sentatives lie in different regions which helps avoid overlap of neighbour sets. The
computational complexity in each optimization step is improved from O(|V|2)
to O(|E|) (V : node set; E : edge set) and is further boosted with stochastic gradi-
ent descent. As presented in our experiments, this approach is able to discover
important individuals who have fewer connections and are thus not considered
by traditional methods such as PageRank. On real collaboration networks with
the independent cascade model [17], the proposed method outperforms the tra-
ditional ranking algorithms and the degree discount heuristic [18]. As for future
work, we are interested in varying this technique for linear threshold model [16]
and exploring other application scenarios such as community finding [5, 28].
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Abstract. We consider the problem of competitive influence maximiza-
tion where multiple pieces of information are spreading simultaneously in
a social network. In this problem, we need to identify a small number of
influential nodes as first adopters of our information so that the informa-
tion can be spread to as many nodes as possible with competition against
adversary information. We first propose a generalized model of compet-
itive information diffusion by explicitly characterizing the preferences of
nodes. Under this generalized model, we show that the influence spread-
ing process is no longer submodular, which implies that the widely used
greedy algorithm does not have performance guarantee. So we propose a
simple yet effective heuristic algorithm by tracing the information back
according to a properly designed random walk on the network, based
on the postulation that all initially inactive nodes can be influenced by
our information. Extensive experiments are conducted to evaluate the
performance of our algorithm. The results show that our algorithm out-
performs many other algorithms in most cases, and is very scalable due
to its low running time.

1 Introduction

Online social networks such as Facebook and Twitter are becoming an impor-
tant medium for fast and widespread dissemination of ideas, innovations and
products [6, 7]. Substantial attention has been gained to investigating the infor-
mation spreading in these networks [1–4]. One interesting problem with practical
importance, which is formally referred to as influence maximization, is to find a
small set of influential nodes (seed nodes) properly, through which the informa-
tion can be spread to as many nodes as possible under a cascade adoption in the
network. Kempe et al. [1] first formulated the influence maximization problem by
modeling the information diffusion as a discrete stochastic process. They further
show that the influence spreading process has the properties of monotonicity and
submodularity (i.e. having a diminishing marginal return property). Due to such
properties, the greedy algorithm based on a hill-climbing strategy can achieve
(1− 1/e) of the optimal solution.

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 37–48, 2013.
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However, in many real world scenarios, there may be competing relationships
between multiple pieces of information in the social network, such as the com-
petition between iPhone vs. Android, Chrome vs. Firefox vs. IE, etc. For such
competing pieces of information, one node usually accepts only one of them and
discards all the others. In most cases, a node will accept the information which
comes first. But when different pieces of information reach a node at almost the
same time, the node needs to choose one of the competing information according
to personal preference.

In deciding which information to adopt, several adoption models have been
proposed to simulate such process when competitive information reaches a node
simultaneously, with respect to different scenarios. For instance, Borodin et al.
[14] consider that a node will choose uniformly at random one of the incoming in-
formation; Budak et al. [9] assume that the “good” information always beats the
misinformation, while Xinran He et al. [13] address that people are more likely
to believe the negative information. In contrast to all these works, in this paper,
we present a generalized model for competitive information diffusion, where the
preferences of nodes are characterized explicitly by a probability distribution
and the information to be adopted is determined according to the distribution.
As will be mentioned later, our model generalizes the adoption models proposed
in [9, 13, 14].

Based on this generalized model, we present a comprehensive study of the
competitive influence maximization problem [10]. In the presence of adversary
information, the goal is to choose a set of seed nodes such that our information
can be spread to as many nodes as possible. We show that, under this model,
the influence spreading process is no longer submodular, which implies that the
typical greedy algorithm cannot guarantee the worst-case performance anymore.
Rather than applying the greedy approach, we propose a simple heuristic algo-
rithm using a properly designed random walk on the social network. In this
algorithm, by postulating that the specified information has been spread to ev-
ery node in the network, we identify the most influential nodes by tracing the
information back based on the random walk to find where it is most likely from.
Extensive experiments are conducted to evaluate the performance and scalabil-
ity of our algorithm on real social networks with high-clustering and scale-free
properties. As shown by the results, our algorithm outperforms many other algo-
rithms in most cases. Besides, compared with the greedy algorithm which is still
effective, our algorithm achieves a comparable performance but is much more
scalable due to its much less running time.

The rest of this paper is organized as follows: In Section 2, we show previous
works on information diffusion processes in social networks. In Section 3, we
introduce our generalized model and formalize the competitive influence maxi-
mization problem. The main algorithm is presented in Section 4. In Section 5,
we compare the performance and scalability of our algorithm with some other
heuristics. Section 6 concludes this paper.
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2 Related Work

Extensive researches have studied the problem of influence maximization. It is
the problem of identifying a small number of nodes as seed set so that the infor-
mation spreading is maximized. Kempe et al. [1] first formulated influence max-
imization as a discrete optimization problem with Independent Cascade Model
(ICM) and Linear Threshold Model (LTM). Both models have the properties
of monotonicity and submodularity. With such properties, greedy algorithm us-
ing hill-climbing strategies can achieve (1 − 1/e) of the optimal. However, this
algorithm needs Monte Carlo method to simulate the network massive times
so is computationally expensive. Many following works have been proposed to
improve the efficiency of this algorithm [2–5], but scalability remains a key chal-
lenge. Moreover, they ignore the effects of competing information.

Recent researches show that there exists competing campaigns in real social
networks. A lot of them have focused on deciding which information to choose
when competing innovations or products reach at the same time. Barathi et
al. [10] studied a similar problem where there are multiple players spreading
their information to compete in one social network. How would each player
choose the set of early adopters to begin the competing campaign? The authors
augmented ICM by adding continuous time for each edge so information will not
compete on the nodes. They also assumed that diffusion probability for different
players is the same and show that the influence spreading process is submodular
for the last player. Borodin et al. [14] considered the competitive information
diffusion under threshold models. In their model, a node will choose randomly
uniformly one of the incoming information to adopt. Budak et al. [9] investigated
the problem of limiting misinformation in a social network. In the presence of
misinformation, which k nodes should be chosen as “good” information adopters
to limit the spreading of misinformation. In their diffusion model, the good
information always beats the misinformation when they reach a person at the
same time. The problem is submodular when the limiting campaign information
is accepted by users with probability 1. Xinran He et al. [13] also studied the
limiting problem but they thought misinformation always wins because people
are more likely to believe negative opinions. This problem is submodular under
LTM. Most of previous works try to give special cases of the diffusion model and
prove the influence spreading process is submodular. However, in our generalized
model, the competing influence maximization might not have such property and
the general cases remain unexplored.

3 Competitive Information Diffusion in Social Networks

In this section, we first present our generalized model for competitive information
diffusion. Then we will formulate the competitive influence maximization as a
discrete optimization problem.
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3.1 Diffusion Models

The social network is often represented as a directed graph G = (V,E) where
nodes represent individuals and edges represent social relationships between
them. We use Independent Cascade Model (ICM) as the basic model for in-
formation diffusion. In a information cascade, we say that a node is active if it
adopts the information, otherwise it is called inactive. Initially, only the seed
nodes in S are active. The diffusion process starts from the set S and unfolds
in discrete steps as follows: In each step t, the newly active nodes in St try to
activate their neighbors with probability pe independently, where pe is an acti-
vation probability associated with each edge e ∈ E. The newly activated nodes
are added into St+1. This process continues until no more nodes are activated
at some step t, i.e. St = ∅.

We augment the ICM to present a generalized model called Weighted Compet-
itive Independent Cascade Model (WCICM). In this model, competing informa-
tion cascades start from disjoint seed sets S1, S2, ..., Sr and spread in the social
network to compete. We say a node is in color i if it adopts the ith information.
Initially, the nodes in Si are in color i and there is no color for the inactive
nodes. The process unfolds in discrete steps as follows: at step t, a node u in

S
(t)
i tries to activate each of its inactive outgoing edge with probability piuv. If

edge (u, v) is activated, it is colored as cuv = i at diffusion step Tuv = t. If there
is no other incoming edge to v at this step, then v will be colored as cv = i
at diffusion step Tv = t. But if multiple processes reach v at the same step, v
chooses one of them to adopt. In deciding which information to choose, users’
decision is characterized explicitly by a probability distribution. By assigning
a weight φ(i) for information with color i, v adopts color i with probability

Pr[v adopts color i] =
∑

(u,v)∈E∧cuv=i φ(i)∑
(s,v)∈E φ(csv)

, that is, the decision of v adopting

color i is determined by the weight of color i versus the total weight of incoming
information. If the weights are the same, v will choose uniformly at random one
of the information. Or if the weight is positive for one information and 0 for
others, this information will always win. So our model can generalize previous
models introduced in [9, 13, 14].

3.2 Problem Formulation

Consider the problem when r players compete in a social network G. Each of
them selects a disjoint set of seed nodes Si to start the competing campaign
sequentially. The information is spread in the network under the WCICM de-
scribed above. Suppose the first r−1 players’ strategies have been fixed, namely
we have the knowledge of S1, S2, ..., Sr−1. We need to identify a seed set Sr of
size k for the last player. The goal is to maximize the expected number of nodes
in color r after information cascade. This competitive influence maximization
problem can be formulated as:

max
Sr⊆V

σ(Sr) s.t. |Sr| = k (1)
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where σ(Si) is the expected number of nodes in color i when all information
diffusion processes stop.

4 Competitive Influence Maximization

In this section, we first show the NP-hardness of the problem and prove it does
not exhibit the submodular property. Then we will present a heuristic using
properly designed random walk on the social network to find the influential
nodes.

4.1 Hardness of Competitive Influence Maximization

Consider a special case of the competitive influence maximization problem when
there are no competing adversaries. Then it is exactly the problem of influence
maximization problem under the ICM, which can be reduced from the NP-
complete Set Cover problem in [1].

Theorem 1. The competitive influence maximization problem is NP-hard under
the WCICM.

Influence spreading of single seed set is monotone and submodular under the
ICM. Typically, a function σ(·) is said to be submodular if it satisfies: σ(S∪{v})−
σ(S) ≥ σ(T ∪{v})−σ(T ) for all elements v when S ⊆ T . With this property, the
greedy algorithm using hill-climbing method can achieve near optimal solution
with performance guarantee. However, in a competing campaign, the influence
spreading process is not submodular.

Claim. There exists counter example which is not submodular in the competitive
influence maximization under the WCICM.

Proof. Figure 1 shows a counter example: Adversary information starts from
node S1 with color 1. Define S = ∅ and T = {w} with color 2. We use identical
weight for each information, so a node will choose uniformly if two precesses reach
it at the same time. The edge in color i means the probability of information
diffusion of Si on this edge is 1. Initially, we have σ(S) = 0 and σ(T ) = 2.5
before adding v. When node v is set as color 2, we have σ(S ∪ {v}) = 1 and
σ(T ∪{v}) = 4. So there is σ(S∪{v})−σ(S) < σ(T ∪{v})−σ(T ), which implies
that the process does not exhibit the property of submodularity.

4.2 Random Walk to Find Influential Nodes

Since the influence spreading process under WCICM does not exhibit submod-
ular property, the greedy algorithm does not have performance guarantee. We
propose a heuristic using a properly designed random walk to find the influen-
tials. In this algorithm, we assume an ideal situation where all initially inactive
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Fig. 1. Counter example where the competitive influence spreading process does not
exhibit submodular property

nodes have been influenced by our information with color r. Under this postu-
lation, the information on each node traces back to find where it most likely
to be from. The nodes aggregating most information can be identified as our
seed nodes. To trace back, information random walks in the reverse direction
of where it was propagated from. The transfer probability of the information
walking from node u to node v is:

Puv =
wvu∑

s:(s,u)∈E wsu
(2)

where wvu is the weight of directed edge (v, u). So Puv is the weighted proportion
of edge (v, u) among all incoming edges of u. It is easy to see that

∑
v Puv = 1,

and the transition probability of node u is only dependent on its current state.
So this is a Markov process with transition matrix P .

Specifically, if we define wuv as 1 for any u and v, then this process is Pagerank
[15] with reverse directions. However, Pagerank neglects the impacts of compet-
ing information. In this work, the weight of each edge is determined by how much
v can influence u. Generally, if moving the information on u to v can increase
the probability of v influencing u, then the edge (v, u) has higher weight. So we
define the weight of (v, u) as:

wvu = Pr[v activates u|v ∈ Sr] (3)

This means that the weight of (v, u) can be represented as the probability that v
can influence u given that v is a seed node. In a competing campaign, if v is a seed
node: a), the information from v can reach u first of all, Pr[v activates u] = 1;
b), the information from v will reach u with adversary information at the same
time; c), the information from v won’t reach u or the information will reach u
after some adversary information, Pr[v activates u] = 0. Above all three cases,
the probability depends on when will adversary information reach u. However,
it is hard to estimate the diffusion step of adversary information in a stochastic
diffusion process.

One possible solution is to simulate the network massive times to get deter-
ministic graphs each time. We can view the information diffusion on edges and
nodes as the results of coin flip with bias. In a deterministic graph, the diffu-
sion step of adversary information can be obtained using a BFS linear scan of
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the graph. The result is the average information value after convergence of each
outcomes of deterministic graphs. However, simulating the graph still takes too
much time. To get the influential nodes more efficiently, we follow the idea of
Shortest Path Model (SPM) introduced in [16]. In this model, a node can only
be activated through the shortest path between the initially active seed set. So
the diffusion step of each node is the shortest path between the node and the
seed nodes.

Claim. Assume the inactive node can only be influenced by the nearest seed
node, a node w will be colored as i if ∃v ∈ Si such that ∀u ∈ Sj (j 
= i ∧ j ∈
{0, 1, ..., r}), |SP (v, w)| < |SP (u,w)| where SP (v, w) denotes the shortest path
from node v to node w.

Figure 2 presents one example of the diffusion process. The nodes 0 and 9 are
adversary seed nodes. The diffusion step is labeled in the brackets above each
node. The value is the length of shortest path from the seed nodes. The nodes
that are unreachable from seed nodes have step ∞, they are nodes 4 and 5.

0 1 7 9

6 2

5 8 3 4

(0) (2) (1) (0)

(1) (2)

(+∞)(+∞) (3) (3)

Fig. 2. One sample example of information diffusion process of adversary information

When multiple pieces of information reach u at the same time, the informa-
tion from v would compete with adversary information to influence u. Since
the information diffusion process is probabilistic, we need to get the propaga-
tion probability of the edge. In most cases, the activation probability p is often
not uniformly distributed, and there might be multiple edges between a pair of
nodes. Suppose the edges between node v and u are (v, u)1, (v, u)2, ..., each with
probability pivu to be activated independently. Then the propagation probability
of edge (u, v) is

ppvu = 1−
∏

i:(v,u)i∈E

(1 − pivu) (4)

Suppose v is a seed node with color r, and the adversary information from node
w will reach u at diffusion step Twu, then the probability of v can influence u is
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Pr[v activates u|v ∈ Sr] =
φ(cvu) ∗ ppvu∑

w:(w,u)∈E∧Twu=1 φ(cwu) ∗ ppwu + φ(cvu) ∗ ppvu
(5)

which is the weight of directed edge (v, u): wvu. For a large scale-free social
network, it is almost impossible that the transition matrix P is periodic. The
random walk will converge to a stationary distribution. In the experiment, we
show that the distribution converges very fast. The detail of this algorithm is
presented in Algorithm 1. We call this algorithm CompeteRank.

Algorithm 1. CompeteRank(G,S[r−1], k, p,max iterations,min delta)

Sadversary ← ⋃
i∈{1,2,...,r−1} Si;

foreach v ∈ V/Sadversary do Tv ← ∞, Iv ← 1
|V −Sadversary |

;

foreach v ∈ Sadversary do Tv ← 0;
for v ∈ V do // Get the diffusion step of each node

for s ∈ Sadversary do
Get shortest path SP (s, v), u is the second last node on SP (s, v);
if |SP (s, v)| < Tv then

Tv ← |SP (s, v)|;
v.weights ← ppuv ∗ φ(cuv);

else if |SP (v, s)| = Tv then
v.weights ← v.weights+ ppuv ∗ φ(cuv);

for u ∈ V/Sadversary do // Compute the transition matrix P
for v : (v, u) ∈ E do

wuv ← ppvu∗φ(cvu)
u.weights+ppvu∗φ(cvu)

;
Puv ← wvu∑

s:(s,u)∈E wsu
;

for i ← 1 to max iterations do // Random walk to find influentials

foreach v ∈ V do I ′v ← Iv;
for u ∈ V/Sadversary do

for v : (v, u) ∈ E do
Iu ← Iu + I ′v ∗ Pvu;

diff ← ∑
v∈V |I ′v − Iv|;

if diff < min delta then
break;

pick the first k nodes as Sr;

5 Evaluation

5.1 Experiment Setup

We use 3 social network data sets from [17] to evaluate our algorithms. The
first one is ca-GrQc: an academic collaboration network from scientific collabo-
rations between authors’ papers submitted to General Relativity and Quantum
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Cosmology category with 5242 nodes and 28980 edges. The nodes in the network
represent authors and the edges indicate coauthor relationships. Each coauthor
paper is represented as a single chance for one author to influence another. The
second one is ca-HepTh: a collaboration network from papers submitted to High
Energy Physics with 9877 nodes and 51971 edges. The third one is ca-CondMat:
also a collaboration network from papers submitted to Condense Matter cate-
gory with 23133 nodes and 186936 edges. All of them are scale-free networks with
high clustering. Without loss of generality, we use identical activation probabil-
ity for the edges as 0.1 or 0.01. In CompeteRank, max iterations = 1000 and
min delta = 0.00001 are considered to be reasonable threshold values. Since
the influence spreading is a stochastic process, we use Monte-Carlo method to
simulate the graph for R = 1000 times to get the average influence value of
the competing seed sets under the WCICM. The algorithms compared to Com-
peteRank are:

– Greedy: This algorithm uses a hill-climbing strategy to greedily find the
node that has maximal influence at each step.

– Degree Centrality: The heuristic identifies the nodes with highest degree.
– Early Infectees: It chooses seeds that are expected to be infected first.

The graph is simulated R times, and the nodes are ordered by the number
of simulations they are firstly infected.

– Largest Infectees: This heuristic chooses seeds that are expected to the
most nodes if they were to be infected themselves. A more detailed descrip-
tion can be referred to [9]. The graph should also be simulated R times.

5.2 Competitive Influence Spreading

We first evaluate the influence spreading of different algorithms on the data sets.
The adversary seed nodes are chosen using Degree Centrality with fixed size as
100. Since we do not care the influence spreading of adversary nodes, they can
be assumed from single player. Figure 3 presents the results of our experiments.

Figure 3(a) and Figure 3(b) are the results of ca-GrQc and ca-HepTh data set
with p = 0.1. We use identical weight for different information, so when multiple
pieces of information reach a node at the same time, it will choose randomly uni-
formly one of them. In this case, Greedy, Largest and CompeteRank all perform
very well. Even the influence spreading function is not submodular, Greedy is
still effective. This might be the reason that counter examples rarely exist. Early
performs very poor in both experiments. So blocking the influence spreading of
adversary nodes does not help much in the spreading of our information. Com-
peteRank outperforms the Degree over about 50% sometimes. The gap is even
larger than influence maximization of single set. This is because Degree neglects
the effect of adversary information.

Figure 3(c) is the result of ca-CondMat data set with p = 0.01. We do not
include the Greedy algorithm in this experiment since it takes too much time.
When p is small, the effect of competing nodes also becomes smaller. So Largest
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(a) ca-GrQc data set. p = 0.1. φ(1) =
φ(2)
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(b) ca-HepTh set. p = 0.1. φ(1) = φ(2)
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(c) ca-CondMat data set. p = 0.01.
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(d) ca-HepTh data set. p = 0.01. φ(1) =
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Fig. 3. Influence Spreading of Seed Sets

is not effective as before while Degree achieves much better performance. Clearly,
our CompeteRank performs the best of all.

In Figure 3(d), we show the results of ca-HepTh with p = 0.01. We have φ(1) =
1 and φ(2) = 0, so adversary information always beats our information when
they reach a node at the same time. In this case, CompeteRank performs even
better than the Greedy algorithm. And both of them significantly outperform
others heuristics.

5.3 Convergence and Scalability

In Figure 4(a) we show the iterations for our algorithm to converge. We use
Iv = 1 for the each of the node initially. The algorithm can converge to a
reasonable tolerance in about 50 iterations in all three cases. Generally, the social
networks are expander-like graphs. The random walk on an expander which has
an eigenvalue separation is rapidly-mixing.

Figure 4(b) presents the running time of our algorithms. In this experiment,
we use identical p = 0.01 for all the data sets to select 100 seed nodes. It is
evident that Greedy takes too much time. What is worse, some improvements
like the “CELF” proposed by Leskovec et al. [2] does not work here, because
the influence spreading process is not submodular. Degree is the most efficient
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Fig. 4. Convergence and Scalability

of all. The running time of CompeteRank, Largest and Early are similar with
an acceptable running time. Moreover, the time of CompeteRank does not grow
much with the increase size of data sets.

6 Conclusion

In this work, we studied the problem of competitive influence maximization in
a social network. We introduced a generalized model called WCICM for com-
petitive information diffusion which could characterize users’ preference for each
information explicitly. In this model, the influence spreading process is no longer
submodular, so greedy approach does not have performance guarantee. We pro-
posed a simple yet effective heuristic algorithm called CompeteRank. In this
algorithm, the influential nodes can be identified by tracing the information
back according to a properly designed random walk on the network, based
on the postulation that all the nodes have been influenced. Extensive exper-
iments on different data sets were conducted. The results revealed that even
without submodular property, the greedy algorithm can still be effective. How-
ever, the computation cost is too expensive. Our algorithm is very comparable
to the greedy approach and outperforms other well-known heuristics in most
cases. Some of them, like Largest and Degree, only perform well in certain cir-
cumstances. We also analyzed the convergence and scalability of our algorithm.
The results showed that CompeteRank can converge very fast with low running
time.
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Abstract. With the popularity of Web 2.0 sites, social networks today
increasingly involve different kinds of relationships among different types
of users in a single network. Such social networks are said to be multi-
dimensional. Analyzing multi-dimensional networks is a challenging re-
search task that requires intelligent visualization techniques. In this paper,
we therefore propose a visual analytics tool called ViStruclizer to analyze
structures embedded in a multi-dimensional social network. ViStruclizer
incorporates structure analyzers that summarize social networks into both
node clusters each representing a set of users, and edge clusters represent-
ing relationships between users in the node clusters. ViStruclizer supports
user interactions to examine specific clusters of users and inter-cluster
relationships, as well as to refine the learnt structural summary.

1 Introduction

Web 2.0 sites widely adopt online social networks as the means to connect their
users with one another to encourage users to participate in information sharing
(e.g., friendship network in Facebook1) as well as to collaborate with one another
(e.g., collaboration networks in Wikipedia2). Unlike traditional social networks
which involve a single type of nodes or actors and a single relation type, these
online social networks are heterogeneous and of large scale, where multiple types
of nodes and relations may exist in the same network.

In network analysis, the term “mode” refers to a distinct set of entities [14],
a network with different types of objects is therefore called a Multi-Mode
Network .

Example 1. An online social network provides a platform for friends to share
photos and videos. There are three types of objects in this network, namely
people, photos and videos. This network is therefore a multi-mode network.

We would like to make a remark about the modes here. The modes of nodes
give an explicit grouping of the nodes. This grouping is however, not always

1 www.facebook.com
2 www.wikipedia.org

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 49–60, 2013.
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informative as there are other implicit groupings of nodes that are more inter-
esting. The implicit structure to be discovered should be orthogonal to the modes
of the nodes, and it reveals the implicit groups from the observed interactions
among the nodes. Hence, for multi-mode networks, it is important to extract
their implicit structures even though the modes are known.

There are also networks with different types of relations, each representing
one type of interaction. It is often that multiple relations co-exist between a
pair of individuals. For example, a user in the network can send a message to
another user, or comment on another user’s status. Since each type of interac-
tion suggests a different association between two users [5], if we had only one
relation to represent different types of interactions, there would have been too
much loss in the network information. Therefore, we define a Multi-Relational
Network to be one that describes the relationship from one object to another
as a composition of different relations.

Example 2. Individuals in the social network, mentioned in Example 1, send
messages or comments to one another. Each user may also upload a photo or a
video, or comment on others’ photos or videos. There may exist some interaction
links between a photo and a video, if they are taken at the same location, or the
photo is captured from the video. This network is illustrated by Figure 1, where
multiple types of relations and objects can be found.

Individuals

Photos VideosSame Place

Captured from

Send Message Comment

Upload

Comment Upload

Comment

Fig. 1. A Multi-Dimensional Social Network

The network in Figure 1 is multi-mode and multi-relational at the same time.
A network with heterogeneous types of nodes and relations is therefore regarded
as a Multi-Dimensional Network . Multi-mode networks and multi-relational
networks are just special cases of multi-dimensional networks. The analysis of
multi-dimensional networks is known to be harder than simple networks and is
currently an active research topic [4].
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As social networks grow in size, they become more difficult to analyze as
there are many nodes and relation edges. A typical user can only handle less
than a hundred of nodes and edges. Beyond that, visualization techniques have
to be used [2,8,11]. These techniques usually summarize large social networks
into smaller and simpler networks that are human-interpretable. This summa-
rization process essentially groups nodes and edges in an original network into
a simple network of node clusters and relationships between node clusters. The
grouping however is not arbitrary. It ought to preserve information contained in
the original network. Otherwise in the extreme case, the summarized network
may consist of only one node cluster containing all nodes and such a summarized
network does not help user-interpretation.

Many existing network visualization and summarization techniques [10,7,13,16]
are designed mainly for simple social networks, but not for multi-dimensional net-
works. Recent works, OntoVis[12] and FacetAtlas[3], focus on visualizations of
heterogeneous networks. However, OntoVis is mainly designed for multi-mode
networks, as edge types are determined by node types and multiple types of
relations between two nodes are not taken into consideration. FacetAtlas visu-
alizes multi-dimensional networks in multiple facets. But again, their nodes are
connected by at most one type of relation, i.e., an edge within a facet.

In this paper, we focus on visualizing multi-dimensional networks by designing
and implementing a network visual analytics system, calledViStruclizer , which
presents a summarized network structure from a multi-dimensional network as an
overlay over the original set of nodes and relations for human users to interpret.
Given that multi-mode and multi-relational networks are special classes of multi-
dimensional networks, ViStruclizer also works well on these networks.

In the absence of research in visualizing multi-dimensional networks, we define
two key research objectives for the ViStruclizer project. The first objective is
to introduce a design framework that can be adopted by ViStruclizer and other
future visual analytics systems for multi-dimensional networks. The framework
identifies the required system components, their corresponding functionalities
and how these components interact with one another. The second research ob-
jective is to develop the working visual analytics system and to demonstrate
features that support the important visualization requirements. To meet the
above objectives, we have three major contributions in this paper, namely:

– We propose a network visualizer system design framework that covers the
essential system modules and the desired functions for analyzing a multi-
dimensional network. The design framework also defines the network struc-
ture representation that summarizes the original network.

– We have developed a visualizer called ViStruclizer to realize our proposed
system design framework.ViStruclizer is capable of deriving a network struc-
ture from a large multi-dimensional social network, and allowing users to
examine and navigate the derived network structure. The structure captures
the positions of the individuals and their roles in the network.
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– We propose a means in ViStruclizer to allow users to exercise their own judg-
ments on the structures of social networks and to refine the automatically
learnt network structures according to the users’ preferences. For example,
one may want to correct an individual’s position in the learnt network struc-
ture. This is achieved by making ViStruclizer a semi-supervised system.

2 The ViStruclizer System Design Framework

In this section, we discuss the system design framework of ViStruclizer for
multi-dimensional networks in three parts. We first describe the representation
of multi-dimensional networks in some high level summary networks in Sec-
tion 2.1. This is followed by the architecture framework of ViStruclizer and its
components (see Section 2.2). We finally outline the interactive visualization
requirements to be supported by ViStruclizer in Section 2.3.

2.1 Summary of Multi-Dimensional Networks

Let G = (V,E,M,R,m, r) denote a multi-dimensional network, where V is the
set of vertices, E is the set of edges, M = {M1, . . . ,Mt, . . .} is the set of vertex
modes and R = {R1, . . . , Rs, . . .} is the set of relations. The second last element
ofG,m : V →M , is the mapping from vertices to their modes; each vertex Vi has
a definite mode m(Vi). Compared to the vertex modes, it is more complicated to
represent the edges since an edge is a combination of different type of relations.
Thus the last element of G, r : E → R1 × · · · ×Rs × · · ·, is defined as a mapping
from edges to the Cartesian product on R, i.e., r(Ei,j) = (r1, . . . , rs, . . .), each
rs is the number of times the relation Rs is observed from vertex Vi to Vj .
For example, r(Ei,j) = (1, 1, 2) indicates that Ei,j consists of one occurrence of
relation R1, one occurrence of R2, and two occurrences of R3. We also denote
the value of r(Ei,j) on relation Rs by rs(Ei,j).

When the network has large number of vertices and edges, summarizing them
by a representative high level network structure becomes necessary. For example,
one way to summarize a social network is to group individuals with similar
connections into one community, and many social network visualizers focus on
density-based community structures, e.g., Vizter [7] and HiMap [13].

As edges are heterogeneous in multi-dimensional networks, not only is it neces-
sary to group similar vertices, but similar edges are also expected to be grouped.
Positional and Role Analysis groups individuals into one position if they be-
have similarly, and similar relationships into roles. The structure derived by
this analysis treats relationships across different communities as important as
relationships within a community, which is more informative than community
structures. White, Boorman and Breiger [15] observed that the most informa-
tive positional and role analysis requires multiple ties, i.e., a multi-relational
network, and they introduced the concept of blockmodel to study roles and posi-
tions. Wasserman and Faust [14] defined a blockmodel as a partition of vertices
into k positions (vertex clusters). Roles from one position to another are modeled
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by blocks (edge clusters). Airoldi [1] extended blockmodels to mixed membership
blockmodels (MMB), where the position of each vertex is modeled by a prob-
abilistic distribution. Dai, Chua and Lim [5] generalized MMB [1] further on
multi-relational networks. The blockmodel developed in [5] is called Generalized
Stochastic Blockmodels (GSBM), which models (i) the position of each vertex
by a probabilistic distribution; and (ii) each block by a multivariate distribution
over the set of relations.

Without loss of generality, we assume a structural summary for a multi-
dimensional network provides two kinds of clusters, vertex clusters and edges
clusters. C = {C1, C2, . . . , Ck} is the set of vertex clusters; for vertex Vi ∈ V ,
πi,u is the membership probability of Vi assigned to cluster Cu, subject to∑k

u=1 πi,u = 1. The weight of the cluster Cu is the accumulated probability
of all vertices assigned to Cu, i.e.,

w(Cu) =

|V |∑
i=1

πi,u (1)

The weight of mode Mt of the cluster Cu is proportional to the accumulated
probability of all vertices of mode Mt assigned to Cu, i.e.,

w(Mt|Cu) ∝
∑

m(Vi)=Mt

πi,u (2)

We also define B = {Bu,v|Cu, Cv ∈ C} as the edge clusters from Cu to Cv in the
structural. Similarly, ρi,j,u,v is the membership probability of edge Ei,j assigned

to Bu,v, subject to
∑k

u,v=1 ρi,j,u,v = 1. The weight of an edge cluster Bu,v is the
accumulated probability of all its edges, that is:

w(Bu,v) =
∑
Ei,j

ρi,j,u,v‖r(Ei,j)‖ (3)

where ‖r(Ei,j)‖ =
∑

Rs∈R rs(Ei,j) is the 1-norm of r(Ei,j) since all rs(Ei,j)
are positive. ‖r(Ei,j)‖ can also be other form of norm. The width of an edge
cluster Bu,v is logarithmically proportional to the weight of the edge cluster. The
weight of relation Rs of the edge cluster Bu,v is proportional to the accumulated
probability of relation Rs, i.e.,

w(Rs|Bu,v) ∝
∑
Ei,j

ρi,j,u,vrs(Ei,j)

This is valid with ‖r(Ei,j)‖ being the 1-norm, and it ought to be altered for
other kinds of norm.

2.2 Architecture Framework

ViStruclizer takes a multi-dimensional social network as input, and its primary
objective is to visualize the network through its structural summary. With ver-
tices and edges grouped into clusters with some latent semantics, it helps users
to understand the original network.
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The architectural framework of ViStruclizer is shown in Figure 2. There are
three components in ViStruclizer, namely the structure analyzer, the back-end
database and the visualizer which serves as the frontend interface of ViStruclizer.

Our objective is to make ViStruclizer general enough to accommodate differ-
ent structure analyzers that can return different structural summaries. The struc-
ture analyzer in ViStruclizer either takes input directly from a multi-dimensional
network or reads the network from the database, and constructs a structural
summary to be presented by the visualizer. The structural summary consists
of a mandatory element and another optional element, which will be discussed
shortly.

The visualizer component in ViStruclizer takes both the original multi-
dimensional network from the database and the structural summary as in-
put and presents the network to the users, as shown by the solid arrows in
Figure 2. The dash-dotted arrows show that the users can provide their feed-
back to ViStruclizer. The user feedback allows the structure analyzer to further
refine the structural summary, and presents the network using refined structural
summary to the users.

A Multi-Dimensional
Social Network

Visualizer

Structure
Analyzer DataBase

Feedback from
ViStruclizer

users

other
interactions
from usersPresenting to

ViStruclizer
users

ViStruclizer

Fig. 2. The System Design of ViStruclizer

Within the structural summary returned by the structure analyzer, the manda-
tory element refers to the cluster membership for all vertices in the original net-
work. If a structure analyzer returns a hard clustering, the cluster membership
for a vertex is then its cluster indicators, i.e., cluster id. In ViStruclizer, we con-
sider mixed cluster memberships derived by soft clustering or fuzzy clustering
techniques, e.g. EM algorithm [9], which are widely adopted in cluster analysis.
The mixed cluster memberships are typically represented in the form of proba-
bilistic distributions, i.e., a vertex is assigned to multiple clusters with different
probabilities. In Section 2.1, such probabilities are denoted by πi,u, which is the
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probability of assigning vertex Vi and cluster Cu, subject to
∑k

u=1 πi,u = 1.
Hence the cluster memberships in the structural summary are probabilistic dis-
tributions for vertices assigned to vertex clusters.

The optional element for the structure analyzer is to return the cluster mem-
berships for the edges. Similar to the vertex cluster membership, the cluster
membership of an edge indicates between which pair of clusters the edge be-
longs to. If k vertex clusters are extracted by structure analyzer, there exist k2

edge clusters, representing every possible pairs of k vertex clusters.
If a hard clustering for the vertices is adopted, for an given edge, its edge

cluster is defined by the cluster of the source vertex to the cluster of the target
vertex. However, when vertices are associated with vertex clusters with mixed
memberships, the membership distributions of the edges belonging to an edge
cluster become more complicated. This is denoted by ρi,j,u,v in Section 2.1, which
is the cluster membership of edge Ei,j assigned to cluster pair (Cu, Cv), subject

to
∑k

u,v=1 ρi,j,u,v = 1. This issue will be discussed in greater detail in Section 3.
For now, we would like to design ViStruclizer to be able to cope with both kinds
of edge memberships.

2.3 Interactive Visualization Requirements of ViStruclizer

For ViStruclizer to be an effective tool for analyzing multi-dimensional net-
works interactively, it has to satisfy a few essential visualization requirements
mentioned below:

Network Search. Finding a user vertex in a large multi-dimensional network
is like searching a needle in the haystack. Vertex search by label and other
attributes is therefore essential. Once some target vertices are found, they can
serve as the lead to explore the rest of network. When structural summary is
available, vertex search can also return the vertex clusters of vertices meeting
the search criteria and help users to determine the relevance of these vertices.

Summary Network Visualization. A summary network consists of vertex
clusters and edge clusters, and each cluster has its own salient attributes, i.e.,
cluster weights, cluster modal weights. These clusters and their attributes should
be visualized clearly using graphical properties such as shape, color and size.
The composition of vertex types and edge types in clusters is also another piece
of information to be visually presented clearly. In the visualizer component in
ViStruclizer, the size of a vertex cluster is determined by its weight. The width
of an edge cluster is also logarithmically proportional to the weight of the edge
cluster. We use multiple colors to distinguish different kinds of vertices and
relations in a multi-dimensional network. An edge cluster is thus represented by
a directed multi-color edge from the source vertex cluster to the target vertex
cluster such that each color represents a different relation, and the proportion
of each color represents the weight of the corresponding relation.
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Summary Network Exploration. For a user to find out how vertices are
grouped into vertex clusters, ViStruclizer has to support user interactively ex-
panding or collapsing vertex clusters. Such a visual operation can be non-trivial
for very large vertex clusters each with too many vertices for the user to examine.
The main challenge of summary network exploration is therefore to expand the
cluster without being overwhelmed by the large number of vertices. This can be
achieved by selectively expanding a vertex cluster as opposed to complete vertex
cluster expansion. When vertex clusters are derived by soft clustering, one can
use a probabilistic threshold to control the extent of vertex cluster expansion by
expanding only the vertices with membership probabilities above this threshold.
This threshold can be set globally for all vertex clusters, or locally for only one
vertex cluster.

Structure Refinement. Structural summary automatically learnt from multi-
dimensional networks may not always match user expectation. When a user dis-
agrees with the way a structural summary summarizes the underlying network,
she may want to refine the cluster membership distribution of a vertex. Such a re-
finement will require the structural summary to be revised based on user input.
We therefore require the structure analyzer to be semi-supervised. Depending
on how the structure analyzer clusters the vertices, the change in one vertex’s
membership distribution may cause change in others’ membership distributions.
As the structure analyzer refines the summary structure, the visualizer has to
update the summary network accordingly with three kinds of interactions: i)
change the membership distribution of one or more vertices; ii) create a new
cluster, and indicate several members of the cluster; and iii) merge two existing
clusters.

3 Case Study for Structure Analysis and Visualization

Based on our proposed framework, a working ViStruclizer has been developed
with its visualizer and structure analyzer components implemented in Javascript
and C++ respectively. ViStruclizer uses MySQL database system for backend
storage. In this section, we demonstrate the capabilities of ViStruclizer using a
multi-dimensional network extracted from IMDb.

3.1 The IMDb Network and Its Structure

We focus on the people involved in the movie industry and their network. There
are more than 4 million of them and their network is very sparse. In our case
study, we selected a denser subset of the network as follows. We started with a set
of eleven directors, James Cameron, Chris Columbus, Jon Favreau, Ron Howard,
Doug Liman, Christopher Nolan, Guy Ritchie, Martin Scorsese, Steven Soder-
bergh, Steven Spielberg and David Yates. These directors directed 73 movies
from year 2000 to year 2010. We then further expanded to 486 people, in-
cluding directors, producers and actors/actresses, who are involved in at least
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Fig. 3. The Structure of IMDb Network by ViStruclizer

two of the 73 movies. There are 3 modes for people in this network, namely,
actors/actresses, directors and producers.

We also established three relations among the 486 people, i.e., collaborate,
direct and work for. For each movie, relation collaborate is observed among
actors/actress, among directors, or among producers; relation direct is from
directors to their directed actors/actresses; and relation work for is observed
from both actors/actresses and directors to producers. Therefore, this IMDb
network is a multi-dimensional network with three modes and three relations.

We then incorporate the structure analyzer GSBM into ViStruclizer to vi-
sualize the extracted IMDb network. Empirically, we set the number of vertex
clusters in the resultant structural summary to be k = 6. Besides grouping
vertices into six vertex clusters, GSBM also returns edge clusters membership
distributions, which is the optional element mentioned in Section 2. In GSBM,
the probability of observing r(Ei,j) in edge cluster Bu,v is given by

p(r(Ei,j)|Bu,v) =

h∏
s=1

Pois(rs(Ei,j)|Bu,v,s)

where Bu,v,s is the Poisson parameter of edge cluster Bu,v on relation Rs. There-
fore, the probability of r(Ei,j) being modeled by Bu,v is

ρi,j,u,v = p(u, v|r(Ei,j), B) ∝ p(u, v, r(Ei,j)|B) = πi,uπj,vp(r(Ei,j)|Bu,v)

Hence, the edge cluster membership distribution for edge Ei,j is determined.
Again, this component is optional, and not every structure analyzer provides

this functionality. For those structure analyzers which do not have this compo-
nent, ViStruclizer simply takes ρi,j,u,v = πi,uπj,v with the assumption that the
probabilities of observing any particular edge in all edge clusters are the same.
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Fig. 4. The Structure of IMDb Network with director Cluster Expanded

3.2 Visual Representations

The summarized network structure of our IMDb network is shown in Figure 3.
Each vertex cluster is represented by a pie chart with a user-assigned cluster
label, size and pie segments determined by the weight and modal weights of the
vertex cluster respectively (as computed using Equation 1 and 2). Different colors
are assigned to different vertex modes, i.e., magenta for actors/actresses, royal
blue for mode directors and purple for producers.

There are two producer clusters, the active producers who produce relatively
more movies, and the other consisting of producers who may also act in the
movies, as shown by the magenta sector in the pie chart of the cluster producers
in Figure 3. Actors and actresses are divided into three clusters, i..e, “harry
potters”, “ocean’s 11/12/13”, and “other actr/ess”. The first and second groups
act in Harry Potter series and Ocean’s series respectively, while the third group
includes the others. The royal blue pie chart represents the directors cluster.

Between two vertex clusters are edges representing edge clusters. The width of
the edge represents the weight of the corresponding edge cluster (the self-loops
on each vertex cluster are omitted), as computed by Equation 3. Three colors are
also used for three relations, green for collaborate, blue for work for and red
for direct. The proportions of the three colors tell how the two vertex clusters
are related.

3.3 User Interactions in the IMDb Network

The visual representation of the original network and summary network in
ViStruclizer is meant to be interactive. Using the control panel at the bottom
of screen (see Figure 3), one can control the expansion threshold values to be
used, select the relations to be included in the visualization, search vertices, and
perform other operations on the network.

Figure 4 shows how ViStruclizer looks like after the “directors” cluster gets
expanded. An edge between the expanded vertex cluster and another vertex
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Fig. 5. Updating of the Membership of a Vertex

cluster is broken down into edges between vertices and the vertex cluster. Sim-
ilarly, the edge between a vertex and a vertex cluster is aggregated from edges
linking this particular vertex and all vertices in the vertex cluster. By adjusting
the expansion threshold, one can choose to only expand the vertices assigned
to clusters with high membership probabilities. ViStruclizer also allows any se-
lected vertex to be placed at the center of the screen to use it as the focus.

One can change the membership probabilities πi,u of a selected vertex Vi by
invoking a membership refinement function. As shown in Figure 5, the mem-
bership probabilities of the selected vertex in different vertex clusters can be
displayed in a radar chart. Each radial axis of [0,1] value range corresponds to
a vertex cluster and one can choose any point along the axis. The membership
probabilities πi,u will then be recomputed so that the sum remains 1, and the
visualization of the vertex clusters and the edge clusters will altered accordingly.

4 Conclusion and Future Work

This paper presents ViStruclizer, a network visual analytics system designed
and implemented based on a framework for visualizing multi-dimensional net-
works using their summary network structures. Multi-dimensional network mod-
els are new in social network analysis and there have not been many visualization
techniques specially designed for them. ViStruclizer represents one of these pio-
neering efforts. With the incorporation of a structure analyzer, which performs
positional and role analysis, ViStruclizer effectively allows users to explore a
multi-dimensional network along with its summary network. Its visualization
capabilities on an IMDb network have also been demonstrated. To carry this
work further, we plan to improve the structure analyzer and visualizer compo-
nents. In particular, other network models for multi-dimensional networks and
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efficient learning of these models will be studied. For example, if we regard a
specific topic as a type of relations, the Twitter3 network can be visualized by
different topics between clusters of users [6]. The visualizer component can also
be improved by introducing new visual constructs that help user to identify
interesting communities and anomalies in the networks.
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Abstract. Taking the Foursquare data as an example, this paper inves-
tigates the problem of finding influential nodes in a location-based social
network (LBSN). In Foursquare, people can share the location they vis-
ited and their opinions to others via the actions of checking in and writing
tips. These check-ins and tips are likely to influence others on visiting the
same places. To study the influence behavior in LBSNs, we first propose
the attractiveness model to compute the influence probability among
users. Then, we design a one-wave diffusion model, where we focus on
the direct impact of the initially selected individuals on their first degree
neighbors. Base on these two models, we propose algorithms to select the
k influential nodes that maximize the influence spread in the complete-
graph network and the network where only the links with friendship are
preserved. We empirically show that the k influential nodes selected by
our proposed methods have higher influence spread when compared to
other methods.

1 Introduction

Due to the advances in wireless communication and positioning technologies,
people can surf the Internet and share their locations through mobile devices
almost anytime, anywhere. This fosters the emergence of location-based social
networks (LBSNs), where people can interact with each other while sharing their
location information. Example applications include Foursquare1 and Gowalla2.
The main difference between an LBSN and a general social network is that
the former introduces a new dimension of physical location that brings social
networks to reality and bridges the gap between the physical world and online
social networking services [1]. In an LBSN, the act of users sharing their current
locations is called check-in. By a check-in action at certain locations, people can

� The research in this paper was supported in part by the National Science Council
of Taiwan, R.O.C., under Contracts NSC100-2221-E-001-023 and NSC101-2221-E-
001-013. All opinions, findings, conclusions and recommendations in this paper are
those of the authors and do not necessarily reflect the views of the funding agency.

1 https://foursquare.com
2 http://blog.gowalla.com
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also associate it with other additional information such as their comments about
the place, the visiting time and their companions.

Prior studies on an LBSN usually focus on the human movement behavior
analysis by mining their trajectories of visited locations, such as user movement
prediction [2,3] and travel recommendations [4,5]. As an LBSN is also a kind of
social networks that is currently a popular medium for people to share location
information, we are interested in how people influence each other on the check-
in behavior, how people will be attracted by other’s comments on the shared
locations and who are potentially influential in an LBSN to spread the location
information. The answers of these problems are important to the location-based
advertising applications because they can help enlarge the visibility and adoption
of the products they promote. To the best of our knowledge, none of the existing
works discuss finding influential nodes in an LBSN.

In this paper, taking the Foursquare data as an example, we propose to find
the influential nodes in an LBSN. Foursquare is an LBSN application that pro-
vides a platform for users to share with friends or the public about their locations,
which is called venues, by doing the check-in action through any GPS-equipped
handhold devices. In addition, users can write comments, which is called tips, for
each venue. By viewing the tips of others, a user is possibly attracted by some of
them. Moreover, each user can add their interested tips to his/her todo list, and
mark them as done if they did visit the corresponding venues. This information
is useful for us to inference the potential influential users of the entire network
especially when we do not have other explicit information of the influence be-
havior due to the privacy issues of Foursquare. Now, our challenges of finding
influential nodes in an LBSN become the following two: How to leverage the
available information to inference the influence probability between users? How
to find the influential nodes under a suitable information diffusion model?

We begin with the modeling of the influence probability among users. To
be more specific, we compute the likelihood that user ui is attracted by user
uj’s tips according to the proposed attractiveness model, which is based on the
popularity of the mutual venues they have been visited and the popularity of tips
written by uj . In addition, we design the one-wave diffusion model, where we
focus on the direct impact of the initially selected individuals on their first degree
neighbors. With the attractiveness model and the one-wave diffusion model, we
further design algorithms to select k influential nodes that maximize the influence
spread in the complete-graph network, where a link weighted by an influential
probability is built between every pair of nodes. In addition, to scale down the
search space, we also consider to find influential nodes in the friendship network,
where only the link between two nodes having friendship is left, and compare
the results to the nodes found in the complete-graph network. By collecting
the historical tip data of Foursquare, we evaluate the effectiveness of proposed
models and algorithms. We report our findings on the influential nodes found in
the tip data of New York and Los Angeles. The results show that the influence
spread of the k nodes found in the friendship network is very close to the spread
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of those found in the complete-graph network under our attractiveness model
and one-wave diffusion model.

The remainder of the paper is organized as follows.We discuss the related work
in Section 2. In Section 3, we introduce the attractiveness model to compute the
influence probability between users. Section 4 presents the one-wave diffusion
model and our proposed algorithms to find the k influential nodes in LBSNs.
We report the experiment results in Section 5. Section 6 concludes the paper.

2 Related Work

The influence maximization is to find a set of k nodes that maximize the in-
formation spread in a social network under some information diffusion model.
Domingos and Richardson [6] were the first to study the influence maximization
problem to analyze the value of customers in business. Kempe et al. [7,8] formu-
lated the problem as an optimization problem and proved it is NP-hard under the
linear threshold model and the independent cascade model. Prior studies about
finding influential nodes focused on general social networks without considering
the features of location-based social networks. To the best of our knowledge, we
are the first to find influential nodes in LBSNs.

The linear threshold (LT) model and the independent cascade (IC) model
are two generally studied information diffusion models. Kempe et al. [8] gave a
comprehensive concept of these two models. Essentially, a node can be active
or inactive. An inactive node may be influenced by any of its active neighbor
according to a weight between them. The diffusion process starts with a set of
active nodes while all other nodes are inactive. At each step, an active node
remains active and the inactive one can become active only when the the total
weight of its active neighbor exceeds a pre-selected threshold between 0 and 1.
On the other hand, the independent cascade model works as follows. At each step
of the diffusion process, only the newly active node has a chance to influence each
of its inactive neighbors with a diffusion probability. When the inactive node is
influenced successfully, it becomes active in the next step. Once an active node
has tried to influence its neighbors in some step, it can never influence others in
the following steps.

Note that both the LT and IC models consider multiple waves of influence
propagation from a node to the entire network. In contrast, our proposed diffu-
sion model only considers one wave of the influence between any initially selected
node to its neighbors. In other words, the diffusion process of our proposed diffu-
sion model involves only one step. It is because we only care the direct influence
of a node to others but not the second-hand influence.

3 Modeling Attractiveness between Users

3.1 User Scenario of Foursquare

Foursquare is an location-based social networking application that provides a
platform for users to share their locations, by doing the check-in action, with
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friends through any GPS-equipped handheld devices. A location is called venue
in Foursquare. By locating the current position of a user as the center, the
Foursquare application will provide the venues that fall in the neighborhood
within some radius d, as shown in Fig. 1(a). All these venues are contributed by
the Foursquare users and verified by the Foursquare administrators. Each venue
on the map is marked by an icon showing its category. There are nine main types
of categories: ”Arts & Entertainment”, ”College & University”, ”Food”, ”Profes-
sional & Other Places”, ”Nightlife Locations”, ”Residences”, ”Great Outdoors”,
”Shops & Services” and ”Travel & Transport”.

In addition to check in at some venue, users can also write tips, namely the
review comments, about the venue. Due to the interface design of Foursquare,
when a user writes a tip of a certain venue, all other tips of the same venue will
be listed out at the same page as shown in Fig. 1(b). Therefore, we can assume
that the user will definitely be attracted by some of them. Note that these tips
may come either from the friends or non-friends of the user. As the Foursquare
application provides the venues within the neighborhood of radius d, the tips
of these venues will also have chances to be seen by the user. In other words,
any user may be attracted by the tips of venues in the neighborhood of radius
d centered at his/her current location. Finally, when viewing the tips left by
others, a user can add any interesting tips into his/her todo list. The user can
further mark each todo tip to a done status if he/she completes the visit to the
corresponding venue.

(a) Venues of the same category in
the d-neighborhood of vi

(b) The tip list of some
venue vk

Fig. 1. User scenario of Foursquare

3.2 The Attractiveness Model

By collecting the Foursquare data, we would like to study the influence relation-
ship among the users and build a model to study the influential power among
users in the location-based social network. In our attractiveness model, an LBSN
is modeled as a graph G = (V,E), where V denotes the set of nodes representing
users, E is the link set representing the weighted connections between any two
users. To be more specific, given two users ui and uj, the weight wi,j of the link
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between them is the likelihood that ui’s behavior on visiting some venues will be
attracted by uj’s activities in Foursquare. In other words, wi,j is the influence
probability of user uj to user ui. In the following, we show how to compute the
wi,j value.

First, we introduce a tip and its attributes we can collect from Foursquare.

Definition 1 (A tip and its attributes). A tip, denoted as s, has the fol-
lowing attributes: the user who writes this tip s.u, the category s.c, the recorded
time s.t, the corresponding venue s.v, and the sum of the number of todos and
the number of dones s.tdsum. �

As the act of adding a tip written by others into the todo list and marking it as
done can be regarded as a positive feedback of a user to that tip [10], we can use
this information to model how likely the later tips are attracted by the earlier
ones. Due to the privacy settings of Foursquare, we cannot access the todo/done
list of each user. Therefore, we cannot inference the attractiveness between users
directly. However, for each tip, we can know its total number of todos and dones
added and marked by different users. If a tip has a large number of todos and
dones, it means that it is focused by a lot of people. Implicitly, it also shows that
the user who writes this tip has some influential power.

According to the user scenario introduced in Section 3.1, a user ui, who visits
venue vi and writes a tip for it at some time ti, may have a chance to see
other tips existing before ti and be attracted by some of them for venues of the
same category within the neighborhood of radius d centered at vi. We denote
all the venues in the d-neighborhood of vi and having the same category of vi
as Nd(vi). Suppose gk represents the probability that user ui reads the tip list
of venue vk ∈ Nd(vi), as shown in Fig. 1(b). Among all the tips for vk, some
of them existing before t may be written by user uj. As a result, user ui may
have a probability pjk to be attracted by these tips. Then, we can compute the
attractiveness of uj to ui, i.e., ui is attracted by at least one tip written by uj ,
for ui to write a tip at vi as follows.

P (ui � uj , Nd(vi)) = 1−
∏

(gk ∗ (1− pjk)). (1)

Note that the above equation is under the convenient assumption that pjk and
gk are independent for different vk and different user uj.

To compute gk in Eq.(1), our intuition is that if a venue is hot and has a high
chance to be viewed by a user, it may have a lot of tips, many of which certainly
have a high number of todos and dones. As a result, we compute gk as follows.

gk|vk∈Nd(vi) =

∑
s∈S(vk)

s.tdsum∑
s∈S(Nd(vi))

s.tdsum
, (2)

where S(vk) refers to all the tips for vk that are written before ui writes a tip
si for vi at time ti and S(Nd(vi)) refers to all the tips written before ti for all
venues in Nd(vi). Note that in case there are tips with zero sum of todos and
dones, we can add one to s.tdsum of every tip in advance.
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Next, we compute pjk in Eq.(1) as follows.

pjk =

∑
s∈Sj(vk)

s.tdsum∑
s∈S(vk)

s.tdsum
, (3)

where Sj(vk) refers to tips in S(vk) that are written by uj . The intuition of this
equation is that if a user uj has high attractiveness, not only the number of tips
that uj writes is high but also the sum of todo and done numbers of these tips
are high.

Finally, the value wi,j , which is the influence probability of uj to ui, is com-
puted as the expected value of P (ui � uj , Nd(vi)) defined in Eq.(1).

wi,j =
∑
s∈Si

P (ui � uj, Nd(vi)), (4)

where Si are tips written by user ui in our collected data set.
It is noted that if wi,j > wi,k, then user uj is more attractive to user ui

compared to user uk. In addition, when collecting the tip data of Foursquare,
we can also know if two users are friends. Foursquare regularly recommends
users for the tips of their friends. Also, users can actively search the tips writ-
ten by their friends for venues adjacent to their interested places. Therefore,
if P (ui � uj, Nd(vi)) > 0 and ui and uj are friends in Foursquare, we set
P (ui � uj , Nd(vi)) = 1. This is to model that tips written by user ui must be
attracted by those written earlier by ui’s friend uj .

4 Finding Influential Nodes

After introducing the attractiveness model, in this section, we propose one-wave
diffusion model, which is used to model the tip information diffusion, followed
by the algorithm of finding the k influential nodes that maximize the influence
spread in an LBSN.

4.1 One-Wave Diffusion Model

In our attractiveness model, we show how to compute wi,j , which is the at-
tractiveness, or the influence power of uj to ui and defined in Eq.(4). Before
running the diffusion process, we do normalization for these values and obtain
the diffusion probability from uj to ui as follows.

qi,j =
wi,j

wmax + wmin
, (5)

where wmax and wmin are the maximum and the minimum wi,j of the whole
network.
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Algorithm 1 BaseLine (G, k)

Input: G = (V,E), number of seeds k
Output: A set R of k influential nodes
1: R = ∅
2: for i = 1 to k do
3: for each node v ∈ V \R do
4: ISv = InfluenceSpread(v) /* A node will not be considered to be influenced

by v if that node is already influenced by nodes in R.*/
5: R = R ∪ argmaxv{|ISv|, v ∈ V \R}
6: return R

The diffusion process of the one-wave diffusion model works as follows. Given
a start node, say vj , it influences each of its neighbors vi if qi,j > 0. The total
number of the influenced nodes is regarded as the influence spread of vj . Please
note that, for k seed nodes, we run the above process sequentially. Also, once
a node is influenced by some seed, it cannot be further influenced by other
seeds. Finally, instead of using the well-know IC or LT models in this study,
our intuition of adopting the one-wave diffusion model is that we care only the
influence spread of the initially selected seeds, but not that of the active nodes
influenced by the seeds.

4.2 Algorithms for Influence Maximization

Given the one-wave diffusion model, in this section we show how to select k influ-
ential nodes that maximize the influential spread. Kempe et al. [8] has described
a greedy algorithm to solve the k-seed selection problem, which we modify based
on our one-wave diffusion model as shown in Algorithm 1.

In Algorithm 1, the InfluenceSpread function computes the influence spread
of v according to the one-wave diffusion process and put the v with the largest
influence spread into R as the solution. If there is a tie at line 5, the node with the
smaller ID number wins. Because this is an exhausted search on a complete graph
G (i.e., O(|V |2) links), the BaseLine approach is regarded as the benchmark but
lacks efficiency. Instead, we seek if we can search influential nodes in a smaller
space.

One method is called GreedyAlgorithmOnFriends(GAOF) as shown in Algo-
rithm 2. In GAOF, we search the influential nodes on a graph where only the
friendship links are retained. To be more specific, we collect the friendship be-
tween each pair of users from the Foursquare data, and remove the edge between
two nodes who do not have friendship from G to generate Gf = {Vf , Ef}. First
we compute the influence spread of each node, denoted as ISv, in Gf (Lines 2-3).
Finally, we extract the k nodes as the result of GAOF(Lines 4-5). If there are
tie at line 5, the node with the smaller ID number wins.
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Algorithm 2 GAOF (Gf , k)

Input: Gf = (Vf , Ef ), number of seeds k
Output: A set RGAOF of k influential nodes
1: RGAOF = ∅
2: for each node v ∈ Vf do
3: ISv = InfluenceSpread(v) /* each node v has its own ISv */
4: for i = 1 to k do
5: RGAOF = RGAOF ∪ argmaxv{|ISv|, v ∈ Vf\RGAOF }
6: return RGAOF

Algorithm 3 CGAOF (Gf , k)

Input: Gf = (Vf , Ef ), number of seeds k
Output: A set RCGAOF of k influential nodes
1: RCGAOF = ∅
2: R = ∅
3: for each node v ∈ Vf do
4: ISv = InfluenceSpread(v) /* each node v has its own ISv */
5: compute av of node v
6: for i = 1 to 2k do
7: R = R ∪ argmaxv{|ISv|, v ∈ Vf\R}
8: for i = 1 to k do
9: RCGAOF = RCGAOF ∪ argmaxv{av, v ∈ argmaxv{|Sv|, v ∈ R\RCGAOF }}
10: return RCGAOF

An further improvement of GAOF is called ClassifyingGreedyAlgorithmOn-
Friends(CGAOF) as shown in Algorithm 3. Similar to GAOF, we compute the
influence spread of each node in Gf (Lines 3-4). However, in contrast to GAOF
extracting k nodes by using the influence spread only, CGAOF extracts k nodes
by considering three extra criteria: |ISv|, |Sv| and av, which denotes the number
of influence spread of v, the number of tips written by v, and

av =

∑
i∈Vf

{wi,v | node i is influenced by node v, i 
= v}
|ISv|

, (6)

respectively. We set av = 0 when |ISv| = 0. If a node v has a high av value, it
means the attractiveness of this user to his/her friends is higher. In CGAOF,
we extract the nodes by comparing |ISv| and |Sv| (Lines 8-9). If there is a tie
at line 7 and 9, the node with the smaller ID number wins. The intuition of this
algorithm is that we think high |Sv| and high av are also important features
to compare the influence power of two nodes having only a small difference in
influence spread. The node with high |Sv| will have more chances to influence
other nodes while the node of av implies this user usually writes more attractive
tips.
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4.3 Complexity Analysis

In this section, we analyze the complexity of each algorithm. The complexity
of the one-wave diffusion process of a node v, that is InfluenceSpread(v), is
O(Dv), where Dv denotes the degree of v in G. Thus the complexity of BaseLine
is O(k|V |Dv), where it extracts k influential nodes and runs |V | times of the
diffusion process for k nodes and selects the node with the largest influence
spread. The complexity of getting RGAOF from Algorithm 2 is O(|V |Dvf+k|V |),
where Dvf denotes the degree of some node v in Gf , and the algorithm extracts
k nodes with the highest influence spread in k|V | time (Algorithm 2: Line 4,
5). The complexity of getting RCGAOF from Algorithm 3 is O(|V |Dvf + k|V |+
k3), where it selects 2k nodes with the highest influence spread in O(k|V |) and
selects the highest |Sv| from 2k nodes, then selects the highest av nodes from
these the highest |Sv| nodes, and continuously runs the selecting process k times
(Algorithm 3: Line 8, 9). Because Gf only reserves the edges between two nodes
that have friendship from G, Dvf � Dv. As a result, the time cost of GAOF
and CGAOF is much smaller compared to BaseLine when |V | � k.

5 Performance Study

We conducted experiments on two real data sets collected from Foursquare to
evaluate the effectiveness of our proposed models and algorithm. All experiments
were run on a workstation with an Intel Xeon E5530 2.40 GHz CPU and 70GB
RAM using C.

5.1 Settings

By crawling the Fousquare data, we obtained 47218 users who wrote tips for
the venues in New York City (NYC) and 30196 users who wrote tips for the
venues in Los Angeles City (LAC). There were about 410,000 tips from 2008/5
to 2011/7 in the NYC dataset and about 260,000 tips from 2009/2 to 2011/7 in
the LAC dataset. The d used for Nd(vi) was set to 1 KM.

We compared the proposed three methods, BaseLine, GAOF, CGAOF, with
three other methods: FriendCentrality (FC), TipsCentrality (TC), and Random
on selecting the k seeds for influence maximization. We compute the influence
degree, the number of influenced nodes divided by the total number of nodes
in a network, of the k seeds selected by different methods. The FC and TC
methods always selected k nodes having the largest number of friends and the
largest number of tips, respectively, as the seeds. For the Random method, it
just randomly selected k nodes as seeds. We run FC, TC, and Random several
times to get their average influence degree. Please note that BaseLine, TC, FC
and Random methods selected seeds from the complete network G. Only GAOF
and CGAOF select k seeds from the network with only friendship links existed,
i.e., Gf . In addition, for all methods, only users writing at least 50 tips were
considered as the candidate of seeds. There were 754 candidates nodes in LAC
and 1137 in NYC. This was to reduce the search space and speed up the initial
seed selection in the two large networks.
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(a) NYC (b) LAC

Fig. 2. The influence degree of each algorithm

5.2 Degree of Influence Maximization

Fig. 2 shows the influence degree of the 25 seeds chosen by different methods.
Note that although the five approaches selected different sets of k seeds from
either G or Gf , the influence degrees here were examined for each set of k on G.

In general, the influence degree increased as the number of seeds increased on
both data sets. The influence degrees of Baseline were the highest because the
influential nodes were selected on the whole network G. The influence degrees of
GAOF and CGAOF were lower compared to Baseline, but still of high enough
values. On the NYC data set as shown in Fig. 2(a), the influence degree of
the 25 nodes selected by CGAOF was high to 86.3% of that of Baseline, and
that of GAOF was high to 85.5%. On the LAC data set as shown in Fig. 2(b),
the influence degree of the 25 nodes selected by CGAOF was high to 78.5% of
that of the BaseLine method and that of GAOF was high to 73.5%. TC, FC,
and Random had poor performance on the influence degrees for both data sets
showing that users who wrote the most tips or had the most friends were not
necessary the most influential nodes. Instead, finding the influential nodes on Gf

was a good alternative when the time cost was an primary issue. Finally, when k
increased from 1 to 25, we found that CGAOF was better than GAOF in general
because it considered both the number of tips written and the influential spread
of a user simultaneously. Sometimes CGAOF was worse probably because Gf

had some users writing many tips to attract their friends while these tips might
not attract non-friends in G, where the influence degree was examined.

5.3 Independent Influence Spread among Friends and All Nodes

Here, we run the InfluenceSpread(v) of each v independently on G using the
Baseline approach and on Gf using GAOF. We selected the top 25 nodes of the
highest influence degree values. Fig. 3(a) and 3(b) show the influence degrees of
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(a) Influence among friends (b) Influence among all users

Fig. 3. The influence ability of each node in LAC and NYC

Fig. 4. Similarity between the set
of the top k highest influence abil-
ity nodes in G and the set of
the top k highest influence ability
nodes in Gf

LAC NYC

# of candidate nodes 754 1137
Avg. # of tips of candidate nodes 102.2 97.9
Avg. degree per node in G 30195 47217
Avg. degree per node in Gf 28.7 48.9

Fig. 5. The statistics of Gf and G

the top 25 nodes selected from Gf and G, respectively, on both the NYC and
LAC data sets. We denoted the set of 25 nodes on Gf as A and that on G as

B and computed the Jaccard index J(A,B) = |A∩B|
|A∪B| . The higher the Jaccard

index represented that the two sets were more similar to each other.
Fig. 4 shows the Jaccard indexes of A and B on both the NYC and LAC data

sets. We observed there were overlaps between the two sets. Moreover, the top
1 influential node were even the same for the NYC data. We show the statistics
of Gf and G in Fig. 5. It shows that although the average number of degree
per node in Gf was much smaller than that of G, Gf was still useful to find
the subset(about 20%-30% with k=25 in our experiments) of the top k highest
influence ability nodes in G. As we mention in Section 4.3, Dv � Dvf and
|V | � k in our experiments, so it was very useful to improve the efficiency. Due
to our attractiveness model, if a node has friends rarely or never wrote tips,
then the node could hardly or not influence its friends. Fig. 5 shows that the
candidate nodes in NYC and LAC wrote the same number of tips, but NYC had
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a higher average number of Dvf compared to LAC. This means that the average
number of friends of users in the LAC data was smaller compared to the NYC
data such that the influence degree among friends in LAC was smaller. We also
think that the influence degree may become a reason that if users in G have
more friends writing tips in the same area, then it should be more efficient to
use the Gf to find the influential nodes in G.

6 Conclusions

In this paper, taking the Foursquare data as an example, we studied the prob-
lem of finding influential nodes in location-based social networks. Based on the
popularity of the mutual venues visited and the popularity of the tips written,
we built the attractiveness model to compute the influence probability between
two users. Furthermore, a one-wave diffusion model was designed to focus the
direct impact of the initial seeds on their first degree neighbors. With these two
models, we proposed algorithms to find the k influential nodes in LBSNs, on
both a complete-graph network and a friendship network. Under our attractive-
ness and one-wave diffusion models, we empirically showed that the k influential
nodes selected by our proposed methods in the the complete-graph and friend-
ship networks had higher influence spread when compared to other methods.
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Abstract. When a taxi driver of an unoccupied taxi is seeking passengers on a
road unknown to him or her in a large city, what should the driver do? Alternatives
include cruising around the road or waiting for a time period at the roadside in
the hopes of finding a passenger or just leaving for another road enroute to a
destination he knows (e.g., hotel taxi rank)? This is an interesting problem that
arises everyday in many cities worldwide. There could be different answers to
the question poised above, but one fundamental problem is how the driver learns
about the likelihood of finding passengers on a road that is new to him (as in
he has not picked up or dropped off passengers there before). Our observation
from large scale taxi drivers behavior data is that a driver not only learns from his
own experience but through interactions with other drivers. In this paper, we first
formally define this problem as Socialized Information Learning (SIL), second
we propose a framework including a series of models to study how a taxi driver
gathers and learns information in an uncertain environment through the use of his
social network. Finally, the large scale real life data and empirical experiments
confirm that our models are much more effective, efficient and scalable that prior
work on this problem.

1 Introduction

The study of how a person gathers information and makes decisions has a long and
varied literature. In the previous research, collective intelligence [13, 19, 23, 27], intel-
ligent agent [7, 10, 12, 21, 22], transfer learning [6, 25, 26] and evidence-based reason-
ing [4, 8, 14] and other methods are proposed to investigate an agent’s learning theory.
But due to the new challenges raised in dynamic uncertain environment [11, 17, 18],
prior work on this topic is either inefficient or inaccurate. Now consider the following
problem.

In our application context, there are 3,187 taxi drivers, and among them there are
25.2% new drivers (less than one year driving experience), 47.1% normal drivers (one
to two years driving experience) and 27.7% experienced drivers (greater than two years
driving experience). When a driver comes to road to pick up passengers, there are two
actions (action set) to choose: waiting at the current location or cruising to other lo-
cations. The knowledge of the taxi driver can be described as the histogram of the
waiting time before picking up a passenger, the number of picking-ups, and the rev-
enue (income) at the given time and location. Given a situation that the drivers come
to an unknown road, in a survey of 1,000 taxi drivers, we study how the drivers fol-
low their own experienced knowledge and the socialized knowledge (the knowledge
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obtained from other drivers) to accordingly make actions. We find that different drivers
have very different learning preferences. The new drivers prefer to follow the socialized
knowledge, but the experienced drivers prefer to follow their experienced knowledge.
The standard deviation is larger in new drivers than the experienced drivers. Hence,
different drivers would take various knowledge sources.

In our dataset, we also have the communication records to indicate the socialization
of taxi drivers. When a new driver was assigned to different group compositions, we
studied the income changes (one week). We take 70% as the threshold to define a group
composition, e.g., New means more than 70% of the drivers in the group are new drivers.
We also tested other thresholds larger than 50%, and the results are very similar. It is
very interesting that even the new driver has less social closeness to the Experienced
group than the New group, but not only individual income but also total income in the
Experienced group have the greater increases than the New group. Hence the more so-
cializations may not give the more accurate knowledge and better income. For example,
the experienced drivers could give the new driver more accurate knowledge than other
drivers.

In a word, the problem is that how the drivers socialize with each other to construct
the accurate knowledge in an uncertain environment, which we define as Socialized
Information Learning. To tackle the problem, we have two steps to be accomplished,
1) how to retrieve an accurate knowledge set for an individual driver in an uncertain
environment; 2) how to utilize a social network to learn the information. In this paper,
we first propose an Individual Information Model to describe taxi drivers’ information
collection, considering the features of the required places and the similarity between the
required places and the experienced places. Second, we introduce the social network
structure with a probability weighting function into the model to describe the non-linear
socialized information learning, called Socialized Information Model.

To summarize the contributions of our work, first, we are the first to discover the
Socialized Information Learning problem in taxi drivers, and we define it as a new
uncertain information learning problem; second, we propose a framework including a
series of novel models to solve the socialized information learning problem (not only
model taxi drivers’ behaviors by themselves, but also their social behaviors via the
group information) and investigate it in the dynamic field; third, we employ large scale
real life datasets to test our models, and the empirical results show that our models
outperform the state-of-the-art in terms of effectiveness, efficiency and scalability.

The paper is structured as follows.In Section 2, we formally define the socialized
information learning problem. We propose a series of models to solve the new socialized
information learning problem in Section 3, and the empirical experiment results are
illustrated and analyzed in Section 4. The related work to our study is surveyed in
Section 5. Finally, we conclude our work and give directions to the future work.

2 Problem Definition

2.1 Definitions

Definition 1. (Agent) Agent is defined as an entity that is capable of perceiving knowl-
edge and accordingly do action.
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In our work, an agent is a taxi driver.

Definition 2. (Agent group) Agent group is defined as a set of agents that are capable
of perceiving knowledge from each other and accordingly do action.

In our work, an agent group is a predefined group of taxi drivers by a taxi company.
We define the knowledge of a taxi driver as experienced knowledge and socialized
knowledge as below.

Definition 3. (Experienced knowledge) The experienced knowledge (EK) is defined
as a set of information collected from the agent’s own experience, that is, historical
records.

In our work, the experienced knowledge is a set of the CDFs of waiting-time, picking-
up and revenue distributions at given locations and times, from a given taxis historical
GPS logs and business records. For the road without a given taxi driver’s experienced
knowledge is called an unknown road.

Definition 4. (Socialized knowledge) The socialized knowledge (SK) is defined as a
set of information collected from other agents’ information in the same group, that is,
other agents’ historical records.

In our work, the socialized knowledge is a set of CDFs of waiting-time, picking-up and
income distributions at given locations and times, from a given taxis group members
GPS logs and business records at the same given locations and times.

Definition 5. (Action) Action of an agent is defined as a selection of a mutual exclusion
set.

Action of a taxi driver is defined as cruising or waiting for a passenger. At a given
location and time, a taxi driver can select an action (make a decision) of cruising to
other locations until picking up a passenger or waiting for a time period at the given
location until picking up a passenger.

Definition 6. (Socialization) Socialization of an agent is defined as a communication
between two agents.

Socialization of a taxi driver is a call between two taxi drivers in the same group. Each
socialization is recorded a vector: (i, j, ts, te, ιs, ιe), where i is the caller taxi ID, j is
the callee taxi ID, ts is the call start time, te is the call end time, ιs is the calling start
location (longitude and latitude) and ιs is the calling end location.

Definition 7. (Socialization closeness) Socialization closeness between two agent is
defined as a function of communications between the two agents.

The socialization closeness between two taxi drivers is defined as:

Definition 8. (Socialization closeness of taxi drivers) Given two taxi driver i and j in
a group, a time interval t, i has the communication attribute set St

i = {st,1i , ..., s
t,f
i , ...,

st,mi }, where 1 ≤ f ≤ m andm is the number of attributes. The socialization closeness
within the time interval t, γti,j is

γti,j =
1

m

m∑
f=1

wfs
t,f
i,j (1)
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where wt
f is the weight of an attribute f in the time interval t. The socialization close-

ness set is Γ t = {..., γti,j , ...}, where i, j ∈ N, i, j = 1, 2, ..., n, and n is the number of
taxi drivers in a given group.

In our study, we take the mean of three attributes (m=2), the number of calls and the
call duration as socialization closeness values. Our solution can be extended to other
cases where m > 2 and other functions. The default time interval is set as a minute,
which is set by the communication service company. In this work, we equally take the
weights in 8, which is predefined by users.

For the input communication data, we can construct a social network, G = (V, E),
where V is a set of nodes (taxi drivers), and E is a set of edges (socialization with
socialization closeness as the weight on the edge).

Definition 9. (Decision knowledge) The decision knowledge (DK) is defined as the
information taken by an agent to make an action.

For a taxi driver, the decision knowledge is based on a set of CDFs of waiting-time,
picking-up and income distributions at given locations and times to make a certain
action.

2.2 Socialized Information Learning

The formal definition of Socialized Information Learning (SIL) is as below.
Given: a set of agents Q, a set of experienced knowledge E, a set of socialized

knowledge S, and a social networkG with socialization closeness Γ .
Goal: a set of decision knowledgeD.
Specifically, given a taxi driver with experienced knowledge and socialized knowl-

edge, under a social network, to make a good action to pick up a passenger in an un-
known road, what is decision knowledge to support the given taxi driver’s action?

In our work, the decision knowledge utilized by a taxi driver to decide the next move
is calculated by a decision function as below.

Definition 10. (Decision function of a Taxi Driver) P [vt(ι) |nt(ι) ≥ � ] ≥ ω, where
ι is a location index, t is a time index, vt(ι) is the revenue, nt(ι) is the number of
passengers,� and ω are thresholds.

The above function means if given a probability of a certain number of passenger is
greater than a given threshold (�), the conditional probability of revenue is greater than
ω, the driver is going to wait for passengers at the given location, otherwise, cruise to
other locations.

3 Socialized Information Learning Framework

3.1 Individual Information Model

The basic idea of Individual Information Model is as follows. First, based on the util-
ities of the road and buildings, we label each grid and cluster the grids into different
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clusters. Second, given a location, we evaluate the similarity between the given location
and the taxi’s experienced locations. Third, we weight the similar experienced knowl-
edge and the socialized knowledge at the given location and time, and finally get the
decision knowledge. To make the following expression clear, we take the revenue as a
knowledge example to illustrate the model.

Definition 11. Given a physical location ι =(x,y) and the report set Φ, the revenue
spectrum V (t)

Φ (ι) is the set of all the reported revenues (of the given taxi) at time t in
location ι in Φ, i.e.,

V
(t)
Φ (ι) = {v|∃φ(t)m ∈ Φ, (x(t)m , y

(t)
m , v

(t)
m ) = (x, y, v)}

The revenue spectrum at all time instances is also written as VΦ(ι) = ∪t∈[0,+∞] V
(t)
Φ (ι).

Since the time is discrete, Φ contains a finite number of reports and thus the revenue
spectrum is finite as well.

Definition 12. The location revenue v(t)Φ (ι) is defined as the average of the revenue
spectrum in location ι at t,

v
(t)
Φ (ι) = 1

|V (t)
Φ (ι)|

∑
vm∈V

(t)
Φ (ι)

vm (2)

In the real data, the revue spectrum is very sparse and lossy, hence we employ a moving
average technique to reconstruct a sufficient spectrum as below.

Definition 13. The experienced revenue knowledge H(t)(ι) of a given location ι =
(x, y) is defined as an exponential moving average of the complementary cumulative
distribution function (CCDF) of the instant revenue over the revenue spectrum, i.e.,

H(t)(ι) = αι · H(t−τl)(ι) + (1 − αι) · (1− P(v ≤ v(t)Φ (ι))) (3)

where P(v ≤ v(t)(ι)), v ∈ VΦ(ι) represents the probability that the revenue at ι is less

than or equal to the location instant revenue v(t)Φ (ι). αι and τι are two parameters to
capture the dynamism of ι.

The parameter αι is a smoothing factor of exponential moving average in H. It is
used to capture the degree of dynamism of the location dynamics. In general, a smaller
αι indicates a higher dynamism and vice versa. The parameter τι is the interval between
two moving averages. It reflects the periodic property of the location dynamics.

Different locations will present distinctive dynamic behaviors, resulting in various
settings. In order to systematically study the speed distribution, we apply Fourier Trans-
formation (FT). FT can transform the function from time domain to frequency domain,
revealing inherent periodic property of original function as well as the amplitude of the
corresponding frequency. Specifically, given the revenue distribution function over time
v(t)(ι) at a location ι, its FT can be calculated by,

f̂(ξ) =

∫ +∞

−∞
v(t)(l)e−2πitξdt, (4)

where t is the variable.
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To calculate the H(t)(ι), we maintain the location history information for six months.
As the computation is carried out at a data center in a centralized manner, the computa-
tional and storage cost is acceptable.

Definition 14. The similarity between the given location and the taxi’s experienced
locations is defined by the linear correlation coefficient.

Given the similar experienced revenue knowledge H(t)(ι) and the socialized revenue
knowledge H

′(t)(ι) from other drivers, we have the decision revenue knowledge as
below.

Ĥ(t)(ι) = βH(t)(ι) + (1− β)H
′(t)(ι), (5)

where β is a parameter capturing the weight of a taxi driver following the own expe-
rienced revenue knowledge, which is determined by users (taxi drivers). In our work,
we learned this parameter from the real life data, which is elaborated in Section 4. The
method to retrieve the socialized revenue knowledge H

′(t)(ι) is proposed in the next
section.

3.2 Socialized Information Model

Given a taxi driver, there exists knowledge limitation (hard to possess the knowledge of
the whole city), hence the taxi driver may consult other taxi drivers via a social network
G. In this subsection, we propose a Socialized Information Model to learn knowledge
from other drivers in a social network.

Definition 15. (Socialization probability) The probability pi,j of a given taxi driver i
socializing with a taxi driver j is the percentage of socialization closeness between the
two drivers over the total socialization closeness among other drivers being socialized
by the driver in a given time period.

Hence the socialized knowledge for a given taxi driver can be described by a probability-
based weighting function over a set of knowledge. Under the expected utility theory, a
taxi driver weights probabilities of learning information linearly. However, the evidence
suggests that the taxi drivers weight probabilities in a non-linear manner. An example
is given as following.

H
′(t)
i (ι) = (

1

n
·

n∑
k=1

[pi,kH
(t)
k (ι)]

m
)

1
m , (6)

wherem is a parameter in generalized mean, determining the appropriate mean (in our
work, we select as 2). pi,kH

(t)
k (ι) in Eq. 6 means the socialized knowledge of driver

i from driver j, under the probability of driver i being able to access the experienced
knowledge of driver k.

Unfortunately, this method does not work well under the following two cases: 1)
overweight small probabilities and underweight large ones (S1); 2) do not choose
stochastically dominated options when such dominance is obvious (S2). Hence we uti-
lize a probability weighting function to conduct a non-linear weighting of socialized
knowledge.



Modeling Social Information Learning among Taxi Drivers 79

The particular probability weighting function is

w(p) =
pλ

[pλ + (1− p)λ]
1
λ

, (7)

where 0.5 < λ ≤ 1, w(p) is a weighted probability and p is pi,j in Eq. 6.
After weighting pi,j , we utilize Eq. 6 to compute the socialized knowledge.

4 Empirical Experiments

4.1 Experiment Setup

Datasets Description: We collected one year taxi operation data records, including taxi
tracking records, taximeter records and communication records, in a large city in China.
The scale of the whole dataset is almost 1 Terabytes. Taxi tracking records provide
taxis’ group information and traces, including location and time information; taxime-
ter records provide taxis’ revenue, waiting time and picking-up with location-time logs;
communication records provide taxis’ social information, e.g., social closeness. We em-
ploy six months data as training data and the other six months data as test data. We also
collected one month traffic surveillance video data in the city. The traffic data can pro-
vide us the traffic flow, traffic lights, taxis’ picking-up and dropping-off information,
which we employ as the ground truth of taxis’ behaviors in the city.

Experiment Environment: A server with four Intel Core Quad CPUs (Q9550 2.83
GHz) and 32 GB main memory.

Baseline Methods: We compare our method with two baseline methods: one is the
classic method in collective intelligence, called CMM [13], which is popular and gen-
erate many latest approaches; the other is the representative method in agent modeling
in intelligent agent and social system, called ABM [21]. The parameter settings of the
above two methods in our work follow their parameters in their papers [13, 21].

Evaluation Metrics: In our experiments, we employ time cost, scalability to evaluate
efficiency, and precision, recall, and F1 to evaluate effectiveness.

4.2 Parameter Learning

Given a taxi driver, we learn the parameters β in Eq. 5 from the driver’s historical
behaviors as follows. When the driver comes to an unknown road, if the driver makes no
call to other drivers to consult the given road’s information, we assume the driver follow
the own experienced knowledge; else if the driver makes calls to other drivers who have
the experienced knowledge of the given road, and the given driver accordingly makes
an action, we assume the driver follow the socialized knowledge. Based on the records
in the historical data, we can have the percentage of a given driver’s follow behavior.
In our study, we take the percentage of following the own experienced knowledge as β.
For different drivers, β is different and updating along the new records coming to the
dataset. The parameter updating is intuitive which is not elaborated in the paper. In the
following experiments, we utilize the percentage number as the parameter.
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Fig. 1. Precision in Different Drivers and Groups

4.3 Effectiveness Evaluation

We evaluate effectiveness by precision, recall, and F1. Precision is the fraction of re-
trieved results that are relevant to the search, that is, the number of waiting/ cruising
actions resulting from our model over the number of all waiting/ cruising actions made
by taxis resulting from our model. Recall is the fraction of retrieved results that are rele-
vant to the query that are successfully retrieved, that is, the number of waiting/ cruising
actions resulting from our model over the number of all waiting cruising actions made
by taxis.

Table 1. Our Method’s Effectiveness in Different Driver Categories

DC N P R F

New 1260 67.8% 57.8% 62.3%
Normal 2355 71.7% 67.3% 69.4%
Experienced 1385 80.2% 78.7% 79.4%
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Fig. 2. Efficiency in Different Drivers and Groups

Table 2. Baseline Method’s Effectiveness in Different Driver Categories

DC N P R F

New 1260 31.2% 17.8% 22.7%
Normal 2355 39.7% 27.3% 32.3%
Experienced 1385 45.9% 36.5% 40.8%

To evaluate the effectiveness of our method, we design two categories of experi-
ments.

Category 1: effectiveness in different driver categories. The results of our method are
listed in Table 1. DC is the driver category, N is the number of drivers in the category,
P is Precision, R is recall, and F is F1. The results of ABM are listed in Table 2. In our
experiment, CMM returns much worse results than ABM.

Category 2: effectiveness in different drivers, groups and time series. We conducted
precision, recall, and F1 tests in different drivers, groups and time series. Due to page
limitation, we only show the precision results. In Figure 1 (a) and (b), we test the accu-
racy in one month data. The results show that our method returns much more accurate
results than the baseline methods, not only in different drivers scenario, but also in
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different groups. In a conclusion, our method’s accuracy is much better than baseline
methods, and the accuracy also shows great scalability.

4.4 Efficiency Evaluation

We conducted efficiency tests in different drivers, groups and time series. The efficiency
is measured by the time cost in a knowledge learning process. In Figure 2 (a) and (b),
we test the efficiency in one month data. The results show that our method costs much
less time than the baseline methods, not only in different drivers scenario, but also in
different groups. In a conclusion, our method’s efficiency is much more better than
baseline methods, and the efficiency also shows great scalability.

5 Related Work

In [9], they proposed an approach to the problem of driving an autonomous vehicle
in normal traffic. In [1], they discussed the spatial dispersion problem. But the work
in this category either does not consider the social structure to retrieve the accurate
information, or does not consider the dynamics in the learning process. In organized
learning theory, this category work assumes that the sum of individual knowledge does
not equate to organizational knowledge [2, 3, 5, 15, 16, 24]. In [4], they studied the
distinction between individual knowledge and organizational knowledge, and prove the
assumption. In [21], Ronald et al. demonstrated the design and implementation of an
agent-based model of social activity generation. Szuba et al. [23] attempted to for-
mally analyze the problem of individual existence of a being versus its existence in a
social structure through the evaluation of collective intelligence efficiency. Heylighen
et al.[13] argued that the obstacles created by individual cognitive limits and the dif-
ficulty of coordination could be overcome by using a collective mental map (CMM).
Deng et al. [7] explored the use of active learning techniques to design more efficient
trials. Rettinger et al.[20] studied the learning of trust and distrust in social interaction
among autonomous, mentally-opaque agents. Wang et al.[25] presented an algorithm
for finding the structural similarity between two domains, to enable transfer learning at
a structured knowledge level. Cao et al.[6] proposed an adaptive transfer learning algo-
rithm to adapt the transfer learning schemes by automatically estimating the similarity
between a source and a target task. Zhu et al.[27] turned the co-training algorithm into
a human collaboration policy. Unfortunately current work can not work well in our so-
cialized information learning because of the challenges from dynamic updating along
the time and large scale socializations.

6 Conclusion and Future Work

In this paper, we model the social information learning among taxi drivers and employ
large scale real life data and empirical experiments to confirm our models in terms
of much better effectiveness, efficiency and scalability than the state-of-the-art. Our
models could be relevant to other domains, e.g., studying animal behavior, or where
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people go to sell things. We leave taxi driver decision model as the future work. How
to model taxi driver’s decision based on their collected information is a very interesting
but challenging topic. Our current work can make such future work on the accurate and
updated information.
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Abstract. Mining user interests and preference plays an important role for many 
applications such as information retrieval and recommender systems. This pa-
per intends to study how to infer interests for new users and inactive users from 
social media. Although some recently proposed methods can mine user interests 
efficiently, these works cannot make full use of relationship between users in 
their social network. In this paper, we propose a novel approach to infer inter-
ests of new users or inactive users based on social connections between users. A 
random-walk based mutual reinforcement model combining both text and link 
information is developed in the approach. More importantly, we compare the 
contribution of different social connections such as “follow”, “retweet”, “men-
tion”, and “comment” to interest sharing. Experiments conducted on real data-
set show that our method is effective and outperforms existing algorithms, and 
different social connections have different impacts on mining user interests. 

Keywords: Interest inferring, Social networks, Information sharing behaviors. 

1 Introduction 

With the advance of web technology, many micro-blogging websites are emerging 
rapidly. This kind of websites allows users not only to publish their views but also to 
share interests online. Twitter is one of the most famous micro-blogging services [14, 
15], while in China Tencent Weibo is one of the largest micro-blogging websites, and 
it provides the similar social-networking functionality with Twitter. 

A user registered in Tencent provides his profile information such as gender and 
date of birth, and publishes messages from time to time. Different people have differ-
ent publishing frequency. Some are very active and some are very inactive. Besides, 
unlike other social network services that require users to send a request to make 
friends, another important part is that every user is allowed to “follow” the others 
without seeking any permission. In this case, the user who initiated this behavior is 
called “follower”, while the one who is followed is called “friend”. After a “follow” 

                                                           
* Corresponding authors. 
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relationship is built, follower can read the messages published by his friends. Fur-
thermore, follower can retweet a message or leave a comment to it if he or she is in-
terested in the content. Unlike users registered in Twitter, users in Tencent can append 
some words when he retweets the message from others. Besides, a user is allowed to 
mention someone else when he publishes a message. To infer user interests, we use 
all of the above-mentioned information. For convenience, we call user’s profile in-
formation and messages posted text information and social connection relationships 
regarding follow, retweet, comment and mention link information. 

As we know, the number of micro-blogging users increased rapidly. A statistic 
from a newspaper shows that, the number of Tencent Weibo users has reached 310 
million and the number of active users has reached 50 million up to November 2011. 
Furthermore, each day there are thousands of enthusiastic new users adding into the 
existing billions of actively engaged users. Although the large number of Tencent 
Weibo users benefit each other by information sharing, too much information results 
in information overload problem, which needs systems such as searching and recom-
mender system to solve. Thus, it’s really important to capture user interests and then 
provide personalized results and meet user’s needs individually according to one’s 
interests. 

There are many good ways [1, 2, 3] to infer user’s interests, however, most of them 
are not proposed for the social network. In these approaches user interest models are 
built according to the behavior history during web search, such as click-through web 
pages. For users in social network, the mainly behaviors are communication with the 
other users. Based on this difference, recently there are some methods proposed for 
social network. These algorithms mine user’s interests through user contents such as 
micro-blog messages and user-generated tags. However, in social network there are 
some users preferring to read messages from other active users rather than publish 
some information about themselves. In this case, user-generated tags are not always 
representative of all of his interests, and only a small part of users provide tags. Espe-
cially for a user who just registered or the user who is not very active, both user-
generated tags and micro-blog messages are difficult to get. Another kind of existing 
works inferred user interests from social neighbors to solve the problem of inactive 
users. However, this solution focuses on the three-degree ego network of a user and 
uses the information in a deterministic way. After inferring interests for one target 
user, its interests will not affect the target user’s neighbors, which is unreasonable. In 
this paper, we emphasize mutual reinforcement between users through a process simi-
lar to random walk [16, 18]. 

Our proposed method is based on the homophily in social network. The phenome-
non of homophily means that individuals with similar characteristics tend to associate 
with each other. Although homophily has been validated in different social networks 
such as twitter and student homepages [13, 17, 19], it isn’t studied deeply in Tencent 
Weibo. As Tencent Weibo is mainly for Chinese users, and the culture and some in-
formation sharing mechanisms are different, it is necessary to study which kind of 
social connections reflect homophily and which one contributes more to interest shar-
ing. To do this, before developing the interest inferring method, we conducted some 
statistical tests to study the relationship between social connections and similarity of 
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user interests (Detail is explained in Section 3.1). Existing work has studied semantics 
of the follow and retweet relationship in twitter [20]. In this paper, we studied more 
relationships such as comment, besides follow, retweet and mention. 

According to this study, a conclusion that users with communication behaviors 
share more interests than those without can be made. Based on this finding, we pro-
pose a novel approach to infer user interests and we develop an algorithm to imple-
ment the approach. In this algorithm, first a directed graph to indicate potential inter-
est propagation among users is constructed. And then text information is used to gen-
erate initial interests and link information is utilized to show how users affect each 
other in interests. Then, a mutual reinforcement process based on a random walk 
model is conducted to infer interests for new users and inactive users.  

Our work offers two contributions.  
First, we studied the relationship between social connections such as follow, ret-

weet, comment and mention and common interests between users. Statistical study 
shows that different social behaviors have different influence on the interest similarity 
between users.  We find that follow and retweet mean more strong connections for 
users in common interests than mention and comment. 

Second, we propose a novel approach combining users’ text information and link 
information (information about social connection) to infer interests for inactive users. 
In this approach, the mutual reinforcement between users is emphasized by a random 
walk model. Experiments show that this approach can improve the accuracy by up to 
21.4%. Especially for inactive users, this approach can address the shortcomings of 
too little information. 

The rest of the paper is organized as follows. In section 2, problem definition  
is given. The proposed algorithm is introduced in section 3. Experiment setup and 
results are described in section 4. In section 5, related work is discussed. Finally, con-
clusions are drawn in section 6. 

2 Problem Definition 

Let U be the set of users registered in a social media website such as Tencent WeiBo. 
Each user has a unique ID assigned by the system. In this paper, interest is defined as 
a pair of keyword and its weight about this keyword. For active users, keywords can 
be extracted from the text information of the user. Weight shows the favorite degree 
of the user to this keyword. The larger the weight is, the more the user likes the inter-
est. One user can have one or more interests. Thus, a vector of pairs of keyword and 
weight is used to express the interests of users as shown in the definition below: 

Definition 1. The interests of a user are expressed by a set of pairs of keyword and 
weight. 

{keyword1:weight1; keyword2:weight2; … …; keywordl: weightl} 

Example of interest information is shown in Table 1, where each integer represents a 
keyword, followed by weight. Further, the interests of a user a can be expressed by a 
vector Ia=<weight1, weight2, …, weightN>, where N is the size of the union of all of 
user’s interest keywords. 
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Table 1. Interest information  

UserID Interest Vector 
10001 <101:0.4; 102:0.3; 

  
10005 <101:0.4; 103:0.3; 

 

 

Table 2. Follow relationship 

UserID Interest Vector 
10001 <101:0.4; 102:0.3; 

  
10005 <101:0.4; 103:0.3; 

 

Table 3. Link information between users 

User a User b RTnum MEnum CMnum
10001 10002 10 2 5
…… …… …… …… ……

10004 10007 3 0 0
 
The other kind of information is the link information between every pair of users. 

For users registered in Tencent Weibo, the basic behavior information between two 
users is the “follow” relationship. Besides, there are several other behaviors between 
two users, including “retweet (publishing other user’s message)”, “mention (mention-
ing other users when publish a message)”, “comment (having a comment on other 
user’s message)” and so on. These behaviors create links between users, which will be 
introduced in details in the next section. The follow relationship information is 
showed in Table 2. And the other behavior information, such as “retweet”, “mention” 
and “comment” is given in Table 3, which shows the numbers of times of these dif-
ferent behaviors happened from user a to user b. 

According to link information, a directed behavior graph G(V, E) can be con-
structed to show the relationships among users. V is the node set which contains all 
the registered users. E is the edge set. Suppose a and b are two registered users. If 
user a has any action of follow, retweet, mention and comment to user b, an edge (a, 
b) is formed from user a to user b. 

After constructing behavior graph G(V, E), a directed graph G′(V, E′) called propa-
gation graph is constructed to model how user interest propagates, in which a node is 
also on behalf of a user registered in the website. V is the same node set as that in 
graph G, and each edge (b, a) in E′ corresponds to edge (a, b) in E. That is, if user a 
initiated an action such as “follow”, “retweet”, “comment” or “mention” to user b, 
there is an edge from the node b to node a. The direction of the edge is exactly oppo-
site to the one in E. Because when an action is initiated from user a to user b, it re-
veals that user b’s interests attract user a, and user b has some influence on user a 
about his interests. Thus, the interests should propagate from user b to user a. Besides, 
there is a weight assigned to this edge to indicate the influence on interests user b has 
on user a. And also an interest vector is assigned to each node according to the text 
information of users. However, first, not every user has this value, because some new 
registered users have little information published. And second, it’s not easy to collect 
the interest information for every user especially for those inactive users who have 
little information. Thus, our mining task is to infer interests for these users in the net-
work. 
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3 Interest Inferring Method 

3.1 Hypothesis Tests 

To infer user interests from his link relationship, several questions need to be ans-
wered to prove whether this approach is valid. 
Questions 1, 2, 3 and 4: Do users with “follower-friend”, “retweet”, “comment” or 
“mention” relationships in micro-blogging system in China have more similar inter-
ests than those without? 

Besides these four questions directly related to the four kinds of  link information 
we mentioned before, another factor indirectly related to the “follow” relationship is 
analyzed, that is the ratio of common friends of two users. In the next sections, this 
information is also discussed with the link information. Thus, another similar question 
is raised. 
Question 5: Do users who have more common friends in Chinese micro-blogging 
system have more similar interests than those without? 

To answer these questions, we give the definition of interest similarity of two users 
as follows: 

Definition 2. Interest similarity of two users a and b can be measured by Equation 1. 

( , )ab a bISim cos v v=                                   (1) 

va and vb are interest vectors of user a and b respectively, extracted from their text 
information. 

Question 1 can be formalized as a two-sample t-test. Let ufollow be the mean interest 
similarity of the pairs of users with “follower-friend” relationship, while unofollow the 
mean interest similarity of the pairs of users without. Let H0 be the null hypothesis: 
ufollow=unofollow, and H1 be the alternative hypothesis: ufollow>unofollow. Results show the 
null hypothesis is rejected at significant level α =0.01 with a p-value of 3.14×10-5. 
Question 2, 3, 4 and 5 are formalized as a two-sample t-test separately, too. Results 
show that the answers of Question 2, 3, and 4 are positive, and the null hypothesis is 
rejected at significant level α = 0.05. To conduct a hypothesis test on Question 5, 
Equation 2 is used to measure the ratio of the common friends between two users. 

                        
||

||

ba

ba
ab FF

FF
cf

∪
∩=                                     (2) 

Fa and Fb are the friend sets of user a and b separately. When selecting users who are 
used in hypothesis test, the users whose “common friends” measurement are larger 
than 0.8 are selected. Result shows that the null hypothesis is rejected at significant 
level α = 0.05 with a p-value of 2×10-3. 

From these tests, we know that all the answers to these questions are positive, 
which shows that users who have these behaviors (follow, retweet, comment, mention 
and common friends) are more similar than users who don’t. Based on this outcome, a 
novel approach to infer user interests is proposed in the next part. 

3.2 Random Walk Based Inference Model 

In this section, we focus on the problem of how to infer user interests after we con-
struct the propagation graph. We will explain how to construct the graph later. 
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Fig. 1. User follow relation-
ship 

Fig. 2. User influence rela-
tionship on interests  

Fig. 3. One user and his in-
degree neighbors  

For one user in the social network, its local directed graph is shown in Fig. 1 to 
show its follow relationship. 

And the directed graph to show its influence relationship in interests is shown in 
Fig. 2, right opposite to the direction in Fig. 1. In Fig. 1, user a follows user d, e, and 
f, and also is followed by user b and c. In Fig. 2, the direction of interest propagation 
is right opposite. Interests are propagated from user d, e, f to user a, while user a 
propagates interests to user b and c.  

From Fig. 2, the interests of user a can be collected from two aspects. One is the 
text information of user a. For a user who has published some messages, an interest 
vector can extracted from the messages he published, retweeted or commented. On 
the other hand, based on the finding in the previous section, some information sharing 
behaviors indicate the common interests between users. Thus, interest information can 
also be inferred from those users who have link relationship with them. The interests 
are propagated to the user in a certain probability, which is expressed by weight of the 
corresponding in-degree edge. We denote this probability by wij on edge (uj, ui). For 
example, the probability of the interests propagating from user d to user a is denoted 
as wad, as shown in Fig. 3. Combining the two resources of information, for user a, his 
interests according to this method is inferred by Equation 3. 

ai
Ui

aia vIwI +⋅⋅= 
∈

α (3)

In Equation 3, U is the set of all users in the network, va is the interest vector of user a 
extracted from the text information, and  Ia is user a’s overall interest vector consi-
dering both text and link information, and α is the decaying factor of influence from 
user’s in-degree neighbors. The lower α  is, the less influence a user will be got from 
his friends, and vice versa. 

According to this formula, the interests can be computed recursively, because users 
influence each other during the information sharing behaviors. Thus, a random walk 
process is utilized to implement the mutual reinforcement between users. 

Suppose the whole propagation matrix is denoted as P. P is a |U|×|U| matrix, where 
each entry is equal to wij, as we described above.  All users’ interest vectors are col-
lected into a |U|×N matrix, v, where N is the total number of keywords. Each row vi of 
the matrix v is the interest vector extracted from text information of user i. Then the 
interests of all users in network can be computed.  

The interest matrix of the users, denoted as I, where row j represents user j’s inter-
est vector. Matrix I can be calculated iteratively by Equation 4. It is a |U|×N matrix 
and represents the interests after t times of iterations, t > 0. Initially, I0 = v. 

vIPI tt +⋅⋅= −1α  (4)
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According to the property of Markov chain, convergence is guaranteed if P is stochas-
tic. In the next sections, we introduce how to compute the weight of the propagation 
graph and make sure that P satisfies this requirement. 

3.3 Generating Interest Vector from Text Information 

There are several methods to produce initial interest vectors for users. Usually, user-
generated tags can be considered as a way to express user interests. However, most 
people add few tags in the system, thus other information, such as messages one posted, 
can be utilized. All tweets posted by one user can be collected as a document for the 
user. These tweets include not only the tweets and comments published by the user 
himself and also those retweeted from others. And for all users in the website, a set of 
documents can be collected and used. In this paper, a typical method, Latent Dirichlet 
Allocation (LDA) [5, 12] model is applied to these documents, which is an unsupervised 
machine learning technique to identify latent topic from large document collection.  

3.4 Assigning Weights to Edges 

In the social media websites like Tencent Weibo micro-blogging system, users can 
communicate with each other by retweet, comment and mention behaviors. According 
to these different communications, five different factors are defined to compute the 
weight of edge (b, a) in propagation graph. 

Based on Retweet 
We measure the influence of user b to user a based on the amount of user b’s tweets 
retweeted by user a. The more tweets retweeted by user a, the more influence user b 
has to user a, and the more common interests occurs between user a and user b. Let 
RTab be the number of tweet retweeted by user a from user b. The weight is measured 
by Equation 5. 


∈

=

Ui
ai

ab
rt RT

RT
w

 
(5)

Based on Comment 
The number of comments which user a gives to user b measures the degree user a 
shows interests on the tweets of user b. Let CMab be the number of comments user a 
gives to user b. Then the weight of the edge from user b to user a is calculated like by 
Equation 6. 


∈

=

Ui
ai

ab
cm CM
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w

 

(6)

Based on Mention 
Mention action is another communications between two users. To some extent, the 
frequency of this action can show the influence user b has to user a. let MEab be the 
number of “mention” actions user a gives to user b, then we measure the weight ac-
cording to Equation 7. 


∈

=

Ui
ai

ab
me ME

ME
w (7)
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Based on Follow Relationship 
The “follow” relationship is the basis and most usual action in the social network. 
Mostly, user a will follow user b if he is interested in the tweets posted by user b or 
user b himself. Thus, this kind of relationship can reflect the relationship between two 
users and their interests. fab is used to show whether user a follow user b. According 
to this, the weight of the edge from user b to user a is measured by Equation 8, where  
fab=1 if user a follows user b, otherwise, fab=0. 


∈

=

Ui
ai

ab
f f

f
w

 
(8)

Based on Intersection of Friends 
According to the “follow” relationships of one user, a list of his friends can be got. 
For user a and user b, the larger the set of intersection of their friends, the more inter-
ests they share. Let Fa be the set of the friends of user a, and Fb be the set of the 
friends of user b. Then the influence user b has on user a can be calculated according 
to this Equation 2. And then the weight on the edge (b, a) in the propagation graph is 
measured by Equation 9. 
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(9)

Considering this will generate a matrix with so many non-zero numbers, we neglect 
those values which are smaller than 0.1. Through this process, the non-zero values are 
reduced to 422380, which makes the matrix sparse and improves the efficiency of 
iteration.  

If the denominators in Equations 5, 6, 7, 8, 10 are zeros, 1/|U| is used to replace the 
formula. Combining these five factors, a comprehensive computation formula is pro-
posed in Equation  10. 


∈
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=
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w

)( (10)

After these factors are defined, the propagation matrix on interests can be identified. 
From these computation formulas, each row in the propagation matrix is sum up to 1, 
which makes the propagation matrix stochastic. This makes sure the iteration process 
will converge. 

4 Experiment  

4.1 Dataset 

A large dataset collected from Tencent weibo is provided by the Tencent Company. 
To test the proposed method, a relatively small network is extracted by a BFS algo-
rithm. After this extraction process, the total number of users in U is 5238. For every 
pair of users in U, the corresponding information is also extracted, including the fol-
low relationship, the number of “retweet”, “comment”, and “mention” actions. Table 
4 shows some information of this dataset U. The distribution of the followers for each 
user is shown in Fig. 4. 
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Basically, this distribution of followers per user follows a power-law distribution 
approximately. That is, most people have small number of followers, while only a 
small of users have a large number of followers, which proves that the experiment 
data extracted is reasonable and representative. 

 
Table 4. Basic information of dataset U 

items value
# of users 5,238
# of users in training 4,190
# of users in test set 1,048
# of follow relation- 133,825

 

Fig. 4. Distribution of followers per user

For each user in the network, keywords information is extracted from messages 
posted. The number of distinct keywords for all 5238 users is 22376, and the average 
number of keywords which one user has is 29. A five-fold cross validation is con-
ducted in this paper. We split these 5238 interest vectors into five parts. For every 
time, four parts of the vectors are used as training set, and the rest one is test set, 
whose interest vectors are regarded as truth. In the experiment, the text information of 
users in training set and the link information of users both in training set and test set 
are utilized to infer interests for users in test set. 

4.2 Performance Comparison 

We conduct experiments based on five different behavior factors, “retweet”, “mention”, 
“comment”, “follow” and “common friends”. Correspondingly, we denote these me-
thods as “RT”, “ME”, “CM”, “Follow” and “Common Friends (or CF)”. In the next 
tables, these abbreviations will be used to show the comparisons. For each factor, a 
separate experiment is conducted to compare which factor performs better. To combine 
all of these factors, five weights need to be determined. We extract a part of data from 
training set and compute five NDCG values according to different factors separately. 
Based on the NDCG values, we set the five weights. The larger the NDCG value is, the 
larger the weight of the factor. In this paper, we set these weights, wrt, wcm, wme, wf, and 
wcf

  as 0.31, 0.25, 0.25, 0.32, and 0.34 respectively. The method combining the five 
factors is called “combination”. When determining whether to stop the iterations, the 
sum of absolute errors of each entry of the result matrix is used. In our experiment, this 
value is set to 0.1. When the sum of the absolute errors is smaller than 0.1, the iterations 
will stop and the method get final results for each user in the test set. 

Comparison against related algorithm is also conducted. The work in [4] is one of 
the classic related works in inferring interests. In this paper, user interests are inferred 
from his social connections, that is, his friends, friends’ friends and 3-degree friends. 
This method is called “3D-Friends” here. For each user, a 3-degree ego network is 
constructed to infer the interests for inactive users. These results are compared in 
Table 5. 
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Table 5. Comparison of different methods 

Methods NDCG 
RT 0.3120 
CM 0.2533 
ME 0.2576 

Follow 0.3215 
Common Friends (CF) 0.3360 

Combination 0.3493 
3D-Friends 0.2878 

 

Table 6. Num. of edges in propagation graphs 

Factor # of edges 
RT 112039 
CM 25526 
ME 27018 

Follow 133825 
Common Friends 422380 

Combination 511676 

From Table 5 we observe that the factor of common friends has more significant 
impact than the other four factors. The method based on follow relationship also 
works better, with NDCG only less than the one based on common friends. However, 
the methods based on “comment” and “mention” don’t work very well. The reason 
why the performance of these two methods is not very well will be studied later. Be-
sides, the method based on five comprehensive factors outperforms all the other me-
thods. Our best method increases the quality of interest inferring than the existing 
method, 3D-Friends, by 21.4%. 

The number of edges of the propagation graph based on each factor is shown in 
Table 6. For a graph that has 5238 nodes, the total number of edges of complete graph 
is 5238×5238=27436644. When the factor of “Common Friends” is considered, the 
graph is complete with a large number of edges. We reduce the number of edge con-
structed based on “Common Friends” to improve the efficiency. If the weights com-
puted based on “Common Friends” factor is smaller than 0.1, the corresponding edge 
is removed. Through this process, the non-zero values in the propagation matrix are 
reduced to 422380, which make the matrix sparse and improve the efficiency of com-
putation. Accordingly, the number of edges of the “Combination” method is not very 
large, too. After this edge removal step, the number of edges is reduced to 511676, 
which makes the propagation matrix sparse, too. For the other four factors, the num-
ber of edges is small, especially for the factors of “comment” and “mention”. The 
propagation matrix based on “retweet” or “follow” has more non-zero values than 
those based on “comment” and “mention”. This tells us that users prefer to follow the 
others and retweet the tweets more than comment or mention others. Basically, based 
on the comparison we can conclude that different user behaviors have different im-
pact on user interests, which is same with the conclusion with Adamic and Adar [19], 
that is, some factors are better indicators of social connections than others. 

We also compare the efficiency of our method with 3D-Friends, which is illu-
strated in Fig. 5. From this Figure, we know that the time spent is proportional to the 
number of the non-zero values in the propagation matrix. The efficiency of our me-
thod based on mention, comment, retweet or follow is better than the method 3D-
Friends. Time spent on common friend graph and the combination graph is more than 
3D-Friends, because these two graphs are much denser than the graph 3D-Friends 
uses. 
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Fig. 5. Efficiency of different methods 

4.3 Effect of Decay Factor 

In this experiments described in the last section, we set the decaying factor α to 0.5. 
However, this decaying factor determines the important degree of the influence from 
a user’s friends. The result of the algorithm will differ according to different decaying 
factor. Fig. 6 shows the changes of the results NDCG of all our six algorithms based 
on different decaying factor values. 

 

 

Fig. 6. Effect of α to NDCG Fig. 7. Effect of α to number of iterations 

From Fig. 6 we can observe that in most scenarios NDCG gets the best when α is 
between 0.4 to 0.6. However, the changes caused by different decaying factors are not 
very significant. No matter what value the decaying factor is, the basic trend among 
the results of the five methods remains similar. 

The value of decaying factor has influence on not only the accuracy of the results, 
but also the efficiency of the algorithms. The number of iterations for different decay-
ing factors is shown in Fig. 7. The larger the number of iterations is, the more time the 
corresponding method spends. From Fig. 7 we can see that the growth trends follow 
an exponential distribution. In our experiment, the decaying factor α is set to 0.5, and 
the number of iterations is about 21. When α is larger than 0.6, the run time increases 
a lot, and neighbor’s influence becomes too heavy in the meantime. 

5 Related Work 

In this section, we briefly introduce related work. We category related work about 
user interest study into three groups: 1) based on user contents 2) based on user beha-
vior 3) based on social cues. 
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Based on User Contents. Simply, explicit interests can be specified directly from 
users’ profiles. In addition, other sources can also indicate users’ interests. Some users 
prefer to use descriptive tags to express what they are interested in. Therefore, some 
researchers proposed approaches to find social interest based on user-generated tags 
[1, 9, 10]. However, these tags are not always representative, and some users don’t 
like to add these tags to themselves. Although the tags extracted from user micro-
blogs can replace the user-generated tags, it still cannot work well for new users and 
inactive users who have few micro-blogs. 

Based on User Behaviors. Several algorithms have been proposed based on user 
behaviors during web search and browsing. Interests are captured from click through 
data or visited web pages [2, 6]. Qiu and Cho [7] focus on disambiguating the true 
intention of a query based on past click history. Kim and Chan [8] proposed a divisive 
hierarchical clustering algorithm to learn a user interest hierarchy from a set of web 
pages. These methods based on user behaviors, especially based on click-through 
history and web pages are mainly used to personalize user interests in the web search 
community. However, for users in social network, the click history is too sparse to be 
utilized to infer user interests. Most of users’ behaviors are to share the messages 
from their friends. 

Based on Social Cues. All of these above-mentioned methods use user individual 
information to infer interests. For the inactive users who have not many profiles and 
behaviors, these approaches cannot work well. Therefore, some researchers propose 
to infer user interests by leveraging social cues from other users. Similar with colla-
borative filtering systems, Glodberg et. al [3] proposed a method to mine the interests 
from the users who have similar opinions on a set of items. Their basic idea is that 
users who have similar behaviors will share similar interests. Similarly, White et.al 
[11] proposed a method to find a user’s interests from other users that visit the same 
page as the user. In addition, another new approach is proposed by Wen and Lin [4]. 
It focuses on social cues from user’s neighbors. In this work, for one target user, the 
neighbors in his three-degree ego network are considered. That is, for each user, a 3-
degree ego network is constructed to infer interests. Relationships between users are 
built based on electronic communication data such email and instant messaging and 
Web2.0 social content such as social bookmarks and file sharing. The interests of 
active users in the network are extracted by LDA model from text information. Then 
inactive users’ interests are computed based on their neighbors in a deterministic way, 
without considering user’s mutual influence. Besides, Welch et al [20] demonstrate 
that in Twitter platform retweeting is a better indicator of topical interest than follow-
ing behavior through the PageRank algorithm. 

In our study, we focus on leveraging the social network to infer user interests. The 
contents from active users are considered as initial interests. These interests are prop-
agated through the social network, which is built according to the interest similarity 
between users. This approach has important differences from the above-mentioned 
existing work in two aspects. First, unlike the existing methods based on user content 
and behavior, our proposed approach works well especially for users who have no 
text information. Second, different from the methods based on social cues, we consid-
er the social connections and emphasize the mutual reinforcement among users, in-
stead of directly inferring from a couple of friends or similar users. 
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6 Conclusions and Future Work 

In this paper, we propose a novel approach for user interests inferring especially for 
new users and inactive users who have few messages published. In this approach, a 
random walk on a propagation graph model is used to emphasize the mutual rein-
forcement between users. When constructing the propagation graph, both text infor-
mation and link information of users are taken into account. Besides, we prove by 
statistical tests that information sharing behaviors such as follow, retweet, comment 
and mention are related to the common interests between users. And the experimental 
results conducted on real social network data set show that different kind of social 
connections have different influence to common interests. Experimental results dem-
onstrate that our methods get a better performance not only in the quality but also in 
efficiency. In the future, we will utilize the approach to provide better results for re-
commender system in social network.  
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Abstract. Recently, people share their information via social platforms such as 
Facebook and Twitter in their daily life. Social networks on the Internet can be 
regarded as a microcosm of the real world and worth being analyzed. Since the 
data in social networks can be private and sensitive, privacy preservation in 
social networks has been a focused study. Previous works develop 
anonymization methods for a single social network represented by a single 
graph, which are not enough for the analysis on the evolution of the social 
network. In this paper, we study the privacy preserving problem considering the 
evolution of a social network. A time-series of social network graphs 
representing the evolution of the corresponding social network are anonymized 
to a sequence of sanitized graphs to be released for further analysis. We point 
out that naively applying the existing approaches to each time-series graph will 
break the privacy purposes, and propose an effective anonymization method 
extended from an existing approach, which takes into account the effect of time 
for releasing multiple anonymized graphs at one time. We use two real datasets 
to test our method and the experiment results demonstrate that our method is 
very effective in terms of data utility for query answering.  

Keywords: social network, privacy, anonymization, time-serial data. 

1 Introduction 

Recently, people share their information and participate in various activities on the 
Internet via social platforms such as Google+, Facebook, and Twitter. The data in 
social networks are worth being analyzed in social science research since they can 
reflect the real social activities. Since the data in social networks include personal 
information and interactions, which can be private and sensitive, there is a need to 
anonymize the data to protect users’ privacy before their release for some analysis. 

A social network can be represented by a graph consisting of nodes and edges 
between the nodes. The nodes are used to represent users while the edges represent 
                                                           
* Corresponding author. 
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the interactions between the users. A trivial method for protecting users’ privacy in 
the released graph is to replace the identities of users (e.g. ID or user name) by 
random values. This is not enough since the privacy may still be revealed by 
malicious attackers [2]. Achieving complete privacy protection and at the same time 
offering high utility of the social network data are challenging [4][8][12]. The existing 
approaches on anonymizing a social network graph are categorizing into two types 
including nodes with attributes [1][3] and without attributes [6][10][11]. 

Consider a scenario as follows. A service provider, e.g. Facebook, has social network 
data since 2004 and wants to anonymize and release the corresponding social network 
graph from 2004 to 2006 to a data mining company to find interesting patterns from the 
evolution of the social network. Since the previous studies focus on anonymizing a 
single social network graph, we may consider applying the existing approaches to 
anonymize the social network graphs at different timestamps by considering the graph 
at each timestamp as a specific social network graph.  However, to be detailed in 
Subsection 2.2, this may make the privacy of the social network data leaked. 

In this paper, we consider a privacy preserving problem on a time-series of social 
network graphs representing an evolution of a specific social network. A time-series of 
social network graphs are anonymized to a sequence of sanitized graphs to be released 
(called multiple releases in this paper). Based on [1], which groups nodes into classes 
for achieving the privacy purposes, we design a constraint in the grouping procedure, 
taking into account the effect of time to avoid revealing privacy with multiple releases. 
Rooted in this constraint, we propose an overall method to anonymize all these time-
series social network graphs at distinct timestamps at one time. We use two real 
datasets to test our method and the experiment results demonstrate that our method is 
very effective in terms of data utility for query answering.  

The remainder of this paper is organized as follows. The preliminaries of this paper 
are introduced in Section 2. We describe the details on anonymizing a single social 
network graph proposed in [1] and point out that if we apply it to deal with the time-
series social network graphs, the privacy guarantees may fail. Our approach is 
detailed in Section 3 and after that, the experiment results are presented in Section 4. 
Finally, Section 5 concludes this work 

2 Preliminaries 

We consider a privacy preserving problem on time-series social network graphs in 
this paper. A time-series of social network graphs denoted g = <G0, G1, …, GT> 
represent the evolution of a specific social network. The social network graph at time 
t is denoted Gt = (Vt, Et, Lt), where Vt is a set of vertices representing users at time t, Et 
is a set of edges representing the interaction among users at time t, and Lt is a set of 
labels, each of which is used to descript a specific user. We assume that g is 
incremental, i.e. the vertices and edges are only added to but not deleted from the 
graph in the next timestamp. Accordingly, Vt−1 ⊆ Vt, Et−1 ⊆ Et, and Lt−1 ⊆ Lt, where t = 
1 to T. Obviously, GT is equal to the union of G0, G1, …,  GT. Figure 1 shows two 
snapshots of a time-serial social network graph at t = 0 and t = 1. The corresponding 
vertex of a user is associated with a label and each label has a number of attributes, 
e.g. age, gender, and location, to descript the user. 
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(a) t = 0      (b) t = 1 

Fig. 1. Snapshots of a time-series of social network graphs at t = 0 and t = 1 

Problem Statement. Given a time-series of social network graphs g = <G0, G1, …, 
GT> and a constant k, we want to release the anonymized graphs <G0

', G1
', …, GT

'>, 
each of which should follow the guarantees below: 

1. For any edge e in an anonymized graph, an attacker who has no background 
knowledge about the original graph can correctly guess that a specific user u 
participates in e with a probability at most equal to 1/k. 

2. For any two users ux and uy, an attacker who has no background knowledge about 
the original graph can correctly guess that these users have interaction with a 
probability at most equal to 1/k. 

2.1 Single Graph Anonymization 

Distinct from [1], only one type of interaction is considered in this paper. Then, the 
bipartite graph to represent the interaction among users in [1] as shown in Figure 2 (a) 
is easily transformed into a general social network graph as shown in Figure 2 (b). 

 

 

      (a) The interaction graph (one type)                   (b) The general graph 

Fig. 2. The transformation of an interaction graph 

In order to achieve the above privacy objectives, a label list denoted l(v) is used in 
[1] to replace the true label of a node v and moreover, the true label of v must be 
contained in l(v).  Label lists are generated by dividing all nodes into classes with a 
size equal to k. Nodes in the same class have the same label list. Accordingly, an 
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attacker has a probability of 1/k to guess the correct label of a node. For example, 
suppose k = 2. The nodes shown in Figure 2(b) are divided into classes with a size 
equal to 2. We then get five classes including A = {1, 2}, B = {3, 4}, C = {5, 6}, D = 
{7, 8}, and E = {9, 10}. Then, each node is assigned a label list according to its 
corresponding class. Figure 3 shows the anonymized graph. 

 

 
Fig. 3. The full list anonymized graph at k = 

2 
Fig. 4. An example of the dense links between 
two classes at k = 2 

Merely partitioning the nodes into classes cannot achieve the privacy objectives. If 
the links among nodes in a same class are dense, an attacker can imply with a high 
probability that a certain link must exist. For example, suppose user 1 and user 7 in 
Figure 2(b) are grouped in the same class at k = 2. Then, an attacker can be sure that 
user 1 and user 7 have interaction, without recognizing the true labels related to the 
nodes. Moreover, the links between two classes should not be dense. For example, the 
interaction between two classes is dense as shown in Figure 4, and an attacker can 
exactly know user 4 and user 7 have the same friends including user 8 and user 9. 
Bhagat et al. propose the class safety condition in [1], defined as follows, to avoid the 
above attacks. 

Definition 1. Class Safety Condition [1]: Division of nodes V into classes satisfies the 
Class Safety Condition if any node v ∈ V and any class C ⊂ V follow 1) ∀(v, w) and (v, 
z) ∈ E: if w ∈ C ∧ z ∈ C  w = z and 2) ∀ (v, w) ∈ E: if v ∈ C ∧ w ∈ C  v = w. 

A simple greedy approach for partitioning nodes into classes is proposed in [1]. To 
improve the utility of the anonymized graph, they consider sorting the attributes of 
nodes according to their importance to queries and then follow the sorted attribute 
priority list in the division procedure to make sure that nodes with similar attributes 
are divided into the same or nearby classes under the condition of observing the class 
safety condition. Following [1], we assume that the attribute priority list is given. 

2.2 Privacy Revealed across Multiple Releases 

To solve the problem addressed in this paper, a naïve solution based on [1] is 
descripted as follows. 
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(a) The original graphs G0, G1. 

 
(b) The released graphs G’0, G’1. 

Fig. 5. An example of privacy revealed across multiple releases at k = 2 

Naïve Solution. G0, G1, …, GT are individually anonymized using the approach 
proposed in [1]. Since the classes may be different at distinct timestamp, the label list 
of v may change at distinct timestamp.  

For example, given two snapshots of a time-serial social network graph, G0 and G1, at 
t = 0 and 1 respectively, a constant k = 2, and the sorted nodes according to the 
attribute priority list <location, gender, age> as input of the approach proposed in [1], 
G0' and G1' are generated as shown in Figure 5(b). Let us focus on the grey node v in 
G0' and G1', the label lists of v at two timestamps are l0(v) = {4, 7} and l1(v) = {2, 7}, 
respectively. Since we assume the evolution of a specific social network graph is 
incremental and only the grey node links both to {1, 6} and {5, 10} in G0' and G1', the 
true identity of v must be 7. Obviously, it violates the privacy purposes. 

Observation 1. Given a time-series of social network graphs g = <G0, G1, …, GT>, a 
constant k, and an attribute priority list denoted listap, we first anonymize GT to 
generate GT' and in the next step, we generate Gt−1' by removing the edges and nodes 
arriving at t from Gt' for t = 1 to T at each iteration. In this case, the privacy may be 
revealed when the nodes are removed since the size of the label list containing the 
removed entities may be less than k.  

For example, given two snapshots of a time-serial social network graph, G0 and G1, at 
t = 0 and 1 respectively, a constant k = 2, and the sorted nodes according to the 
attribute priority list <location, gender, age> as input shown in Figure 6(a), we first 
anonymize G1 to generate G1' using the approach in [1] as shown in Figure 6(b). Next, 
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G0' is generated by deleting the edges and nodes arriving at t = 1 from G1'; 
furthermore, the corresponding labels of the removed nodes should be deleted from 
the label lists as shown in Figure 6(b). Obviously, the identity of node e.g. user 1, is 
revealed. To solve the problem of revealing the identities of nodes, we may put the 
nodes arriving at the same timestamp into the same classes. Therefore, the nodes 
arriving at the same time and their corresponding classes will be deleted together. The 
main idea of our solution extended from Observation 1 is detailed in the following 
section. 

 
(a) The original graphs G0 and G1. 

 
(b) The anonymized graphs G'0 and G'1. 

Fig. 6. An example of privacy revealed in Observation 1 at k = 2 

3 The Anonymizing Method 

Our solution to anonymizing a time-series of social network graphs is detailed in this 
section. The definition of the Time-Series Class Safety Condition (TSCSC) used in 
our solution is described in Subsection 3.1 and then, we present the main algorithm in 
Subsection 3.2 and discuss the security of our solution in Subsection 3.3. 

3.1 Time-Series Class Safety Condition 

We modify the class safety condition in Definition 1 for the time-series social 
network graphs to obtain the Time-Series Class Safety Condition (TSCSC). Dividing 
nodes into classes that satisfy TSCSC can achieve the privacy objectives mentioned. 
How TSCSC to guarantee the privacy objectives will be discussed later. 
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Definition 2. Time-Series Class Safety Condition: Division of nodes Vt into classes 
satisfies the Time-Series Class Safety Condition if any node v ∈ Vt and any class C ⊂  
Vt follow 1) ∀ v ∈ Vt and w ∈ Vt' : if v ∈ C ∧ w ∈ C  t = t', 2) ∀(v, w) ∈ Et: if v ∈ C 
∧ w ∈ C  v = w, and 3) ∀ Ca and Cb ⊂ Vt, ne is the number of edges between Ca and 
Cb  ne ≤ k. 

The first condition indicates that the nodes in a same class arrive at the same time. 
The second condition similar to Definition1 constraints that at each timestamp, no 
edges exist in a class. The third condition constraints the number of interaction 
between any pairs of classes at each timestamp.  

3.2 The Anonymizing Method for Time-Series Social Network Graphs 

Our greedy algorithm name DMRA (Decreasing Multiple Releases Anonymization) 
for anonymizing the time-series social network graphs is descripted in this subsection. 
Given a sequence of time-series social network graphs g = <G0, G1, …, GT>, a 
constant k, and an attribute priority list denoted listap: 

Step 1. We sort all vertices in GT according to listap to generate an order list of 
vertices, Vlist, in which the vertices with similar attributes are nearby. Then, we start to 
anonymize GT. 

Step 2. Initially, no class exists; we thus create a new class only containing the first 
vertex in Vlist. Then, for each v ∈ Vlist, we sequentially insert the node v into the first fit 
class which contains the nodes with a number smaller than k and moreover, the insertion 
must satisfy the Time-Series Class Safety Condition. If we cannot find a class with a 
size smaller than k or observing TSCSC after considering v, a new class is created. 

Step 3. After Step 2, some classes may not have k nodes. To reduce the number of 
classes with a size smaller than k, the classes need refinement. Since this is a heuristic 
method, it is possible that partitioning nodes into classes fails while interaction is 
dense. However, the social network usually follows Power Law Distribution, making 
many nodes with low degrees. This can be effectively used to reduce the number of 
classes with a size smaller than k, also mentioned [1]. For each class with a size 
smaller than k, we check whether it can be merged with another class with a size 
smaller than k (observing TSCSC), if yes, we merge the two classes to reduce the 
number of classes with a size smaller than k. 

Step 4. Now, we add dummy nodes to those classes still with a size smaller than k. 
The attributes of a dummy node are decided by randomly picking from the attributes 
of the nodes of the class which it belongs to. For example, suppose Class A = {2, 7} 
and k = 3, user 2 is with attributes = {18, M, US} and user 7 is with attributes = {25, 
M, TW}. We add a dummy node corresponding to user 11 to Class A and its attributes 
will be either {18, M, US} or {25, M, TW}. Finally, each class has k nodes and we 
assign the corresponding label list to each node according to its class to get GT'. 

Step 5. After Step 4, GT' is generated. Then, we can generate Gt−1' by removing all 
vertices ∈ Vt \ Vt−1 and all edges ∈ Et \ Et−1 from Gt' for t = 1 to T. 
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As shown in Figure 7, we sort all vertices in G1 according to listap = <location, 
gender, age> to generate Vlist. Following Steps 2 and 3, the nodes are divided into A = 
{5, 8}, B = {1, 10}, C = {6, 7}, D = {3, 4}, E = {2}, and F = {9}. Since Classes E and 
F are both with a size smaller than k, dummy nodes are added to them. E becomes {2, 
11} and F becomes {9, 12}. Next, we assign the corresponding label list to each node 
according to its class to get G1'. Finally, we generate G0' by removing the vertices and 
edges belong to V1 \ V0 and E1 \ E0 from G1', respectively.  

 

 

Fig. 7. An illustration of the running DMRA at k = 2 

3.3 The Security of Time-Series Class Safety Condition 

Three conditions for ensuring the privacy objectives of our method on multiple 
releases for time-series social network graphs are descripted. The first condition (∀ v 
∈ Vt and w ∈ Vt' : if v ∈ C ∧ w ∈ C  t = t') indicates that nodes in the same class 
arrive at the same time in each anonymized graph. As a result, DMRA ensures that 
the deleted nodes are in the same classes, thus making each class to have k members. 

The second condition (∀(v, w) ∈ Et: if v ∈ C ∧ w ∈ C  v = w) constraints no 
edges exist in a class at a timestamp. Accordingly, if there is an edge between two 
nodes in the anonymized graph at timestamp t, the true labels of the two nodes must 
belong to different classes. Then, to an edge, there will be k candidate labels for both 
endpoints.  

The third condition (∀ Ca and Cb ⊂ Vt, ne is the number of edges between Ca and 
Cb  ne ≤ k) ensures the number of interaction between any pairs of classes at each 
timestamp to less than or equal to k. Given two classes Ca and Cb at the same 
timestamp, suppose that an entity ux is in Ca and an entity uy is in Cb, the probability 
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of guessing these two entities ux and uy having interaction can be formulated as 
following:   

݌  ቀ݁൫ݑ௫, ௬൯ቁݑ ൌ ሺ|஼ೌ|ିଵሻ! ൈ ሺ|஼್|ିଵሻ! ൈ ௡೐|஼ೌ|! ൈ |஼್|!  (1) 

Since |Ca| and |Cb| are both equal to k and p(e(ux, uy)) should be less than or equal to 
1/k, we can imply ne ≤ k.  

4 Experiments 

How to evaluate the utility of the anonymized social network graphs is an important 
issue. Some researchers [1] [9] [11] conduct aggregation queries on the anonymized 
social network graphs. In this paper, we use two kinds of queries including the single 
hop queries and two hops queries (also used in [1] [9] [11]) to evaluate the utility of 
the anonymized time-series graphs The formal description of the single hop queries is 
as follows: How much interaction between the user with one specific attribute and 
another user with another specific attribute at a time period. For example, how much 
friendship between the users located in United States and the users located in Japan at 
the measurement period? The two hops queries involve three user attributes. For 
example, how much friendship satisfying that Americans have friendship with 
Japanese, who also have friendship with Chinese at the measurement period? We 
measure the utility using average relative error [1] [9] [11]). The relative error is 
equal to |d − d'| / |d|, where ݀ and d' are the results of querying on the original graphs 
and on the anonymized graphs, respectively. Since we do not know the true label of 
each node in the anonymized graphs, how to perform the queries on the anonymized 
graphs is an issue. We use the Sampling Consistent Graphs method [1] to randomly 
sample a graph that is consistent with the anonymized graph. The query is performed 
on the sampled graph. 

Table 1. The Flickr dataset 

t Timestamp Nodes Edges Nodes added Edges added 
0 Dec 3 ‘06 1,277,145 6,042,807 1,277,145 6,042,807 

1 Mar 3 ’07 1,572,674, 8,374,733 295,529 2,331,926 
2 Apr 3 ’07 1,712,227 9,166,282 139,553 791,549 
3 May 18 ‘07 1,856,342 10,301,741 144,115 1,135,459 

Total 1,856,342 10,301,741 1,856,342 10,301,741 

Table 2. The Slashdot dataset 

t Timestamp Nodes Edges Nodes added Edges added 
0 Nov 6 ‘08 70,668 358,981 70,668 358,981 

1 Feb 1 ’09 79,940 723,428 9,272 364,447 

Total 79,940 723,428 79,940 723,428 



108 C.-J.L. Wang, E.T. Wang, and A.L.P. Chen 

Two real datasets Flickr [7] and Slashdot [5] with synthetic labels are used to test 
our solution. Flickr was daily crawled from the Flickr network between November 
2nd, 2006 and December 3rd, 2006, and again between February 3rd, 2007 and May 
18th, 2007. This dataset has a total number of nodes and edges about 1.8M and 10M, 
respectively. We separate the dataset into four partitions to simulate different 
timestamps. Slashdot is a technology-related news website. The dataset was collected 
in November 6th, 2008 and February 1st, 2009, which consists of 79K nodes and 
723K edges. We separate this dataset into two partitions to simulate two timestamps. 
Because the original datasets have no labels, we generate labels containing three 
attributes, age (10~60), gender (male/female) and location (50 countries) for each 
entity and all values are within the uniform distribution. Our algorithm is 
implemented in C++ and performed on a PC with the Intel Core 2 Quad 2.66GHz 
CPU, 8GB memory, and under the Ubuntu v11.04 64bits operating system. 

 

(a) Flickr dataset (unsorted)   (b) Slashdot dataset (unsorted)    (c) Flickr dataset (ALG)  

 

(d) Slashdot dataset (ALG)       (e) Flickr dataset (GLA)     (f) Slashdot dataset (GLA) 

Fig. 8. The average relative errors on single hop queries 

 

(a) Flickr dataset (unsorted)    (b) Slashdot dataset (unsorted)   (c) Flickr dataset (ALG) 

 

(d) Slashdot dataset (ALG)       (e) Flickr dataset (GLA)       (f) Slashdot dataset (GLA) 

Fig. 9. The average relative errors on two hops queries 
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We consider 50 queries and three sorting methods including unsorted, listap = 
<Age, Location, Gender>, and listap = <Gender, Location, Age> in the experiments. 
The experiment results regarding single hop queries and two hops queries are shown 
in Figures 8 and 9, respectively. Obviously, since the larger k leads to the more 
possible labels for each entity, the average relative error rate increases as the 
increasing of k. The benefits of sorting vertices before partitioning them into classes 
are shown in Figures 8 and 9. As can be seen, the unsorted cases have the higher 
average relative error rates in either Figures 8 or 9. Usually, the results on single hop 
queries are better than those on two hops queries since the two hops queries involve 
much interaction. The degree distributions of the two datasets are shown in Figure 10, 
which indicate that the degree distributions of the two datasets follow the power law 
distribution. Accordingly, most of the nodes are quickly grouped together since there 
are many nodes with low degrees in the datasets and therefore, we only need to add 
few dummy nodes in most of the cases. 

 
(a) The distribution of Flickr                 (b) The distribution of Slashdot 

Fig. 10. The degree distributions of the two datasets 

 

(a) Flickr dataset (AGL)                  (b) Slashdot dataset (AGL) 

Fig. 11. The running time of DMRA 

The running time of DMRA is shown in Figure 11, which decreases with the 
increasing of k, since the number of classes will decrease with the increasing of k, 
making the comparisons on checking Time-Series Class Safety Condition reduced.  
Either single hop queries or two hops queries only consider the interaction among 
entities with different user attributes. Since dummy nodes do not have any edges in 
the released graphs, adding dummy nodes does not change the total number of 
interactions and does not seriously affect the results of queries. 
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5 Conclusions 

In this paper, we address a new problem on privacy preserving for releasing multiple 
time-series social network graphs. Naively applying the existing approach to each 
time-series graph will break the privacy purposes. For achieving the privacy purposes, 
we propose Time-Series Class Safety Condition and DMRA for releasing multiple 
anonymized graphs at one time. The experiments demonstrate that DMRA is very 
effective in terms of data utility. Moreover, if we know which attributes are more 
important and often used in the queries in advance and follow the sorted vertex 
ordering in our anonymizing algorithm, the relative error rate will be reduced. 
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Abstract. A simple hierarchical clustering algorithm called CLUBS (for CLus-
tering Using Binary Splitting) is proposed. CLUBS is faster and more accurate
than existing algorithms, including k-means and its recently proposed refine-
ments. The algorithm consists of a divisive phase and an agglomerative phase;
during these two phases, the samples are repartitioned using a least quadratic dis-
tance criterion possessing unique analytical properties that we exploit to achieve
a very fast computation. CLUBS derives good clusters without requiring input
from users, and it is robust and impervious to noise, while providing better speed
and accuracy than methods, such as BIRCH, that are endowed with the same
critical properties.

1 Introduction

The clustering challenge. Cluster analysis represents a fundamental and widely used
method of knowledge discovery, for which many approaches and algorithms have been
proposed over the years [9]. Among the most popular methods, we find partition-based
clustering (e.g. k-means[10]), density based clustering (e.g. DBScan[6]), hierarchical
methods (e.g. BIRCH[14]) and grid-based methods (e.g. STING [13]). The continu-
ous stream of clustering algorithms proposed over the years underscores the fact that
the logical and algorithmic complexities of this many-facet problem have yet to be
tamed completely, and that along with the great progress achieved in the past, signif-
icant progress should be expected in the future. In particular, it is well known that no
clustering algorithm completely satisfies both accuracy and efficiency requirements,
thus a good clustering algorithm has to be evaluated w.r.t. some external criteria that
are independent from the metric being used to compute clusters. Indeed, in this paper
we propose an algorithm that significantly improves the state of the art in clustering
analysis, with respect to speed, repeatability, and accuracy whose performances have
been evaluated using widely accepted clustering validity metric.
Current Solutions: Who is the best in terms of speed and accuracy? In order to com-
pare our performances we preliminary tested existing clustering solutions. We chose
algorithms that are widely used by data miners due to their general purpose nature.
More in detail, we evaluated algorithms that satisfy user needs in a wide variety of ap-
plication scenarios. In terms of speed of computation, the standard of paragon is set
by the k-means [10] algorithm that has as objective minimizing the average distance
of the samples from their cluster centroids. Owning to its efficiency, simplicity, and the
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naturalness of its objective, k-means has become the most widely used clustering algo-
rithm in practical applications. But k-means also suffers from serious shortcomings: in
particular, the algorithm does not assure repeatability of results, which instead depends
on the choice of the initial k points. In practice, therefore, the data mining analyst will
have to select the value of k, and the initial k points, via some exploratory dry runs.
k-means’ shortcomings have motivated much research work [11,2,4], seeking to reduce
the variability of the results it produces and bring it closer to the ‘unsupervised learning’
archetype. A second line of research has instead produced different mining algorithms
to overcome k-means’ problem while keeping with its general objective of clustering
the points around centroids. Approaches such as grid-based clustering work by parti-
tioning the data space into cells arranged in a grid and then merging them to build clus-
ters, while density based approaches search for fully-connected dense regions. Finally,
hierarchical clustering methods work by performing a hierarchical decomposition of
data in either bottom-up (agglomerative) or top-down (divisive) way. In this respect hi-
erarchical approaches offer good performances w.r.t. the accuracy of clustering. All the
techniques mentioned here present advantages and weakness that will be discussed in
detail in the related work section. For the goal of assessing the quality of our approach,
it is worth noticing that the hierarchical clustering algorithm BIRCH [14] is stable (i.e.
its results do not vary depending on some initial parameter setting), accurate, impervi-
ous to noise and scalable to very large data sets. However, BIRCH is typically not as
fast as k-means.

Our Solution. The above thought-provoking discussion guided our search for a new
clustering algorithm. Indeed, in this paper we propose a new hierarchical algorithm
called CLUBS (for CLustering Using Binary Splitting) whose speed performances are
better than k-means and whose accuracy overcomes previous hierarchical algorithms
while operating in a completely unsupervised fashion. The first phase of the algorithm is
divisive, as the original data set is split recursively into miniclusters through successive
binary splits: the algorithm’s second phase is agglomerative since these miniclusters
are recombined into the final result. Due to its features our algorithm can be used also
for refining other approaches performances. As an example it can be used to overcome
k-means initial assignment problem since its low complexity will not affect the overall
complexity while the accuracy of our results will guarantee an excellent initial assign-
ment of cluster centroids. Further, our approach induces during execution a dynamic
hierarchical grid that will better fit the dataset w.r.t. classical grid approaches that ex-
ploit a fixed grid instead. Finally, the algorithm exploits the analytical properties of the
Quadratic Sums of Squares (SSQ in the following) function to minimize the cost of
merge and split operations, and indeed the approach results really fast. One may argue
that many different measures could be used for cluster computation but the accuracy of
SSQ is as good as other cluster distance measures (e.g. Single Link, Complete Link,
Average) for real case scenarios and its computation can be made faster than other
measures. These properties are discussed in Section 2.
Main Difference of CLUBS w.r.t. other approaches. CLUBS works in a completely
unsupervised way and overcomes the main limitations that beset other algorithms. In
particular, we have that (1) CLUBS is not tied to a fixed grid, (2) it can backtrack on pre-
viously wrong calculation, and (3) it performs also well on non-globular clusters where
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clusters are not spherical in shape, this feature will be intuitively understood after the
partitioning and recombination strategy will be detailed in Section 3 (BIRCH does not
perform as well, because it uses the notion of radius or diameter to control the boundary
of a cluster, and the same drawback also affects k-means like algorithms). Moreover we
have that (4) CLUBS can detect the natural clusters present in data, while in Birch each
node in the auxiliary tree exploited (called CF tree) can hold only a limited number of
entries due to its size thus a CF tree node does not always correspond to what a user may
consider a natural cluster. Finally, (5) density based algorithms like DBSCAN are very
sensitive to clustering parameters like Minimum Neighborhood Points and they fail to
identify clusters if density varies and if the data set is too sparse and different sampling
affects density measures, however we compared CLUBS against OPTICS that allows
to detect clusters with different densities instead. As will be clear by experimental eval-
uation, CLUBS does not suffer these limitations due to unique features of SSQ and the
two-phase algorithm.

2 Background

After recalling some basic notions used in our algorithm, we discuss binary partitioning
and the cluster quality measures there used. Throughout the paper, for each dataset a
d-dimensional data distributionD is assumed.D will be treated as a multi-dimensional
array of integers with volume nd (without loss of generality, we assume that all dimen-
sions ofD have the same size). The number of non-zero elements ofD will be denoted
as N . A range ρi on the i-th dimension of D is an interval [l..u], such that 1 ≤ l ≤
u ≤ n. Boundaries l and u of ρi are denoted by lb(ρi) (lower bound) and ub(ρi) (upper
bound), respectively. The size of ρi will be denoted as size(ρi) = ub(ρi)− lb(ρi) + 1.
A block b (of D) is a d-tuple 〈ρ1, . . . , ρd〉 where ρi is a range on the dimension i, for
each 1 ≤ i ≤ d. Informally, a block represents a “hyper-rectangular” region of D. A
block b of D with all zero elements is said to be a null block. The volume of a block
b = 〈ρ1, . . . , ρd〉 is given by size(ρ1)× . . .× size(ρd) and will be denoted as vol(b).
Given a point in the multidimensional space x = 〈x1, . . . , xd〉, we say that x belongs to
the block b (written x ∈ b) if lb(ρi) ≤ xi ≤ ub(ρi) for each i ∈ [1..d].

Given a block b = 〈ρ1, . . . , ρd〉, let x be a coordinate on the i-th dimension of b such
that lb(ρi)≤x<ub(ρi). Coordinate x divides the range ρi of b into ρlowi = [lb(ρi)..x]

and ρhighi = [(x+1)..ub(ρi)], thus partitioning b into blow=〈ρ1, . . . , ρlowi , . . . , ρd〉 and
bhigh = 〈ρ1, . . . , ρhighi , . . . , ρd〉. The pair 〈blow, bhigh〉 is said to be the binary split of
b along the dimension i at the position x; dimension i and coordinate x are said to be
the splitting dimension and the splitting position, respectively.

Informally, a binary partition can be obtained by performing a binary split onD (thus
generating the two sub-blocksDlow andDhigh), and then recursively partitioning these
two sub-blocks with the same binary hierarchical scheme.

Definition 1. Given a d-dimensional data distributionD with volume nd, a binary par-
tition BP ofD is a binary tree such that the root of BP is the block 〈[1..n], . . . , [1..n]〉
and for each internal node p of BP the pair of children of p is a binary-split of p. �
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Clustering Computation Preliminaries. Given a dataset DS cluster analysis aims at
producing a clustering C = {C1, · · · , Cn} that is a subset of the set of all subsets of
DS such that C contains disjoint (non-overlapping) subsets, covering the whole object
set (we refer in this paper exclusively to hard clustering problem, where every data point
belongs to one and only one cluster). Consequently, every point x ∈ DS is contained
in exactly one and only one set Ci. These sets Ci are called clusters.

Definition 2. Let Cs be a cluster (set) of N d-dimensional points. Let
S = (S1, . . . , Sd) =

∑
p∈Cs

p be the vector representing the sum of points in

Cs. The center of Cs is C0
s = S

N . Let Q = (Q1, . . . , Qd), where Qi =
∑

p∈C p
2
i , be

the vector whose i-th coordinate is the sum of the squared i-th coordinates of the points
in S. The SSQ (Sum of Squares) of Cs is defined as:

SSQ(Cs) =
∑

p∈Cs
dist2(p,C0

s ) =
∑

p∈C

∑d
i=1(pi − C0

s )
2 =∑d

i=1

∑
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s )
2 =
∑d

i=1
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2
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∑
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s )

2)

we recall thatN is the number of points in C and∑
p∈C pi = C

0
s ·N

thus we obtain by substituting:∑d
i=1

∑
p∈C p

2
i −
∑d

i=1

(
∑

p∈C pi)
2

N

finally by definition of Qi and Si we obtain:

SSQ(Cs) =
∑d

i=1(Qi − S2
i

N ) (1)

From the latter, it is clear that, in order to quickly compute the SSQ of a cluster, we
need only to store Q, S, andN . In the next section we will show how these information
can be used effectively and efficiently to optimize the divisive and agglomerative steps
of the CLUBS algorithm.

3 CLUBS: A New Clustering Algorithm

In order to obtain a good tradeoff between accuracy and efficiency we exploit in this pa-
per a new really fast hierarchical approach. Among hierarchical algorithms, bottom-up
approaches tend to be more accurate but have a higher computational cost than the top-
down approaches [9]. The higher cost is due to the higher number of candidate clusters
to be taken into account. To overcome this limitation, in our approach, the agglomera-
tive step is only used on mini-clusters generated by a first divisive process, this results in
a remarkable efficiency increase. Top-down partitioning exploiting greedy algorithms
has been widely used in the multidimensional data compression due to its efficiency.
Here we use a similar divisive approach to minimize the SSQ among the data belong-
ing to clusters, we recall again that in literature many measure have been proposed (e.g.
EES) that works in a similar way as SSQ but we chose SSQ since it offers a really fast
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computation while maintaining an high accuracy in cluster model evaluation. Thus, our
clustering algorithm consists of two steps, where in the first step we use binary hierar-
chical partitioning to produce a set of mini-clusters and in the second step, we pairwise
merge the mini-clusters so obtained in a bottom-up fashion. In both steps the clusters
are defined by a hierarchical partition of the multi-dimensional space. The partition can
be compactly represented by a binary tree (BT in the following), where:1) each node is
associated with a range of the multi-dimensional domain; 2) the root is associated with
the whole data domain; 3)for each inner node n, its children are associated with a pair
of ranges representing a (rectangular) partition of n.

Each node also maintains summary information about points inside its range, to ex-
pedite the clustering computation. The top-down splitting works as follows. As aux-
iliary structure, we maintain a priority queue of clusters whose elements are ordered
on the basis of the SSQ of each cluster. At each iteration, the algorithm performs the
following two steps: A) select the cluster Cs that exhibits the highest SSQ (i.e. the one
on top of the priority queue), and then B) partition this Cs in such a way that the overall
SSQ reduction, denoted ΔSSQ, is maximized. For step B, we compute ΔSSQ(i, j)
for each dimension i and for each cutting position j; then we choose the position j that
guarantees the maximum ΔSSQ. This computation can be done very efficiently since
we pre-compute Q and S, and therefore we need a single scan of the data. We repeat
these two steps, A and B above, while ΔSSQ is greater than the average SSQ. We
recall that the partition (i.e., the cluster tree) is built by exploiting a greedy strategy. To
this end, the tree is constructed top-down, by means of leaf-node splitting. At each step,
the leaf with the largest SSQ is chosen, and it is split as to maximize ΔSSQ . Being
SSQ a measure of a range skewness, we perform splits as long as ΔSSQ remains “sig-
nificant”. After the early splits that yield large SSQ reductions, the values of ΔSSQ
become smaller and smaller, until after n splits both SSQ andΔSSQ become 0 (since
each point has become its own cluster). Thus, the average SSQ reduction per split is
SSQ0/n, and we will compare this value against the current ΔSSQ to decide when
we should stop splitting, The rationale for this criterion is clearly illustrate by Fig. 1,
where the typicalΔSSQ slope is displayed against the average SSQ: there is no gain in
splitting beyond the turning point (marked with a solid circle) since the SSQ reduction
is less than the average ΔSSQ and thus imputable to random distributions rather than
cluster-like ones.

Fig. 1. Average SSQ and ΔSSQ example plots
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The splitting process just described is tied to the grid partitioning and thus may
cause a non-optimal splitting of some clusters. The successive phase overcomes this
limitation since the merging is performed considering all the possible pairs of adjacent
mini-clusters, and recombining those that offer best SSQ reduction. This agglomerative
process offers significant advantages. One is that it merges clusters in different grid
partitions, thus overcoming non optimal splits obtained in the first phase (see Fig. 3(b)
and Fig. 3(c)). The second critical advantage is that the computational complexity of
this bottom-up step is very low since the number of merging steps is related to the
number clusters that is very low compared to usual dataset sizes. The final advantage
is that this phase also halts automatically, producing an algorithm that does not require
any seeding or other parameters from the user a really nice feature that is not shared by
all clustering algorithms.

The Clustering Algorithm. Fig. 2 provides a more formal description of the CLUBS
algorithm. We use the initializeTree to load the dataset into the root of the auxiliary tree
structure BT exploited for partitioning. Once the tree structure has been initialized the
topdownsplitting step starts. In particular, the root of BT is added to a priority queue
whose ordering criterion is based on the SSQ values of clusters stored in the queue.
The initial cluster assignment performed by initializeClusters is composed by the root
r of BT and the initial SSQ is the one computed on r. The function computeAver-
ageDeltaSSQ averages the actual SSQ for all the points in the cluster. The function
computeWeightedDeltaSSQ is applied to the cluster Cs that is currently on top of the
priority queue. The weightedΔSSQ is computed as the average gain of SSQ obtained
by splitting Cs as explained above for ΔSSQ, i.e. we pre-compute the marginal sums
(S andQ) for a given splitting point (w.r.t the coordinates ordering) and reassigning the
splitting point based on these partial sums. In order to improve the effectiveness of splits
the value of ΔSSQ is raised to a power of p, p < 1, thus obtaining weightedΔSSQ

value. If weightedΔSSQ is greater than avgDeltaSSQ computed by computeAver-
ageDeltaSSQ then we proceed with the split, otherwise we do not. We use values of p
that are less than 1, since for p ≥ 1 we would end up splitting clusters where the gain
does not exceed the AverageΔSSQ associated with a random distribution. This would
result in a large number of small clusters, where both intra-cluster and inter-cluster dis-
tances small. We instead seek values of p that reduce the former while magnifying the
latter. We determined experimentally that the best value is p = 0.8 regardless the dataset
feature thus the user is not required to set any parameter, due to space limitations we
cannot report here the detailed discussion of the experiments being conducted.

When no more top-down splits are possible, the topDownSplitting ends and we begin
the bottomUpMerging. In order to obtain more compact clusters, we select (by running
selectBestPair) the pair of clusters that, if merged, yields the least SSQ increase (that is
assigned to minInc by function computeSSQIncrease). This merging step is repeated
until minInc becomes larger than avgDeltaSSQ. Fig. 3 shows the algorithm in ac-
tion. After three steps, the initial samples in 3(a) are partitioned according to the grid
shown in Fig. 3(b). The algorithm takes seven more splitting steps producing the parti-
tion of Fig. 3(c). The merging phase produces the final five clusters that a human will
instinctively recognize at a glance Fig. 3(d).
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Input:
A dataset DS of n points
Output:
A set of clusters C.
Vars:
An auxiliary binary tree BT ;
An initial cluster assignment C′.
Method: CLUBS
1: BT := initializeTree(DS);
2: C′ := topDownSplitting(BT );
3: C := bottomUpMerging(C′);
4: return C;

Function topDownSplitting(BT ) : C′;
Vars:
A priority queue PQ;
A boolean finished;
A double ΔSSQ;
A double avgDeltaSSQ;
Method:
1: PQ := add(BT.root());
2: C′ = initializeClusters;
3: finished = false;
4: avgΔSSQ = computeAverageDeltaSSQ();
5: while !finished do begin
6: Cs = PQ.get();
7: weightedΔSSQ = computeWeightedDeltaSSQ(Cs);
8: if (weightedΔSSQ > avgΔSSQ) then
9: C′ := update(C′);
10: else finished = true;
11: end while
12: return C′;

Function bottomUpMerging(C′) : C;
Vars:
A pair of cluster Pair;
A double avgDeltaSSQ;
A double minInc;
Method:
1: C := C′;
2: Pair := selectBestPair(C′);
3: minInc := computeSSQIncrease(Pair);
4: avgDeltaSSQ = computeAverageDeltaSSQ();
5: while minInc < avgDeltaSSQ do begin
6: C := merge(Pair);
7: Pair := selectBestPair(C);
8: minInc := computeSSQIncrease(Pair);
9: end while;
13: return C;

Fig. 2. The CLUBS clustering algorithm
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We point out that producing axis parallel cuts is not a limitation, we can still obtain,
in our approach, non parallel cuts however this will not improve the performances of
the algorithm. Furthermore, also grid based approaches are tied to parallel cuts since
they allow more efficient computation without paying any accuracy loss.

In terms of computational complexity, we see that, in order to split, we have to com-
pute the SSQ for each dimension and for each splitting point. Thus, each split has a
complexity O(n · d · l) and we perform s splits. The bottom-up step contributes to the
overall complexity with a term O(k2) where k is the number of clusters, since for each
cluster we have to consider all the possibly adjacent clusters for merging; but since
k << n we can disregard this term. Thus the complexity is as follows:

Proposition 1. Algorithm CLUBS works in O(n · d · l · s) where n is the number of
points, d is the number of dimensions, l is the number of splitting positions for each
dimension and s is the number of splits.

4 Experimental Evaluation

An extensive set of experiments was executed to evaluate the performance of CLUBS.
In particular, we compared our method with BIRCH [14], K-means++ [2](we refer to it
as KM++) and k*-means [4] (we refer to it as SMART) and OPTICS [1].

Our test suite encompasses a large number of widely used benchmarks over a wide
spectrum of different characteristics. Due to space limitations we can present here a
small subset of the results, so we choose the really interesting results we obtained on a
severe test bench, i.e. microarray data. We used two publicly available dataset on Gene
Expression Omnibus Database: a dataset provided by [8], Dataset 1 hereafter, and a
dataset provided by [5], Dataset 2 hereafter.

As regards Dataset 1, authors examined 42 patients by using Affymetrix HU133A
(Affymetrix, Santa Clara CA) microarrays. Patients were subdivided in three groups.

(a) (b)

(c) (d)

Fig. 3. Execution steps of CLUBS
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Women at usual breast cancer risk undergoing mammoplasty reduction (RM) , women
with breast cancer undergoing surgery for either an ER+ or ER- breast tumor (HN), and
high-risk patients, consisting of women undergoing prophylactic mastectomy (PM).
Dataset providers selected 98 differentially expressed genes in HN w.r.t. RM and they
built a matrix of these genes for all three groups. The resulting dataset was analyzed by
clustering in order to catch the difference among three groups.

Dataset 2 comprises samples extracted from human breast cancer cells analyzed
using the Affymetrix U133A 2.0 gene chips (Affymetrix, Santa Clara, CA). Dataset
provider considered 4 group of cells treated with 20 lh/ml of actein at 6 and 24 hours,
and cells treated with 40 lg/ml of actein at 6 and 24 hours in order to elucidate the effect
of actein. The initial preprocessing was performed using the GCRMA method. The sta-
tistical significance of differential expression with respect to the same reference value
was calculated using the empirical Bayesian LIMMA (LI Model for MicroArrays).

We started our analysis considering these preprocessed datasets on which we used
CLUBS and the other clustering algorithms for the sake of comparison. The obtained
results are reported in Table 1 where values represent SSQ per dataset and milliseconds.

The results obtained are quite convincing both for the accuracy and the execution
times where CLUBS offer best performances. In particular our clustering method cor-
rectly detected the number of clusters in the data (3 clusters for Dataset 1 and 4 clusters
for Dataset 2). Indeed, CLUBS showed a nice feature when clustering Dataset 1: the HN
group contains two subgroups ER+ and ER-, CLUBS during the splitting step identified
these two subgroups that have been collapsed in a single cluster after the merging step.
To asses, the validity of the approach we exploited several method-independent quality
measure that are reported in the following.

Quality of Clustering Results. Here we will evaluate the quality of the results CLUBS
produces and its reliability. The issue of finding method-independent measures for clus-
tering results has been the source of much topical discussions, but over time sound
measures have emerged that can be used reliably to compare the quality of the results
produced by a wide range of clustering algorithms [3]. In particular the following three
measures have sound theoretical and practical bases. The Variance Ratio measures the
ratio between the average distance between points belonging to different clusters and
the average distance between points within the same cluster [3]. The range of variance
ratio is [0,∞) and larger values of variance ratio indicate better clustering quality. The
Relative Margin reports the average of the Relative Point Margin defined as the ra-
tio between the distance of a given point x to the center of the cluster it belongs to

Table 1. Accuracy and Time Performances for our test datasets

Algorithm Dataset1 Dataset2
SSQ time SSQ time

CLUBS 2.01E+8 2.513 1.77E+2 0.0784
OPTICS 3.55E+8 5.271 1.79E+2 0.2456
BIRCH 2.67E+8 9.124 1.78E+2 0.3522
KM++ 4.31E+8 2.913 1.76E+2 0.1154

SMART 4.65E+8 3.025 1.81E+2 0.1243
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and the distance between x and the closest cluster center different from the cluster x
belongs to [3]. The range of relative margin is [0, 1), and lower relative margin indi-
cates a better clustering. The Weakest Link measure is defined as the maximal value
of weakest link over all pairs of points belonging to the same cluster, divided by the
shortest between-cluster distance [3]. The range of values of weakest link is [0,∞).
Lower values of weakest link represent better clusterings. The results obtained for the
above mentioned quality measures are given in Table 2(a): they show that CLUBS out-
performs other methods significantly, producing values for Relative Margin & Weakest
Link (resp. Variance Ratio) that are significantly lower (larger) than those other meth-
ods, i.e. clusters of much better quality. These results also confirm that CLUBS finds
the exact number of clusters and the quality of the found cluster is overwhelming w.r.t
the other methods.

Additional Quality Measures. SSQ is a natural and widely used norm of similarity,
but a devil’s advocate can point out that other clustering algorithms might not measure
their effectiveness in terms of SSQ or even the compactness of each cluster around
its centroid. Thus, in this section we will measure the quality of the clusters produced
by CLUBS using very different criteria inspired by the nearest subclass classifiers that
were previously used in a similar role in [12] and [7].

A first relevant evaluation measure in this approach is the error rate of a k-Nearest
Neighbor classifier defined by the clustering results. This value provide relevant in-
formation about the ability of the clustering method under evaluation to minimize the
errors due to incorrect assignment of points to the proper cluster. Indeed, this informa-
tion is crucial for biological data analysis. Thus, for each point, we can check whether
the dominant class of the k closer elements allows to correctly predict the actual class
of membership (there is no relationship between the value of k used here and that of k-
means). Thus, the total number of points correctly classified measures the effectiveness

Table 2. Clustering Quality Measures Evaluation

(a) (b)

Dataset 1 #Clusters Variance Relative Weakest
Ratio Margin Link

M-CLUBS 3 75.41 0.098 0.817
OPTICS 5 56.18 0.135 2.045
BIRCH 6 63.42 0.176 1.934
KM++ 3 65.44 0.157 4.152

SMART 3 64.77 0.198 4.789
Dataset 2 #Clusters Variance Relative Weakest

Ratio Margin Link
M-CLUBS 4 81.33 0.066 0.713
OPTICS 4 67.18 0.153 1.876
BIRCH 4 70.41 0.182 1.943
KM++ 4 68.67 0.201 3.412

SMART 4 69.97 0.225 3.725

Dataset 1
method/index ε ek=10 qk=10

CLUBS 0.0661 0.0984 0.9998
OPTICS 0.1253 0.1976 0.8934
BIRCH 0.1154 0.2010 0.9756
KM++ 0.1002 0.1974 0.9803
SMART 0.1086 0.2101 0.9057

Dataset 2
method/index ε ek=10 qk=10

CLUBS 0.0054 0.0352 0.9999
OPTICS 0.0432 0.1312 0.9875
BIRCH 0.0165 0.0953 0.9923
KM++ 0.0487 0.1657 0.9764
SMART 0.0568 0.1789 0.9734
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of the clustering at hand. Formally, the error ek(D) of a k-NN classifier exploiting a the
distance matrix among every pair of points.D can be defined as

ek(D) =
1

N

N∑
i=1

γk(i)

where N is the total number of points, and γk(i) is 0 if the predicted class of the i-th
point (xi) coincides with its actual class, and 1 otherwise. Low values of the ek(D)
index denote high-quality clusters.

Following [7], we can go deeper in our evaluation by measuring the average number
of elements, in a range of k elements (we recall again that we use the expected clus-
ter size value), having the same class as the point under consideration. Practically, we
define qk as the average percentage of points in the k-neighborhood of a generic point
belonging to the same class of that point. Formally:

qk(D) =
1

N

N∑
i=1

|Nk(i) ∩ Cl(i)|
min(k, ni)

where Cl (i) represents the actual class associated with the i-th point in the dataset,
ni = |Cl(i)|, and Nk(i) is the set of k points having the lowest distances from xi,
according to the distance used at hand. This value will provide a really interesting in-
formation, in fact it will measure the purity of the clusters since it take into account the
number of points wrongly assigned to a cluster. In principle, a Nearest Neighbor classi-
fier exhibits a good performance when qk is high. Furthermore, qk provides a measure
of the stability of a Nearest-Neighbor: high values of qk make a k-NN classifier less sen-
sitive to increasing values k of neighbors considered. The sensitivity of the clustering
can also be measured by considering, for a given group of points x, y, z, the probability
that x and y belong to the same class and z belongs to a different class, but z is more
similar to x than y is. We denote this probability by ε(D), estimated as:

ε(D) =
1

N

N∑
i=1

⎛⎝ 1

(ni − 1)(N − ni)
∑

Cl(j)=Cl(i),j �=i

∑
Cl(k) �=Cl(i)

δD(i, j, k)

⎞⎠
where δD is 1 if D(i, j) < D(i, k), and 0 otherwise. This value gives information
about the ambiguity in cluster assignments. Here too, low values of ε(D) denote a good
performance of the clustering under consideration.

The results in Table 2(b) show that CLUBS produces better results than the other
algorithms. Table 2(b) shows that CLUBS offers the best performance on all indices
and in particular the really high values of qk (it is practically 1 since it detects exactly
the number of clusters for each dataset and the point assignment to cluster is correct)
allow to asses that the clusters are well defined, and CLUBS outperforms both BIRCH
and OPTICS. In measuring ek and qk, we used neighborhoods of size 10 (this value is
the actual cluster size available by datasets provider). The overall structure of the clus-
ters and the points distribution for Dataset 1 (results in Table 2(b)) produced superior
performance for CLUBS on every index, with particularly low values of ε. This result is
confirmed also for Dataset 2 and suggests that CLUBS exhibits the highest effectiveness
compared to the other approaches even when SSQ is not the chosen metric.
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5 Conclusion

The naturalness of the hierarchical approach for clustering objects is widely recog-
nized, and also supported by psychological studies of children’s cognitive behaviors1.
CLUBS is providing the analytical and algorithmic advances that have turned this in-
tuitive approach into a data mining method of superior accuracy, robustness and speed.
The speed achieved by our approach is largely due to CLUBS’ ability of exploiting the
analytical properties of its quadratic distance functions to simplify the computation. We
conjecture that similar benefits might be at hand for situations where the samples are in
data streams or in secondary store. These situations were not studied in this paper, but
represent a promising topic for future research.
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Abstract. The health industry is facing increasing challenge with “big
data” as traditional methods fail to manage the scale and complexity.
This paper examines clustering of patient records for chronic diseases
to facilitate a better construction of care plans. We solve this problem
under the framework of subspace clustering. Our novel contribution lies
in the exploitation of sparse representation to discover subspaces auto-
matically and a domain-specific construction of weighting matrices for
patient records. We show the new formulation is readily solved by ex-
tending existing �1-regularized optimization algorithms. Using a cohort
of both diabetes and stroke data we show that we outperform existing
benchmark clustering techniques in the literature.

Keywords: subspace clustering, medical data, sparse representation.

1 Introduction

Traditional methods fail to manage the scale and complexity of “big data”. The
health sector is at the epicenter of this “big data” - data on admissions, diagnosis,
outcomes, spanning a bewildering and disconnected web of images, computerized
records and registries. There are no systems to manage this big data. The result
is “write only data”, mostly unused. Critically it has potential to identify critical
safety issues, as well as service and clinical efficiency. This paper explores the
pressing need, to construct data analytic to inform such clinical decisions. The
outcomes are critically important from economic, patient safety and systems
perspectives.

Historically, classical statistical methods have been used to verify stated hy-
potheses. This requires a priori assumption, for example, on data distributions.
As the scale, distribution and diversity of data increase, this approach leads to
sub-optimal use of this information. This paper examines new ways to analyze
cohorts of patients with chronic diseases, such as Diabetes mellitus (diabetes)
and stroke. Chronic care is expensive to administer. One crucial problem in the
management of chronic patients is to deliver care plans, such that in major-
ity of cases patients can be manged in the community without hospitalization.
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This requires us to find sub-groups of patients with same disease characteristics,
without any prior assumptions on grouping.

Considering the complexity and nature of the datasets, we propose to model
the data by a union of subspaces [1] where each subspace corresponds to pa-
tients with similar diagnostic conditions. This model has been used in many
applications, such as lossy compression of images [2][3], motion segmentation
in video sequences [4,5,6,7,8] etc. Early subspace clustering methods include
mixture of Gaussian, factorization, algebraic, compressed sensing/low-rank [9]
methods, and examples range from K subspaces [10], mixture of probabilistic
PCA [11], multi-stage learning [12] etc. These algorithms typically require prior
knowledge about the subspaces - the number of subspaces or their dimensions
[13]. The computation is also exponential with the number and/or dimensions.
Recently, Elhamifar and Vidal [13] propose sparse subspace clustering (SSC), in
which the clustering is solved by seeking a sparse representation of data points.
By computing an affinity graph on the sparse representations for all data points,
SSC automatically discovers the subspaces and their dimensions. However, the
previous results by SSC show that there are many instances in which the sparse
coefficients corresponding to points outside a cluster of interest are significantly
non-zero. This suggests that enforcing constraints that discourage points fur-
ther apart will prevent them from entering the same cluster [14]. This was also
exploited in [5], who propose a weighted version (WL-SSC).

Inspired by the related success of sparse subspace clustering in computer vi-
sion, this paper proposes a novel application of this powerful approach in the
context of health care data. Here, it requires a careful modeling and interpreta-
tion of subspaces in health care data as well as novel construction of weighting
matrices. The weighting matrix acts as the prior knowledge on the similarity
between patient records and is computed directly from the data. We explore
the decomposition into union of linear subspaces (WL-SSC) and extend the
model to consider decomposition of a union of affine subspaces (WA-SSC). To
decide on the weighting constraints, we consider three different ways of spec-
ifying proximity of points in a k-neighborhood - RBF, cosine and 0-1 matrix.
We apply the models across a cohort of 1580 diabetes patients with 551 disease
codes, and 1159 stroke patients with 805 codes. The data is collected over a
period of 5 years, and each time the patient comes to hospital, a diagnosis code
is assigned. Evaluation of such algorithms, with real-world data is notoriously
hard. We propose the use of the recently introduced ρ-measure- this method
allows ground-truth to be allocated based on degree of similarity between two
points. Using this measure, we can compute the Rand-Index and F -measure for
a given ρ. We show that our methods outperform the unweighted version and
many competitive clustering methods such as affinity propagation (AP) [15],
locality-preserving projection (LPP)[16] and k-means [17]. We show that further
improvement can be achieved with a weighted union of affine subspace model.
We also show tag clouds for clusters in the diabetes cohort and demonstrate how
the sub-groups discovered are qualitatively meaningful.
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The novelty in our paper is threefold: (a) it applies weighted sparse subspace
clustering to a unique medical dataset problem to improve service efficiency,
(b) it proposes a new affine, weighted subspace clustering method, and (c) uses
a novel principled way to evaluate real world clustering results for which no
ground-truth can be obtained.

The significance of the problem lies in the ability to save costs with efficient
sub-group identification, leading to targeted care plans. Both chronic diseases
chosen have reached epidemic status. For example, Diabetes mellitus (diabetes)
is spreading so rapidly that recent studies show that the total number of diabetic
people across the world was 171 million in 2001 and it is estimated to 230 million
by the end of 2030 [18,19].

2 Related Background

2.1 Sparse Subspace Clustering (SSC)

Consider a set of N data points collected in a D×N matrix X = [x1,x2, . . . ,xN ]
where xi ∈ R

D and D is the number of features. SSC [4] clusters the datapoints
via the subspace principle. Intuitively, a linear representation of a datapoint with
respect to the whole set gives more preferences to those points that belong to
the same subspace. Denote as Si the subspace (cluster) that xi belongs to. Then,
the linear representation of a datapoint can be written as follows:

xi =
∑
j �=i

cijxj =
∑

i∈Si,j �=i

cijxj +
∑
j /∈Si

cijxj = Xci (1)

Here, ci
.
= [ci1, ci2, . . . , ciN ]T are the coefficients of the representation. In the

ideal case, the coefficients in the second summation of the right term are zero,
giving rise to sparse coefficient vector ci. However, the solution of (1) is generally
not unique when the number of features D is usually much less than the number
of observations N . Recent advances in sparse learning [20,21] show that it is
possible to regularize the solution and at the same time achieve sparse solution,
which is consistent to the ideal case, by enforcing the �1-norm of the coefficient
vector, ‖ci‖1 =

∑
|cik|, to be small. Using this principle, SSC [4] advocates to

find the solution with two variations as follows.

Linear Sparse Subspace formulation (L-SSC). Under this formulation, we
assume that data points in X are sampled from a union of linear subspaces. Then
the sparse coefficients are obtained by solving following optimization problem
without employing any others constraints on coefficient vector ci.

argmin
ci

||ci||1 s.t. xi = Xci, cii = 0 (2)

Affine Sparse Subspace formulation (A-SSC). L-SSC can be extended to
union of affine subspaces by enforcing an additional equality constraint over the
sparse coefficient vector ci as follows:
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argmin
ci

||ci||1 s.t. xi = Xci, cTi 1 = 1 cii = 0 (3)

The coefficients are then used to compute a balanced affinity matrix for final
spectral clustering: C̄ = (C + CT )/2. Then, the Laplacian matrix L = I −
D−1/2C̄D−1/2 is computed, with I being the identity matrix and D being a
diagonal matrix where Dii =

∑N
j=1 c̄ij . The smallest eigenvalues of L is used to

estimate number of subspaces and the corresponding data points are obtained
using the k-means algorithm.

3 Proposed Method

3.1 Weighted Sparse Subspace Clustering (W-SSC)

In the ideal case, the coefficients cij are zero if data points xi and xj are sampled
from two different subspaces. However, there are cases where they significantly
deviate from zero due to numerical properties of the data matrix X [5]. To avoid
undesirable sparse solutions, it has been suggested to introduce a weighting
scheme in the sparse formulation [5]. Under this scheme, a weight matrix W ∈
R

N×N is used to enforce sparse coefficients to better fall into the same subspace
they deem to belong to. Such a desired solution is encouraged by minimizing
the weighted �1-norm ‖wi � ci‖1 instead of ‖ci‖1. Here, � denotes element-wise
product of two vectors. Inspired by this principle, we also propose to employ
the weighting scheme in our method. The remaining challenge is to construct a
suitable weighting matrix for the data, which we detail next.

3.2 Construction of Weighting Matrix W

An optimal weighting matrix can be constructed if we have ground-truth knowl-
edge of the clusters to suppress cross-cluster coefficients (by setting wij large
or small for inter- or intra-cluster coefficients respectively). However, as this
knowledge is not available, we propose to use the information within the data
to approximate the optimal weighting matrix. We rely on the principle that the
weights for inter-cluster coefficients are large whilst those for intra-cluster coef-
ficients are small. Denote as xi ∈ N (xj) as xi is k-nearest neighbor of xj , and I

the indicator (0/1) function. We propose the following choices:

– Inverse RBF : wij = Ixi �∈N (xj) × exp
||xi−xj ||22

2σ2

– 0-1 : wij = Ixi �∈N (xj)

– Cosine: wij = Ixi �∈N (xj) ×
〈xi,xj〉

||xi||2||xj||2
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3.3 Weighted Formulation

Extending the basic SSC algorithms, we propose to adapt to the idea in [5] and
solve the following basic weighted formulation with linear subspace assumption

argmin
ci

||wi � ci||1, s.t.xi = Xci, cii = 0 (4)

The above basic formulation assumes noiseless data generation. Considering
noise while modeling the data points sampled from the union of subspaces, we
assume that each data points xi is contaminated with noise ei. i.e. xi = xtrue

i +ei
where xtrue

i is the true value of the i-th variable and ei is bounded: ||ei||2 ≤ ε.
Thus, it is more realistic to extend the basic model to account for noise by
considering the noise-aware version of the formulation

argmin
ci

||wi � ci||1 s.t. ||xi −Xci||22 ≤ ε, cii = 0 (5)

This can be more conveniently written in a Lagrangian form

argmin
ci
λ||wi � ci||1 +

1

2
||xi −X−ici||22 (6)

Here, λ is regularization parameter, X−i is X with the ith column removed, and
we implicitly ignore the ith entry of ci. When considering the affine subspace
modeling, the above Lagrangian formulation can be extended to account for the
additional affine constraints as follows

argmin
ci
λ||wi � ci||1 +

1

2
||xi −X−ici||22, cTi 1 =1, (7)

Next, we discuss optimization algorithms to solve (7) (note that (6) can be
readily solved by a slight modification of many efficient compressed sensing
solver, such as reweighting the column ofX−i by the inverse of the corresponding
weights and working on the reweighted variables [5]). As they are convex prob-
lems, off-the-shelf solvers, such as CVX, can be used, but we do not seek to use
them because they are rather inefficient. We show that it is possible to solve (7)
more efficiently with the alternative direction method of multipliers (ADMM)
[22]. For notational simplicity, we drop the subscript/superscript of ci,xi and
X−i. Under the ADMM framework, we decouple the �1 regularization term from
the quadratic terms by introducing a new variable z such that z − c = 0 and
consider the augmented Lagrangian

L(c, z,y, v) = 1

2
‖x−Xc‖22 + λ‖z‖1 + yT (c− z) +

ρ1
2
‖c− z‖22

+v(1T c− 1) +
ρ2
2
(1T c− 1)2. (8)

Here, y and v are the dual parameters corresponding to the inequality constraints
c−z = 0 and 1T c−1 = 0 respectively; ρ1 and ρ2 are small parameters to improve
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numerical stability (see [22] for ADMM background). By using the normalized
dual variables u1 = (y/ρ1) and u2 = (v/ρ2) we derive the following ADMM
updates that solve (7)

ck+1 = (XTX+ ρ1I+ ρ211
T )−1(XTx+ ρ1(z

k − uk
1) + ρ21(1− u2)) (9)

zk+1 = Sλ/ρ1
(ck+1 + u1) (10)

uk+1
1 = uk

1 + (ck+1 − zk+1) (11)

uk+1
2 = uk2 + (1T ck+1 − 1). (12)

Here Sτ (c) is the soft-thresholding shrinkage operator, defined as a vector r such
that ri = sign(ci)max(|ci| − τi, 0) (see [22]).

Once the coefficient vectors ci’s are found, the spectral clustering part pro-
ceeds in the same way as the original SSC algorithm [4].

4 Experiments

4.1 Datasets

We validate our approach on two real-world datasets collected from patients
having diabetes and heart (stroke) diseases collected over a period of five years
from 2007 to 2011 and has diagnosis records from 9878 patients. Each patient
has been diagonised several times over a period of five years and assigned unique
diagnosis code(s). An example of a record for a patient over time might be
(E1172, I10, E1172, Z9222). Table 1 and 2 shows the description of some
codes. Patients may be assigned similar code more than once over time.

We remove records without codes, patients diagonised less than twice and
also duplicated codes. This results in 1580 diabetes patients with 551 unique
codes. We construct a code-patient matrix, where codes are used as features and
each patient is an observation, analogous to term-document matrix for text data
analysis. In our second data set (stroke patients), there are 1159 patients with
805 diagnostic codes.

4.2 Evaluation Method

As no ground-truth is available for latent groups, it is impossible to measure the
clustering performance by standard evaluation metrics. Thus, we evaluate the
performance using a novel ρ-measure method as follows:

1. Each data point xi ∈ R
N is mapped to a binary vector x̄i where x̄ij = Ixij �=0.

2. Compute relative similarity metric sρ(x̄i, x̄j)

sρ(x̄i, x̄j) =

∑
(x̄i � x̄j)∑N

k=1 x̄ik +
∑N

k=1 x̄jk −
∑

(x̄i � x̄j)
(13)

3. Construct a ground-truth matrixGρ ∈ R
N×N with element gij = Isρ(x̄i,x̄j)≥ρ

4. Construct a cluster membership matrixV with element vij = IIDK(i)=IDK(j)
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Table 1. Examples of code description

Codes Description of Codes

E1172 Type 2 diabetes mellitus with features of insulin resistance

I10 Essential (primary) hypertension

Z9222 Personal history of long-term (current) use of other medicament, insulin

R63Z Chemotherapy

Table 2. Diabetes dataset

Patient Id Diagnosis Codes

P1 E1172,I10,E1172,Z9222

P2 M81403,Z511,R63Z,R63Z

P3 E1023,E1023,E1012

Next, we compute the standardPrecision (P), Recall (R) and F-measure (F ):

P =
TP

TP + FP
, R =

TP

TP + FN
, F =

2× P ×R
P +R

(14)

Here, true positive (TP) is scored when two similar data points in the ground-
truth are grouped together in the obtained results, a true negative (TN) is scored
when two dissimilar data points are grouped separately, a false positive (FP) is
scored when two dissimilar data points are grouped together and a false negative
(FN) is scored when two similar data points are grouped separately. Similarly,
the rand index (RI) is defined as

RI =
TP + TN

TP + FP + FN + TN

where high RI and F indicates the better accuracy.
Algorithm 1 show the overall method of computing F -measure. Note that, we

compute F measure over a matrix of N ×N variables, instead of N number of
data points.

4.3 Results and Comparisons

Performance against Other Methods. We compare our proposed cluster-
ing method against competitive sparse subspace clustering and baseline alter-
natives, including affinity propagation (AP) [15], locality preserving projection
(LPP) [16], and k-means [17]. In all experiments, we set ρ to 0.9, regularization
parameter λ to 0.001.

Table 3 presents the clustering results obtained from SSC methods for diabetes
and stroke data. Clearly, our proposed method outperforms both L-SSC and A-
SSC variants by obtaining larger RI and F scores. The F measure scores of
WL-SSC and WA-SSC have improved over L-SSC and A-SSC by large margins
of 47% and 45% for the diabetes data and 236% and 257% for the stroke data
respectively.
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Algorithm 1. Computing F measure

Input: Groundtruthed Matrix Gρ and Cluster Index matrix V.
Output: F −measure
Intialize: Set TP=TN=FP=FN=0.

– for i = 1 to N

• for k = 1to N

∗ if (gik = 1) and (vik = 1) TP = TP + 1; // Two similar data points
grouped together.

∗ else if (gik = 0) and (vik = 0) TN = TN + 1; // Two dissimilar data
points grouped separately.

∗ else if (gik = 0) and (vik = 1) FP = FP +1;//Two dissimilar data points
grouped similar.

∗ else (gik = 1) and (vik = 0) FN = FN + 1;//Two similar data points
grouped separately.

• end

– end
– Calculate F -measure following the equation 14.

Likewise, the F measure is improved by 275% (AP), 85% (LPP), 388% (k-
means) for diabetics datasets, whereas the betterment in RI is 87% (AP), 14%
(LPP), 10% (k-means) respectively. For the strokes data, F measure is improved
by 173% (AP), 54% (LPP), 465% (k-means) and Rand Index is 71% (AP), 13%
(LPP), 139% (k-means) respectively.

Table 3. Performance comparison

Datasets Diabetics Data Strokes Data

Methods F measure Rand Index F measure Rand Index

AP 0.0423 0.4639 0.062 0.522

LPP 0.0854 0.7654 0.11 0.8045

k-means 0.0325 0.4312 0.0294 0.3845

L-SSC 0.0951 0.7817 0.0475 0.5210

A-SSC 0.1092 0.7862 0.0619 0.7324

WL-SSC 0.1401 0.8652 0.1597 0.90

WA-SSC 0.1587 0.8982 0.1697 0.91

Table 4. Performance analysis using different weighting schemes

Datasets Diabetes Data Strokes Data

Weighting Schemes WL-SSC WA-SSC WL-SSC WA-SSC

RBF 0.1401 0.1587 0.1597 0.1697

0-1 0.1199 0.1221 0.1191 0.1201

cosine 0.1352 0.1444 0.1390 0.1382
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(a) Cluster 1: Type2 diabetes with Heart
disease

(b) Cluster 2: Post surgery: Diabetic
Neuropathy

(c) Cluster 3: Type2 diabetes withHyper-
tensions

(d) Cluster 4: Cancer Treatment

(e) Cluster 5: Type 1 diabetes with Ke-
toacdosis

(f) Cluster 6: Diagnosis for vascular
complications

(g) Cluster 7 : Diabetes with Lym-
phoma

(h) cluster 8: Diabetic Nephropathy

(i) Cluster 9: Diabetes with Psychiatric Disorders

Fig. 2. Diagnostic Clouds

Influence of Weighting Schemes. Table 4 include the performance for dif-
ferent weighting schemes and it is found that the RBF choice provides better
performance than the other choices.

Discovered Clusters. The number of clusters K equals to the number of zero
eigenvalues of of Laplacian matrix L. Fig. 1(c) shows the eigenvalue plot of L
for the diabetes data where the number of zero eigenvalue equals to 9. Similarly,
we found 12 sub-groups for stroke data.

Since ρ is the relative similarity between the two data points, which means
high value of ρ denotes two observations are highly similar, we vary ρ varies
from 0.1 to 1 in a separate experiment on diabetes data and plots are shown in .
Figure 1(b). As expected, F -measure is high for small values of ρ and F -measure
is low when ρ is increasing.
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Figures 1 and 2 show the qualitative evaluation of clusters for the diabetes
data. Figure 1(a) shows the affinity matrices, whilst Figure 2 shows the tag clouds
of the diagnosis codes in each cluster. As anticipated the clusters are qualitatively
different in terms of disease differentiation within diabetes: diabetes with heart
disease, with cancer, with dialysis. Type 1 and 2 are clearly differentiated.

5 Conclusion

We have demonstrated a novel application of the sparse subspace clustering the-
ory in solving the clustering problem of health care data. Our novel contributions
includes special construction of the weighting matrices to obtain better sparse so-
lution and the efficient algorithm to solve the formulation with affine constraints.
To evaluate realistic health care data where no ground-truth is available, we have
also suggested a novel evaluation method of clustering results. Compared with
competitive alternatives in the literature, our proposed method achieve much
better F and RI scores, and discovers meaningful patients subgroups.
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Abstract. Most of the existing clustering approaches are applicable to
purely numerical or categorical data only, but not both. In general, it is
a nontrivial task to perform clustering on mixed data composed of nu-
merical and categorical attributes because there exists an awkward gap
between the similarity metrics for categorical and numerical data. This
paper therefore presents a general clustering framework based on the
concept of object-cluster similarity and gives a unified similarity met-
ric which can be simply applied to the data with categorical, numeri-
cal, or mixed attributes. Accordingly, an iterative clustering algorithm
is developed, whose efficacy is experimentally demonstrated on different
benchmark data sets.

1 Introduction

To discover the natural group structure of objects represented in numerical or
categorical attributes [1], clustering analysis has been widely applied to a va-
riety of scientific areas. Traditionally, clustering analysis mostly concentrates
on purely numerical data only. The typical clustering algorithms include the
k-means [2] and EM algorithm [3]. Since the objective functions of these two
algorithms are both numerically defined, they are not essentially applicable to
the data sets with categorical attributes. Under the circumstances, a straight-
forward way to overcome this problem is to transform the categorical values
into numerical ones, e.g. the binary strings, and then apply the aforementioned
numerical-value based clustering methods. Nevertheless, such a method has ig-
nored the similarity information embedded in the categorical values and cannot
faithfully reveal the similarity structure of the data sets [4]. Hence, it is desirable
to solve this problem by finding a unified similarity metric for categorical and
numerical attributes such that the metric gap between numerical and categori-
cal data can be eliminated. Subsequently, a general clustering algorithm which
is applicable to various data types can be presented based on this unified metric.

In this paper, we will propose a unified clustering approach for both categorical
and numeric data sets. Firstly, we present a general clustering framework based
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on the concept of object-cluster similarity. Then, a new metric for both of numer-
ical and categorical attributes is proposed. Under this metric, the object-cluster
similarity for either categorical or numerical attributes has a uniform criterion.
Hence, transformation and parameter adjustment between categorical and nu-
merical values in data clustering are circumvented. Subsequently, analogous to
the framework of k-means, an iterative algorithm is introduced to implement the
data clustering. This algorithm conducts an efficient clustering analysis without
manually adjusting parameters and is applicable to the three types of data: nu-
merical, categorical, or mixed data, i.e. the data with both of numerical and
categorical attributes. Empirical studies have shown the promising results.

2 Related Works

Roughly, the existing clustering approaches dealing with data sets which con-
tain categorical attributes can be summarized into the four categories [5]. The
first category of the methods is based on the perspective of similarity. For ex-
ample, based on Goodall similarity metric [6] that assigns a greater weight to
uncommon feature value matching in similarity computations without assuming
the underlying distributions of the feature values, paper [7] presents the Sim-
ilarity Based Agglomerative Clustering (SBAC) algorithm. This method has a
good capability of dealing with the mixed numeric and categorical attributes,
but its computation is quite laborious. Beside the similarity concepts, the sec-
ond category is based on graph partitioning. A typical example is the CLICKS
algorithm [8], which mines subspace clusters for categorical data sets. This novel
method encodes a data set into a weighted graph structure, where each weighted
vertex stands for an attribute value and two nodes are connected if there is a
sample in which the corresponding attribute values co-occur. It is experimen-
tally demonstrated that CLICKS outperforms ROCK algorithm [9] and scales
better for high-dimensional data sets. However, this algorithm is not applicable
to data mixed with categorical and numerical attributes and its performance
also depends upon a set of parameters whose tuning is quite difficult from the
practical viewpoint. The third category is entropy-based methods. For example,
the COOLCAT algorithm [10] utilizes the information entropy to measure the
closeness between objects and presents a scheme to find a clustering structure
via minimizing the expected entropy of clusters. The performance of this al-
gorithm is stable for different data sizes and parameter settings. Nevertheless,
this method can only be applied to purely categorical data and cannot handle
numerical attributes. The last category of approaches attempts to give a dis-
tance metric between categorical values so that the distance-based clustering
algorithms (e.g. the k-means) can be directly adopted. Along this line, the most
cost-effective one may be the k-prototype algorithm proposed by Huang [11]. In
this method, the distance between two categorical values is defined as 0 if they
are the same, and 1 otherwise while the distance between numerical values is
quantified with Euclidean distance. Subsequently, the k-means paradigm is uti-
lized for clustering. However, since different metrics are adopted for numerical
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and categorical attributes, a user-defined parameter is utilized to control the
proportions of numerical distance and categorical distance. Nevertheless, vari-
ous settings of this parameter will lead to a totally different clustering result.
A simplified version of k-prototype algorithm namely k-modes [12, 13], which is
applicable for purely categorical data clustering, has also been widely utilized
due to its satisfactory efficiency, and different improvement strategies have been
explored on this method [14–16].

3 Object-Cluster Similarity Metric

The general task of clustering is to classify the given objects into several clusters
such that the similarities between objects in the same group are high while the
similarities between objects in different groups are low [17]. Therefore, clustering
a set of N objects, {x1,x2, . . . ,xN}, into k different clusters, denoted as C1, C2,
. . ., Ck, can be formulated to find the optimal Q∗ via the following objective
function:

Q∗ = argmax
Q
F (Q) = argmax

Q
[

k∑
j=1

N∑
i=1

qijs(xi, Cj)] (1)

where s(xi, Cj) is the similarity between object xi and Cluster Cj , and Q = (qij)
is an N × k partition matrix satisfying

k∑
j=1

qij = 1, and 0 <

N∑
i=1

qij < N, (2)

with
qij ∈ [0, 1], i = 1, 2, . . . , N, j = 1, 2, . . . , k. (3)

Evidently, the desired clusters can be obtained by (1) as long as the metric of
object-cluster similarity is determined. In the following sub-sections, we shall
therefore study the similarity metric.

3.1 Similarity Metric for Mixed Data

This sub-section will study the object-cluster similarity metric for mixed data.
Suppose the mixed data xi with d different attributes consists of dc categorical at-
tributes and du numerical attributes, i.e. dc+du = d. xi can be therefore denoted
as [xc

i
T ,xu

i
T ]T with xc

i = (xci1, x
c
i2, . . . , x

c
idc

)T and xu
i = (xui1, x

u
i2, . . . , x

u
idu

)T .
Then, we have xuir (r = 1, 2, . . . , du) belonging to R and xcir (r = 1, 2, . . . , dc)
belonging to dom(Ar), where {A1, A2, . . . , Adc} are the dc categorical attributes
and dom(Ar) contains all possible values that can be chosen by attribute Ar . For
categorical attributes, the value domains are finite and unordered, dom(Ar) with
mr elements can be therefore represented with dom(Ar) = {ar1, ar2, . . . , armr}.

Firstly, we focus on the difference between categorical attributes and numeri-
cal attributes. For categorical attributes, each attribute can usually represent an
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important feature of the given object. Therefore, when we conduct classification
or clustering analysis, we often investigate the categorical attributes one by one
such as Decision Tree method. By contrast, the numerical attributes are often
treated as a vector and handled together in clustering analysis. Based on these
observations, for the mixed data xi, the du numerical attributes can be treated
as a whole but the dc categorical attributes should be investigated individually.
Let the object-cluster similarity between xi and cluster Cj , denoted as s(xi, Cj),
be the average of the similarity calculated based on each attribute, we will have

s(xi, Cj) =
1

d
s(xci1, Cj) +

1

d
s(xci2, Cj) + ...+

1

d
s(xcidc

, Cj) +
du
d
s(xu

i , Cj)

=
1

d

dc∑
r=1

s(xcir , Cj) +
du
d
s(xu

i , Cj). (4)

That is, the similarity between each numerical attribute and the cluster Cj is
replaced with the similarity between the cluster and the whole numerical vector
xu
i . Moreover, if we denote the similarity between xc

i and Cj as s(x
c
i , Cj), we can

get

s(xc
i , Cj) =

1

dc

dc∑
r=1

s(xcir , Cj) =

dc∑
r=1

1

dc
s(xcir , Cj). (5)

Then, (4) can be further rewritten as

s(xi, Cj) =
dc
d

dc∑
r=1

1

dc
s(xcir , Cj)+

du
d
s(xu

i , Cj) =
dc
d
s(xc

i , Cj)+
du
d
s(xu

i , Cj), (6)

where s(xc
i , Cj) is actually the similarity on categorical attributes and s(xu

i , Cj)
is the similarity on numerical attributes. Subsequently, the object-cluster simi-
larity metric can be obtained based on the definitions of s(xc

i , Cj) and s(x
u
i , Cj).

Similarity Metric for Categorical Attributes. In (5), we have assumed
that each categorical attribute has the same contribution to the calculation of
similarity on categorical part. However, from the practical viewpoint, due to the
different distributions of attribute values, categorical attributes each often have
unequal importance for clustering analysis. In light of this characteristic, (5)
should be further modified with

s(xc
i , Cj) =

dc∑
r=1

wrs(x
c
ir , Cj), (7)

where wr is the weight of categorical attribute Ar satisfying 0 ≤ wr ≤ 1 and
dc∑
r=1
wr = 1. That is, the object-cluster similarity for categorical part is the

weighted summation of the similarity between the cluster and each attribute
value. Weight factor wr describes the importance of each categorical attribute
and is utilized to control the contribution of attribute-cluster similarity to object-
cluster similarity.
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Definition 1. The similarity between a categorical attribute value xcir and clus-
ter Cj, i ∈ {1, 2, . . . , N}, r ∈ {1, 2, . . . , dc}, j ∈ {1, 2, . . . , k}, is defined as:

s(xcir , Cj) =
σAr=xc

ir
(Cj)

σAr �=NULL(Cj)
, (8)

where NULL refers to empty, and σAr=xc
ir
(Cj) counts the number of objects (also

called instances hereinafter) that have the value xcir for attribute Ar in cluster
Cj.

From Definition 1, we can find that this metric of attribute-cluster similarity
has the following properties:

(1) 0 ≤ s(xcir , Cj) ≤ 1;
(2) s(xcir , Cj) = 1 only if all the instances belonging to cluster Cj have the value

xcir for attribute Ar, and s(x
c
ir , Cj) = 0 only if no instance belonging to

cluster Cj has the value xcir for attribute Ar.

According to (7) and (8), the object-cluster similarity for categorical part can
be therefore calculated by

s(xc
i , Cj) =

dc∑
r=1

wrs(x
c
ir , Cj) =

dc∑
r=1

wr

σAr=xc
ir
(Cj)

σAr �=NULL(Cj)
, (9)

where i ∈ {1, 2, . . . , N}, and j ∈ {1, 2, . . . , k}.

Remark 1. Since 0 ≤ s(xcir , Cj) ≤ 1 and
dc∑
r=1
wr = 1, we have:

s(xc
i , Cj) =

dc∑
r=1

wrs(x
c
ir , Cj) ≥

dc∑
r=1

(wr · 0) = 0,

and

s(xc
i , Cj) =

dc∑
r=1

wrs(x
c
ir , Cj) ≤

dc∑
r=1

(wr · 1) =
dc∑
r=1

wr = 1.

That is, for any i ∈ {1, 2, . . . , N} and j ∈ {1, 2, . . . , k}, the value of s(xc
i , Cj)

will fall into the interval [0, 1].

Next, we discuss how to estimate the importance of each categorical attribute.
From the view point of information theory, the significance of an attribute can
be regarded as the inhomogeneity degree of the data set with respect to this
attribute. Furthermore, it is described in [18] that if the information content of an
attribute is high, the inhomogeneity of the data set is also high for this attribute.
Hence, the importance of any categorical attribute Ar (r ∈ {1, 2, . . . , dc}) can
be calculated by

HAr = −
mr∑
t=1

p(art) log p(art) (10)
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with

p(art) =
σAr=art(X)

σAr �=NULL(X)
, (11)

where art ∈ dom(Ar), p(art) is the probability of attribute value art, mr is
the total number of values that can be chosen by Ar and X is the whole data
set. Furthermore, according to (10), the more different values an attribute has,
the higher its significance is. However, in practice, an attribute with too many
different values may have little contribution to clustering. For example, the ID
number of instances is unique for each instance, but this information is useless
for clustering analysis. Hence, (10) can be further modified with

HAr = − 1

mr

mr∑
t=1

p(art) log p(art). (12)

That is, the importance of an attribute is quantified by its average entropy over
each attribute value. The weight of each attribute is then computed as

wr =
HAr

dc∑
t=1
HAt

, r = 1, 2, . . . , dc. (13)

Subsequently, the object-cluster similarity on categorical part can be given by

s(xc
i , Cj) =

dc∑
r=1

⎛⎜⎜⎜⎝ HAr

dc∑
t=1
HAt

·
σAr=xc

ir
(Cj)

σAr �=NULL(Cj)

⎞⎟⎟⎟⎠. (14)

In practice, for an attribute Ar, if all the instances to be classified have the
same value a, it can be obtained from (12) and (11) that the importance of this
attribute will be 0 as p(a) = 1 and log(1) = 0. Then, the corresponding attribute
weight will also be zero and this attribute will have no contribution to the whole
clustering learning.

Similarity Metric for Numerical Attributes. Since the distance between
each vector xu

i can be numerically calculated, the similarity metric for numerical
attributes can be defined based on the measure of distance. According to [19]
and [20], it is a universal law that the distance and perceived similarity between
numerical vectors are related via an exponential function as follows:

s(xA,xB) = exp(−Dis(xA,xB)), (15)

where Dis stands for a distance measure. Moreover, it can be observed that the
magnitudes of distances between instances from variant data sets may have a
significant difference in practice. To avoid the potential influence of this scenario,
we can further use proportional distance instead of absolute distance to estimate
the similarity between numerical vectors.
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Definition 2. The object-cluster similarity between numerical vector xu
i and

cluster Cj , i ∈ {1, 2, . . . , N}, j ∈ {1, 2, . . . , k}, is given by

s(xu
i , Cj) = exp

⎛⎜⎜⎝− Dis(xu
i , cj)

k∑
t=1
Dis(xu

i , ct)

⎞⎟⎟⎠ , (16)

where cj is the center of all numerical vectors in cluster Cj .

It can be seen from Definition 2 that the values of this similarity metric also
fall into the interval [0, 1]. In practice, different distance metrics can be utilized
to calculate Dis(xu

i , cj). For example, if the Minkowski distance is adopted, we
shall have:

Dis(xu
i , cj) =

(
du∑
r=1

|xuir − cjr |p
)1/p

, (17)

where p > 0 is a constant which characterizes the distance function. A typically
special case of (17) is the Euclidean distance with p = 2.

Finally, according to (6), (14), and (16), the object-cluster similarity metric
for mixed data is defined as

s(xi, Cj) =
dc
d

dc∑
r=1

⎛⎜⎜⎜⎝ HAr

dc∑
t=1
HAt

·
σAr=xc

ir
(Cj)

σAr �=NULL(Cj)

⎞⎟⎟⎟⎠+
du
d

exp

⎛⎜⎜⎝− Dis(xu
i , cj)

k∑
t=1
Dis(xu

i , ct)

⎞⎟⎟⎠ ,
(18)

where i = 1, 2, . . . , N , j = 1, 2, . . . , k. It can be seen that the defined similarities
for categorical and numerical attributes in (18) are in the same scale. Hence,
unlike k-prototype method, there is no need any more to manually adjust the
parameter to control the proportions of numerical and categorical distances for
different data sets.

4 Iterative Clustering Algorithm

This paper concentrates on hard partition only, i.e., qij ∈ {0, 1}, although it can
be easily extended to the soft partition in terms of posterior probability. Under
the circumstances, given a set of N objects, the optimal Q∗ = {q∗ij} in (1) can
be given by

q∗ij =

{
1, if s(xi, Cj) ≥ s(xi, Cr), 1 ≤ r ≤ k,
0, otherwise.

(19)

Therefore, similar to the learning procedure of k-means, an iterative algorithm,
denoted as OCIL, can be conducted to implement the clustering analysis as
shown in Algorithm 1.

The first step in OCIL algorithm, i.e. Step 1, is a procedure for the calcu-
lation of object-cluster similarity. Thus, we can find that the iterative steps of
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Algorithm 1 Iterative clustering learning based on object-cluster similarity
metric (OCIL)

Require: data set X = {x1,x2, . . . ,xN}, number of clusters k
Ensure: cluster label Y = {y1, y2, . . . , yN}
1: Calculate the importance of each categorical attribute according to (12), if appli-

cable
2: Set Y = {0, 0, . . . , 0} and randomly select k initial objects, one for each cluster
3: repeat
4: Initialize noChange = true
5: for i = 1 to N do
6: y

(new)
i = arg max

j∈{1,...,k}
[s(xi, Cj)]

7: if y
(new)
i 
= y

(old)
i then

8: noChange = false
9: Update the information of clusters C

y
(new)
i

and C
y
(old)
i

, including the fre-

quency of each categorical value and the centroid of numerical vectors
10: end if
11: end for
12: until noChange is true
13: return Y

OCIL algorithm is the same as the k-means algorithm and the only difference is
the measurement of similarity between object and clusters. Therefore, the effec-
tiveness of the proposed similarity metric can be easily evaluated by comparing
OCIL with other similar algorithms, such as k-means and k-prototype. Next,
we further give the time complexity analysis of OCIL algorithm. It can be ob-
served that the computation cost of Step 1 is O(mNdc), where m is the average
number of different values that can be chosen by each categorical attribute. For
each iteration, the cost of the “for” statement is O(mNkdc + Nkdu). Hence,
the total time cost of this algorithm is O(t(mNkdc + Nkdu)), where t stands
for the number of iterations. From the practical viewpoint, k, m and t can be
regarded as a constant in most cases. Therefore, the time complexity of this
algorithm approaches to O(dN). Hence, the proposed algorithm is efficient for
data clustering, particularly for a large data set.

5 Experiments

This section is to investigate the effectiveness of the proposed approach to data
clustering. We applied it to various categorical and mixed data sets obtained from
UCI Machine Learning Data Repository1 and compared its performance with the
existing counterparts. Since the proposed method on numerical data degenerates
to the k-means algorithm, the effectiveness of OCIL algorithm on numerical
data set is transparent. Hence, there is no need to investigate it any more. Each
algorithm was coded with MATLAB and all experiments were implemented by

1 See http://archive.ics.uci.edu/ml/

http://archive.ics.uci.edu/ml/
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a desktop PC computer with Intel(R) Core(TM)2 Quad CPU, 2.40 GHz main
frequency, and 4GB DDR2 667 RAM.

Moreover, in our experiments, the clustering accuracy [21] for measuring the
clustering performance was estimated by

ACC =

∑N
i=1 δ(ci,map(ri))

N
,

where N is the number of instances in the data set, ci stands for the provided
label, map(ri) is a mapping function which maps the obtained cluster label ri to
the equivalent label from the data corpus by using the Kuhn-Munkres algorithm,
and the delta function δ(ci,map(ri)) = 1 only if ci = map(ri), otherwise 0.
Correspondingly, the clustering error rate is computed as e = 1−ACC.

5.1 Performance on Mixed Data Sets

In the following experiments, we will investigate the performance of the proposed
algorithm on real data sets in comparison with the existing counterparts. Firstly,
experiments were conducted on mixed data and the information of selected data
sets is shown in Table 1. The performance of the proposed method has been
compared with the k-prototype algorithm [11] and k-means algorithm, whose
time complexity are also O(Nd). In k-prototype method, the distance regulation
parameter γ was set at 0.5σ [11], where σ is the average standard deviation
of numerical attributes. When utilizing k-means, the categorical values were
transformed into integers in our experiments. Moreover, the Euclidean distance
has been adopted as the distance metric of numerical vectors for consistency.
Each algorithm has been run 100 times on each data set and the clustering
results are summarized in Table 2.

Table 1. Statistics of mixed data sets

Data set Instance Attribute (dc + du) Class

Statlog Heart 270 7 + 6 2
Heart Disease 303 7 + 6 2
Credit Approval 653 9 + 6 2
German Credit 1000 13 + 7 2
Dermatology 366 33 + 1 6
Adult 30162 8 + 6 2

It can be seen that, both with random initializations, the proposed algorithm
OCIL has an obvious superiority in terms of clustering accuracy over the k-
prototype and k-means methods. This result shows that, in comparison with
numerically representing the distance between categorical values, the proposed
similarity metric in this paper is a more reasonable measurement for clustering
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Table 2. Clustering errors of OCIL on mixed data sets in comparison with k-prototype
and k-means

Data set K-means K-prototype OCIL

Statlog 0.4047±0.0071 0.2306±0.0821 0.1716±0.0065
Heart 0.4224±0.0131 0.2280±0.0903 0.1644±0.0030
Credit 0.4487±0.0016 0.2619±0.0976 0.2519±0.0966
German 0.3290±0.0014 0.3289±0.0006 0.3057±0.0007
Dermatology 0.7006±0.0216 0.6903±0.0255 0.3051±0.0896
Adult 0.3869±0.0067 0.3855±0.0143 0.3079±0.0305

Table 3. Comparison of average convergent time and iterations between k-prototype
and OCIL

Data set
Time Iterations

K-prototype OCIL K-prototype OCIL

Statlog 0.0519s 0.0516s 3.09 3.07
Heart 0.0639s 0.0576s 3.54 3.02
Credit 0.1323s 0.1625s 3.18 4.26
German 0.2999s 0.2023s 5.29 3.15
Dermatol 0.3674s 0.1888s 7.27 4.32
Adult 15.2795s 9.6774s 10.93 6.78

Table 4. Statistics of categorical data sets

Data set Instance Attribute Class

Soybean 47 35 4
Breast 699 9 2
Vote 435 16 2
Zoo 101 16 7

Table 5. Comparison of clustering errors on categorical data sets

Data set H’s k-modes N’s k-modes OCIL

Soybean 0.1691±0.1521 0.0964±0.1404 0.1017±0.1380
Breast 0.1655±0.1528 0.1356±0.0016 0.0934±0.0009
Vote 0.1387±0.0066 0.1345±0.0031 0.1213±0.0010
Zoo 0.2873±0.1083 0.2730±0.0818 0.2681±0.0906

analysis on mixed data. Moreover, comparing the average running time of OCIL
and k-prototype algorithms listed in Table 3, we can find that, although OCIL
needs additional time to calculate the weight of each categorical attribute, its
total running time is no more than k-prototype’s one. A plausible reason can
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be found from Table 3 is that the convergence speed of OCIL is usually faster
than k-prototype in most cases we have tried so far. Therefore, the proposed
similarity metric is efficient for mixed data clustering.

5.2 Performance on Categorical Data Sets

We further investigated the performance of the proposed algorithm on purely
categorical data. The information of four different benchmark data sets we uti-
lized has been summarized in Table 4. To conduct comparative studies, we have
also implemented the other two existing categorical data clustering algorithms:
original k-modes (H’s k-modes) [12] and k-modes with Ng’s dissimilarity met-
ric (N’s k-modes) [16]. In this experiment, each algorithm was conducted with
random initializations. Table 5 lists the average value and standard deviation in
error obtained by OCIL and the other two algorithms, respectively. It can be
seen that the proposed clustering method has competitive advantage in terms of
clustering accuracy and robustness compared with the other two methods.

6 Conclusion

In this paper, we have proposed a general clustering framework based on object-
cluster similarity, through which a unified similarity metric for both categorical
and numerical attributes has been presented. Under this new metric, the object-
cluster similarity for categorical and numerical attributes are with the same scale,
which is beneficial to clustering analysis on various data types. Subsequently,
analogous to k-means method, an iterative algorithm has been introduced to
implement the data clustering. The advantages of the proposed method have
been experimentally demonstrated in comparison with the existing counterparts.
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Abstract. The Infinite Relational Model (IRM) introduced by Kemp
et al. (Proc. AAAI2006) is one of the well-known probabilistic generative
models for the co-clustering of relational data. The IRM describes the
relationship among objects based on a stochastic block structure with
infinitely many clusters. Although the IRM is flexible enough to learn
a hidden structure with an unknown number of clusters, it sometimes
fails to detect the structure if there is a large amount of noise or outliers.
To overcome this problem, in this paper we propose an extension of the
IRM by introducing a subset mechanism that selects a part of the data
according to the interaction among objects. We also present posterior
probabilities for running collapsed Gibbs sampling to learn the model
from the given data. Finally, we ran experiments on synthetic and real-
world datasets, and we showed that the proposed model is superior to
the IRM in an environment with noise.

Keywords: relational data, co-clustering, generative model, subset se-
lection.

1 Introduction

A relational data amongm objects and n objects is a bipartite network on a set of
m vertices and another set of n vertices, which describes the relationships among
objects in social, physical, and other phenomena. Equivalently, a relational data
is represented by a matrix with m rows and n columns. For example, POS data
is a relational data between customers and items, and a friend list of a social
network service (SNS) such as the Facebook is a relational data among users.

With the emergence of such large amounts of relational data, there has been
an increase in the interest in methods that can efficiently discover hidden interac-
tion patterns among objects from given relational data. For example, enterprises
involved in e-commerce and SNS might want to know about the following rela-
tionships:

– Which type of items does a customer purchase using e-commerce?
– Which other users are in a relationship with a SNS user?
– To which user does another user re-tweet when communicating on Twitter?

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 147–159, 2013.
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Clustering methods are among the most effective approaches to obtain answers to
such questions, and several methods have been proposed so far [5,3,4,16]. The Infi-
nite Relational Model (IRM) [11] is a well-known and important generative model
that represents processes for generating relational data. Co-clustering based on
the model can produce a proper set of clusters that summarizes the relationships
among objects. Moreover, the number of clusters is automatically estimated from
the input data, even when the cluster structure and its size are unknown.

However, the IRM might fail to detect unknown structures when the data
has a large amount of noise or the model can describe only a part of the data.
Owing to the use of infinite clustering based on the Dirichlet Process (DP) [6],
the IRM works to some extent, but it finds many small clusters to adapt itself
to contradicting data. In fact, the problem of the co-clustering of real-world
datasets is often difficult, because the data are noisy or sparse. For example, a
spam blog that leaves comments randomly on other blogs has too many links.
Such a noisy blog makes it difficult to analyze the relationship among blogs.
Moreover, an inactive blog, which the author is not eager to write, has very few
links. Such an insignificant blog also becomes an obstacle in finding important
clusters. As we show later in Section 5, co-clustering with the IRM on such
ill-formed data finds ineffective clusters.

To handle these ill-formed data, we incorporated a subset selection mechanism
into the IRM and proposed a new relational model. In our model, the relevance of
each object is parameterized by an individual Bernoulli parameter. The relevance
indicates the degree of confidence with which an object forms informative relations
coming from the latent cluster structure. For example, for POS data, an active
customer tends to generate relevant relations with many items, as done by a well-
known item as well. Their relevance becomes comparatively high in our model.
Then, either a relevant relation or an irrelevant relation is generated stochastically
for pair-wise objects according to the interaction of their relevance parameters.

Our contributions in this paper are summarized as follows:

– We proposed a new generative model, which is an extension of the IRM
and incorporates a subset selection mechanism, whereby a subset of the
relational data is determined by the interaction of the objects’ relevances.
By estimating the relevance of each object from the data, we diminished the
effect of the irrelevant relations and performed co-clustering accurately.

– We derived posterior probabilities for running the Collapsed Gibbs Sampling
[12] in order to infer the parameters of the model.

– We performed experiments on synthetic and real-world datasets. The experi-
mental results for the synthetic datasets showed that our model significantly
improved the performance of co-clustering compared with the IRM. For the
real-world datasets, our model could successfully find major categories as
clusters from the datasets. An estimated relevance of object can be viewed
as the popularity or representativeness of the object within a cluster.

Therefore, the proposed method is effective in analyzing noisy relational data.
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1.1 Related Works

Hoff et al. [8] discussed an ill-formed problem with clustering vector data. They
introduced a background distribution that describes irrelevant elements within
the vector data, so that their model can find cluster robustly against noise based
on a relevant subset of the data.

Ishiguro et al. [10] extended the IRM with a similar idea. They introduced
switch variables to indicate whether an object is relevant for cluster analysis, or
is an irrelevant troublesome one. In their model, only relationships among rele-
vant objects are analyzed. That is, their model is an object-wise subset model.
However, in some cases, it would not be preferable to select subset of objects
for clustering target. For example, when we utilize co-clustering results for rec-
ommendation, we want to suggest the nearest cluster for any object. In our new
model, the clustering target is selected in a relation-wise manner.

2 Relational Data and the Infinite Relational Model

In this section, we first define the relational data discussed in this paper. Then,
we discuss the IRM, a generative model for co-clustering relational data.

Let T 1 = {O1
i }N

1

i=1 and T 2 = {O2
j }N

2

j=1 be the sets of objects. We define the

relational data between T 1 and T 2 as R : T 1×T 2 → {0, 1}. If R(i, j) = 1(0), we
say that there is a link (non-link) between O1

i and O2
j

1. For a purchase dataset,

T 1 and T 2 are the sets of customers and items, respectively. We can represent
customer i’s purchase of item j by R(i, j) = 1, while R(i, j) = 0 indicates that
customer i have not bought item j. The co-clustering problem on relational data
is to estimate cluster assignments z1 = {z1i }N

1

i=1 ∈ C1 and z2 = {z2j }N
2

j=1 ∈ C2

based on given data R, where C1 = {1, 2, · · · ,K} and C2 = {1, 2, · · · , L} are
the sets of cluster indices for T 1 and T 2, respectively.

The IRM proposed by Kemp et al. [11] is a generative model for relational
data that can co-cluster objects based on the similarities of the relationships
among the objects. In the IRM, the Dirichlet Process (DP) [6] is used as a prior
distribution for the number of clusters. The DP is a nonparametric stochastic
process that can be viewed as an infinite-dimensional Dirichlet distribution, and
can generate any-dimensional multinomial distributions. Therefore, the IRM can
adaptively estimate the number of clusters for the observed data. The generative
model of the IRM is described as follows:

z1i | γ1 ∼ CRP(γ1), z2j | γ2 ∼ CRP(γ2), (1)

η(k, l) |β ∼ Beta(β, β), (2)

R(i, j) | η(z1i , z2j ) ∼ Bernoulli(η(z1i , z
2
j )), (3)

1 We focus on a 2-type (T 1 × T 2) binary relationship in this paper, although
several variations of relationships can be considered straightforwardly, such as
discrete/continuous-valued relations and multi-type relations represented by a tensor.
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(a) IRM
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N2
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Fig. 1. Graphical representations of the generative models. Circle nodes denote vari-
ables, square nodes denote constants, shaded nodes denote observations, and round-
edged squares indicate the dimensions of variables.

where CRP(·) is the Chinese Restaurant Process (CRP) [2], which is one of the
well-known constructive algorithms of DP; Beta(·, ·) is the beta distribution; and
Bernoulli(·) is the Bernoulli distribution, respectively. Figure 1a shows the IRM
graphically.

We will briefly review the above process. First, the cluster assignments z1i
and z2j are given by CRPs (Eq. (1)), where γ1 and γ2 are the concentration
parameters of the DP that controls the number of clusters to be generated. We
denote the cluster assignments for all objects other than object i as z1

−i. When
z1
−i is given, the conditional probability P (z1i = k∗ | z1

−i, γ
1) that z1i is assigned

to the cluster k∗ by CRP is given as follows:

P (z1i = k∗ | z1
−i, γ

1) ∝
{
m1

−i,k∗ (if m1
−i,k∗ > 0),

γ1 (if k∗ is new cluster),
(4)

where m1
−i,k∗ is the number of objects other than object i that are assigned to

the cluster k∗. As Eq. (4) shows, the assignment z1i basically depends on the
probability proportional to the number m1

−i,k∗ of objects that belong to each

cluster. However, new clusters are generated at the rate γ1. Assume that K ×L
clusters (C1 = {1, 2, · · · ,K} and C2 = {1, 2, · · · , L}) have been generated for
T 1 × T 2. Then, from Eq. (2), a Bernoulli parameter η(k, l) is given according to
the beta prior for each pair of clusters C1 ×C2. The parameter η(k, l) indicates
the intensity of the relationship between an object in the cluster k and an object
in the cluster l. Finally, the relation R(i, j) is generated from the corresponding
Bernoulli trial (Eq. (3)).

3 The Relevance-Dependent Infinite Relational Model

In this section, we present our new model, called the Relevance-Dependent Infi-
nite Relational Model (rdIRM).

In real-world relationships, whether each relation is intentionally generated
depends on the objects related to the relation. In the case of a purchase, a
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customer who knows about a large number of items will have a certain opinion
about whether he needs these items. As a result, this customer will generate
very important relations that are relevant to decide his cluster assignment. In
contrast, a customer who knows only about a few items will have vague opinions.
Thus, relations that are generated by this customer would be irrelevant. That
is, such an irrelevant relation should not affect the co-clustering. For the items,
it is reasonable to consider that similar properties exist in terms of popularity.

To model the above situation, for each object O1
i and O2

j , we introduce rele-

vance parameters ρ1i , ρ
2
j ∈ [0, 1] that indicate the degree of confidence to generate

the relevant relations. Then, we consider a generative mechanism in which each
relation R(i, j) between objects is generated from a mixture of the distribution
inherent in a cluster η(k, l) (foreground distribution) and the distribution com-
mon to the entire data η0 (background distribution). We can construct such a
mechanism as follows:

r1i→j ∼ Bernoulli(ρ1i ), r2j→i ∼ Bernoulli(ρ2j),
ri,j = f(r

1
i→j , r

2
j→i), ηi,j = ri,j × η(z1i , z2j ) + (1− ri,j)× η0,

where f(·, ·) is an arbitrary Boolean function that returns 1 or 0. The above
mechanism enables us to embed a relevance-dependent subset selection into the
relational model: only the informative (relevant) relations are generated from the
foreground distribution η(k, l), and the background distribution η0 describes the
non-informative (irrelevant) part of the relational data. For example, when f is a
logical sum, it corresponds to that we make the mixture rate as 1−(1−ρ1i )(1−ρ2j).
When f is a logical product, the mixture rate becomes ρ1i ×ρ2j . The other logical
functions work similarly.

To summarize, the generative process for the rdIRM is defined as follows:

z1i | γ1 ∼ CRP(γ1), z2j | γ2 ∼ CRP(γ2), (5)

η(k, l) |β ∼ Beta(β, β), η0 |β0 ∼ Beta(β0, β0), (6)

ρ1i |β1 ∼ Beta(β1, β1), ρ2j |β2 ∼ Beta(β2, β2), (7)

r1i→j | ρ1i ∼ Bernoulli(ρ1i ), r2j→i | ρ2j ∼ Bernoulli(ρ2j), (8)

ri,j = f(r
1
i→j , r

2
j→i), ηi,j = ri,j × η(z1i , z2j ) + (1 − ri,j)× η0, (9)

R(i, j) | ηi,j ∼ Bernoulli(ηi,j). (10)

Figure. 1b graphically represents this model.
Now, we will briefly explain the rdIRM process. First, the cluster assignments

z1 and z2 are given as in the original IRM, (Eq. (5)). Second, the foreground
distribution η(k, l) and the background distribution η0 are independently given
from a beta prior (Eq. (6)). Third, the relevances ρ1i and ρ2j for O1

i and O2
j ,

respectively, are given from beta priors (Eq. (7)). Fourth, the two switches r1i→j

and r2j→i are given by a Bernoulli trial with corresponding relevances (Eq. (8)).

Fifth, either the foreground η(k, l) or the background η0 is selected by the in-
teraction of r1i→j and r2j→i via logical function f (Eq. (9)). Finally, the relation
R(i, j) is generated from the selected probability (Eq. (10)).
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The difference between our rdIRM and the original IRM is that we modeled a
generative process of noisy relationships by introducing objects’ relevances and
their interaction mechanism. That is, our rdIRM can co-cluster relational data
based on a subset of relations that are relevant to underlying cluster structures.

When f is a logical sum, a relevant relation can be generated when at least
one of the related objects O1

i or O2
j has high relevance. This models situations in

which the relevant relationship between objects can be generated by a one-sided
request, such as sending an e-mail or following a hyperlink on the Internet. When
f is a logical product, the relevant relation is generated only when the objects
cooperate with each other. This models situations in which an object that wants
to have a relevant relation with another can be constrained from doing so. Of
course, we can employ other logical functions for other interaction models.

4 Inference

We use the Collapsed Gibbs Sampler [12] to infer the parameters of the rdIRM2.
Given ri,j , the relational data R are separated into a foreground part and a
background part; thus, the relevances ρ1i , ρ

2
j and the link probabilities η(k, l), η0

can be integrated out. Therefore, the inference of the rdIRM is performed by
sampling the assignments z1, z2 and the switches r1, r2 one after the other. In
this section, we only show the derived posteriors for running the Gibbs sampling
below, because of the space limitation.

4.1 Sampling Cluster Assignments z1, z2

Because z2j can be sampled in the same way as z1i , we concentrate on z
1
i . We can

assume that the switch variables r (r1 and r2) have already been given before
taking a sample of z1i , so that the cluster assignments are influenced only by
the foreground part of the observations. Therefore, the conditional posterior for
z1i = k∗ is derived as follows:

P (z1i = k∗ | z1−i, z
2 , r,R, β, γ1) ∝

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

m1
−i,k∗

∏
l∈C2

B(m+i
r (k∗,l)+β,m+i

r (k∗,l)+β)

B(m
−i
r (k∗,l)+β,m

−i
r (k∗,l)+β)

(if m1
−i,k∗ > 0),

γ1
∏

l∈C2

B(m+i
r (k∗,l)+β,m+i

r (k∗,l)+β)

B(β,β)
(if m1

−i,k∗ = 0),

(11)

Here, we use B(·, ·) to denote the beta function. Symbols mr (mr) denote the
numbers of links (non-links) in the foreground part of the observation, and are
computed as follows:

m+i
r (k∗, l) =

∑∑
s∈T1,j∈T2:

z1s=k∗(z1i :=k∗),
z2j=l

(R(s, j) × ri,j) , m+i
r (k∗, l) =

∑∑
s∈T1,j∈T2:

z1s=k∗(z1i :=k∗),
z2j=l

((1−R(s, j)) × ri,j) ,

m−i
r (k∗, l) =

∑∑
s∈T1,j∈T2:

z1s=k∗(s�=i),

z2j=l

(R(s, j)× ri,j) , m−i
r (k∗, l) =

∑∑
s∈T1,j∈T2:

z1s=k∗(s�=i),

z2j=l

((1−R(s, j))× ri,j) .

2 Approximative approaches such as variational inference [7] are preferable for han-
dling large scale data. However, for the sake of accuracy, we used a sampling approach
in this paper.
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Note that if ri,j = 1 for all (i, j), Eq. (11) is equivalent to the original IRM’s
sampler.

4.2 Sampling Switch Variables r1
i→j, r

2
j→i

As the sampling of r2j→i is done in the same way as the sampling of r1i→j , we

concentrate on r1i→j . Given z1 and z2, we have a finite number K×L of clusters.

Thus, the conditional posterior for r1i→j is derived as follows:

P (r1i→j |z1,z2, r1
−(i→j), r

2,R, β, β0, β1)

∝ P (R(i, j) | r1i→j , r
1
−(i→j), r

2,R−(i,j), β
0)1−f(r1i→j ,r

2
j→i)

× P (R(i, j) |z1,z2, r1i→j , r
1
−(i→j), r

2,R−(i,j), β)
f(r1i→j ,r

2
j→i)

× P (r1i→j | r1
i→(−j), β

1), (12)

where R−(i,j) denotes the whole set of R excluding R(i, j). Similarly, r1
−(i→j)

denotes the whole set of r1 without r1i→j , and r1
i→(−j) denotes a vector of r1i→ts

that are related to object i without r1i→j . The terms on the right-hand side of

Eq. (12) are computed as follows:

P(R(i, j) | r1i→j , r
1
−(i→j)

, r2,R−(i,j), β
0) =

(m
−(i,j)
r

+β0)R(i,j)(m
−(i,j)
r

+β0)1−R(i,j)

m
−(i,j)
r

+m
−(i,j)
r

+2β0
,

P(R(i, j) | z1, z2, r1i→j , r
1
−(i→j)

, r2,R−(i,j), β) =
(m

−(i,j)
r (k,l)+β)R(i,j)(m

−(i,j)
r (k,l)+β)1−R(i,j)

m
−(i,j)
r (k,l)+m

−(i,j)
r (k,l)+2β

,

P (r1i→j | r1
i→(−j)

, β1) =

(n
−(i,j)

r1
i

+β1)
r1i→j (n

−(i,j)

r1
i

+β1)
1−r1i→j

N2−1+2β1 ,

where m
−(i,j)
r and m

−(i,j)
r denote the numbers of links and non-links, respec-

tively, such that rs,t = 0 for all pairs (s, t) 
= (i, j); m
−(i,j)
r (k, l) and m

−(i,j)
r (k, l)

denote the numbers of links and non-links, respectively, such that z1s = k, z2t = l

and rs,t = 1 for all pairs (s, t) 
= (i, j); and n
−(i,j)

r1
i

and n
−(i,j)

r1
i

denote the num-

bers of r1i→t = 1{t 
= j} and r1i→t = 0{t 
= j}, respectively, within r1
i→(−j).

Specifically, these counts are computed as follows:

n
−(i,j)

r1
i

=
∑

t∈T 2:t�=j

(
r1i→t

)
, n

−(i,j)

r1
i

=
∑

t∈T 2:t�=j

(
1− r1i→t

)
,

m
−(i,j)
r =

∑∑
s∈T1,t∈T2:
(s,t) �=(i,j)

(
R(s, t)× (1 − f(r1s→t, r

2
t→s))

)
,

m
−(i,j)
r =

∑∑
s∈T1,t∈T2:
(s,t) �=(i,j)

(
(1−R(s, t))× (1− f(r1s→t, r

2
t→s))

)
,

m
−(i,j)
r (k, l) =

∑∑
s∈T1,t∈T2:

z1s=k,z2t=l,
(s,t) �=(i,j)

(
R(s, t)× f(r1s→t, r

2
t→s)
)
,

m
−(i,j)
r (k, l) =

∑∑
s∈T1,t∈T2:

z1s=k,z2t=l,
(s,t) �=(i,j)

(
(1−R(s, t))× f(r1s→t, r

2
t→s)
)
.
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5 Experiments

In this section, we present our experimental results. To clarify the effectiveness
of our subset selection mechanism, the performance of our rdIRM is compared
with that of the original IRM. Through all the experiments, we assumed that
the priors of all the binary variables in the generative models were uniform
(Beta(1.0, 1.0)). In addition, we estimated the concentration parameters γ1, γ2

for the DPs assuming Gamma priors by sampling method presented in [8].

5.1 Experiments on Synthetic Datasets

We prepared 12 synthetic datasets. First, in accordance with the generative
model of our rdIRM, we created five synthetic datasets, Data1(0.0), Data1(0.2),
Data1(0.5), Data1(0.8), and Data1(1.0), where the numbers in parentheses in-
dicate the background link probabilities η0 for the datasets. We set the logical
function f for the rdIRM to be a logical sum. The cluster assignments z1 and z2

were independently generated from fixed-dimensional multinomial distributions.
The parameter values used for generating the datasets were N1 = N2 = 200,
β = (0.5, 0.5), and β1 = β2 = (4.0, 3.0); the number of clusters were set asK = 4
and L = 5, and the parameters for the multinomials were π1 = (0.4, 0.3, 0.2, 0.1)
and π2 = (0.33, 0.27, 0.20, 0.13, 0.07) for T 1 and T 2, respectively. Next, we
also created five synthetic datasets in a similar manner (from Data2(0.0) to
Data2(1.0)), except that we set the logical function f to be a logical product
and we set both β1 and β2 to be (4.0, 2.0). Finally, we created two datasets
without background influences, (Data1(NULL) and Data2(NULL)). We applied
the logical sum version of the rdIRM to Data1 and the logical product version
to Data2.

We used three measures to evaluate clustering performance. One was the
Adjusted Rand Index (ARI) [9], which is widely used for computing the similarity
between true and estimated clustering results. The ARI takes a value in the
range 0.0 – 1.0, and takes a value of 1.0 when a clustering result is completely
equivalent to the ground truth. Another was the number of erroneous estimated
clusters (EC). We computed the average of these measures for the two sets T 1

and T 2. The rest was the test data log likelihood (TDLL), which indicates the
predictive robustness of a generative model; we hid 1.0% of the observation
during inference (keeping it small so that the latent cluster structure did not
change), and measured the averaged log likelihood such that a hidden entry
would take the actual value. A larger value is better, and a smaller one means
that the model overfits the data. Finally, we repeated the experiment 10 times
for each dataset using different random seeds to find an overall average.

Table 1 lists the computed measures. In the case of every dataset, except
Data1(NULL) and Data2(NULL), we confirmed that the rdIRM outperformed
the IRM. In particular, the rdIRMmaintained good performance for sparse (η0 ≈
0.0) or dense (η0 ≈ 1.0) data. We also list in Table 2 the maximum a posteriori
(MAP) estimations of the background probability η̄0 and the estimated ratios of
the foreground for synthetic datasets, except Data1(NULL) and Data2(NULL).
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Table 1. ARI, EC, and TDLL on synthetic datasets

ARI EC TDLL

Dataset IRM rdIRM IRM rdIRM IRM rdIRM

Data1(NULL) 1.000 0.999 0.000 0.030 -0.302 -0.261
Data1(0.0) 0.712 0.999 0.678 0.022 -0.410 -0.315
Data1(0.2) 0.806 1.000 0.480 0.010 -0.432 -0.363
Data1(0.5) 0.868 0.993 0.270 0.090 -0.459 -0.405
Data1(0.8) 0.834 0.999 0.388 0.013 -0.462 -0.385
Data1(1.0) 0.806 0.999 0.435 0.025 -0.425 -0.330

Data2(NULL) 1.000 0.996 0.000 0.000 -0.316 -0.232
Data2(0.0) 0.629 0.980 1.053 0.020 -0.424 -0.196
Data2(0.2) 0.627 0.913 0.735 0.105 -0.576 -0.431
Data2(0.5) 0.759 0.930 0.488 0.105 -0.614 -0.526
Data2(0.8) 0.724 0.917 0.738 0.097 -0.558 -0.438
Data2(1.0) 0.644 0.981 0.910 0.083 -0.390 -0.183

Table 2. Estimated back-
ground probabilities (η̄0) and
the FRs

Dataset η̄0 FR

Data1(0.0) 0.0085 0.8484
Data1(0.2) 0.1970 0.8462
Data1(0.5) 0.4531 0.8588
Data1(0.8) 0.7674 0.8607
Data1(1.0) 0.9876 0.8611

Data2(0.0) 0.0022 0.4884
Data2(0.2) 0.2139 0.4548
Data2(0.5) 0.5033 0.4658
Data2(0.8) 0.7845 0.4397
Data2(1.0) 0.9872 0.4654

The ground truths of the foreground ratios (FRs) are 0.8197 for Data1 and
0.4622 for Data2. As the table shows, the rdIRM performs well in estimating the
ground truths.

5.2 Experiments with Real-World Datasets

We applied the rdIRM to two real-world datasets. One was the “MovieLens”
dataset3, which contains a large number of user ratings of movies on a five-point
scale. In our experiment, we created a binary relational dataset with a threshold
that yields R(i, j) = 1 for ratings higher than 3 points and R(i, j) = 0 for all
other ratings. That is, a relational value R(i, j) = 1 indicates that user i likes
movie j. There are a total of 943 users and 1,682 movies in the dataset, and 3.5%
of the relations are links. The other dataset was the “animal-feature” dataset
[14], which includes relations between 50 animals and 85 features. Each feature
is rated on a scale of 0–100 for each animal. We prepared the binary data with
a threshold that yields R(i, j) = 1 for all ratings higher than the average of the
entire set of ratings (20.79). That is, we used the relational value R(i, j) = 1
(R(i, j) = 0) to indicate that animal i has (does not have) feature j. In this
dataset, 36.8% of the relations are links.

We used a logical sum version of the rdIRM for the MovieLens dataset and
a logical product version for the animal-feature dataset. Our reason to use the
former was that a user can watch any movie according to his or her preference,
and similarly, movies are usually promoted independent of the users. Therefore,
it seemed natural that the foreground (relevant relations) for the MovieLens
dataset should be generated as per either the user’s relevance ρ1i or the movie’s
relevance ρ2j . On the other hand, animal features are acquired through evolution
based on the specific type of animal. For example, aquatic features such as
“swims” or “water” cannot be acquired by terrestrial animals. Therefore, the
type of animal limits the features that it can acquire, and conversely, the type

3 http://movielens.umn.edu/

http://movielens.umn.edu/
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(a) MovieLens (IRM), TDLL = -0.135 (b) MovieLens (rdIRM), TDLL = -0.097

(c) animal-feature (IRM), TDLL = -0.393 (d)animal-feature (rdIRM), TDLL = -0.213

Fig. 2. Clustering results for the real-world datasets. Black and white dots indicate
links and non-links, respectively. In the rdIRM’s results, gray dots indicate the areas
that were estimated as background (irrelevant to cluster). Note that the objects within
each cluster are sorted by descending order of the estimated relevances ρ̄1i and ρ̄2j .
“TDLL” is the computed test data log likelihood for each dataset.

of feature limits the types of animals that are related to that feature. Therefore,
we used the logical product version of the rdIRM for the animal-feature dataset.

Figure 2 shows the clustering results and the computed TDLL for these real-
world datasets. Figure 3 shows color maps for the estimated foreground proba-
bilities η̄(k, l). The background probabilities η0 that the rdIRM estimated were
0.0000 for the MovieLens dataset and 0.0036 for the animal-feature dataset.
It can be seen that the original IRM organized many non-informative cluster-
blocks, because the IRM considered that all the relations were relevant for cluster
analysis. In contrast, the rdIRM found more vivid cluster structures owing to
the use of our subset selection mechanism, which selects an informative subset
of relations via the interaction of the objects’ relevances. The computed TDLLs
show that the rdIRM predicts hidden entries more robustly than does the orig-
inal IRM for both datasets.

The left side of Table 3 lists the examples of the movie clusters produced by
the rdIRM for the MovieLens dataset. In the columns for the number of links
and ρ̄2j , it can be seen that ρ̄2j tends to increase with the number of links. This
means that we can regard the relevances as an indication of the popularity of
the movies within the cluster. On the other hand, the original IRM treats all
the links and non-links as relevant, so that the differences of the popularity of
movies popularity affect the cluster assignment. The right side of Table 3 lists
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Table 3. Examples of the clusters obtained by the rdIRM. The first column lists
the object (Title/Feature). The second column lists the number of links related to the
object (LNKS). The third column lists the estimated relevance (ρ̄2j). The fourth column
lists the cluster indices that were obtained by the original IRM (ZIRM). The left side
tables are for the MovieLens dataset. The right side tables are for the animal-feature
dataset.

Movie cluster 6 (contains 6 movies.)

Title LNKS ρ̄2j ZIRM

Star Wars 501 0.9111 28
Return of the Jedi 379 0.5534 9
Independence Day 228 0.0921 25
Star Trek 220 0.1905 25

Movie cluster 7 (contains 40 movies.)

Title LNKS ρ̄2j ZIRM

Silence of the Lambs 344 0.9132 26
Pulp Fiction 294 0.7598 26
Usual Suspects 232 0.6233 20
Alien 223 0.5164 20
Terminator 217 0.5608 20
Seven(Se7en) 167 0.3376 15

Movie Cluster 2 (contains 35 movies.)

Title LNKS ρ̄2j ZIRM

W.W. & the Chocolate F. 189 0.7196 27
Birdcage 154 0.4762 17
Truth About Cats & Dogs 148 0.3386 17
Happy Gilmore 74 0.0360 2
Kingpin 73 0.1196 2

Feature cluster 1 (contains 10 features.)

Feature LNKS ρ̄2j ZIRM

swims 10 0.9808 2
water 10 0.9808 2
coastal 8 0.9231 2
arctic 9 0.8846 2
flippers 7 0.8077 2

Feature cluster 5 (contains 15 features.)

Feature LNKS ρ̄2j ZIRM

paws 19 0.9615 27
nestspot 31 0.9423 20
claws 19 0.9038 22
small 23 0.7885 21

Feature cluster 6 (contains 8 features.)

Feature LNKS ρ̄2j ZIRM

meat 20 0.9808 17
fierce 21 0.9231 17
hunter 17 0.8846 17
stalker 10 0.4808 16
scavenger 6 0.1538 1
flys 1 0.0769 1

0.0
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0.8

1.0

(a) MovieLens (IRM)
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(b) MovieLens (rdIRM)
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(c) animal-feature (IRM)
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(d) animal-feature (rdIRM)

Fig. 3. The estimated foreground link probabilities η̄(k, l)
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the examples of the feature clusters obtained by the rdIRM for the animal-
feature dataset. As with the results for the MovieLens dataset, we can see that
the estimated ρ2j tends to increase with the number of links. One interesting
result produced by the rdIRM is that representative features such as “swims,”
“water,” “paws,” “nestspot” and “meet” were found to have high relevance in
their clusters. From these results, we can say that the relevances estimated by
the rdIRM indicate the popularities or representativeness of the objects. Con-
sequently, the rdIRM finds clusters in terms of major categories by introducing
the relevance-dependent subset selection mechanism.

6 Conclusions

In this paper, we proposed a new probabilistic relational model called the
Relevance-Dependent Infinite Relational Model (rdIRM), which is suitable for
noisy relational data analysis. The rdIRM parameterizes objects’ relevances
and incorporates a relevance-dependent subset selection mechanism, so that the
rdIRM can estimate objects’ relevances, and can co-cluster noisy relational data
selecting only relevant relations that are informative for co-cluster analysis.

Our experiments with synthetic datasets confirmed that the rdIRM can find
proper clusters in a noisy relational data, especially, in sparse or dense data.
Moreover, our experiments on real-world datasets confirmed that the clusters
obtained by the rdIRM represent major categories and that the estimated rele-
vances can be viewed as the popularity or representativeness of the objects.

Our future research plans include extending the rdIRM so that it can also
estimate the logical function f , which was given statically in this paper. We are
also interested in applying our relevance-based subset selection mechanism to
more advanced relational models, such as the mixed (or multiple) membership
models [1,13], the hierarchical structure models [15], and the time-varying models
[7].
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Abstract. We propose a theoretically and practically improved density-
based, hierarchical clustering method, providing a clustering hierarchy
from which a simplified tree of significant clusters can be constructed. For
obtaining a “flat” partition consisting of only the most significant clus-
ters (possibly corresponding to different density thresholds), we propose
a novel cluster stability measure, formalize the problem of maximizing
the overall stability of selected clusters, and formulate an algorithm that
computes an optimal solution to this problem. We demonstrate that our
approach outperforms the current, state-of-the-art, density-based clus-
tering methods on a wide variety of real world data.

1 Introduction

Density-based clustering [1,2] is a popular clustering paradigm. However, the
existing methods have a number of limitations: (i) Some methods (e.g., DB-
SCAN [3] and DENCLUE [4]) can only provide a “flat” (i.e. non-hierarchical)
labeling of the data objects, based on a global density threshold. Using a single
density threshold can often not properly characterize common data sets with
clusters of very different densities and/or nested clusters. (ii) Among the meth-
ods that provide a clustering hierarchy, some (e.g., gSkeletonClu [5]) are not
able to automatically simplify the hierarchy into an easily interpretable repre-
sentation involving only the most significant clusters. (iii) Many hierarchical
methods, including OPTICS [6] and gSkeletonClu, suggest only how to extract
a flat partition by using a global cut/density threshold, which may not result in
the most significant clusters if these clusters are characterized by different den-
sity levels. (iv) Some methods are limited to specific classes of problems, such
as networks (gSkeletonClu), and point sets in the real coordinate space (e.g.,
DECODE [7], and Generalized Single-Linkage [8]). (v) Most methods depend on
multiple, often critical input parameters (e.g., [3], [4], [7], [8], [9]).

In this paper, we propose a clustering approach that, to the best of our knowl-
edge, is unique in that it does not suffer from any of these drawbacks. In detail,
we make the following contributions: (i) We introduce a hierarchical clustering
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method, called HDBSCAN, which generates a complete density-based clustering
hierarchy from which a simplified hierarchy composed only of the most signifi-
cant clusters can be easily extracted. (ii) We propose a new measure of cluster
stability for the purpose of extracting a set of significant clusters from possi-
bly different levels of a simplified cluster tree produced by HDBSCAN. (iii) We
formulate the task of extracting a set of significant clusters as an optimization
problem in which the overall stability of the composing clusters is maximized.
(iv) We propose an algorithm that finds the globally optimal solution to this
problem. (v) We demonstrate the advancement in density-based clustering that
our approach represents on a variety of real world data sets.

The remainder of this paper is organized as follows. We discuss related work
in Section 2. In Section 3, we redefine DBSCAN, and we propose the algorithm
HDBSCAN in Section 4. In Section 5, we introduce a new measure of cluster
stability, propose the problem of extracting an optimal set of clusters from a
cluster tree, and give an algorithm to solve this problem. Section 6 presents an
extensive experimental evaluation, and Section 7 concludes the paper.

2 Related Work

Apart from methods aimed at getting approximate estimates of level sets and
density-contour trees for continuous-valued p.d.f. — e.g., see [8] and references
therein — not much attention has been given to hierarchical density-based clus-
tering in more general data spaces. The works most related to ours are those in
[6,9,5,10]. In [6], a post-processing procedure to extract a simplified cluster tree
from the reachability plot produced by the OPTICS algorithm was proposed.
This procedure did not become as popular as OPTICS itself, probably because
it is very sensitive to the choice of a critical parameter that cannot easily be deter-
mined or understood. Moreover, no automatic method to extract a flat clustering
solution based on local cuts in the obtained tree was described. In [9], an im-
proved method to extract trees of significant clusters from reachability plots was
proposed that is less sensitive to the user settings than the original method in
[6]. However, this method is based on heuristics with embedded threshold values
that can strongly affect the results, and the problem of extracting a flat solution
from local cuts in the cluster tree was practically untouched; the only mentioned
(ad-hoc) approach was to arbitrarily take all the leaf clusters and discard the
others. In [5], the original findings from [6,9,11] were recompiled in the particular
context of community discovery in complex networks. However, no mechanism to
extract a simplified cluster tree from the resulting (single-linkage-like) clustering
dendrogram was adopted, and only a method producing a global cut through the
dendrogram was described. The algorithm AUTO-HDS [10] is, like our method,
based on a principle used to simplify clustering hierarchies, which in part refers
back to the work of [12]. The clustering hierarchy obtained by AUTO-HDS is
typically a subset of the one obtained by our method HDBSCAN. Conceptually,
it is equivalent to a sampling of the HDBSCAN hierarchical levels, from top to
bottom, at a geometric rate controlled by a user-defined parameter, rshave. Such
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a sampling can lead to an underestimation of the stability of clusters or even
to missed clusters, and these side effects can only be prevented if rshave → 0.
In this case, however, the asymptotic running time of AUTO-HDS is O(n3) [13]
(in contrast to O(n2 log n) for “sufficiently large” values of rshave). In addition,
the stability measure used in AUTO-HDS has the undesirable property that the
stability value for a cluster in one branch of the hierarchy can be affected by the
density and cardinality of other clusters lying on different branches. AUTO-HDS
also attempts to perform local cuts through the hierarchy in order to extract a
flat clustering solution, but it uses a greedy heuristic for selecting clusters that
may give suboptimal results in terms of an overall stability.

3 DBSCAN Revisited — The Algorithm DBSCAN*

Let X = {x1, · · · ,xn} be a data set of n objects, and let D be an n× n matrix
containing the pairwise distances d(xp,xq), xp,xq ∈ X, for a metric distance
d(·, ·).1 We define density-based clusters based on core objects alone:

Definition 1. (Core Object): An object xp is called a core object w.r.t. ε
and mpts if its ε-neighborhood contains at least mpts many objects, i.e., if
|Nε(xp)| ≥ mpts, where Nε(xp) = {x ∈ X | d(x,xp) ≤ ε} and | · | denotes
cardinality. An object is called noise if it is not a core object.

Definition 2. (ε-Reachable): Two core objects xp and xq are ε-reachable w.r.t.
ε and mpts if xp ∈ Nε(xq) and xq ∈ Nε(xp).

Definition 3. (Density-Connected): Two core objects xp and xq are density-
connected w.r.t. ε and mpts if they are directly or transitively ε-reachable.

Definition 4. (Cluster): A cluster C w.r.t. ε andmpts is a non-empty maximal
subset of X such that every pair of objects in C is density-connected.

Based on these definitions, we can devise an algorithm DBSCAN* (similar to
DBSCAN) that conceptually finds clusters as the connected components of a
graph in which the objects of X are vertices and every pair of vertices is adja-
cent if and only if the corresponding objects are ε-reachable w.r.t. user-defined
parameters ε and mpts. Non-core objects are labeled as noise.

Note that the original definitions of DBSCAN also include the concept of
border objects, i.e., non-core objects that are within the ε-neighborhood of a core
object. Our new definitions are more consistent with a statistical interpretation
of clusters as connected components of a level set of a density (as defined, e.g.,
in [14]), since border objects do not technically belong to the level set (their
estimated density is below the threshold). The new definitions also allow a precise
relationship between DBSCAN* and its hierarchical version, to be discussed
next. This was only approximately possible between DBSCAN and OPTICS.

1 The matrix D is not required if distances d(·, ·) can be computed from X on demand.
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4 Hierarchical DBSCAN* — HDBSCAN

In this section, we introduce a hierarchical clustering method, HDBSCAN, which
can be seen as a conceptual and algorithmic improvement over OPTICS. Our
method has as its single input parameter a value for mpts, which is a classic
smoothing factor in density estimates whose behavior is well understood (meth-
ods with a corresponding parameter, e.g., [6,10,7,8], are quite robust to it).
Different density levels in the resulting density-based cluster hierarchy will then
correspond to different values of the radius ε.

For a proper formulation of the density-based hierarchy w.r.t. a value of mpts,
we define the notions of core distance and a symmetric reachability distance
(following the definition used in [11]), a new notion of ε-core objects, as well as
the notion of a conceptual, transformed proximity graph, which will help us to
explain a density-based clustering hierarchy.

Definition 5. (Core Distance): The core distance of an object xp ∈ X w.r.t.
mpts, dcore(xp), is the distance from xp to its mpts-nearest neighbor (incl. xp).

Definition 6. (ε-Core Object): An object xp ∈ X is called an ε-core object
for every value of ε that is greater than or equal to the core distance of xp w.r.t.
mpts, i.e., if dcore(xp) ≤ ε.

Definition 7. (Mutual Reachability Distance): The mutual reachability dis-
tance between two objects xp and xq in X w.r.t. mpts is defined as
dmreach(xp,xq) = max{dcore(xp), dcore(xq), d(xp,xq)}.

Definition 8. (Mutual Reachability Graph): It is a complete graph, Gmpts , in
which the objects of X are vertices and the weight of each edge is the mutual
reachability distance (w.r.t. mpts) between the respective pair of objects.

Let Gmpts,ε ⊆ Gmpts be the graph obtained by removing all edges from Gmpts

having weights greater than ε. From Definitions 4, 6, and 8, it is straightforward
to infer that clusters according to DBSCAN* w.r.t. mpts and ε are the connected
components of ε-core objects in Gmpts,ε; the remaining objects are noise. Con-
sequently, all DBSCAN* partitions for ε ∈ [0,∞) can be produced in a nested,
hierarchical way by removing edges in decreasing order of weight from Gmpts .

Proposition 1. Let X be a set of n objects described in a metric space by
n×n pairwise distances. The partition of this data obtained by DBSCAN* w.r.t
mpts and ε is identical to the one obtained by first running Single-Linkage over
the transformed space of mutual reachability distances, then, cutting the result-
ing dendrogram at level ε of its scale, and treating all resulting singletons with
dcore(xp) > ε as a single class representing “Noise”.

Proof. Proof sketch as per discussion above, after Definition 8. ��

Proposition 1 states that we could implement a hierarchical version of DBSCAN*
by an algorithm that first computes a Single-Linkage hierarchy on the space of
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Algorithm 1. HDBSCAN main steps

1. Compute the core distance w.r.t. mpts for all data objects in X.
2. Compute an MST of Gmpts , the Mutual Reachability Graph.
3. Extend the MST to obtain MSText, by adding for each vertex a “self edge”
with the core distance of the corresponding object as weight.
4. Extract the HDBSCAN hierarchy as a dendrogram from MSText:

4.1 For the root of the tree assign all objects the same label (single “cluster”).
4.2 Iteratively remove all edges from MSText in decreasing order of weights

(in case of ties, edges must be removed simultaneously):
4.2.1 Before each removal, set the dendrogram scale value of the current
hierarchical level as the weight of the edge(s) to be removed.
4.2.2 After each removal, assign labels to the connected component(s)
that contain(s) the end vertex(-ices) of the removed edge(s), to obtain
the next hierarchical level: assign a new cluster label to a component if
it still has at least one edge, else assign it a null label (“noise”).

transformed distances (i.e., mutual reachability distances) and, then, processes
this hierarchy to identify connected components and noise objects at each level.
Here, we propose a more efficient and elegant equivalent solution.

A density-based cluster hierarchy has to represent the fact that an object o
is noise below the level l that corresponds to o’s core distance. To represent this
in a dendrogram, we propose to include an additional dendrogram node for o at
level l representing the cluster containing o at that level and higher. To directly
construct such a hierarchy, we propose an extension of a Minimum Spanning
Tree (MST) of the Mutual Reachability Graph Gmpts , from which we then can
construct the extended dendrogram by removing edges in decreasing order of
weights. More precisely, we extend the MST with edges connecting each vertex
o to itself (self-loops), where the edge weight is set to the core distance of o.
These “self edges” will then be considered when removing edges.

Algorithm 1 shows the pseudo-code for HDBSCAN, which has as inputs a
value for mpts and the data set X. It produces a clustering tree that contains all
partitions obtainable by DBSCAN* (w.r.t. mpts) in a hierarchical, nested way.
It also contains nodes that indicate when an isolated object changes from core
(i.e., dense) to noise. The result is called the “HDBSCAN hierarchy”. Using an
implementation of Prim’s algorithm based on an ordinary list search (instead of
a heap) to construct the MST, the method can be fully implemented in O(dn2)
running time, where d is the number of data attributes. Also, by noticing that
only the currently processed hierarchical level is needed at any point in time,
the algorithm needs to keep in main memory essentially the data set X and the
extended MST that can be constructed directly from it, which requires O(dn)
space. If a data matrix D is provided as input in lieu ofX, the algorithm requires
O(n2) space instead, but its time complexity reduces to O(n2).
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Algorithm 2.HDBSCAN step 4.2.2 with (optional) parametermclSize ≥ 1

4.2.2 After each removal (to obtain the next hierarchical level), process one at a
time each cluster that contained the edge(s) just removed, by relabeling its
resulting connected subcomponent(s):

Label spurious subcomponents as noise by assigning them the null label. If all
subcomponents of a cluster are spurious, then the cluster has disappeared.
Else, if a single subcomponent of a cluster is not spurious, keep its original
cluster label (cluster has just shrunk).
Else, if two or more subcomponents of a cluster are not spurious, assign new
cluster labels to each of them (“true” cluster split).

4.1 Hierarchy Simplification

The HDBSCAN hierarchy can easily be visualized as a traditional dendrogram
or related representations. However, these plots are not easy to interpret or pro-
cess for large and “noisy” data sets, so it is a fundamental problem to extract
from a dendrogram a summarized tree of only “significant” clusters. We propose
a simplification of the HDBSCAN hierarchy based on a fundamental observation
about estimates of the level sets of continuous-valued probability density func-
tions (p.d.f.), which refers back to Hartigan’s concept of rigid clusters [14], and
which has also been employed similarly by Gupta et al. in [10]. For a given p.d.f.,
there are only three possibilities for the evolution of the connected components
of a continuous density level set when increasing the density level (decreasing
ε in our context) [12]: (i) the component shrinks but remains connected, up to
a density threshold at which either (ii) the component is divided into smaller
ones, or (iii) it disappears. This observation can be applied to the HDBSCAN
hierarchy to select only those hierarchical levels in which new clusters arise by
a “true” split of a cluster, or in which clusters disappear; these are the levels
in which the most significant changes in the clustering structure occur. When
decreasing ε, the ordinary removal of noise objects from a cluster is not a “true”
split; a cluster only shrinks in this case, so it should keep the same label.

We can generalize this idea by setting a minimum cluster size, a commonly
used practice in real cluster analysis (see, e.g., the notion of a particle in AUTO-
HDS [10]). With a minimum cluster size, mclSize ≥ 1, components with fewer
than mclSize objects are disregarded, and their disconnection from a cluster does
not establish a “true” split. We can adapt HDBSCAN accordingly by changing
Step 4.2.2 of Algorithm 1 as shown in Algorithm 2: a connected component is
deemed spurious if it has fewer than mclSize objects or, for mclSize = 1, if it
is an isolated, non-dense object (no edges). Any spurious component is labeled
as noise and its removal from a bigger component is not considered as a cluster
split. In practice, this can reduce the size of the hierarchy dramatically.

The optional parameter mclSize represents an independent control for the
smoothing of the resulting cluster tree, in addition to mpts. To make HDBSCAN
more similar to previous density-based approaches and to simplify its use, we
can set mclSize = mpts, which turns mpts into a single parameter that acts as
both a smoothing factor and a threshold for the cluster size.



166 R.J.G.B. Campello, D. Moulavi, and J. Sander

5 Optimal Non-hierarchical Clustering

In many applications a user is interested in extracting a “flat” partition of the
data, consisting of the prominent clusters. Those clusters, however, may have
very different local densities and may not be detectable by a single, global density
threshold, i.e., global cut through a hierarchical cluster representation. In this
section, we describe an algorithm that provides the optimal global solution to
the formal optimization problem of maximizing the overall stability of the set of
clusters extracted from the HDBSCAN hierarchy.

5.1 Cluster Stability

Without loss of generality, let us initially consider that the data objects are de-
scribed by a single continuous-valued attribute x. Following Hartigan’s model
[14], the density-contour clusters of a given density f(x) on � at a given density
level λ are the maximal connected subsets of the level set defined as {x | f(x) ≥
λ}. Most density-based clustering algorithms are to some extent based on this
concept. The differences lie in the way the density f(x) and the maximal con-
nected subsets are estimated, e.g., DBSCAN* estimates the density-contour clus-
ters for a density threshold λ = 1/ε and a (non-normalized) K-NN estimate (for
K = mpts) of the density f(x), given by 1/dcore(x).

HDBSCAN produces all possible DBSCAN* solutions w.r.t. a given value
of mpts and all thresholds λ = 1/ε in [0,∞). Intuitively, when increasing λ
(i.e., decreasing ε), clusters get smaller and smaller, until they disappear or
break into sub-clusters; more prominent clusters will “survive” longer after they
appear. To formalize this concept, we adapt the notion of excess of mass [15]:
Imagine increasing the density level λ, and assume that a density-contour cluster
Ci appears at level λmin(Ci). The excess of mass of Ci is defined in Equation
(1), and illustrated in Figure 1, where the darker shaded areas represent the
excesses of mass of three clusters, C3, C4, and C5. The excess of mass of C2

(not highlighted in the figure) encompasses those of its descendants C4 and C5.

E(Ci) =

∫
x∈Ci

(
f(x)− λmin(Ci)

)
dx (1)

The excess of mass exhibits a monotonic behavior along any branch of the hier-
archical cluster tree. As a consequence, this measure cannot be used to compare
the stabilities of nested clusters, such as C2 against C4 and C5. To be able to
do so, we introduce here the notion of Relative Excess of Mass of a cluster Ci,
which appears at level λmin(Ci), as:

ER(Ci) =

∫
x∈Ci

(
λmax(x,Ci)− λmin(Ci)

)
dx (2)

where λmax(x,Ci) = min{f(x), λmax(Ci)}, and λmax(Ci) is the density level at
which Ci is split or disappears. For example, for cluster C2 in Figure 1 it follows
that λmax(C2) = λmin(C4) = λmin(C5). The corresponding relative excess of
mass is represented by the lighter shaded area in Figure 1.
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Fig. 1. Illustration of a density func-
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Fig. 2. Illustration of the optimal selec-
tion of clusters from a given cluster tree

For a HDBSCAN hierarchy, where we have a finite data set X, cluster labels,
and density thresholds associated with each hierarchical level, we can adapt
Equation (2) to define the stability of a cluster Ci as:

S(Ci) =
∑

xj∈Ci

(
λmax(xj ,Ci)−λmin(Ci)

)
=
∑

xj∈Ci

( 1

εmin(xj ,Ci)
− 1

εmax(Ci)

)
(3)

where λmin(Ci) is the minimum density level at which Ci exists, λmax(xj ,Ci)
is the density level beyond which object xj no longer belongs to cluster Ci, and
εmax(Ci) and εmin(xj ,Ci) are the corresponding values for the threshold ε.

5.2 Optimization Algorithm

Let {C2, · · · ,Cκ} be the collection of all clusters in the simplified cluster hier-
archy (tree) generated by HDBSCAN, except the root C1, and let S(Ci) denote
the stability value of each cluster. The goal is to extract the most “prominent”
clusters (plus possibly noise) as a “flat”, non-overlapping partition. This task
can be formulated as an optimization problem with the objective of maximizing
the sum of stabilities of the extracted clusters in the following way:

max
δ2, ... ,δκ

J =
κ∑

i=2

δi S(Ci)

subject to

⎧⎪⎨⎪⎩
δi ∈ {0, 1}, i = 2, · · · , κ∑
j ∈ Ih

δj = 1, ∀h ∈ L

(4)

where δi (i = 2, · · · , κ) indicates whether cluster Ci is included in the flat solu-
tion (δi = 1) or not (δi = 0), L = {h | Ch is a leaf cluster} is the set of indexes
of leaf clusters, and Ih = {j | j 
= 1 and Cj is ascendant of Ch (h included)} is
the set of indexes of all clusters on the path from Ch to the root (excluded).
The constraints prevent nested clusters on the same path to be selected.
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Algorithm 3. Solution to Problem (4)

1. Initialize δ2 = · · · = δκ = 1, and, for all leaf nodes, set Ŝ(Ch) = S(Ch).
2. Starting from the deepest levels, do bottom-up (except for the root):

2.1 If S(Ci) < Ŝ(Cil) + Ŝ(Cir ), set Ŝ(Ci) = Ŝ(Cil) + Ŝ(Cir ) and set δi = 0.

2.2 Else: set Ŝ(Ci) = S(Ci) and set δ(·) = 0 for all clusters in Ci’s subtrees.

To solve Problem (4), we process every node except the root, starting from
the leaves (bottom-up), deciding at each node Ci whether Ci or the best-so-far
selection of clusters in Ci’s subtrees should be selected. To be able to make
this decision locally at Ci, we propagate and update the total stability Ŝ(Ci) of
clusters selected in the subtree rooted at Ci in the following, recursive way:

Ŝ(Ci) =

{
S(Ci), if Ci is a leaf node

max{S(Ci), Ŝ(Cil) + Ŝ(Cir )} if Ci is an internal node
(5)

where Cil and Cir are the left and right children of Ci (for the sake of simplicity,
we discuss the case of binary trees; the generalization to n-ary trees is trivial).

Algorithm 3 gives the pseudo-code for finding the optimal solution to Problem
(4). Figure 2 illustrates the algorithm. Clusters C10 and C11 together are better
than C8, which is then discarded. However, when the set {C10, C11,C9} is
compared to C5, they are discarded as C5 is better. Clusters {C4} and {C5}
are better than C2, and C3 is better than {C6,C7}, so that in the end, only
clustersC3, C4, andC5 remain, which is the optimal solution to (4) with J = 17.

Step 2.2 of Algorithm 3 can be implemented in a more efficient way by not
setting δ(·) values to 0 for discarded clusters down in the subtrees (which could
happen multiple times). Instead, in a simple post-processing procedure, the tree
can be traversed top-down in order to find, for each branch, the shallowest cluster
that has not been discarded (δ(·) = 1). Thus, Algorithm 3 can be implemented
with two traversals through the tree, one bottom-up and another one top-down.
This results in an asymptotic complexity of O(κ), both in terms of running time
and memory space, where κ is the number of clusters in the simplified tree (which
is typically much smaller than the number of data objects).

6 Experiments and Discussion

Data Sets. We report the performance on 9 individual data sets plus the av-
erage performance on 2 collections of data sets, representing a large variety
of application domains and data characteristics (no. of objects, dimensionality,
no. of clusters, and distance function). The first three data sets (“CellCycle-
237”, “CellCycle-384”, and “YeastGalactose”) represent gene-expression data.
CellCycle-237 and CellCycle-384 were made public by Yeung et al. [16]; they
contain 237 resp. 384 objects (genes), 4 resp. 5 known classes, and have both
17 dimensions (conditions). YeastGalactose contains a subset of 205 objects
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(genes) and 20 dimensions (conditions) used in [17], with 4 known classes.
For these data sets we used Euclidean distance on the z-score normalized ob-
jects, which is equivalent to using Pearson correlation on the original data.
The next three data sets are the Wine, Glass, and Iris from the UCI Repos-
itory [18], containing 178, 214, resp. 150 objects in 13, 9, resp. 4 dimensions,
with 3, 7, resp. 3 classes. For these data sets we used Euclidean distance.
The last three individual data sets consist of very high dimensional represen-
tations of text documents. In particular, “Articles-1442-5” and “Articles-1442-
80”, made available upon request by Naldi et al. [19], are formed by 253 ar-
ticles represented by 4636 and 388 dimensions, respectively. “Cbrilpirivson”
[20] is composed of 945 articles represented by 1431 dimensions and is avail-
able at http://infoserver.lcad.icmc.usp.br/infovis2/PExDownload. The number
of classes in all three document data sets is 5, and we used the Cosine measure as
dissimilarity function. In addition to individual data sets we also report average
performance on two collections of data sets, which are based on the Amsterdam
Library of Object Images (ALOI) [21]. Image sets were created as in [22] by
randomly selecting k ALOI image categories as class labels 100 times for each
k = 2, 3, 4, 5, then sampling (without replacement), each time, 25 images from
each of the k selected categories, thus resulting in 400 sets, each of which con-
tains 2, 3, 4, or 5 clusters and 50, 75, 100, or 125 images (objects). The images
were represented using six different descriptors: color moments (144 attributes),
texture statistics from the gray-level co-occurrence matrix (88 attributes), Sobel
edge histogram (128 attributes), 1st order statistics from the gray-level histogram
(5 attributes), gray-level run-length matrix features (44 attributes), and gray-
level histogram (256 attributes). We report average clustering results for the
texture statistics, denoted by “ALOI-TS88”, which is typical for the individual
descriptors. We also show results for a 6-dimensional representation combining
the first principal component extracted from each of the 6 descriptors using
PCA, denoted by “ALOI-PCA”. We used Euclidean distance in both cases.

Algorithms. Our method, denoted here by “HDBSCAN(EOM)” (EOM refers
to cluster extraction based on Excess Of Mass), is compared with: (i) AUTO-
HDS [10]; and (ii) a method referred to here as “OPTICS(AutoCl)”, which
consists of first running OPTICS, and then using the method proposed by Sander
et al. [9] to extract a flat partitioning. We set mpts (nε in AUTO-HDS, MinPts
in OPTICS) equal to 4 in all experiments. The speed-up control value ε in
OPTICS was set to “infinity”, thereby eliminating its effect. For AUTO-HDS,
we set the additional parameters rshave to 0.03 (following the authors’ suggestion
to use values between 0.01 and 0.05) and particle size, npart, to mpts − 1. The
corresponding parameter mclSize in HDBSCAN was set equivalently to mpts.

2

Quality Measures. The measures we report are the Overall F-measure [23]
and Adjusted Rand Index [24], denoted by “FScore” resp. “ARI”, which are
measures commonly used in the literature. In addition, we also report the fraction
of objects assigned to clusters (as opposed to noise), denoted by “%covered”.

2 We also tried other values of mpts, rshave, and npart/mclSize, with similar results.
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Table 1. Results for all data sets

OPTICS(AutoCl) AUTO-HDS HDBSCAN(EOM)
Data Set ARI FScore %covered ARI FScore %covered ARI FScore %covered

CellCycle-237 0.62 0.71 0.80 0.04 0.29 0.37 0.48 0.66 0.65
CellCycle-384 0 0.37 1 0.35 0.50 0.46 0.35 0.50 0.47
YeastGalactose 0.96 0.97 0.96 0.94 0.96 0.96 0.94 0.97 0.96
Wine 0.16 0.48 0.77 0.12 0.37 0.72 0.29 0.62 0.97
Glass 0.23 0.49 0.76 0.12 0.37 0.45 0.24 0.51 0.79
Iris 0.33 0.61 0.83 0.11 0.40 0.46 0.57 0.78 1
Articles-1442-80 0.91 0.96 0.96 0.66 0.74 0.76 0.93 0.97 0.98
Articles-1442-5 0.89 0.94 0.93 0.60 0.76 0.73 0.90 0.95 0.94
Cbrilpirivson 0.01 0.07 0.11 0.04 0.21 0.34 0.19 0.47 0.48
ALOI-TS88 0.45 0.67 0.74 0.50 0.70 0.78 0.63 0.79 0.85
ALOI-PCA 0.61 0.78 0.83 0.56 0.74 0.81 0.72 0.85 0.91

Clustering Results. The results obtained in our experiments are shown in
Table 1. The highest obtained values for each data set are highlighted in bold.
Note that HDBSCAN(EOM) outperforms the other two methods in a large
majority of the data sets (in many cases by a large margin) and, in almost all
cases, it covers a larger fraction of objects while having also high FScore and ARI
values. A high fraction of clustered objects is only good when also the clustering
quality is high. E.g., for CellCycle-384, OPTICS(AutoCl) covers 100% of the
data, but with an ARI of 0, a meaningless clustering. In one of the only two
cases where HDBSCAN(EOM) does not perform best, YeastGalactose, its ARI
is very close to (and its FScore matches that of) the “winner”, OPTICS(AutoCl).

The collections of image data sets, ALOI-TS88 and ALOI-PCA, allowed us
to perform paired t-tests with respect to ARI and FScore, confirming that the
observed differences in performance between all pairs of methods is statistically
significant at the α = 0.01 significance level. This means that the methods
are doing indeed different things, and, in particular, that HDBSCAN(EOM)
significantly outperforms the others on these data set collections.

7 Final Remarks

A novel density-based clustering approach has been introduced that provides: (i)
a complete density-based clustering hierarchy representing all possible DBSCAN-
like solutions for an infinite range of density thresholds and from which a simpli-
fied tree of significant clusters can be extracted; and (ii) a flat partition composed
of clusters extracted from optimal local cuts through the cluster tree. An exten-
sive experimental evaluation on a wide variety of real world data sets has shown
that our method performs significantly better and more robust than state-of-the-
art methods. Our work lends itself to a number of interesting challenges for fu-
ture work, which includes integration of semi-supervision and the consideration of
subspaces.
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Abstract. According to the Efficient Market Hypothesis(EMH) theory,
the stock market is driven mainly by overall information instead of indi-
vidual event. Furthermore, the information about hot topics is believed
to have more impact on stork market than that about ordinary events.
Inspired by these ideas, we propose a novel stock market trend prediction
method by Classifying Aggregative Web Topic-Opinion(CAWTO), which
predicts stocks movement trend according to the aggregative opinions on
hot topics mentioned by financial corpus on the web. Several groups of
experiments were carried out using the data of Shanghai Stock Exchange
Composite Index(SHCOMP) and 287,686 financial articles released on
SinaFinance1, which prove the effectiveness of our proposed method.

Keywords: Opinion Mining,Aggregative Opinion,Stock Prediction.

1 Introduction

According to the EMH theory[1], many researchers believe it is a promising way
to predict stock movement using the information appears on the web. Among
current literature, most studies have tried to analyze the correlation between
the time of web news release and that of stock movement. Although text mining
based methods using news articles have achieved some success, the accuracy of
prediction could hardly reach a satisfactory level[2].

Recently, inspired by the idea of opinion mining, a few studies[3,4,13] have
appeared to predict stock market movement by mining sentiment information
on the web, such as blog, twitter and editorial, which we call subjective anal-
ysis method. Although many studies of this research line have achieved higher
prediction accuracy than before, some problems still exist. For example, most of
previous studies focused on the opinions about individual events and evaluated
them separately, which could hardly capture the overall opinion about hot issues.

Furthermore, most current studies cannot be directly applied to universal
corpus covering multiple topics. However, the online financial corpus usually

1 http://finance.sina.com.cn

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 173–184, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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involves many topics, just like the corpus listed in Table 1, which covers the
main topics of March 15, 2011 on SinaFinance. In addition, the trends of stock
market are usually determined by the hot issues on the market, which would
always be written as the key topics of financial articles. Thus, it would be a
promising way to make stock prediction by the overall opinion on the key topics
of daily financial articles.

Table 1. A Corpus Covering Multiple Key Topics

Number of Articles Topic Description

36 Intellectual Property Protection & Food Security

26 Nuclear Leakage of Japanese Power Station

20 Property Purchase Restriction

10 Japanese Earthquake

8 Scandal of Shuanghui Corp. on Ractopamine

6 American Financial Crisis

4 Debate on nuclear power security in Europe

3 Flood in New Jersey,America

42 Articles about Individual Securities or Company

In this paper, we introduce a novel stock prediction method using aggrega-
tive topic-opinion of web financial corpus. Firstly, we extract article opinion by
lexicon-based opinion mining method, which takes intensity and polarity as the
measures of article opinion. Secondly, we transform the article opinion into a
multidimensional topic-opinion vector according to our proposed topic-opinion
model. Thirdly, an opinion integration method by using article weight and topic
weight is used to generate the Aggregative Topic-Opinion Vectors(ATOV). Fi-
nally, the stock market trend could be predicted by these ATOVs.

The rest of this paper is organized as follows. In Section II, we review some
previous works on text mining based stock prediction. Next, we present the
Topic-Opinion model in Section III and show details about the weighted Topic-
Opinion aggregation model in Section IV. Stock trend prediction using ATOV
is introduced in Section V. Then in Section VI, we perform two groups of exper-
iments on three datasets and make comparison between the results. Finally, we
summarize the paper in Section VII.

2 Related Work

Generally, text mining based stock prediction studies mainly follow two lines: ob-
jective analysis and subjective analysis. The objective analysis focuses on mining
correlation between objective information of textual articles and stock market
movement trend. There have been numerous interesting attempts including the
earlier works by Wthrich, et al.[5] which started to use textual news articles for
financial forecasting. Later, Lavrenko et al.[6] presented a stock prediction ap-
proach by extracting most influential news. Recently, many scholars have turned
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to studying the market response to financial text streams. For example, Ing-
valdsen et al.[7] addressed the problem of extracting, analyzing and synthesizing
valuable information from continuous financial text streams. Other than news
articles, Kloptchenko et al.[8] presented a technique analyzing quantitative data
from annual financial reports.

In recent years, sentiment analysis and opinion mining techniques have at-
tracted much research attention in text mining community. For example, Ah-
mad et al.[9] studied on extracting multi-lingual sentiment from financial news
streams, which could deal with sentiment analysis on Arabic and Chinese corpus;
Devitt et al.[10] explored a computable metric of positive or negative polarity in
financial news text which was consistent with human judgments and could be
used in a quantitative analysis of news sentiment impact on financial markets;
Sehgal et al.[3] made stock prediction using web sentiment extracted from mes-
sage board; Wong et al.[4] brought out a pattern-based opinion mining method
for stock trend prediction. Another amazing study that predicted stock index
movement by public mood and sentiment extracted from twitter, was carried
out by Bollen et al.[11].

Compared with the works mentioned above, our study is more similar to
some works of the second line,such as the method proposed by Mahajan et
al.[12]. However, their work made stock prediction by the major events extracted
from financial news, instead of by the opinion extracted from universal financial
corpus.

3 Topic-Opinion Model

3.1 Definitions

Definition 1. (Article-Opinion) For each article di, PSdi and NSdi are used to
represent the positive intensity and negative intensity of di’s opinion respectively.

In this study, the Article-Opinion of article di, i.e.,PSdi and NSdi are evaluated
by lexicon-based method. That is, for article di, we determine whether di contains
any number of negative and positive terms from the sentiment lexicon. For each
occurrence, we increase the score of either negative or positive by one.

Definition 2. (Topic-Opinion) Similar to the idea of topic model,for each article
di, two vectors, P-TOVdi and N-TOVdi are defined as topic-opinion of article di.

P-TOVdi =< psdi-topic1 , psdi-topic2 , ..., psdi-topick >

N-TOVdi =< nsdi-topic1 , nsdi-topic2 , ..., nsdi-topick >

where, psdi-topick and nsdi-topick represent positive lexicon-based opinion and
negative lexicon-based opinion of article di on topick respectively.
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3.2 Topic-Opinion Generation

Step One: Topic Extraction
It is more reasonable to predict stock movement trend according to emerging
topics from new incoming corpus slice, which capture evolutions of existing top-
ics. Thus, we apply an online LDA model[13] rather than basic LDA model in
our study to extract the latest hot issues on stock market.

In this study, we assume that the articles arrive in discrete time slices, the
size of which is set to a day.Thus, the topic distribution over words on day t,

Φ
(t)
k , is drawn from a Dirichlet distribution governed by the model on day t− 1,

which is presented below:

Φ
(t)
k |β(t)k ∼ Dirichlet(β(t)k )

∼ Dirichlet(ωΦ̂(t−1)
k )

where Φ̂
(t−1)
k is the frequency distribution of a topic k over words on day t−1 and

0 < ω ≤ 1 is an evolution tuning parameter introduced to control the evolution
rate of the model. Thus, the generative model for day t of online LDA model
can be summarized as follows:

1. For each topic k = 1, ...,K

(a) Compute βtk = ωΦ̂t−1
k

(b) Generate a topic Φt
k ∼ Dirichlet(·|βtk)

2. For each document,d = 1, ..., Dt:

(a) Draw θtd ∼ Dirichlet(·|βt)
(b) For each word,wdi, in document d:

i Draw zi from multinomial θtd; (p(zi|αtd))
ii Draw wdi from multinomial Φzi ; p(wdi|zi, βtzi)

Similar to many other applications of topic model, there is no fixed rules for
setting the value of topic numberK. According to our method, it is unreasonable
to set K to a large number, since we mainly focuses on opinions about the hot
issues in a day. Therefore, topic number K is set to a small integer, 10 in our
case.

Step Two: TOV Calculation
After applying online LDA process on corpus slice Dt, the lexicon-based Article-
Opinion of each article di could be reformulated as TOVdi by Equations (1-2):

psdi-topick = PSdi · ptopici (1)

psdi-topick = PSdi · ptopici (2)

Where PSdi and NSdi are positive and negative Lexicon-based Article-Opinions
of di respectively.
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4 Weighted Topic-Opinion Aggregation Model

4.1 Weighted Topic-Opinion Aggregation

Definition 3. (Aggregative Topic-Opinion) For corpusD, two vectors, P-ATOVD

and N-ATOVD are defined as aggregative topic-opinion of corpus D.

P-ATOVD =< psD-topic1 , psD-topic2 , ..., psD-topick >

N-ATOVD =< nsD-topic1 , nsD-topic2 , ..., nsD-topick >

where, psD-topick and nsD-topick represent positive opinion and negative opinion
of corpus D on topick respectively.

Simply speaking, the ATOV of corpus slice Dt is generated by calculating the
aggregate opinions on individual topic one by one. A simple way of aggregating
the opinions of corpus slice Dt on topic k is showed in Equation (3):

psDt-topick =
∑

dj∈Dt

psdj-topick
|Dt|

(3)

Obviously, the opinion aggregation approach by Equation (3) assumes every
article has an equal weight. However, it is unreasonable to hold this assumption
in many cases. Next, we will explain this issue by the case listed in Table 1.

Among the corpus listed in Table 1, 42 articles were written about isolated
events that were related to individual stock or company, the other 113 arti-
cles mainly focused on eight topics, such as Intellectual Property Protection,
Japanese Nuclear Leakage, Property Purchase Restriction etc. All these topics
were hot issues on March 15, 2011, which had the major influence on the stock
market or some individual securities. Intuitively, the articles written about hot
issues would have more impact on stock market than ordinary ones. Thus, the
importance of each article should be considered when we aggregate the opinions
presented by this corpus.

In addition, the number of articles on different topics varies as shown in the
first column of Table 1. For example, 36 articles were written about the topic of
Intellectual Property Protection and Food Security, and only 3 articles discussed
the problem about the Flood happening in New Jersey. Although, both the topics
were key topics on March 15, their influences on stock market were obviously
not equal, so the topic importance should also be put into consideration as we
aggregate the opinions on different topics. Due to these reasons, we introduce
two parameters, wdj and wtopick into Equation (3), thus the opinion aggregation
method is transformed into the following way:

psDt-topick = wtopick ·
∑

dj∈Dt

wdj · psdj-topick
|Dt|

(4)

where, wdj and wtopick represent article-weight and topic-weight respectively.
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4.2 Article-Weight

In our study,we acknowledge the following two assumptions.

Assumption 1: Articles involving similar topics are likely to have similar im-
pacts on stork market.

Assumption 2: Articles involving hot issues are likely to have large impacts on
stock market.

Following the above assumptions, the article-weight of di could be described
by Equation (5):

wdi ∝ |Sdi |
|Dt|

(5)

where Dt is the corpus slice consisting of all articles issued on day t, Sdi={dj |
distance(TOVdj , TOVdi) < δ, dj ∈ |Dt|}, and distance(TOVdj ,TOVdi) indi-
cates the dissimilarity of topic distributions of dj and di.

4.3 Article-Weight Calculation

By the online LDA method, a document is represented as a vector of probabil-
ities over K topics. Compared with Euclidean distance measure, the Kullback
Leibler (KL) divergence is more suitable for computing the distance between two
documents distributions, p and q[14], which is given by:

KL(p ‖ q) =
∑
i

p(i)log
p(i)

q(i)
(6)

Since the KL divergence is not symmetric, we regard the average of KL(p ‖ q)
and KL(q ‖ p) as KL distance(KLD) in the rest of the paper.

Taking KL distance as the distance measure for document-topic vectors, we
choose K-means as the cluster algorithm. Since the clustering task is performed
on the articles issued within a time slice, the article number is relatively small,
which is usually less than one thousand. Thus, we can determine the optimal
value of k(the number of clusters) by minimizing the Davies-Bouldin index[15]
for k = 1, 2, ...,

√
n, where n = min{|Dt|, 100}, and |Dt| is the number of articles

issued within time slice t.
By K-Means cluster algorithm, the articles inside corpus slice Dt are clustered

into M clusters. Based on Equation (5), we reformulate article-weight of di in
the following way:

wdi =
|Clusterm|

|Dt|
(7)

Where, |Clusterm| represents the size of cluster m, which is equal to the number
of articles inside Clusterm.

4.4 Topic-Weight

The topic importance of topici is assumed to be in direct proportion to its
lexicon-based opinion intensity, and in reverse proportion to the sum of lexicon-
based opinion intensity of all topics. According to this idea, for topici, positive
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weight wP-topici and negative weight wN-topici can be calculated by Equations

(8-9):

wP-topic-i =
PStopic-i + 1∑K

j=1 PStopic-j +K
; (8)

wN-topic-i =
NStopic-i + 1∑K

j=1 NStopic-j +K
; (9)

Where, PStopici and NStopici represent positive and negative lexicon-based opin-
ion of topici, respectively.

5 Stock Prediction by CAWTO

To evaluate the effectiveness of our approach, the composite index of Shanghai
Stock Exchanges(SHCOMP) is chosen as the object to be predicted. In this
study, SHCOMP-Trend belongs to one of the following possible cases:

– Up: It means the SHCOMP of the next day will rise up above one percent
than current one.

– Down: It means the SHCOMP of the next day will drop down more than
one percent than current one.

– Stable: It means the fluctuation of SHCOMP will be less than one percent.

The outline of our method is illustrated in Fig.1, which mainly consists of four
steps.

Fig. 1. Data Collection:Crawling daily financial articles from Website,such as, SinaFi-
nance. Data Preprocessing:Performing four basic tasks, text extraction, word segmen-
tation, stop word removal, and background word removal.Feature Extraction: Calculat-
ing ATOV according to article weight and topic weight.Making Prediction:Predicting
SHCOMP movement trend by ATOV.
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6 Experiments

In the experiment,directional accuracy is taken as evaluation metric.For com-
parison, another two groups of comparison experiments are performed:

– Making SHCOMP-Trend prediction by classifying Event-Topic-Vectors(ETVs).
– Making SHCOMP-Trend prediction by classifying Basic-ATOVs.

ETVs are generated according to the feature representation model proposed
by the study[12], where each dimension represents a major event instead of an
opinion. Basic-ATOV is the aggregate topic-opinion vector generated according
to Equation (3), which aggregates TOVs without considering article-weight and
topic-weight.

6.1 Sentiment Lexicon

A Chinese Financial Sentiment Lexicon(CFSL) is used as the sentiment lexicon
for lexicon-based Article-Opinion calculation. It consists of 7409 Chinese words
in total, including 631 positive words, 575 negative words, and 6203 neutral
words, labeled sentiment by financial experts of SSE.

6.2 Data Setting

We crawled 287,686 financial articles issued from April 1, 2009 to September 29,
2011 from SinaFinance,a famous financial website in China,based on which we
generate 912 pairs of ATOVs by applying ATOV generation method. Each pair of
ATOVs consists of a P-ATOV and a N-ATOV, which represent positive aggregate
topic-opinion and negative aggregate topic-opinion respectively. Among 912 pairs
of ATOVs, we only select 601 pairs as the input of classifier, since only 601
days are trading days during this period time.In addition, two datasets used in
comparison experiments are shown in Table 2.

Table 2. Data Sets used in comparison experiments

Data Set Data Type Description

Basic-ATOV K-dimensional Vector Contains 601 pairs of Basic-ATOVs

ETV K-dimensional Vector Contains 200,000 ETVs

6.3 Experiment Setting

ATOV Generation Setting
The experiment of ATOV aggregation mainly involves online LDA algorithm and
k -means clustering algorithm. As to online LDAmodel, we employ ”Matlab Topic
Modeling Toolbox”, authored by Mark Steyvers and Tom Griffiths in our exper-
iment. The models were run for 200 iterations and the last sample of the Gibbs
sampler was used for evaluation. As discussed in Section IV, the number of topics,
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K, is set to 10 in all experiments. Following the settings in works[17], a and b are
set to 50/K, and 0.1, respectively. As to k -means clustering algorithm, the clusters
number k is determined dynamic by minimizing the Davies-Bouldin index.

Classification Setting
According to current literatures, many studies take Support Vector Machine(SVM)
as classifier. For comparison with the prediction accuracy by using other data
features, i.e., Basic-ATOV, ETV, a SVM classifier, namely LibSVM2 is adopted
in our experiments.Besides, a classifier based on multiple data domain descrip-
tion(MDDD) is also adopted in the experiments, which was claimed more suit-
able for multi-class classification task[16].

For the SVM classifier, we use a linear kernel with default parameters (C=1).
As to the MDDD classifier, the parameter β is set to 0.2 according to the settings
of study[16].

6.4 Result

Result by ATOV
Table 3 shows the directional accuracy of SHCOMP-Trend prediction obtained
by classifying P-ATOV and N-ATOV in two-round experiments. From the re-
sults, we can clearly find that the N-ATOV dataset achieves higher directional
accuracy than P-ATOV in both rounds. In the first round experiments, the
directional accuracy of N-ATOV reaches 75.1% when we take MDDD as the
classifier, which is the highest directional accuracy. Judging by the two-fold cross-
validation method, the average directional accuracy of N-ATOV are 70.3% and
74.7% achieved by SVM and MDDD respectively. This is a clear improvement
over 65.2% and 69.5% when the P-ATOV dataset is used, which suggests the
N-ATOV has higher predictive ability than the P-ATOV. In other words, our
findings imply that negative opinions of hot topics usually have greater impact
on stock market than positive ones. Besides, we can also find that all of the di-
rectional accuracies achieved by MDDD are higher than the corresponding ones
achieved by SVM.

Table 3. Directional Accuracy Using ATOV

Data Training Range Testing Range SVM MDDD

P-ATOV Apr,1,2009-Aug,1,2010 Aug,1,2010-Sep,29,2011 65% 68.3%

N-ATOV Apr,1,2009-Aug,1,2010 Aug,1,2010-Sep,29,2011 69.5% 75.1%

P-ATOV Jun,1,2010-Sep,29,2011 Apr,1,2009-May,31,2010 65.4% 70.7%

N-ATOV Jun,1,2010-Sep,29,2011 Apr,1,2009-May,31,2010 71.1% 74.3%

Comparison Result
For comparison, the results of experiments using ETV and Basic-ATOV are
shown in Table 4 and Table 5 respectively. According to Table 4, the over-
all directional accuracy achieved by Basic-ATOV(i.e., Basic-P-ATOV, Basic-N-
ATOV) is lower than that achieved by ATOV(i.e., P-ATOV, N-ATOV), and the

2 http://www.csie.ntu.edu.tw/cjlin/libsvm

http://www.csie.ntu.edu.tw/cjlin/libsvm
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Table 4. Directional Accuracy Using ETV

Data Training Range Testing Range SVM MDDD

ETV Apr,1,2009-Aug,1,2010 Aug,1,2010-Sep,29,2011 59.1% 59.8%

ETV Jun,1,2010-Sep,29,2011 Apr,1,2009-May,31,2010 59.7% 61.9%

Table 5. Directional Accuracy Using Basic-ATOV

Data Training Range Testing Range SVM MDDD

Basic-P-ATOV Apr,1,2009-Aug,1,2010 Aug,1,2010-Sep,29,2011 59.1% 59.5%

Basic-N-ATOV Apr,1,2009-Aug,1,2010 Aug,1,2010-Sep,29,2011 62.2% 62%

Basic-P-ATOV Jun,1,2010-Sep,29,2011 Apr,1,2009-May,31,2010 57.5% 60.1%

Basic-N-ATOV Jun,1,2010-Sep,29,2011 Apr,1,2009-May,31,2010 60% 61.6%

best result is 62.2%, which is attained by SVM on Basic-N-ATOV. Furthermore,
negative opinions(i.e.,Basic-N-ATOV) also display higher predictive ability than
positive ones(i.e., Basic-P-ATOV) according to Table 4.

In Table 5, the average directional accuracies achieved by SVM and MDDD on
ETV are 59.4% and 60.8% respectively, which are very close to the result claimed
by the study[14].From Fig.2, the difference between the directional accuracies
obtained by Basic-ATOV and ETV is indistinct. Thus, we can hardly conclude
that opinion-based information(i.e., ATOV, Basic-ATOV) has higher predictive
ability than event-based information(i.e., ETV), which was claimed by Wong
et al.[4].However, both types of ATOV outperform Basic-ATOV and ETV in
predicting SHCOMP-Trend.
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7 Conclusion

In this study, we have explored a new way of predicting stock trend according to
the overall opinions on hot topics discussed in web financial corpus. To achieve
this goal, a weighted topic-opinion aggregation method is first proposed, by
which the aggregative topic-opinion vector(ATOV) can be generated according
to article weight and topic weight. By classifying such ATOVs, the stock market
movement trend can be predicted with high accuracies. To prove the effective-
ness of this method, several groups of experiments on real world data have been
carried out, among which the highest directional accuracy of SHCOMP-Trend
prediction is up to 75.1%. Furthermore, based on the outcomes of comparison
experiments, the ATOV gains a notable advantage over Basic-ATOV and ETV,
which are the aggregative opinion generated by a basic integration method and
the event-based information extracted by the topic model respectively. In addi-
tion, the negative aggregative topic-opinions are found to have higher predictive
ability than positive ones. Finally, we also find that different classifiers could lead
to relatively large variations of prediction accuracy. Consequently, how to select
a suitable classifier according to the type of specific prediction task, i.e., binary
classification, multiple classification, becomes one issue of our future works.
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Nenad Tomašev, Jan Rupnik, and Dunja Mladenić
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Abstract. Information retrieval in multi-lingual document repositories is of high
importance in modern text mining applications. Analyzing textual data is, how-
ever, not without associated difficulties. Regardless of the particular choice of fea-
ture representation, textual data is high-dimensional in its nature and all inference
is bound to be somewhat affected by the well known curse of dimensionality. In
this paper, we have focused on one particular aspect of the dimensionality curse,
known as hubness. Hubs emerge as influential points in the k-nearest neighbor
(kNN) topology of the data. They have been shown to affect the similarity based
methods in severely negative ways in high-dimensional data, interfering with both
retrieval and classification. The issue of hubness in textual data has already been
briefly addressed, but not in the context that we are presenting here, namely the
multi-lingual retrieval setting. Our goal was to gain some insights into the cross-
lingual hub structure and exploit it for improving the retrieval and classification
performance. Our initial analysis has allowed us to devise a hubness-aware in-
stance weighting scheme for canonical correlation analysis procedure which is
used to construct the common semantic space that allows the cross-lingual doc-
ument retrieval and classification. The experimental evaluation indicates that the
proposed approach outperforms the baseline. This shows that the hubs can indeed
be exploited for improving the robustness of textual feature representations.

Keywords: hubs, curse of dimensionality, document retrieval, cross-lingual,
canonical correlation analysis, common semantic space, k-nearest neighbor, clas-
sification.

1 Introduction

Text mining has always been one of the core data mining tasks, not surprisingly, as we
use language to express our understanding of the world around us, encode knowledge
and ideas. Analyzing textual data across a variety of sources can lead to some deep and
potentially useful insights.

The use of internet has spawned vast amounts of textual data, even more so now with
the advent of Web 2.0 and the increased amount of user-generated content. This data,
however, is expressed in a multitude of different languages. There is a high demand
for effective and efficient cross-language information retrieval tools, as they allow the
users to access potentially relevant information that is written in languages they are not
familiar with.

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 185–196, 2013.
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Nearest neighbor approaches are common both in text classification [1][2][3] and
document retrieval [4][5][6], which is not surprising given both the simplicity and the
effectiveness of most kNN methods. Nearest neighbor methods can be employed both
at the document level or at the word level.

The curse of dimensionality is known to affect the k-nearest neighbor methods in
clearly negative ways. The distances concentrate [7] and uncovering relevant examples
becomes more difficult. Additionally, some examples have a tendency to become hubs,
i.e. very frequent nearest neighbors [8]. Though this may not in itself sound like a se-
vere limitation, it turns out to be quite detrimental in practice. Namely, the hubness of
particular documents depends more on data preprocessing, feature selection, normal-
ization and the similarity measure than on the actual perceived semantic correlation
between the document and its reverse nearest neighbors. In other words, the semantics
of similarity is often either completely broken or severely compromised around hubs.

Textual data is high-dimensional and the impact of hubness on various text mining
tasks involving nearest neighbor reasoning needs to be closely evaluated.

In this paper we examined the hub structure of an aligned bi-lingual document cor-
pus, over a set of 14 different binary categorization problems. We will show that there is
a high correlation between the hub structure in different language representations, but
this correlation vanishes when using the common semantic representation. This similar-
ity in the kNN graph topology can be exploited for improving the system performance
and we demonstrate this by proposing a hubness-aware instance weighting scheme for
the canonical correlation analysis [9].

2 Related Work

2.1 Emergence of Hubs

The concept of hubs is probably most widely known from network analysis [10] and
the hubs-and-authorities (HITS) algorithm [11] which was a precursor to PageRank in
link analysis. However, hubs arise naturally in other domains as well, as for instance the
protein interaction networks [12]. Hubness is a common property of high-dimensional
data which has been correlated with the distance concentration phenomenon. Any in-
trinsically high-dimensional data with meaningful distribution centers ought to exhibit
some degree of hubness [8][13][14]. The phenomenon has been most thoroughly exam-
ined in the music retrieval community [15][16][17]. The researchers had noticed that
some songs were constantly being retrieved by the system, even though they were not
really relevant for the queries. The hubness in audio data is still an unresolved issue.
Similar phenomena in textual data have received comparatively little attention.

Denote by Nk(xi) the total number of occurrences of a neighbor point xi. If the
Nk(xi) is very much higher than k, we will say that xi is a hub, and if it is much lower
than k, we will say that xi is an orphan or anti-hub. In case of labeled data, we can
further decompose the total occurrence frequency as follows: Nk(xi) = GNk(xi) +
BNk(xi), where GNk(xi) and BNk(xi) represent the number of good and bad k-
occurrences, respectively. An occurrence is said to be good if the labels of neighbor
points match and bad if there is a mismatch. Bad hubness is, obviously, closely related
to the misclassification rates in kNN methods.
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In intrinsically high-dimensional data, the entire distribution of k-neighbor occur-
rences changes and becomes highly skewed.1 Not only does this result in some exam-
ples being frequently retrieved in kNN sets, but also in that most examples never occur
as neighbors and are in fact unintentionally ignored by the system. Only a subset of the
original data actually participates in the learning process. This subset is not a carefully
selected one, so such implicit data reduction usually induces an information loss.

Furthermore, it is advisable to consider not only bad hubness but also the detailed
neighbor occurrence profiles, by taking into account the class-specific neighbor occur-
rences. The occurrence frequency of a neighbor point xi in neighborhoods of points
from class c ∈ C is denoted by Nk,c(xi) and will be referred to as class hubness.

Several hubness-aware classification methods have recently been proposed in order
to reduce the negative influence of bad hubs on kNN classification (hw-kNN [8], h-
FNN [18], NHBNN [19], HIKNN [20]).

Apart from classification, data hubness has also been used in clustering [21], metric
learning [22] and instance selection [23].

2.2 Canonical Correlation Analysis (CCA)

A common approach to analyzing multilingual document collections is to find a com-
mon feature representation, so that the documents that are written in different languages
can more easily be compared. One way of achieving that is by using the canonical cor-
relation analysis.

Canonical Correlation Analysis (CCA) [9] is a dimensionality reduction technique
somewhat similar to Principal Component Analysis (PCA) [24]. It makes an additional
assumption that the data comes from two sources or views that share some information,
such as a bilingual document corpus [25] or a collection of images and captions [26].
Instead of looking for linear combinations of features that maximize the variance (PCA)
it looks for a linear combination of feature vectors from the first view and a linear
combination for the second view, that are maximally correlated.

Formally, let S = (x1, y1), . . . , (xn, yn) be the sample of paired observations where
xi ∈ R

p and yi ∈ R
q represent feature vectors from some p and q-dimensional feature

spaces. Let X = [x1, . . . , xn] and let Y = [x1, . . . , xn] be the matrices with observa-
tion vectors as columns, interpreted as being generated by two random vectors X and
Y . The idea is to find two linear functionals (row vectors) α ∈ R

p and β ∈ R
q so

that the random variables α · X and β · Y are maximally correlated. The α and β map
the random vectors to random variables, by computing the weighted sums of vector
components. This gives rise to the following optimization problem:

maximize
α∈Rp,β∈Rq

αCXY β
′

√
αCXXα′

√
βCY Y β′

, (1)

where CXX and CY Y are empirical estimates of the variances of X and Y respectively
and CXY is an estimate of the covariance matrix. Assuming that the observation vec-

1 Skewness of the k-occurrence distribution is defined as SNk(x) = m3(Nk(x))

m
3/2
2 (Nk(x))

=

1/n
∑N

i=1(Nk(xi)−k)3

(1/n
∑N

i=1(Nk(xi)−k)3)3/2
. High positive skewness which is encountered in intrinsically high-

dimensional data indicates that the distribution tail is longer on the right distribution side.
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tors are centered, the matrices are computed in the following way: CXX = 1
n−1XX

′,
CY Y = 1

n−1Y Y
′ and CXY = 1

n−1XY
′.

This optimization task can be reduced to an eigenvalue problem and includes inverting
the variance matricesCXX andCY Y . In case of non-invertible matrices, it is possible to
use a regularization technique by replacingCXX with (1−κ)CXX+κI , whereκ ∈ [0, 1]
is the regularization coefficient and I is the identity matrix.

A single canonical variable is usually inadequate in representing the original random
vector and typically one looks for k projection pairs (α1, β1), . . . , (αk, βk), so that αi
and βi are highly correlated and αi is uncorrelated with αj for j 
= i and analogously
for β.

The problem can be reformulated as a symmetric eigenvalue problem for which effi-
cient solutions exist. If the data is high-dimensional and the feature vectors are sparse,
iterative methods can be used, such as the well known Lanczos algorithm [27]). If the
size of the corpus is not prohibitively large, it is also possible to work with the dual
representation and use the ”kernel trick” [28] to yield a nonlinear version of CCA.

3 Data

For the experiments, we examined the Acquis aligned corpus data
(http://langtech.jrc.it/JRC-Acquis.html), which comprise a set of more than 20000
documents in many different languages. To simplify the initial analysis, we focused on
the bi-lingual case and compared the English and French aligned document sets. We
will consider more language pairs in our future work. The documents were labeled and
associated with 14 different binary classification problems.

The documents were analyzed in the standard bag-of-words representation after to-
kenization, lemmatization and stop word removal. Only nouns, verbs, adjectives and
adverbs were retained, based on the part-of-speech tags. The inter-document similarity
was measured by the cosine similarity measure.

Common semantic representation for the two aligned document sets was obtained
by applying CCA. Both English and French documents were then mapped onto the
common semantic space (CS:E, CS:F). The used common semantic representation was
300-dimensional, as we wanted to test our assumptions in the context of dimensionality
reduction and slight information loss. Longer representations would be preferable in
practical applications.

The Acquis corpus exhibits high hubness. This is apparent from Figure 1. The data
was normalized by applying TF-IDF, which is a standard preprocessing technique. The
normalization only slightly reduces the overall hubness.

The common semantic projections exhibit significantly lower hubness than the origi-
nal feature representations, which already suggests that there might be important differ-
ences in the hub structure. The outline of the data is given in Table 1. The two languages
exhibit somewhat different levels of hubness.

If the hubness information is to be used in the multi-lingual context, it is necessary to
understand how it maps from one language representation to another. Both the quantita-
tive and the qualitative aspects of the mapping need to be considered. The quantitative
aspect refers to the the correlation between the total document neighbor occurrence
counts and provides the answer to the general question of whether the same documents
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(a) No feature weighting (b) TF-IDF

Fig. 1. The logarithmic plots of the 5-occurrence distribution on the set of English Acquis docu-
ments with or without performing TF-IDF feature weighting. The straight line in the un-weighted
case shows an exponential law in the decrease of the probability of achieving a certain number
of neighbor occurrences. Therefore, frequent neighbors are rare and most documents are anti-
hubs. Note that N5(x) is sometimes much more than 20, both charts are cut-off there for clarity.
Performing TF-IDF somewhat reduces the overall hubness, even though it remains high.

Table 1. Overview of the k-occurrence skewness (SNk ) for all four document corpus representa-
tions. To further illustrate the severity of the situation, the degree of the major hub (maxNk) is
also given. Both quantities are shown for k = 1 and k = 5.

Data set size d SN1 maxN1 SN5 maxN5

ENG 23412 254963 16.13 95 19.45 432
FRA 23412 212955 80.98 868 54.22 3199
CS:E 23412 300 5.20 38 1.99 71
CS:F 23412 300 4.90 38 1.99 62

become hubs in different languages. The qualitative aspect is concerned with charac-
terizing the type of influence expressed by the hubs in correlating the good and bad
hubness (label mismatch percentages) in both languages.

Let us consider one randomly chosen hub document from the corpus. Figure 2 shows
its occurrence profiles in both English and French over all 14 binary classification prob-
lems. The good/bad occurrence distributions for this particular document appear to be
quite similar in both languages, even though the total hubness greatly differs. From this
we can conclude that, even though the overall occurrence frequency depends on the
language, the semantic nature of the document determines the type of influence it will
exhibit if and when it becomes a hub. On the other hand, this particular document is
an anti-hub in both projections onto the common semantic space, i.e. it never occurs
as a neighbor there. This illustrates how the CCA mapping changes the nature of the
k-nearest neighbor structure, which is what Table 1 also confirms.

The observations from examining the influence profiles of a single document are
easily generalized by considering the average Pearson correlation between bad hubness
ratios over the 14 binary label assignments, as shown in Table 2(a). There is a quite
strong positive correlation between document influence profiles in all considered repre-
sentations and it is strongest between the projections onto the common semantic space,



190 N. Tomašev, J. Rupnik, and D. Mladenić

(a) English version of the text (b) French version of the text

Fig. 2. Comparing the 5-occurrences of one randomly chosen document (Doc-3) across various
classification tasks (label arrays) in English and French language representations. The hubness of
Doc-3 differs greatly, but the type of its influence (good/bad hubness ratio) seems to be preserved.

which was to be expected. As for the total number of neighbor occurrences (Table 2(b)
and Table 2(c)), the Pearson product-moment gives positive correlation between the
hubness of English and French texts, as well as between the projected representations.
In all other cases there is no linear correlation. We measured the non-linear correlation
by using the Spearman correlation coefficient (Table 2(c)). It seems that there is some
positive non-linear correlation between hubness in all the representations.

The results of correlation comparisons can be summarized as follows: frequent neigh-
bor documents among English texts are usually also frequent neighbors among the
French texts and the nature of their influence is very similar. Good/bad neighbor
documents in English texts are expected to be good/bad neighbor documents in French

Table 2. Correlations of document hubness and bad hubness between different language repre-
sentations: English, French, and their projections onto the common semantic space

(a) Pearson correlation between
bad hubness ratios of documents
(BNk(x)/Nk(x))

ENG FRA CS:E CS:F
0.68 0.61 0.58 ENG

0.56 0.58 FRA
0.76 CS:E

CS:F

(b) Pearson correlation between to-
tal hubness (occurrence frequen-
cies)

ENG FRA CS:E CS:F
0.47 0.08 0.06 ENG

0.01 0.01 FRA
0.64 CS:E

CS:F

(c) Spearman correlation between
total hubness (occurrence frequen-
cies)

ENG FRA CS:E CS:F
0.67 0.29 0.25 ENG

0.25 0.29 FRA
0.70 CS:E

CS:F
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texts and vice-versa. We will exploit this apparent regularity for improving the neighbor
structure of the common semantic space, as will be discussed in Section 4.

4 Towards a Hubness-Aware Common Semantic Representation

In the canonical correlation analysis, all examples contribute equally to the process of
building a common semantic space. However, due to hubness, not all documents are
to be considered equally relevant or equally reliable. Documents that become bad hubs
exhibit a highly negative influence. Furthermore, as shown in Figure 2, a single hub-
document can act both as a bad hub and as a good hub at the same time, depending on
the specific classification task at hand. Therefore, instance selection doesn’t seem to be
a good approach, as we cannot both accept and reject an example simultaneously.

What we propose instead is to introduce instance weights to the CCA procedure in
order to control the influence of hubs on forming the common semantic representation
in hope that this would in turn improve the cross-lingual retrieval and classification
performance in the common semantic space.

The weights introduce a bias in finding the canonical vectors: the search for canonical
vectors is focused on the spaces spanned by the instances with high weights.

Given a document sample S, let u1, . . . , un be the positive weights for the examples
xi ∈ X and v1, . . . , vn be the positive weights for the examples yi ∈ Y . We propose to
compute the modified covariance and variance matrices as follows:

C̃XX :=
1

n− 1

n∑
i=1

u2ixix
′
i, C̃Y Y :=

1

n− 1

n∑
i=1

v2i yiy
′
i

C̃XY :=
1

n− 1

n∑
i=1

uivixiy
′
i

(2)

These matrices are input for the standard CCA optimization problem. By modifying
them, we are able to directly influence the outcome of the process. The weighting ap-
proach is equivalent to performing over-sampling of the instances based on their speci-
fied weights and then computing the covariances and variances.

Let h(xi, k) and hB(xi, k) be the standardized hubness and standardized bad

hubness scores respectively, i.e. h(xi, k) =
Nk(xi)−μNk(xi)

σNk(xi)
and hB(xi, k) =

BNk(xi)−μBNk(xi)

σBNk(xi)
. A high standardized hubness score means that the document is very

influential and relevant for classification and retrieval, while a high bad hubness score
indicates that the document is unreliable.

We have experimented with several different weighting schemes. We will focus on
two main approaches. The first approach would be to increase the influence of rele-
vant points (hubs) in the CCA weighting. The second meaningful approach is to re-
duce the influence of unreliable points (bad hubs). Additionally, for comparisons, we
will also consider the opposite of what we propose, i.e. reducing the influence of hubs



192 N. Tomašev, J. Rupnik, and D. Mladenić

Fig. 3. The CCA procedure maps the documents written in different languages onto the common
semantic space. According to the analysis given in Table 2, this changes the kNN structure signif-
icantly, which has consequences for the subsequent document retrieval and/or classification. By
introducing instance weights we can influence the mapping so that we preserve certain aspects of
the original hub-structure and reject the unwanted parts of it.

and increasing the influence of bad hubs. Therefore, the considered weighting schemes
are given as follows: un-weighted, vi := 1, emphasized hubs, vi := eh(xi,k), de-
emphasized hubs, vi := e−h(xi,k), emphasized bad hubs, vi := ehB(xi,k), and de-
emphasized bad hubs, vi := e−hB(xi,k).

5 Experimental Evaluation

In the experimental protocol, we randomly selected two disjoint subsets of the aligned
corpus: 2000 documents were used for training ad 1000 for testing. For each of the 14 bi-
nary classification problems we computed five common semantic spaces with CCA on the
training set: the non-weighted variant (CS:N), emphasized hubs (CS:H), de-emphasized
hubs (CS:h), emphasized bad hubs (CS:B) and de-emphasized bad hubs (CS:b). The
training and test documents in both languages were then projected onto the common
semantic space. In each case, we evaluated the quality of the common semantic space
by measuring the performance of both classification and document retrieval. The whole
procedure was repeated 10 times, hence yielding the repeated random sub-sampling val-
idation. We have measured the average performance and its standard deviation.

Many of the binary label distributions were highly imbalanced. This is why the clas-
sification performance was measured by considering the Matthews Correlation Coeffi-
cient (MCC) [29].

Comparing the classification performance on the original (non-projected) documents
with the performance on the common semantic space usually reveals a clear degradation
in performance, unless the dimensionality of the projected space is high enough to
capture all the relevant discriminative information.

The overview of the classification experiments is given in Table 3. We only report the
result on the English texts and projections, as they are basically the same in the French
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part of the corpus. We have used the kNN classifier with k = 5, as we are primarily
interested in capturing the change of the neighbor-structure in the data. It is immedi-
ately apparent that the weights which emphasize document hubness (CS:H) achieve the
best results among the common semantic document representations. Reducing the in-
fluence of bad hubs (CS:b) is in itself not enough to positively affect the classification
performance. This might be because many hubs reside in borderline regions, so they
might carry some relevant disambiguating feature information. It seems that empha-
sizing the relevance by increasing the preference for all hub-documents gives the best
classification results.

Table 3. The Matthews correlation coefficient (MCC) values achieved on different projected
representations. The symbols •/◦ denote statistically significant worse/better performance (p <
0.01) compared to the non-weighted projected representation (CS:N).

Label Original CS:N CS:H CS:h CS:B CS:b

lab1 73.0 ± 3.3 34.2 ± 4.6 69.2 ± 2.8 ◦ 66.0 ± 3.3 ◦ 52.8 ± 4.8 ◦ 46.6 ± 10.2 ◦
lab2 69.2 ± 3.0 52.3 ± 4.4 65.1 ± 3.9 ◦ 38.3 ± 3.8 • 45.8 ± 7.0 35.7 ± 8.6 •
lab3 50.2 ± 3.3 27.6 ± 3.8 44.1 ± 3.0 ◦ 42.2 ± 5.0 ◦ 44.8 ± 3.6 ◦ 33.7 ± 3.0 ◦
lab4 32.2 ± 4.4 18.8 ± 6.4 28.1 ± 2.8 ◦ 21.1 ± 3.9 20.6 ± 3.7 20.3 ± 6.5
lab5 28.9 ± 12.4 16.8 ± 12.9 17.7 ± 11.7 21.9 ± 14.4 10.2 ± 5.5 15.7 ± 6.0
lab6 38.1 ± 6.2 31.2 ± 6.0 29.3 ± 8.2 33.6 ± 5.4 23.5 ± 5.8 • 26.2 ± 6.6
lab7 54.5 ± 3.2 38.9 ± 4.0 48.4 ± 4.2 ◦ 45.7 ± 3.0 ◦ 42.3 ± 6.3 36.5 ± 6.8
lab8 44.6 ± 6.3 31.5 ± 6.9 40.4 ± 6.4 ◦ 33.5 ± 5.7 23.0 ± 5.0 • 19.6 ± 8.7 •
lab9 76.2 ± 3.4 32.0 ± 5.4 74.4 ± 3.4 ◦ 61.8 ± 3.7 ◦ 45.7 ± 5.2 ◦ 37.7 ± 7.6
lab10 41.4 ± 4.2 26.1 ± 3.8 34.0 ± 3.8 ◦ 31.6 ± 5.5 34.4 ± 4.6 ◦ 26.6 ± 5.2
lab11 53.5 ± 2.5 27.9 ± 2.8 48.6 ± 4.0 ◦ 42.0 ± 3.5 ◦ 44.9 ± 3.8 ◦ 33.7 ± 3.8 ◦
lab12 39.2 ± 4.0 31.5 ± 3.4 35.4 ± 5.9 35.6 ± 6.6 22.8 ± 4.9 • 20.3 ± 5.7 •
lab13 45.4 ± 3.4 29.9 ± 5.2 38.5 ± 6.0 ◦ 37.1 ± 4.6 ◦ 32.6 ± 5.4 28.0 ± 4.9
lab14 49.9 ± 4.5 35.4 ± 7.1 44.8 ± 7.6 44.1 ± 7.4 22.4 ± 5.9 • 23.4 ± 11.7

AVG 49.7 31.0 44.1 39.6 33.3 28.9

In evaluating the document retrieval performance, we will focus on the k-neighbor
set purity as the most relevant metric. The inverse mate rank is certainly also important,
but the label matches are able to capture a certain level of semantic similarity among
the fetched results. A higher purity among the neighbor sets ensures that, for instance,
if your query is about the civil war, you will not get results about gardening, regardless
of whether the aligned mate was retrieved or not. This is certainly quite useful. The
comparisons are given in Table 4.

Once again, the CS:H weighting proves to be the best among the evaluated hubness-
aware weighting approaches, as it retains the original purity of labels among the docu-
ment kNNs. It is significantly better than the un-weighted baseline (CS:N).

The CS:H weighting produces results most similar to the ones in the original En-
glish corpus and we hypothesized that it is because this particular document weighting
scheme best helps to preserve the kNN structure of the original document set. We ex-
amined the relevant correlations and it turns out that this is indeed the case, as shown
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Table 4. The average purity of the k-nearest document sets in each representation. The sym-
bols •/◦ denote significantly lower/higher purity (p < 0.01) compared to the non-weighted case
(CS:N). The best result in each line is in bold.

Label Original CS:N CS:H CS:h CS:B CS:b

lab1 84.5 ± 1.3 80.7 ± 1.6 84.1 ± 1.1 ◦ 83.3 ± 1.5 ◦ 83.7 ± 1.5 ◦ 81.7 ± 2.1
lab2 90.5 ± 1.2 84.5 ± 3.2 90.1 ± 1.2 ◦ 88.2 ± 2.0 ◦ 89.6 ± 1.5 ◦ 84.9 ± 3.7
lab3 74.4 ± 0.9 71.3 ± 1.0 74.4 ± 1.0 ◦ 73.6 ± 0.9 ◦ 74.6 ± 1.2 ◦ 72.6 ± 1.1
lab4 85.8 ± 1.6 84.6 ± 4.4 85.9 ± 1.5 85.9 ± 1.8 85.1 ± 1.5 84.1 ± 3.6
lab5 96.0 ± 0.6 95.9 ± 1.3 95.9 ± 0.8 96.3 ± 0.8 95.3 ± 1.0 94.5 ± 3.0
lab6 91.7 ± 0.9 90.2 ± 3.4 91.6 ± 1.1 91.6 ± 1.5 90.8 ± 1.5 89.5 ± 3.5
lab7 79.7 ± 0.8 78.0 ± 2.2 79.7 ± 1.0 79.0 ± 1.6 79.5 ± 0.6 77.8 ± 1.7
lab8 89.1 ± 1.3 87.0 ± 3.4 89.0 ± 1.2 88.5 ± 1.6 88.0 ± 1.3 85.6 ± 3.2
lab9 91.8 ± 1.1 84.7 ± 3.1 92.0 ± 1.1 ◦ 89.6 ± 1.5 ◦ 90.9 ± 1.3 ◦ 83.9 ± 3.1
lab10 84.3 ± 0.7 84.5 ± 1.4 84.4 ± 0.6 84.4 ± 0.8 83.7 ± 0.7 83.4 ± 1.6
lab11 77.0 ± 0.9 73.5 ± 1.1 77.1 ± 0.8 ◦ 75.5 ± 0.9 ◦ 77.3 ± 0.6 ◦ 74.7 ± 1.2
lab12 88.7 ± 1.2 88.7 ± 3.3 88.6 ± 1.3 88.7 ± 1.9 87.6 ± 1.5 87.9 ± 3.5
lab13 82.3 ± 1.5 81.9 ± 2.1 82.4 ± 1.5 82.2 ± 1.8 82.0 ± 1.4 80.7 ± 2.5
lab14 92.7 ± 0.8 92.1 ± 2.8 92.3 ± 0.7 92.7 ± 1.2 91.7 ± 1.3 91.7 ± 3.1

AVG 86.3 84.1 86.3 85.7 85.7 83.8

Table 5. The correlations of document hubness between some of the different common seman-
tic representations, as well as the original English documents. CS:H (emphasize hubness when
building the rep.) best preserves the original kNN structure, which is why it leads to similar
classification performance, despite the dimensionality reduction.

(a) Pearson correlation between to-
tal hubness on the training set (oc-
currence frequencies)

ENG CS:N CS:H CS:h
0.05 0.42 0.02 ENG

0.03 0.05 CS:N
0.02 CS:H

CS:h

(b) Pearson correlation between to-
tal hubness on the test set (occur-
rence frequencies)

ENG CS:N CS:H CS:h
0.65 0.88 0.75 ENG

0.68 0.93 CS:N
0.80 CS:H

CS:h

in Table 5. By preserving the original structure, it compensates for some of the infor-
mation loss which would have resulted due to the dimensionality reduction during the
CCA mapping.

6 Conclusions and Future Work

We have examined the impact of hubness on cross-lingual document retrieval and clas-
sification, from the perspective of calculating the common semantic document repre-
sentation. Hubness is an important aspect of the dimensionality curse which plagues
the similarity-based learning methods.
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Our analysis shows that the hub-structure of the data remains preserved across differ-
ent languages, but is radically changed by the canonical correlation analysis mapping
onto the common semantic space. The dimensionality reduction also results in some
information loss. We have proposed to overcome the information loss by introducing
the hubness-aware instance weights into the CCA optimization problem, which have
helped in preserving the original kNN structure of the data during the CCA mapping.

The experimental evaluation shows that increasing the influence of hubs on spanning
the common semantic space results in an increased kNN classification performance and
the higher neighbor set purity.

These initial experiments were performed on an aligned bi-lingual corpus and we
intend to expand the analysis by comparing more languages. Additionally, we intend to
examine the unsupervised aspects of the problem, like clustering.
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22. Tomašev, N., Mladenić, D.: Hubness-aware shared neighbor distances for high-dimensional
k-nearest neighbor classification. In: Corchado, E., Snášel, V., Abraham, A., Woźniak, M.,
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Abstract. The overwhelming amount of textual documents available
nowadays highlights the need for information organization and discovery.
Effectively organizing documents into a hierarchy of topics and subtopics
makes it easier for users to browse the documents. This paper borrows
community mining from social network analysis to generate a hierarchy
of topically coherent document clusters. It focuses on giving the doc-
ument clusters descriptive labels. We propose to use betweenness cen-
trality measure in networks of co-occurring terms to label the clusters.
We also incorporate keyphrase extraction and automatic titling in clus-
ter labeling. The results show that the cluster labeling method utilizing
KEA to extract keyphrases from the documents generates the best labels
overall comparing to other methods and baselines.

Keywords: Text Mining and Web Mining, Cluster Labeling, Document
Clustering.

1 Introduction

In this information-explosion era, the retrieval and representation of information
is vital for people′s information needs. For textual documents, two main types of
information needs are: (1) finding a specific piece of information and (2) browsing
the topics and structure of a given document collection [6].

Search engines are effective information retrieval tools for finding specific in-
formation. Most search engines return a long list of ranked results to users in re-
sponse to a query. This presentation works well when the query is non-ambiguous
and straight-forward. However, about 16% of user queries are estimated to be
Ambiguous Queries, that is to say, they have multiple meanings [10]. For ex-
ample, the query “jaguar” could mean “jaguar the car”, “jaguar the animal” or
“jaguar Mac OS” etc. There are even more queries that are Broad Queries that
have multiple aspects [10]. In these situations, documents on different aspects
of the query, and even irrelevant documents are mixed together. Even an ex-
perienced user would waste time and energy in sifting through the long list of
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results to locate the ones that they need. The second kind of information need
is to browse a document collection without a well-defined goal of searching [6].
A user may just want to browse the structure and topics of a certain document
collection [5]. For example, a reader may want to know what topics a blog web
site covers to see whether it is of interest; an executive may want to monitor the
company emails to have an overview of the subjects discussed. For this need, the
long list of documents is not effective either.

One of the solutions to the above problems is document clustering and label-
ing. This procedure aims at clustering a document collection into smaller groups
where each group is on a different topic. It can be done recursively until the
topics are specific enough. This will generate a hierarchy of document clusters
with labels. This representation allows users to effectively zoom in and locate
the documents of interest. It has been proved to facilitate the searching and
browsing process [1]. This paper borrows Community Mining from Social Net-
work Analysis to discover different topical coherent document groups and gives
each document cluster descriptive labels. Our experiments have shown that our
method have strong disambiguation ability and the labeling method utilizing a
keyphrase extraction tool KEA gives overall good labels for document clusters.

2 Related Work

2.1 Attempts in Improving the Ranked List

Three major methods to help users to focus on the partition of documents that
they may be interested in are: query refinement recommendation, pre-retrieval
classification and post-retrieval clustering.

Popular search engines such as Google, Yahoo! and Bing give query refinement
recommendations in the form of “Related Searches” besides the search results.
Shortcomings of this method are: 1. it utilizes user query logs which may not
be available on all document collections; 2. the recommendations do not have a
hierarchical structure; 3. it does not group similar topics; and 4. query senses
that are not as popular are left out. Classification can also bring documents
into order. It classifies each document into one of the pre-defined classes. The
categories are well-defined and distinctive in an ontology. However, due to its
manual nature, such an ontology covers only a limited number of topics and it
is expensive to build and maintain [23].

Another way to solve this problem is by document clustering and labeling,
also known as Automatic Taxonomy Generation (ATG) [23]. Researchers have
used document clustering to re-organize and represent retrieved documents and
observed superior results than ranked lists [5,23]. Document clustering attempts
to group documents of the same topic together. The clusters are then labeled
with labels that indicate their topics. A user can browse the clusters and se-
lect the topic of interest and be led to relevant documents. ATG can generate
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the taxonomy fully automatically with no external knowledge. Some commercial
systems that use ATG to represent web search results are yippy.com and car-
rotsearch.com. In this paper, we focus on using ATG to generate a hierarchy of
topics to improve the presentation of a ranked list of documents.

2.2 A Review of ATG Approaches

In this section we briefly review three major ATG categories including document-
based, word-based, and co-clustering based methods.

Document-based ATG methods represent each document as an N-dimensional
vector of features with the Vector Space Model (VSM). A feature is a wordphrase
called a term and the value can be the document frequency. Conventional clus-
tering methods can be used to cluster documents[23]. Some examples are Scat-
ter/Gather [5], STC (Suffix Tree Clustering) [26], and SnakeT [8]. These methods
use snippets that are short parts of the documents to cut down running time
but snippets do not contain all the information and it is hard to get good labels
from them. Our method can work on full texts with reasonable running time.

Word-based ATG methods such as the subsumption algorithm [20], DisCover
[14] and J-Walker that uses a concept ontology WordNet [4] aim at organizing
words by theasural relationships [12]. They first generate a concept hierarchy
where each concept is a single feature, and then assign documents to the con-
cepts. Labels generated by these methods may not be meaningful by general
users and one feature is not enough to conclude the topics in the clusters.

Co-clustering based ATG methods select terms from the documents as key-
words, cluster the keywords, and at the same time generate document clusters.
FCoDoK [13] and FSKWIC [9] represent keywords as M-dimensional vectors and
group keywords with similar document distribution together. Dhillon developed
an co-clustering ATG algorithms based on bipartite graph partitioning [7]. Chen
et al. proposed a method that builds a keyword graph based on the document
co-occurrences of the keywords [2]. They use the K Nearest Neighbor (KNN)
algorithm to find keyword clusters and then form document clusters by their
similarity with each keyword cluster but they do not have statistical analysis on
cluster labeling. Scaiella et al. use a Wikipedia annotator TAGME to find the
Wikipedia page titles associated with each document snippet [21]. In their key-
word graph, a node is a Wikipedia page title (topic), the edge weights are the
topic-to-topic similarities computed based on the Wikipedia linked-structure.
Then they bi-section the keyword graph into clusters. This method only works
on snippets and TAGME can introduce errors to the graph.

3 Methodology

The basic idea of our approach is to reformulate the document clustering prob-
lem into a topical community mining problem. Rather than clustering the doc-
uments, we extract keywords from them to build a graph indicating the sentence
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co-occurrences of the keywords. We do community mining on this graph to get
communities of highly co-occurring keywords. Then, we map the documents back
to the keyword communities to form document clusters. Our approach belongs to
the category of co-clustering. Our method maintains the important information
while avoiding problems caused by the high-dimensionality in document-based
ATG methods. By choosing labels from a group of keywords we are able to
describe a cluster with multiple aspects while word-based ATG methods only
generate one feature for each cluster.

The process of our approach is shown in Fig 1. The user sends a query to
a search engine and sees a taxonomy of the query senses and subtopics along
with the documents. Our method applies to any document collection with mixed
topics besides search results. We discuss the major phases below.

Fig. 1. General procedure of our approach

3.1 Phase I: Keyword Extraction

We first extract keywords from each document. This step is usually time-
consuming and can be done off-line along with crawling. We choose Noun Phrases
as keywords because they are grammatically consistent and meaningful to users
[18]. We first do Part of Speech (POS) Tagging to tag each single word from
the document with its part-of-speech, then we lemmatize all the words to re-
duce the inflectional forms. The next step is pruning where we convert the first
word in a sentence to lower case, and remove stop words and words that contain
non-alphabetic characters. Finally, we extract Noun Phrases based on a lexical
heuristic (Adjective).*(Noun).+. We consider a word or phrase with zero or more
Adjectives with one or more Nouns following them as a Noun Phrase [15].
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3.2 Phase II: Keyword Graph Generation

We use the keyword pair lists corresponding to the documents to generate a
keyword graph. A node in this graph is a keyword. An edge is formed when two
nodes have co-occurred in at least one sentence. The edge weight is the sentence
co-occurrences. The key assumption in forming edges using co-occurrences is
that words describing the same topic are often used together. Co-occurrences
have been shown to carry useful correlation information and be able to identify
different topical groups [2]. We select nodes based on Document Frequency (DF)
to reduce noise. Only keywords with DF higher than a threshold tdf remain
nodes in the keyword graph. Moreover, terms that are exactly the same, or are
contained in the query are removed from the nodes set.

3.3 Phase III: Community Mining

We do community mining on the keyword graph to detect different topical com-
munities. Community mining is the grouping of nodes such that nodes in the
same community are more connected with each other than with nodes outside
the community. We use the Fast Modularity clustering algorithm (O(nlog2n))
which is based on one of the most well-known community mining metrics: Modu-
larity Q [3]. Modularity Q measures the quality of a graph partitioning. The Fast
Modularity algorithm greedily optimizes the modularity score in the graph parti-
tioning in an agglomerative manner [3]. This algorithm automatically detects the
number of communities and generates compact taxonomies. It has an advantage
over existing commercial systems such as carrotsearch.com and Yippy, and also
some most recent works since these methods partition the document collection
to about 10 clusters which is not always the real number of topics [2][21]. While
many state-of-the-art search result clustering algorithms are flat, our method
applies the Fast Modularity algorithm recursively in a top-down manner until
certain conditions are reached. We use a Modularity threshold tQ to determine
the need to further split the communities.We further refine the communities by
deleting noisy communities and merging similar communities.

3.4 Phase IV: Mapping Documents to Keyword Communities

In this phase we assign the documents to the keyword communities to gener-
ate document clusters as illustrated in Fig 2 on some examples from the query
“jaguar”. A dashed line represents the connection between a document and a
keyword. The solid lines are the edges in the keyword graph. For each document
on the left, we calculate its overall TFIDF score in each of the keyword commu-
nities and assign it to the keyword communities accordingly. Given a document
d and a keyword community c, d′s overall TFIDF score in c is the sum of the
TFIDF scores of all the keywords that are both in d and in c. We assign d to the
community that has the highest overall TFIDF score s. Besides, since a docu-
ment may have multiple topics, we assign d to another community c′ as well if
its overall TFIDF score in c′ is higher than 0.9 ∗ s.
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Fig. 2. Illustration of Phase IV

3.5 Phase V: Cluster Labeling

We treat document cluster labeling as a ranking problem of the keywords in each
community. The most common cluster labeling method is to use the most fre-
quent or central phrases in a document cluster as labels [17]. In our experiments
we use the Degree Centrality labeling method as a baseline BL1. We use the
“Frequent and Predict Words” method that detects terms that are more likely
to appear in a cluster than in other clusters as labels as another baseline BL2
[19]. We come up with four labeling methods (LM1, LM2, LM3, LM4) that select
labels based on the keyword cluster, the document cluster, and the connection
between the co-clusters.

LM1 finds important terms from the keyword communities as labels based on
the betweenness centrality that reflects a node′s influence on the communications
between other nodes in the community. Betweenness centrality measures the
number of shortest paths between other nodes that goes through a certain node.
The intuition of using betweenness centrality for labeling is that sometimes terms
of the same topic may not directly co-occur in a sentence and may be connected
by terms that play a vital role in connecting terms.

We also try to select labels based on the document clusters. Keyphrases and
titles both introduce the topics of the documents. We propose to incorporate
a famous and effective keyphrase extraction algorithm KEA (LM2) [24] and an
automatic titling method (LM3) [16] to identify important terms from the docu-
ments. We use an updated KEA tool1 to extract keyphrases from the documents.
LM3 extracts title words from each document by an automatic titling method.
We take the Noun Phrases (NP) from the first two sentences and the titles from
the documents as title words. The terms are ranked by the number of documents
where they serve as important terms. The top 20 are cluster labels.

1 http://www.nzdl.org/Kea/description.html

http://www.nzdl.org/Kea/description.html
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The last labeling method, LM4, looks at the connections between a keyword
community and its corresponding document community (the dashes lines in
Fig 2). It ranks the terms by the sum of their TF-IDF scores in each docu-
ment cluster. The top 20 forms a label list.

After getting the label lists, we do post-processing based on lemmas, abbre-
viations, synonyms and hypernyms to make them more readable. The top five
labels in the post-processed list is the final label list for each cluster.

4 Experiments and Discussions

4.1 Data Collection and Pre-processing

We constructed our data sets using Google. For each query, we searched for some
of its senses in Google and gathered the top results. We merged these pages
together as the document collection under the query. We experimented with a
multitude of queries with ambiguous meanings. For illustration purposes, we
show some examples here. A list of queries, their query senses and the subtopics
along with the size of the document collections is shown in Table 1. For example,
the tiger data set is merged by the search results of tiger aircraft , tiger woods ,
tiger animal , and tiger hash. For the query sense jaguar car in the jaguar data
set, we selected two subtopics: jaguar car history and jaguar car dealer. We feed
them to Google search engine and merged their results as the documents of the
query sense jaguar car.

Table 1. List of queries, query senses, subtopics of query senses (shown in parentheses)
with the number of documents

Query Query Senses and subtopics Document Set Size

jaguar animal (animal facts, animal rescue), car (car history, car
dealer), Mac OS, guitar

180

penguin Pittsburgh hockey team, publisher, kids club, algorithm 150

avp Volleyball, antivirus software, Avon, movie, airport 150

tiger Aircraft, Woods, animal, hash 120

michael jordan basketball player (career, quotes), Berkeley researcher 90

4.2 Evaluation Metrics

We compare our results with the ground truth gained from Google to evaluate the
clustering performance. We adapt two evaluation metrics: ARI [25] and Cluster
Contamination (CC) [6]. ARI measures how close the clusters generated by our
system (P) matches the the ground truth (R). CC measures the purity of the
clusters. The clustering is good if it has a high ARI and a low CC. We conducted
a user survey with 11 volunteers to obtain the labeling ground truth. The label
with most votes is the ground truth label S of a document cluster. Given S and
its parent label P , a system label L is a correct label if L is identical with S, S P ,
or P S [22]. Four evaluation metrics are used, namely match@N, P@N, MRR@N
and MTRR@N [14,22]. N is the number of labels presented to the users. Good
labels have high metric scores and small N.
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4.3 Experimental Results

In our experiments, we set tdf = 0.04, and tQ = 0.3 (details are omitted due
to lack of space). We evaluate the top levels and the lower level clusters in the
taxonomy separately. The top levels contain clusters that are directly under the
root. They reflect the disambiguation ability of our method. The lower levels
show how well our method discovers different aspects (subtopics) of the same
topic. While all the levels are important in the browsing process, the top levels
carry more responsibility because they are the ones that users see first.

Document Clustering Performances. We compare our method with an ef-
fective variation of K-Means [11] to examine the document clustering quality.
We use the number of clusters found by our method as the parameter k, the
keywords extracted by our method as the features and the TFIDF scores as
the feature values for K-means. The clustering performance on the top levels
is listed in Table 2. Our method gets higher ARI score on all queries and less
contamination on all but one queries than K-Means. We found that K-Means
tend to generate one big and highly contaminated cluster with several small and
pure clusters. Our method does not generate highly polluted clusters thus is
more desirable for browsing. Besides, K-Means requires the number of clusters k
in advance whereas our method automatically detects k. Overall, our clustering
method outperforms K-Means on the top levels. Table 3 shows the clustering
performance on the lower levels. Our method has higher ARI scores on 2 out of
3 query senses but it generates more contaminated clusters on lower levels. It is
maybe due to the fact that there is no clear separation between the vocabularies
used by different subtopics of the same topic.

Table 2. ARI and average CC score of our method and K-means on the top levels

Query ARI score average CC score
our method K-Means our method K-means

jaguar 0.968 0.521 0.053 0.169

penguin 0.842 0.319 0.152 0.352

avp 0.802 0.615 0.239 0.178

tiger 0.771 0.325 0.193 0.261

michael jordan 1 0.022 0 0.439

Cluster Labeling Performances. The cluster labeling performances on the
four evaluation metrics of our four methods and two baselines on the top levels
are presented in Fig 3 with N ranging from 1 to 5. We can see that LM2 which
is the labeling method utilizing KEA achieves the highest average score over all
queries on all the metrics. In Table 4 we show the top 5 labels picked by LM2
for each query sense. Beside each label is the number of users who chose it as
the cluster label in the user survey. We also show the ground truth labels, each
with the number of users who have picked it. The labeling performances on the
lower levels are shown in Fig 4. We can see that BL1, which is the worst method
on the top levels, is among the best methods on the lower levels. LM2 which is
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Fig. 3. Average match@N, P@N, MRR@N and MTRR@N on the top level over all
queries of different labeling methods

Fig. 4. Average match@N, P@N, MRR@N and MTRR@N on lower levels over all
queries of different labeling methods
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Table 3. ARI and average CC score of our method and K-means on lower levels

Query sense subtopics ARI score CC score
our method K-Means our method K-means

jaguar/animal facts, rescue 0.428 0.321 0.288 0.261

jaguar/car history, dealer 0.122 -0.0003 0.512 0.400

Michael Jordan/basketball player career, quotes 0.107 0.328 0.658 0.550

Table 4. Top cluster labels by the users, and by our KEA method for each query sense
with the number of users who picked each label

Query Query
Sense

Ground Truth Labels Our labels by LM2

jaguar animal animal-7 animals (7), cat (1), habitats (1), species (1), leopard (0)
car jaguar car-7 cars (3), jaguar car (7), dealer (1), history (1), sport car

(3)
Mac OS mac os-7 OS (5), mac (3), mac OS (7), apples (2), window (0)
guitar guitar-9 guitars (9), fenders (2), pickup (0), neck (0), bridges (0)

penguin Pittsburgh
hockey
team

pittsburgh penguin-7 pittsburgh (3), pittsburgh penguin (7) , teams (1), hockey
(5), league (1)

publisher book-6 publisher-6 books (6), publishers (6), penguin book (3), imprints (1),
penguin group(2)

kids club club penguin-7 clubs (1), club penguin (7), kid (1), games (0), online (0)
algorithm google penguin

algorithm-6
google (3), algorithms (3), updates (2), google penguin
(3), algorithm update (2)

AVP volleyball volleyball-8 volleyball (8), beaches (0), tours (1), beach volleyball (6),
sport (2)

antivirus
software

antivirus-8 kaspersky (2), viruses (2), software (5), antivirus (8),
kaspersky lab (1)

Avon avon product-7 avon (5), avon product (7), product (2), market (0), stock
(3)

movie movie-6 predators (2), movies (6), alien (2), weyland (0), predator
movie (3)

airport international airport-
4

airports (1), scranton (1), international airport (4), avoca
(2), hotel (1)

tiger aircraft tiger airway-8 aircraft (7), pilot (0), tiger moth (2), tiger airway (8),
markets (0)

Woods golf-6 woods (1), tiger wood (1), golf (6), opens (1), tournament
(1)

animal animal-8 animal (8), cubs (0), habitat (0), species (2), cat (0)
hash tiger hash algorithm-

7
hash (4), tiger hash (6), hash function (6), function (1),
file (0)

Michael
Jordan

basketball
player

basketball-7 basketball (7), player (1), NBA[national basketball asso-
ciation] (5), basketball player (5), games (0)

Berkeley
researcher

machine learning-11 research (3), university (3), machine learning (11), learn-
ing (1), berkeley (1)

the best on the top levels is the second best on the lower levels. Overall, LM2
is the best labeling method both on the top and the lower levels. Note that the
metric scores on the lower levels are less than those of the top levels. In our user
survey we have found that even for humans it is harder to agree on the labels
of the lower levels than of the top levels. One reason is that the subtopics are
difficult to differentiate. Another reason might be that similar terms are used
when covering subtopics.
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5 Conclusions and Future Work

In this work we use a co-clustering ATG method based on the co-occurrences of
frequent keywords to generate a taxonomy for a document collection that per-
forms well in disambiguating topics but not as well in separating subtopics of
the same topic. We propose four different labeling methods and found that the
labeling method utilizing KEA generates the best overall cluster labels. Future
works include ways to improve the performance on the lower levels. One possibil-
ity is to explore other ways to build the keyword graph so that it is sensitive to
different subtopics. Another future work is to combine different labeling methods
to improve the labeling performance by reflecting the strength of each method.
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Abstract. In this paper, we aim to deal with the deficiency of cur-
rent information retrieval models by integrating the concept of relevance
into the generation model from different topical aspects of the query.
We study a series of relevance-dependent topic models. These models
are adapted from the latent Dirichlet allocation model. They are dis-
tinguished by how the notation of query-document relevance, which is
critical in information retrieval, is introduced in the modeling frame-
work. Approximate yet efficient parameter estimation methods based on
the Gibbs sampling technique are employed for parameter estimation.
The results of experiments evaluated on the Text REtrieval Conference
Corpus in terms of the mean average precision (mAP) demonstrate the
superiority of the proposed models.

Keywords: latent Dirichlet allocation, query-document relevance,
topic model, information retrieval.

1 Introduction

Language model, which captures the statistical regularities of language gener-
ation, (LM) has been successfully applied in information retrieval (IR) [13,22].
However, the LM-based IR approaches often suffer from the problem of the word
usage variety. Using topic models to address the above issue has been an area of
interesting and exciting research. Topic model refers to the language model that is
commonly used for extracting and analyzing the semantic information in a collec-
tion of documents. Probabilistic latent semantic analysis (PLSA) [7] and latent
Dirichlet allocation (LDA) [2] are two well-known topic models for documents.
In PLSA, a document model is a mixture of multinomials, where each mixture
component corresponds to a topic. The parameters in the mixture of multino-
mials, e.g., weights and multinomial parameters, can be easily estimated via the
maximum likelihood principle. In LDA, weights and multinomial parameters are
treated as random variables with the (conjugate) Dirichlet prior distributions. The
maximum a posterior estimates for these variables are used for document models.
Topic model and its variants have been applied to applications such as language
modeling and language model adaptation [4,6,20], information retrieval [16,18,19],
tag-based music retrieval [9,17], and social network analysis [10].
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For IR applications, the state-of-the-art topic models can be somewhat de-
ficient. The main issue here is that they often fail to exploit the valuable in-
formation conveyed in the queries while focusing only on document contents.
Chemudugunta et al. [3] propose a probabilistic topic model which assumes
that words are generated either from a specific aspect distribution or a back-
ground distribution. Wei and Croft [19] linearly combine the LDA model with
document-specific word distributions to capture both general as well as specific
information in documents. Another interesting topic modeling approach gives
users the ability to provide feedback on the latent topic level and reformulate
the original query [1,14]. In addition, Tao et al. [15] construct a method to ex-
pand every document with its neighborhood information. As described in [12],
query association is one of the most important forms of document context, which
could improve the effectiveness of IR systems. In this paper, we aim to deal with
this deficiency by integrating the concept of relevance into the generation model
from different topical aspects of the query rather than expanding a query from
an initially retrieved set of documents [24]. That is, we design IR systems with
emphasis on the degree of matchedness between the user’s information needs
and the relevant documents.

In this paper, we propose a novel technique called relevance-dependent topic
model (RDTM). The main contribution of this work is modeling the generation
of a document and its relevant past queries with topics for information retrieval.
Relevant past queries are incorporated to obtain a more accurate model for the
information need. The model assumes that relevant information about the query
may affect the mixture of the topics in the documents and the topic of each term
in a document may be sampled from either using the normal document specific
mixture weights in LDA or using query specific mixture weights. The parame-
ter estimation of the proposed RDTM is implemented by the Gibbs sampling
method [5].

The remainder of this paper is organized as follows. The background of this
research work is surveyed in Section 2, with emphasis on the review of stochastic
methods for information retrieval. Proposed relevance-dependent topic models
and the corresponding learning and inference algorithms based on Gibbs sam-
pling are introduced and explained in details in Section 3. The experimental
results are presented and discussed in Section 4. Lastly, summarization and the
concluding remarks are given in Section 5.

2 Review and Related Works

2.1 LDA-Based Document Model

In a topic model, the probability of a word in a document depends on the
topic of the document. Without loss of generality, a word is denoted by w ∈
{1, 2, . . . , V }, where V is the number of distinct words/terms in a vocabulary.
A document, represented by d = w1, . . . , wnd

, is a sequence of words. A col-
lection of documents is denoted by D = {d1, . . . ,dD}. The number of topics is
assumed to be K, so a topic is denoted by z ∈ {1, . . . ,K}. A latent topic model
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is a topic model but the topics are not observed. Mathematically, a latent topic
model is equivalent to a convex combination of a set of topic models. In this
paper, the relevance-based topic model is an extension of the latent Dirichlet
allocation. Thus, we briefly review LDA as follows.

Latent Dirichlet Allocation. In LDA [2], the weights and multinomial pa-
rameters are random variables Φ and Θ(d) with conjugate Dirichlet priors. LDA
can be represented by a graphical model (GM) as shown in Fig. 1 (a). The
generation of D encoded in this graph is as follows.

– Start
– Sample from a Dirichlet prior with parameter β for the multinomial φz over

the words for each topic z;
– For each document d ∈ {1, . . . , D} 1

• Sample from a Dirichlet prior with parameter α for the multinomial θ(d)

over the topics;
• For n = 1 . . . nd

∗ Sample from θ(d) for the topic zn;
∗ Sample from φzn for the word wn;

– End

For D � {w1, . . . , wν} = w, the joint probability is

P (w, z, θ, φ|α, β)

= P (φ|β)
D∏

d=1

(
P (θ(d)|α)

nd∏
n=1

P (wn|zn, φ)P (zn|θ(d))
) (1)

Marginalizing over θ, φ, and z, we have

P (w|α, β) =
ˆ ˆ

P (φ|β)
D∏

d=1

(
P (θ(d)|α) ·

nd∏
n=1

∑
zn

P (wn|zn, φ)P (zn|θ(d))
)
dθdφ.

(2)
Note that the posterior distribution for Θ(d) varies from document to document.

Parameter Estimation of LDA via Gibbs Sampling. In LDA, the prior
distributions P (θ(d)|α) and P (φ|β) of the latent variablesΘ(d) and Φ are different
from the posterior distributions P (θ(d)|α,D) and P (φ|β,D). Using the maximum
a posterior (MAP) estimates θ̂(d)(α,D) and φ̂(β,D) of the posterior distributions
of Θ(d) and Φ, the model for the nth word w in a given document d can be
approximated by a multinomial mixture model as follows

P̂ (wn|θ̂(d), φ̂) =
∑
zn

P (wn|zn, φ̂)P (zn|θ̂(d)). (3)

1 Note that d is document index and d is document representation.
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That is, θ̂(d)(α,D) is the multinomial parameter for topics and φ̂(β,D) is the
multinomial parameter for words.

Recall that D is represented by w = {w1, . . . , wν}. In principle, given samples
of z drawn from P (z|w), we can estimate θ̂(w) and φ̂(w) simply by their rel-
ative frequencies. The key inferential problem is how to compute the posterior
distribution P (z|w), which is directly proportional to the joint distribution

P (z|w) =
P (z,w)
P (w)

=
P (z,w)∑
z P (z,w)

(4)

In practice, however, it is obvious that the denominator in (4) is an enormous
discrete distribution with Kν parameters, and sampling directly from P (z|w)
is not feasible [5]. Alternative methods have been used to estimate the param-
eters of topic models [2,5,11]. Therefore, we use the stochastic methods for the
estimation problem.

In the Gibbs sampling method, zn is sequentially sampled using the so-called
full-conditional distribution P (zn|z−n,w), where z−n denotes z excluding zn.
According to the graphical model depicted in Fig. 1 (a), we have

P (zn = k|z−n,w)

=
P (z,w)
P (z−n,w)

=
P (z−n,w−n)P (zn = k, wn|z−n,w−n)

P (z−n,w−n)P (wn|z−n,w−n)
∝ P (wn, zn = k|z−n,w−n)
= P (wn|zn = k, z−n,w−n)P (zn = k|z−n,w−n)

≈ φ̂
(k,wn)
−n θ̂

(dn,k)
−n

=
n

(k,wn)
−n + β(wn)

n
(k,·)
−n + V β(wn)

n
(dn,k)
−n + α(k)

n
(dn,·)
−n +Kα(k)

,

(5)

where n(k,wn)
−n is the number of instances of wn in w assigned to the topic k

excluding the current instance; n(k,·)
−n is the sum of n(k,wn)

−n over wn = 1, . . . , N ;
n

(dn,k)
−n is the number of words in dn (the document that term n belongs to)

assigned to topic k excluding the current instance; and n
(dn,·)
−n is the sum of

n
(dn,k)
−n over k = 1, . . . ,K.
Prior parameters α’s and β’s are used to balance the prior knowledge and the

observation of data. Once a set of samples is available, the estimates θ̂ and φ̂ are
simply given by

φ̂(k,w) =
n(k,w) + β(w)

n(k,·) + V β(w)
, θ̂(d,k) =

n(d,k) + α(k)

n(d,·) +Kα(k)
. (6)

The symbols in (6) have the same meaning as in (5) except that the current
instance is not excluded.
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Fig. 1. Graphical models studied in this paper: (a) latent Dirichlet allocation (LDA);
(b) special words with background (SWB); (c) Relevance-dependent topic model
(RDTM)

2.2 Topic Model with Background Distribution

Topic models are unsupervised probabilistic models for the document collection
and are generally used for extracting coarse-grained semantic information from
the collection [2,7]. It assumes that words of a document are drawn from a set of
topic distributions. Chemudugunta et al. [3] proposed SWB (special words with
background) models for different aspects of a document. In SWB, special words
are incorporated into a generative model. Each document is represented as a
combination of three kinds of multinomial word distributions. Fig. 1 (b) shows
the graphical model of SWB. A hidden switch variable y is used to control
the generation of a word. y = 0 means that the word is sampled from a mixture
distribution θz over general topics z, y = 1 means that the word is drawn from the
document-specific multinomial distribution ψ with symmetric Dirichlet prioris
parametrized by β1, and y = 2 means that the word is a background word
and sampled from the corpus-level multinomial distribution Ω with symmetric
Dirichlet prioris parametrized by β2.

The conditional probability of a word w given a document d can be written as:

P (w|d) = P (y = 0|d)
∑

z

P (w|z, φ)P (z|θ(d))

+ P (y = 1|d)P ′(w|d, ψ)
+ P (y = 2|d)P ′′(w|Ω).

(7)

The model has been applied in information retrieval, and it has been showed
that the model can match documents both at a general level and at a specific
word level.

3 Relevance-Dependent Topic Model

3.1 LDA with Model Expansion

In the RDTM, we introduce a word-level switch variable xn for a topic zn in the
graphical model of LDA. For each word position, the topic z is sampled from
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the distribution over topics associated with a latent variable x. It is used to
determine whether to generate the word from a document specific distribution
or a query specific distribution. If the word w is seen in the past relevant queries,
then x = 1, and the word is sampled from the general topic z specific to the
query θ

(d)
q . Otherwise, then x = 0, and the word is sampled from the general

topic z specific to the document θ(d). In RDTM, observed variables include not
only the words in a document but also the words in the set of queries that are
relevant to the document.

The generation of D̃ = w̃ is stated as follows.

– Start
– Sample from a Dirichlet prior with parameter β for the multinomial φz for

each topic z;
– Sample from a Beta prior with parameter γ for the Bernoulli π;
– For each document d ∈ {1, . . . , D}

• Sample from a Dirichlet prior with parameter α for the multinomial θ(d)

over the topics;
• Sample from a Dirichlet prior with parameter αq for the multinomial
θ
(d)
q over the topics;

• For each word position n = 1, . . . , nd, nd + 1, . . . , nd + μd

∗ sample from π for xn;
∗ if xn = 1, sample from θ

(d)
q for the topic zn; else (xn = 0), sample

from θ(d) for the topic zn;
• Sample from φzn for the word wn;

– End

Fig. 1 (c) depicts the graphical model expansion. Again, for each d̃ ∈ D̃, the
observed variables consist of d and q(d). Given hyperparameters α, αq, β, and
γ, the joint distribution of all observed and hidden variables can be factorized
as follows

P (d̃, z,x, θ, θq , φ, π|α, αq, β, γ) = P (π|γ)P (φ|β)

×
D∏

d=1

(
P (θ(d)|α)P (θ(d)

q |αq)
nd+μd∏

n=1

P (w̃n|zn, φ)P (zn|xn, θ
(d), θ(d)

q )P (xn|π)
)
.

(8)

Recall that in Section 2.1, the generation model for the word w in a given
document d is approximated by

P̂ (w|θ̂(d), φ̂) =
K∑

z=1

P (w|z, φ̂)P (z|θ̂(d)), (9)

where θ̂ and φ̂ are estimated by the Gibbs samples drawn from the posterior
distribution of the hidden variables P (z|w). With RDTM, it is still infeasible
to compute P (z,x|w̃) directly, so we use the Gibbs sampling technique again to
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sample z and x from the full conditional P (zn, xn|w̃, z−n,x−n) sequentially. zn

can be sampled from the following probabilities

P (zn = k|z−n,x, w̃)
∝ P (zn = k, xn|z−n,x−n, w̃)

∝ P (zn = k|xn, θ
(d), θ(d)

q )P (w̃n|zn = k)

∝
{
θ̃
(dn,k)
−n φ̃

(k,w̃n)
−n , xn = 0,

θ̃
(d̃n,k)
q,−n φ̃

(k,w̃n)
−n , xn = 1, k = 1, . . . ,K.

(10)

From a Gibbs sample, the approximation of θ̃, θ̃q and φ̃ can be obtained as follows

φ̃(k,w̃) =
n(k,w̃) + β(w)

n(k,·) + V β(w)
, θ̃(d̃,k)

q =
n(d̃,k) + α

(k)
q

n(d̃,·) +Kα
(k)
q

, θ̃(d,k) =
n(d,k) + α(k)

n(d,·) +Kα(k)
.

(11)
xn can be sampled from the odds

P (xn = 0|z,x−n, w̃)
P (xn = 1|z,x−n, w̃)

=
P (xn = 0, zn|z−n,x−n, w̃)
P (xn = 1, zn|z−n,x−n, w̃)

(12)

=
P (xn = 0|z−n,x−n, w̃)P (zn|xn = 0, z−n,x−n, w̃)
P (xn = 1|z−n,x−n, w̃)P (zn|xn = 1, z−n,x−n, w̃)

=
π̃0 · θ̃(dn,zn)

−n

π̃1 · θ̃(d̃n,zn)
q,−n

,

where π̃0 =
n

(d)
−n+γ

n
(D)
−n +2γ

and π̃1 =
n

(d̃)
−n+γ

n
(D)
−n +2γ

.

3.2 RDTM for Information Retrieval

When the corpus-level topic models are directly applied to the ad-hoc retrieval
tasks, the average precision is often very low [18], due to the fact that the corpus-
level topic distribution is too coarse [3,19]. Significant improvements can be
achieved through a linear combination with the document model [3,18,19]. In
the language-model approaches for information retrieval, the query likelihoods
given the document models, PLM(q|Md) are used to rank the documents. By
the bag-of-words assumption, the query likelihood can be expressed by [13]

PLM(q|Md) =
∏
w∈q

P (w|Md). (13)

where Md is the language model estimated based on document d. The proba-
bility P (w|Md) is defined as follows [23],

P (w|Md) =
nd

nd + σ
PML(w|d) + (1 − nd

nd + σ
)PML(w|D) , (14)
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with PML(w|D) (resp. PML(w|d)) being the maximum likelihood estimate of a
query term w generated in the entire collection D (resp. d). nd is the length of
document d. Note that (14) is a Bayesian learning of the word probability with
a Dirichlet prior σ [23]. In this paper, σ is set to 1, 000 since it achieves the best
results in [19].

Compared to the standard query likelihood document model, RDTM offers a
new and interesting framework to model documents. Motivated by the significant
improvements obtained by Wei and Croft [19], we formulate our model as the
linear combination of the original query likelihood document model and RDTM

P (q|Md) = λP̃LM(q|Md) + (1 − λ)PRDTM(q|Md), 0 ≤ λ ≤ 1, (15)

The RDTM model facilitates a new representation for a document based on
topics. Given the posterior estimators (11), the query likelihood PRDTM(q|Md)
can be calculated as follows:

PRDTM(q|Md) =
∏
w∈q

PRDTM(w|Md)

=
∏
w∈q

K∑
z=1

P (w|z, φ̂)

(
P (x = 1|π̃)P (z|θ̂(q)) + P (x = 0|π̃)P (z|θ̂(d))

)
.

(16)

4 Experiments

In this section we empirically evaluate RDTM in ad hoc information retrieval
and compare it with other state-of-the-art models.

4.1 Data and Setting

We perform experiments on two TREC testing collections: namely the Associ-
ated Press Newswire (AP) 1988-90 on disk 1-3 with topics 51-150 as test queries,
and the Wall Street Journal (WSJ) with topics 151-200 as test queries. Queries
are taken from the “title” field of TREC topics only (i.e., short queries). The
remaining TREC topics are used as the historical queries together with their
corresponding relevant documents to learn the document models in the training
phase. In other words, topics 151-300 are used as the historical queries for the
AP task, while topics 51-150 and 201-300 are used as the historical queries for
the WSJ task. The preprocessing steps include stemming and stop word removal.

Several parameters need to be determined in the experiments. We use sym-
metric Dirichlet prior with α = αq = 50/K, β = β1 = 0.01, β2 = 0.0001, δ = 0.3
and γ = 0.5, which are common settings in the literature. The number of topics
K are set to 200. The interpolation parameter λ is selected by cross validation,
and it is finally set to 0.7.

The retrieval performance is evaluated in terms of the mean average precision
(mAP) and 11-point recall/precision. To evaluate the significance of performance
difference between two methods, we employ the Wilcoxon test [8] for the out-
comes. All the statistically significant performance improvements with a 95%
confidence according to the Wilcoxon test are marked by stars in the results.
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Table 1. The results for the query likelihood (QL) model, the LDA-based docu-
ment model (LBDM), the special words with the background (SWB) model, and the
relevance-dependent topic models (RDTM0 and RDTM) evaluated on the WSJ data
set. The evaluation measure is the average precision.

recall QL LBDM SWB RDTM0 RDTM
0.00 0.7359 0.7501 0.7431 0.7579 0.7813* **
0.10 0.5774 0.6016 0.6072 0.6032 * 0.6044
0.20 0.4766 0.5068 0.5176 0.5500* ** 0.5576* **
0.30 0.4272 0.4570 0.4745 0.4950* ** 0.4919* **
0.40 0.3779 0.3843 0.4095 0.4260* ** 0.4288* **
0.50 0.3265 0.3429 0.3639 0.3771* ** 0.3732* **
0.60 0.2457 0.2742 0.2892 0.3016* ** 0.2919* **
0.70 0.2046 0.2209 0.2321 0.2270* 0.2228*
0.80 0.1702 0.1754 0.1706 0.1703 0.1673
0.90 0.1064 0.1071 0.0993 0.0911 0.1070**
1.00 0.0551 0.0401 0.0375 0.0400 ** 0.0391

4.2 Results

We compare the effectiveness of our relevance-dependent topic model (RDTM)
with the query likelihood (QL) model [23], LDA-based document model (LBDM)
[19] and special words with the background (SWB) model [3]. In addintion, we
also adds the query terms into the relevant documents when training the LDA-
based model. That is, we expand each document in the training set with the
queries known to be relevant, and then learn the document language model based
on the augmented text data. This method is referred to as RDTM0. For the query
likelihood model, we use the Dirichlet model described in (14). Retrieval results
on the WSJ collection are presented in Table 1. We can see that both RDTM0
and RDTM achieves better results than QL, LBDM and SWB. This shows that
incorporating query-document relevance into the document model by using the
relevant past queries is helpful to IR. From Table 1, it is obvious that both
RDTM0 and RDTM significantly outperform QL. To evaluate the significance
of improvements over LBDM and SWB, we employ the Wilcoxon test [8] with
a 95% confidence. Statistically significant improvements of RDTM0 and RDTM
over both LBDM (marked by *) and SWB (marked by **) are observed at many
recall levels.

Table 2 compares the results of QL, LBDM, and RDTM0 on two data sets.
We can see that both LDA-based models (LBDM and RDTM0) improve over
the query likelihood (QL) model. The mAP of RDTM0 is 0.2305, which is better
than those obtained by LBDM (0.2162) and QL (0.1939) on the AP collection.
The relative improvement in mAP of RDTM0 over LBDM is 6.61%. In the same
measure, the mAP of RDTM0 is 0.3489, which is better than those obtained
by LBDM (0.3347) and QL (0.3162) on the WSJ collection. In the table, “*”
and “**” mean that a significant improvement is achieved over QL and LBDM,
respectively.
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Table 2. The results of QL, LBDM, and RDTM0 in mean average precision. % diff
indicates the relative improvement of RDTM0 over LBDM.

QL LBDM RDTM0 % diff
AP 0.1939 0.2162 0.2305 6.61* **
WSJ 0.3162 0.3347 0.3489 4.24* **

Table 3. The results of LBDM, SWB, and RDTM in mean average precision. % diff
indicates the relative improvement of RDTM over LBDM and SWB.

% diff over % diff over
LBDM SWB RDTM LBDM SWB

AP 0.2162 0.2274 0.2316 7.12* 1.85**
WSJ 0.3347 0.342 0.3536 5.65* 3.39**

In Table 3, we compare the retrieval results of RDTM with the LBDM and
SWB on two data sets. Obviously, RDTM achieves improvements over both
LBDM and SWB, and the improvements are significant. Considering that SWB
has already obtained significant improvements over LBDM, the significant per-
formance improvements of RDTM over SWB are in fact very encouraging. The
mAP of RDTM is 0.3536, which is better than those obtained by SWB (0.342)
and LBDM (0.3347), with a 3.39% and 5.65% improvement in mean average
precision, respectively, on the WSJ collection. In the same measure, the rela-
tive improvements of mAP of RDTM over SWB and LBDM are 1.85%, and
7.12%, respectively, on the AP collection. In the table, “*” and “**” mean that
a significant improvement is achieved over LBDM and SWB, respectively.

Several comments can be made based on the results. First, IR performance
can be improved by using topic models for document smoothing, as it is ob-
served that RDTM, SWB, and LBDM achieve higher mAP than QL. Second,
the document representation with known relevant queries works well, as both
data expansion and model expansion lead to improvements over the baseline
methods. This new representation could be applied to other retrieval, classifica-
tion, and summarization tasks.

5 Conclusion

In this paper, we investigate the relevance dependent generative model for text.
The new methods for ad hoc information retrieval simultaneously model docu-
ment contents and query information into the topic model based on latent Dirich-
let allocation. One implementation is a data expansion approach that directly
adds query terms into the related documents for the training of the LDA-based
model (RDTM0), and the other is a model expansion approach that assumes
relevant information about the query may affect the mixture of the topics in
the documents (RDTM). Model expansion leads to a larger graph for which the
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parameter estimation is realized by the method of Gibbs sampling. Experimen-
tal results on the TREC collection show that our proposed approach achieves
significant improvements over the baseline methods using the query-likelihood
(QL) model and the general LDA-based document model (LBDM and SWB).

In the future, it would be interesting to explore other ways of incorporating
relevance into the topic-model framework for text. As in [21], we will try to
explore the utility of different types of topic models for IR. In addition, we
can test our approach on large corpora (such as the World Wide Web) or train
our model in a semi-supervised manner. Alternatively, we can try to add more
information to extend the existing model.

Acknowledgments. This work was supported by Ministry of Economic Affairs,
Taiwan, R.O.C. project under No. B3522P1200.
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Abstract. Topic modeling has been widely utilized in the fields of information  
retrieval, text mining, text classification etc. Most existing statistical topic model-
ing methods such as LDA and pLSA generate a term based representation to 
represent a topic by selecting single words from multinomial word distribution 
over this topic. There are two main shortcomings: firstly, popular or common 
words occur very often across different topics that bring ambiguity to understand 
topics; secondly, single words lack coherent semantic meaning to accurately 
represent topics. In order to overcome these problems, in this paper, we propose a 
two-stage model that combines text mining and pattern mining with statistical 
modeling to generate more discriminative and semantic rich topic representations. 
Experiments show that the optimized topic representations generated by the  
proposed methods outperform the typical statistical topic modeling method LDA 
in terms of accuracy and certainty. 

Keywords: Topic modeling, Topic representation, Tf-idf, Frequent pattern  
mining, Entropy. 

1 Introduction 

The statistical topic modeling technique has attracted  big attention due to its more 
robust and interpretable topic representations and wide applications in the fields of 
information retrieval, text mining, text classification, scientific publication topic anal-
ysis and prediction[1-4] etc. It starts from Latent Semantic Analysis (LSA) [5] that 
can capture most significant feature of collection based on semantic structure of rele-
vant documents. Probabilistic LSA (pLSA) [6] and Latent Dirichlet Allocation (LDA) 
[7] are variations to improve the interpretation of results from statistical view of LSA. 
These techniques are more effective on document modeling and topic extraction, 
which are represented by topic-document and word-topic distribution, respectively. 
Many topic models not only automatically extract topics from text, but also detect the 
evolution of topics over time [8], discover the relationship among the topics [9],  
supervise the topics [10] with other information (authorship, citations, et al.) for  
extensional applications, such as recommendation [11] and so on.  

Basically, the existing statistical topic modeling approaches generate multinomial 
distributions over words to represent topics in a given text collection. The word  
distributions are derived based on word frequency in the collection. Therefore, popu-
lar words are very often chosen to represent topics. For instance, Table 1 shows an 
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example of multinomial word distributions used to represent four topics of a scientific 
publication collection. It can be seen from Table 1 that word “method” dominantly 
occurs across all four topics with high probability. It is obvious that “method” is a 
general word and very popularly used in describing research works in almost all  
different areas. It actually will not contribute much to uniquely represent distinctive 
features of any research area or topic. These kind of popular words bring a lot of  
confusion to the topic representation other than distinctively representing the topics. 

Table 1. An example of topic representation using word distributions 

Topic 0 Topic 11 Topic 12 

method 0.04 , sample 0.04 

distribute 0.04, dimension 0.03 

parameter 0.03 

method 0.07 , predict 0.06 

linear 0.03,  weight 0.03 

kernel 0.03 

classification 0.13, feature 0.08 

accuracy 0.04,  class 0.04 

method 0.04 

Except for the ambiguity problem produced by popular words, another fundamen-
tal problem is that topics are represented by multinomial distribution of isolated 
words which lack semantic and interpretable meaning. Although topic models can 
supply much information and annotate documents with the discovered topics and also 
supply word distribution for each topic, users still have difficulties to interpret the 
semantic meanings of the topics only based on the distribution of words, especially 
for those who are not very familiar with the related area. Mei et al. [12] and Lau et al. 
[13] developed automatic labeling methods for interpreting the semantics of topics by 
phrases. But, they heavily depend on candidate resources for labeling topics. If the 
topics themselves are diverse or novel to the candidate dataset, the systems will  
mislabel the topics. Although Lau et al. [14] labeled a topic by selecting a single term 
from the known distribution of words rather than candidate resources, the selected 
word can hardly represent the whole topic well.  

In order to solve the problems of word ambiguity and semantic coherence that exist 
in almost all topic models, we need new model to update the topic representations. The 
new method should extract more distinctive representations and discover the hidden 
associations under multinomial words distributions. In text mining, many methods have 
been developed to generate text representation for a collection of documents. Most text 
mining methods are keyword-based approaches which use single words to represent 
documents. Based on the hypothesis that phrases may carry more semantic meaning 
than keywords, approaches to use phrases instead of keywords have also been proposed. 
However, investigations have found that phrase-based methods were not always supe-
rior to keyword based methods [15-17]. Recently, data mining based methods have been 
proposed to generate patterns to represent documents which have achieved promising 
results [18]. Topic modeling has the advantage of classification from large collections, 
while text mining is good at extracting interesting features to represent collections. So, it 
leads us to improve the accuracy and coherence of topic representations by utilizing text 
mining techniques, especially term weighting and pattern mining methods.  

In this paper, a two-stage approach is proposed to combine the statistical topic  
modeling technique with the classical data mining techniques with the hope to improve 
the accuracy of topic modeling in large document collections. In stage 1, the most rec-
ognized topic modeling method Latent Dirichlet Allocation (LDA) is used to generate 
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initial topic models. In stage 2, the most popular used term weighting method tf-idf and 
the frequent pattern mining method are used to derive more discriminative terms and 
patterns to represent topics of the collections. Moreover, the frequent patterns reveal 
structural information about the associations between terms that make topics more  
understandable, semantically relevant and cover broaden meanings.  

2 Stage 1 – Topic Representation Generation  

Latent Dirichlet Allocation [7] is a typical statistical topic modeling technique and the 
most common topic modeling tool currently in use. It can discover the hidden topics in 
collections of documents with the appearing words. Let ܦ ൌ ሼ݀ଵ, ڮ , ݀ெሽ be a collec-
tion of documents, called documents database. The total number of documents in corpus 
is M. The idea behind LDA is that every document is considered involving multiple 
topics and each topic can be defined as a distribution over fixed vocabulary of terms that 
appear in documents. Specifically, LDA models a document as a probabilistic mixture 
of topics and treats each topic as a probability distribution over words. For the ith word 
in document d, denoted as ݓௗ,௜, the probability of ݓௗ,௜, ܲሺݓௗ,௜ሻ is defined as: ܲ൫ݓௗ,௜൯ ൌ ෍ ܲሺ ݓௗ,௜|ݖௗ,௜ ൌ ௝ܼሻ ൈ ܲሺݖௗ,௜ ൌ ௝ܼሻ௏

௝ୀଵ  (1)

where ݖௗ,௜  is the topic assignment for ݓௗ,௜ ௗ,௜ =  ௝ܼݖ ,  means that the word ݓௗ,௜  is 
assigned to topic j, ௝ܼ  represents topic j and the V represents the total number of  
topics. Let ࣘ௝  be the multinomial distribution over words for  ௝ܼ , ࣘ௝ ൌ ൫߮௝,ଵ,߮௝,ଶ, ڮ , ߮௝,௡ሻ, ∑ ߮௝,௞ ௡௞ୀଵ ൌ 1 . ߮௝,௞  indicates the proportion of the kth word in 
ic  ௝ܼ , that is, ߮௝,௜ ൌ ܲሺ ݓௗ,௜|ݖௗ,௜ ൌ ௝ܼሻ. ࣂௗ  refers to multinomial distribution over 
topics in document d, which is P(Z). ࣂௗ ൌ ሺߴௗ,ଵ, ,ௗ,ଶߴ ڮ , ∑ ,ௗ,௏ሻߴ ௗ,௝  ௏௝ୀଵߴ  ௗ,௝ߴ .1=
indicates the proportion of topic j in document d. LDA is generative model that only 
observed variable is ݓௗ,௜ , while ࣘ௝  ௗ,௜ are all latent variables that need to beݖ ,ௗࣂ ,
estimated. Blei et al. [7] introduce Dirichlet to the posterior probability ࣘ௝ and ࣂௗ , 
which optimize the topics and documents distributions.  

Among many available algorithms for estimating hidden variables, the Gibbs  
sampling method is a very effective strategy for parameter estimation [19, 20]. The 
results of LDA are at two levels, corpus level and document level. At corpus level, D 
is represented by a set of topics each of which is represented by a probability distribu-
tion over word, ࣘ௝ for topic j. Overall, we have Φ ൌ ሼࣘଵ, ࣘଶ, ڮ , ࣘ௏ሽ for all topics. 
For illustrating the results derived by LDA, let’s look at a simple example depicted in 
Table 2 to Table 4. Let ܦ ൌ ሼ݀ଵ, ݀ଶ, ݀ଷ, ݀ସሽ  be a small set of four documents and 
there are 12 words appearing in the documents. Assuming the documents in D involve 
3 topics, Z1, Z2, and Z3. Table 2 illustrates the word distribution for each of the topics. 
At document level, each document di is represented by topic distributions ࣂௗ೔ . For  
the simple example mentioned above, the document representation is illustrated in 
Table 3. Apart from these two level outcomes, LDA also generates word – topic  
assignment, that is, the word occurrence is considered related to the topics by LDA. 
Table 4 illustrates an example of the word-topic assignments. 
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Table 2. Example results of LDA: Topic representation – probability distribution over words  

Topic  Φ  ࣘ૚ w2: 
ଵଷ ,  w1: 

ଵହ , w4:
ଶଵହ , w7: 

ଶଵହ , w3: 
ଵଵହ , w5: 

ଵଵହ , w6: 
ଵଵହ    ࣘ૛ w8: 

ଵଷ , w1: 
ସଵହ , w7: 

ଶଵହ , w9: 
ଶଵହ , w2: 

ଵଵହ   ࣘ૜ w10: 
ସଵଷ , w11: 

ଷଵଷ , w1: 
ଶଵଷ , w7: 

ଶଵଷ  , w4: 
ଵଵଷ , w12: 

ଵଵଷ  

Table 3. Example results of LDA: Document representation – probability distribution over 
topics 

Document Z1  ሺߴௗ೔,ଵሻ Z2 ሺߴௗ೔,ଶሻ Z3 ሺߴௗ೔,ଷሻ 

d1 0.6 0.2 0.2 
d2 0.2 0.5 0.3 
d3 0.3 0.3 0.4 
d4 0.3 0.4 0.3 

Table 4. Example results of LDA: word – topic assignments 

Docu-
ment 

      Z1       Z2         Z3 ϑd,1   words ϑd,2 words ϑd,3 words 

d1 0.6 w1,w2,w3,w2,w1 0.2 w1,w9,w8 0.2 w7,w10,w10 
d2 0.2 w2,w4 ,w4 0.5 w7, w8,w1,w8, w8 0.3 w1,w11,w12 
d3 0.3 w2,w1,w7,w5 0.3 w7,w1,w3,w2 0.4 w4,w7,w10,w11 
d4 0.3 w2,w7,w6 0.4 w9,w8,w1 0.3 w1,w11,w10 

The topic representation using word distribution and the document representation 
using topic distribution are the most important contributions provided by LDA. The 
topic representation indicates which words are important to which topic and the doc-
ument representation indicates which topics are important for a particular document. 
These representations have been widely used in various application domains such as 
information retrieval, document classification, text mining etc. On the other hand, the 
word-topic assignments also indicate which words are important to which topics, 
which is similar to the topic representation. However, the topic representation is at 
corpus level, while the word-topic assignments are at document level, which implicate 
more detailed or more specific association between topics and words. In this paper, 
we propose to mine word-topic assignments generated by LDA for more accurate or 
more discriminative topic representations for a given collection of documents.  

3 Stage 2 – Topic Representation Optimization  

For most LDA based applications, the words with high probabilities in topics’ word 
distributions are usually chosen to represent topics.  For example, the top 4 words for 
the 3 topics, as showed in Table 2, are: w2, w1, w4, w7 for topic 1, w8, w1, w7, w9 for 
topic 2 and w10, w11, w1, w7 for topic 3. From the simply example we can see that 
words w1 and w7 have relatively high probabilities for all the three topics. That means, 
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they most likely represent general concepts or common concepts of the three topics 
and cannot distinctively represent the three topics. Moreover, the words in topic  
representations generated by LDA are individual single words. These single words 
provide too limited information about the relationships between the words and too 
limited semantic meaning to make the topics understandable. In this section, we pro-
pose two methods based on text mining and pattern mining techniques, which are 
detailed in the following sub sections, aiming at alleviating the mentioned problems.  

3.1 Tf-idf Weighting Based Topic Modeling 

The first method is based on the well-known term weighting method tf-idf (term fre-
quency – inverse document frequency). The distinct feature of the tf-idf method is 
that it chooses discriminative terms to represent a document or a topic rather than 
popular terms. As we illustrated in the above example, there exist general or common 
terms in the topics’ word distributions generated by LDA. We propose to utilize the 
tf-idf technique to process the topics’ word distributions in order to generate more 
discriminative words to represent topics. As illustrated in Table 4, LDA generates 
word-topic assignments for each document, which reveal word importance to topics 
for that document. The basic idea of the proposed tf-idf based method is to find the 
discriminative words from the words which are assigned to a topic by LDA to 
represent that topic. There are two steps in the proposed method. The first step is to 
construct a collection called topical document collection, denoted as Dtopic. Each doc-
ument in the collection consists of all the word-topic assignments to a topic in the 
original document collection D. The second step is to generate a set of words for 
representing each document in Dtopic by applying the tf-idf method to the collection. 

(1) Construct Collection Dtopic  

Let ܴௗ೔,௓ೕ represent the word-topic assignment to topic Zj in document di. ܴௗ೔,௓ೕis a 

sequence of words assigned to topic Zj in document di. For the example illustrated in 
Table 4, for topic Z1 in document d1,  ܴௗభ,௓భ = <w1, w2, w3, w2, w1 >, or simply ܴௗభ,௓భ  
= w1 w2 w3 w2 w1. Each document  ݀௜ᇱ in Dtopic is defined as ݀௜ᇱ ൌ ሼܴௗ೔,௓ೕ|݀௜ א ሽ (2)ܦ

 
Fig. 1. Dtopic with three topical documents ݀௜ᇱ consists of the word-topic assignments ܴௗ೔,௓ೕ  to topic Zj, each word-topic assign-

ment ܴௗ೔,௓ೕ  can be treated as a sentence in the document ݀௜ᇱ. ݀௜ᇱ is called a topical 

document since it consists of the words for a particular topic. Assuming that the  
original document collection D has V number of topics, the collection Dtopic is defined 

݀ଵᇱ  ݀ଶᇱ  ݀ଷᇱ  
Dtopic 

w1 w2 w3 w2 w1 w2 w4  

w4 w2 w1 w7 w5 w2 w7 w6 
 w1 w9 w8 w7 w8 w1w8 w8 
w7 w1 w3 w2 w9 w8 w1 

w7 w10 w10 w1w11 w12 
w4w7 w10 w11 w1 w11 w10 
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as Dtopic = {݀ଵᇱ , ݀ଶᇱ , ڮ , ݀௏ᇱ }. For the example given in Table 4, a topical document  
collection can be constructed as showed in Fig.1. 

(2) Generate Document Representation for Collection Dtopic 

For the topical document, the word distribution over topic j, denoted as  ሺࣘ௝ሻ୲୤ି୧ୢ୤ , is 
generated based on their tf-idf scores, which are calculated by equation (3). ݂ݐ൫ݐ௜,௝൯ is 
the frequency of term ݐ௜,௝ in the ith topical document, where |݀௜ᇱ| is the count of terms in ݀௜ᇱ, ܰሺݐ௜,௝ሻ is the count of  ݐ௜,௝ appearing in ݀௜ᇱ. Inverse document frequency (idf) re-
flects the popularity of term ݐ௜,௝  across topical documents in Dtopic, where V is the total 
number of topical documents and ݂݀ሺݐ௜,௝ሻ is the document frequency. Thus, high tf-idf 
term weighting indicates high term frequency but low overall collection frequency.  ݂݂݀݅ݐ൫ݐ௜,௝൯ ൌ ௜,௝൯ݐ൫݂ݐ ൈ ݂݅݀൫ݐ௜,௝൯ ൌ ܰሺݐ௜,௝ሻ|݀௜ᇱ| ൈ ݃݋݈ ܸ ൅ 1݂݀ሺݐ௜,௝ሻ  (3)

Table 5 provides an example of the results which shows that, the tf-idf method wea-
kens the effect of the common words w1 and w7, in the meanwhile, increases the 
weights for the distinctive words in each topic.   

Table 5. Example results of tf-idf: Topic representation – probability distribution over words 

Topic  Φ୲୤ି୧ୢ୤  ࣘଵ ݓଶ: :ସݓ , 0.1 :଺ݓ ,ହ: 0.04ݓ , 0.04 0.04, :଼ݓ ଻: 0.017    ࣘଶݓ ,ଷ: 0.02ݓ , ଵ: 0.02ݓ :ଽݓ , 0.2 0.08 , :ଵݓ :଻ݓ ,ଶ: 0.02ݓ ,0.03 0.017  ࣘଷ ݓଵ଴: 0.19 , ݓଵଵ: 0.14, :ଵଶݓ 0.046 , :4ݓ 0.023    ଻: 0.019ݓ , ଵ: 0.019ݓ ,

3.2 Pattern-Based Topic Modeling 

A pattern is usually defined as a set of related terms or words. As discussed in Section 
1, patterns carry more semantic meaning and are more understandable than isolated 
words. The idea of the pattern based representations starts from the knowledge of 
frequent patterns mining. It plays an essential role in many data mining tasks that try 
to find interesting patterns from datasets. We believe that pattern based representa-
tions can be more meaningful and more accurate to represent topics. Moreover,  
pattern based representations contain structural information which can reveal the  
association between the terms. 

(1) Construct Transactional Dataset  

The purpose of the proposed pattern based method is to discover associated words 
(i.e., patterns) from the words assigned by LDA to topics. With this purpose in mind, 
we construct a set of words from each word-topic assignment  ܴௗ೔,௭ೕ instead of using 

the sequence of words in ܴௗ೔,௭ೕ, because for pattern mining, the frequency of a word 

within a transaction is insignificant. Let Iij be a set of words which occur in ܴௗ೔,௓ೕ, Iij 

=ሼݓ|ݓ א ܴௗ೔,௓ೕሽ, i.e., Iij contains the words which are in document di and assigned to 

topic Zj by LDA. Iij is called a topical document transaction, is a set of words without 
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any duplicates. From all the word-topic assignments ܴௗ೔,௓ೕ  to topic Zj, we can con-

struct a transactional dataset ௝࣮. Let ܦ ൌ ሼ݀ଵ, ڮ , ݀ெሽ be the original document col-
lection, the transactional dataset ௝࣮ for topic Zj is defined as  ௝࣮ ൌ  ሼܫଵ௝, ,ଶ௝ܫ …  .ெ௝ሽܫ
For the topics in D, we can construct V transactional datasets. An example of the 
transactional datasets is illustrated in Fig.2, which is generated from the example in 
Table 4.  

 

 

 

 

 

 

 

Fig. 2. Transactional datasets generated from Table 4 

(2) Generate Pattern-based Representation 

Frequent itemsets are the most widely used patterns generated from transactional data-
sets to represent useful or interesting patterns. The basic idea of the proposed pattern 
based method is to use the frequent patterns generated from each transactional dataset ௝࣮  to represent topic Zj. For a given minimal support threshold σ, and itemset p in  ௝࣮ 
is frequent if supp(p) >= σ, where supp(p) is the support of p which is the number of 
transactions in ௝࣮  that contain p. Take ଶ࣮  as an example, which is the transactional 
dataset for topic Z2. For a minimal support threshold σ  = 2, all the frequent patterns 
generated from  ଶ࣮ are given in Table 6. {଼ݓ} and {ݓଵ,଼ݓ} are the dominant patterns 
for topic 2. Comparing with the term based topic representation, patterns represent the 
associated words that carry more concrete and identifiable meaning. For instance, “data 
mining” is more concrete than just one word “mining” or “data”. 

Table 6. The frequent patterns discovered from the Z2 topical transaction database. σ  = 2 

Patterns supp 

 3 {଼ݓ,ଵݓ},{଼ݓ}

,ଵݓ},{ଽݓ,଼ݓ},{ଽݓ} ,ଵݓ},{ଽݓ ,଼ݓ ,ଵݓ},{ଽݓ  ଻} 2ݓ

4 Experiments and Evaluation 

We have conducted experiments to evaluate the performance of the proposed two 
topic modeling methods. In this section, we present the results of the evaluation.  

 ଵ࣮                           ଶ࣮ ଷ࣮ 

trans-

action 

topic document 

transaction 

trans-

action 

topic document 

transaction 

trans-

action 

topic document 

transaction 

1 {w1, w2, w3 } 1 {w1, w8, w9 } 1 {w7, w10} 

2 { w2, w4 } 2 { w1, w7 , w8 } 2 {w1, w11, w12} 

3 {w1, w2,w5,w7} 3 {w1, w2,w3,w7} 3 {w4, w7, w10, w11 } 

4 {w2, w6, w7} 4 {w1, w8, w9 } 4 {w1, w11, w10} 

Transactional datasets 
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4.1 Datasets 

Four datasets are used in the experiments, which contain the abstracts of the papers 
published in the proceedings of KDD, SIGIR, CIKM and HT from 2002 to 2011. The 
four datasets contain 1227, 1722, 2048 and 483 abstracts, respectively. The abstracts 
are crawled from the ACM digital library1, and stemmed by using Porter’s stemmer 
package2 in the Apache’s Lucene Java.  

4.2 Experiment Procedure 

The whole procedure taken in the experiments is depicted in Fig. 3. The first step is 
dataset preparation to construct the datasets described in Section 4.1. Then in the step 
of topic generation, we utilize the sampling-based LDA tool provided in MALLET3 

to generate LDA topic models. The number of topics V = 20, the number of iterations 
of Gibbs sampling is 1000, the hyperparameters of LDA α = 50/V=2.5, β = 0.01 in 
this experiment [20]. Step 3 is to construct the topical document datasets and the 
transactional datasets for optimizing topic representations, and the final step is to 
generate the discriminative terms based and the frequent pattern based topic represen-
tations using the pro-posed methods introduced in Section 3. We divide each dataset 
into training set and testing set, 90% of the documents in each dataset are used as the 
training set for generating topic models, while the other 10% of the documents in each 
dataset are left for evaluation. 
 

 

Fig. 3. Four steps taken for optimizing topic representation 

4.3 Experiment Result Analysis 

LDA is chosen as the baseline model to compare with the two proposed methods in 
the experiments. Table 7 demonstrates some examples of the topic representations 
generated by using the three models, i.e., the LDA model, the tf-idf based model, and 
the pattern based model.  The top 12 words or patterns in each of the topic represen-
tations generated by the three models are displayed in Table 7 for two topics, topic 4 
and topic 0, of dataset KDD.  

                                                           
1  http://dl.acm.org/ 
2  http://tartarus.org/martin/PorterStemmer 
3  http://mallet.cs.umass.edu/index.php. MALLET is a Java-based package 

for topic modeling and other machine learning applications to text. 

1. Web crawler
2. Stemming, remov-
ing stop words 

1. Datasets preparation 2. Topic generation 
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3. Construct new datasets

1. Topical docu-
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2. Topical trans-
actional datasets

          Terms

Frequent patterns 

4. Generate optimised 
Topic representations
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Table 7. Examples of topics representations (topic 4 and topic 0 for dataset KDD) 

Topic 4 Topic 0 

Baseline Tf-idf Patterns  Baseline  Tf-idf Patterns  

large 

algorithm 

compute 

efficient 

scale 

number 

size 

order 

correlate 

highly 

local 

fast 

large 

scale 

algorithm 

efficient 

highly 

fast 

size 

number 

pair 

million 

memory 

faster 

large 

algorithm 

compute 

efficient 

scale 

number 

size 

large scale 

large algorithm 

order 

large compute 

large efficient 

method 

sample 

distribution 

dimension 

parameter 

estimate 

distance 

high 

gene 

paper 

random 

outlier 

sample 

dimension 

parameter 

gene 

distance 

outlier 

method 

low 

distribution 

high 

component 

random 

method 

distribution 

high 

sample 

dimension 

estimate 

parameter 

high dimension 

number 

sample method 

distribution method 

component  

Table 8. Sample patterns in 5 topic representations for dataset KDD 

Topic  Patterns 

1 Probabilistic model, Information model, Text document, Topic  model,  Makov model 

9 Clustering based algorithm, Result algorithm, Algorithm quality, Hierarchical cluster 

10 Data mining, Data set, Data analysis, Data application, Data method, Data set mining 

14 Web user, User search, Query search, User query,  User recommendation,  

18 Pattern mining, Frequent mining, Frequent patterns, Rule mining, Association mining,  

From the results we can see that the top 12 words or patterns have a large overlap 
between each pair of the three methods, which could indicate that all the three me-
thods can derive similar representations. But, when taking a close look, we can find 
that the results generated by the pattern based method provide much more concrete 
and specific meaning. For example, for topic 4, all the three methods rank ‘large’ as 
the top 1 word which is a general term. However, the pattern based method generates 
more specific patterns ‘large algorithm’, ‘large scale’, and ‘large compute’ which 
make the topic representation much easier to understand, while the other two methods 
cannot. Similar evidence can be seen for topic 0 as well. We have showed an example 
in Table 1 that the word ‘method’ was chosen by LDA for representing three topics 
including topic 0. In Table 7, the topic representations for topic 0 generated by the 
three methods are listed, from which we can see that, the ranking of the word ‘me-
thod’ was decreased by the tf-idf based method. This indicates that the word ‘method’ 
is not a discriminative word for uniquely representing topic 0. Moreover, the pattern 
based representations enrich the content of the topic representations generated by 
existing models such as LDA by discovering hidden associations among words, 
which makes the topics more detailed and comprehensive. Just for illustrating the 
usefulness of the pattern based method, we display in Table 8 some other patterns 
contained in the topic representations for dataset KDD. From the results we can see 
that patterns supply meaningful and semantic topic representations.  
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4.4 Evaluation  

The ultimate goal of the proposed methods as well as other existing topic modeling 
methods is to represent the topics of a given collection of documents as accurately as 
possible. For the existing topic modeling methods and the proposed methods, the 
topic representations are word or pattern distributions with probabilities. The more 
certain the chosen words or patterns are in the topic representations, the more accurate 
the topic representations become. By taking this view, in this paper, we use informa-
tion entropy, a well known certainty measurement developed in information theory, as 
the merit to evaluate the generalization performance of the proposed methods. Using 
the documents in the testing set, we compute the entropy of the topic models generat-
ed from the training set to evaluate the performance of the proposed models. The 
lower the entropy, the more certain the topic models to represent the topics and there-
fore the more predictable the documents’ topics are.  Formally, for a testing set ܦ୲ୣୱ୲, 
the entropy of the topic models is defined as: entropyሺܦ୲ୣୱ୲ሻ ൌ െ ෍ ෍ ෍ ሻݖሺ݌ሻݖ|ݓሺ݌ logሾ݌ሺݖ|ݓሻ݌ሺݖሻሿ୵אௗୢא஽౪౛౩౪௭א௓  (4)

where ݌ሺݖ|ݓሻ is the topic representation ࣘ௭for a topic derived by LDA, the tf-idf 
based, and the pattern based methods. ݌ሺݖሻ is the document representation  ࣂௗ gen-
erated from LDA. For the evaluation, both the tf-idf weighting and patterns supports 
have been normalized into probabilities. The evaluation result is presented in Table 9. 

Table 9. Evaluation results on 4 datasets 

Datasets Baseline(LDA) Tf-idf Patterns 
KDD 32.6 31.8 12.4 
SIGIR 42.5 40.4 20.1 
CIKM 49.7 47.7 26.6 

HT 10.9 10.2 4.5 

The evaluation clearly indicates that the tf-idf based model fairly achieved lower 
entropy values than the baseline model, meaning that, it has better performance when 
interpreting the meaning of the topics. Furthermore, the pattern based method 
achieved even much lower entropy values than any of the other two. Based on the 
results, we can conclude that the pattern based method apparently can generate more 
certain and more accurate representations for the topics of a document collection.  

5 Related Work 

Topic models have been extended to capture more interesting properties [7-10,19- 
20], but most of them represent topics by multinomial word distributions. Topic labe-
ling [12-14] is a prevalent method to express semantic meaning of topics as  
mentioned in Introduction. For another example, Magatti et al. [21] present a method 
to calculate the similarities between given topics and known hierarchies, then choose 
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the most agreed labels to represent the topics. However, the drawback of the existing 
methods of topic labeling is that they are heavily restricted to candidate resources and 
limited on semantic coverage. Topical n-gram (TNG) [22] model discovers topically-
relevant phrases by Markov dependencies in word sequences based on the structure of 
LDA, which is relevant to our work. Except for the method of generating topic phras-
es, Zhao et al. [23] proposed a principled probabilistic phrase ranking algorithm for 
extracting top keyphrases as topic representations from the candidate phrases. The 
results provided in [22] and [23] show that the topics represented by the phrases are 
more interpretable than that of its LDA counterpart. But comparing with the pattern 
based representations proposed in this paper, the phrases may share low occurrences 
in documents, which can’t achieve effective retrieval performance.  

6 Conclusion 

This paper proposed a two stage model to generate more discriminative and semantic 
rich representations for modeling the topics in a given collection of documents. The 
main contribution of this paper is the novel approach of combining data mining tech-
niques and statistical topic modeling techniques to generate pattern based representa-
tions and discriminative term based representations for modeling topics. In the first 
stage of the proposed approach, any topic modeling method, as long as it can generate 
words distributions over topics, can be used to generate the initial topic representa-
tions for documents in the collection. In the second stage, we proposed to mine the 
initial topic representations generated in the first stage for more accurate topic repre-
sentations by using the term weighting method tf-idf and the pattern mining method. 
Our experiment results show that the pattern based representations and the discrimina-
tive term based representations generated in the second stage are more accurate and 
more certain than the representations generated by the typical statistical topic model-
ing method LDA. Another strength provided by the pattern based representations is 
the structural information carried within the patterns.  In the future, we will further 
study the structure of the patterns and discover the relationship between words which 
will represent the topics at a more detailed level.  
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Abstract. Hierarchical text classification is an important task in many
real-world applications. To build an accurate hierarchical classification
system with many categories, usually a very large number of documents
must be labeled and provided. This can be very costly. Active learn-
ing has been shown to effectively reduce the labeling effort in traditional
(flat) text classification, but few works have been done in hierarchical text
classification due to several challenges. A major challenge is to reduce
the so-called out-of-domain queries. Previous state-of-the-art approaches
tackle this challenge by simultaneously forming the unlabeled pools on
all the categories regardless of the inherited hierarchical dependence of
classifiers. In this paper, we propose a novel top-down hierarchical ac-
tive learning framework, and effective strategies to tackle this and other
challenges. With extensive experiments on eight real-world hierarchical
text datasets, we demonstrate that our strategies are highly effective, and
they outperform the state-of-the-art hierarchical active learning methods
by reducing 20% to 40% queries.

Keywords: Active Learning, Hierarchical Text Classification.

1 Introduction

Given documents organized in a meaningful hierarchy (such as a topic hierar-
chy), it is much easy for users to browse and search the desired documents. Thus,
hierarchical text classification is an important task in many real-world applica-
tions, which include, for example, news article classification [8], webpage topic
classification [3,2,10] and patent classification [5]. In hierarchical text classifica-
tion, a document is assigned with multiple suitable categories from a predefined
hierarchical category space. Different from traditional flat text classification, the
assigned categories for each document in the hierarchy have inherited hierar-
chical relations. For example, in the hierarchy of the Open Directory Project
(ODP), one path of the hierarchy includes Computers (Comp.) → Artificial In-
telligence (A.I.) → Machine Learning (M.L.). Any webpage belonging to M.L.
also belongs to A.I. and Comp..

� Partial work was done when Xiao Li was an intern at National Laboratory for Parallel
& Distributed Processing, Changsha, China.
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In this paper, we study machine learning approaches for building hierarchical
classification system. According to [13], the most effective and appropriate ap-
proach for building hierarchical classification system is to train a binary classifier
on each category of the hierarchy. To train an accurate hierarchical classification
system with many categories, usually a very large number of labeled documents
must be provided for a large number of classifiers. However, labeling a large
amount of documents in a large hierarchy is very time-consuming and costly.
This severely hinders the training of accurate hierarchical classification systems.

Active learning has been studied and successfully applied to reduce the label-
ing cost in binary text classification [15,11,17]. In active learning, in particular
the pool-based active learning, the learner intelligently selects the most informa-
tive unlabeled example from the unlabeled pool to query an oracle (e.g., human
expert) for the label. This can lead a good classification model with a much
smaller number of labeled examples, compared to traditional passive learning.
Several works have extended binary active learning to multi-class and multi-
label text classification [1,4,19]. Basically, they use the one-VS-rest approach to
decompose the learning problem to several binary active learning tasks.

However, active learning has not been widely studied for hierarchical text clas-
sification. The key question is how to effectively select the most useful unlabeled
examples for a large number of hierarchically organized classifiers. Many techni-
cal challenges exist. For example, how should the unlabeled pool be formed for
each category in the hierarchy? If not formed properly, the classifier may select
many so-called out-of-domain examples from the pool. For example, a classifier
on A.I. is trained under the category of Comp.. These examples are called in-
domain examples for A.I.. Examples not belonging to Comp. are the so-called
out-of-domain examples for A.I.. If an unlabeled example selected by the clas-
sifier for A.I. is an out-of-domain example, such as a document belonging to
Society, the oracle will always answer “no”, and such a query will be virtually
useless, and thus wasted in training the classifier for A.I.. Thus, avoiding the
out-of-domain examples for hierarchical classifiers is very important.

As far as we know, only one work [9] has been published previously on hierar-
chical active learning. To solve the out-of-domain problem, the authors use the
prediction of higher-level classifiers to refine the unlabeled pools for lower-level
classifiers. In their approach, the quality of the lower-level unlabeled pools de-
pends critically on the classification performance of the higher-level classifiers.
However, the authors seemed not to pay enough attention to this important
fact, and their methods allow all classifiers to simultaneously select examples to
query oracles (see Section 2 for a review). This still leads to a large number of
out-of-domain queries, as we will show in Section 4.4.

As the hierarchical classifiers are organized based on the top-down tree struc-
ture, we believe that a natural and better way to form the unlabeled pools is
also in the top-down fashion. In this paper, we propose a novel top-down active
learning framework, to effectively form the unlabeled pools, and select the most
informative, in-domain examples for the hierarchical classifiers. Under our top-
down active learning framework, we discuss effective strategies to tackle various
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challenges encountered. With extensive experiments on eight real-world hierar-
chical text datasets, including the RCV1-V2 and ODP datasets, we demonstrate
that our method is highly effective, and it outperforms the state-of-the-art hier-
archical active learning methods including [9] by reducing 20% to 40% queries.

2 Previous Works

To our best knowledge, only one work [9] has been published previously in active
learning for hierarchical text classification. We call it the parallel active learning
framework. In their approach, at each iteration of active learning (see Figure 1),
the classifiers for all categories independently and simultaneously query the ora-
cles for the corresponding labels. To avoid selecting the out-of-domain examples,
they use the prediction of higher-level classifiers to refine the unlabeled pools for
lower-level classifiers. Specifically, an unlabeled example will be added into the
lower-level unlabeled pools only if its predictions from all the ancestor classifiers
are positive.

A drawback of their approach is that they do not consider the hierarchical
dependence of classification performance of the classifiers in their framework but
allow all classifiers to simultaneously form the pools and select examples to query
oracles. Considering a typical running iteration of their approach (see Figure 1).
If the quality of the unlabeled pool Ucomp (formed by the classifier for Comp.) is
not good, possibly many out-of-domain examples (e.g., examples from Society)
may still be selected by the classifiers for A.I.. This will lead to a large number
of out-of-domain (wasted) queries, as we will show in Section 4.4.

Fig. 1. A typical iteration of the
parallel active learning framework.
Multiple active learning processes
(represented by dashed windows)
are simultaneously conducted. U de-
notes the unlabeled pool and O
denote the oracle. The horizontal
arrows mean querying the oracle
while the down arrows mean build-
ing the unlabeled pools.

How can we effectively solve the out-of-domain problem and the other chal-
lenges to improve active learning in hierarchical text classification? As the hi-
erarchical classifiers are organized based on the top-down tree structure, we
believe that a natural and better way to do active learning in hierarchical text
classification is also in the top-down fashion. In the next section, we propose
a new top-down active learning framework for hierarchical text classification to
effectively tackle these challenges.

3 Top-Down Hierarchical Active Learning Framework

In this section, we propose our top-down hierarchical active learning framework.
Different to the parallel framework which simultaneously forms the unlabeled
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pools for all categories, our top-down approach forms the unlabeled pools in the
top-down fashion. We use Figure 2 to describe our basic idea.

(a) The top level learning stage. (b) The second level learning stage.

Fig. 2. Examples of two typical active learning stages in the top-down active learning
framework. Only partial nodes in the hierarchy are allowed to do active learning. The
notations in this figure follow Figure 1.

In Figure 2a, we start active learning at the top level of hierarchy. The top-
level classifiers for Comp. and Society select examples from the global unlabeled
pool Uroot to query the oracle for the labels of top-level categories. The answered
examples from the oracle will be used to form the unlabeled pools Ucomp and
Usoc. After the top-level classifiers are well trained (estimated by our stopping
strategy. see in Section 3.2), we start active learning in the second level. In Figure
2b, the second-level classifiers for A.I. (or History) and its sibling categories select
examples from the unlabeled pool Ucomp (or Usoc) to query the oracle. As the
examples in Ucomp (or Usoc) have true labels of Comp. (or Society) which are
answered by the oracle, we can ensure that the second-level classifiers will not
select any out-of-domain examples.

Comparing Figure 1 and Figure 2, we can see that the main difference between
the parallel framework and our top-down framework is which nodes are chosen to
do active learning (the dashed windows in both figures) at each iteration. The
parallel framework chooses all the nodes while our top-down framework only
chooses a subset of appropriate nodes in the top-down fashion. We call the set
of those nodes as working set, denoted by W . We present the pseudo code of our
top-down active learning framework.

Input: Query budget B
Output: Classifiers for all nodes
repeat

Add the root nodes n0 into W;
repeat

Select examples from Un to query oracles and update children classifiers
for each node n in W until its stopping criteria is satisfied;
Form the unlabeled pools for the children nodes of the finished nodes;
Replace the finished nodes in W with their children nodes;

until W is empty ;

until B = 0;
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For our top-down active learning framework, two critical challenges need to
be resolved for effective active learning. The first challenge is that the unlabeled
pools may be too small. We use the examples answered by the oracle to form
the unlabeled pools, and they can be too small for lower-level classifiers to learn
effectively. The problem may become worse when active learning is applied to
even lower-level categories. The second challenge is how do we stop learning as
it is critical for the effective scheduling of active learning in different levels. We
will tackle the two challenges in the following subsections.

3.1 Dual-Pool Strategy

For the second and lower-level nodes, we need to form the unlabeled pools that
are large enough but have few out-of-domain examples. In this section, we pro-
pose a novel dual-pool strategy to enlarge the unlabeled pools. Two different
unlabeled pools will be built: the answered pool and the predicted pool.

Answered Pool. Our top-down active learning framework schedules the nodes
to query the oracle from the top level to the bottom level. For a node (category)
in the working set, we ask oracles for the labels of its children categories. For
a child category c, among the answered examples from the oracle, the positive
examples of c will be used to form the unlabeled pool for the children categories
of c. The negative examples will not be used as they are already out-of-domain.
By doing so, we can ensure that no out-of-domain examples will be selected into
the unlabeled pools of children categories. We call such a pool the answered pool
and use Ua to denote it.

Predicted Pool. The quality of the answered pool Ua is perfect. However, as
the size of Ua depends on the positive class ratio of the ancestor nodes, it could be
very slow to accumulate enough examples. Thus, we can also use the prediction of
the higher-level classifiers to enlarge the unlabeled pools. Although this method
is also used in the parallel framework (see Section 2), it should be noted that
when we build the lower-level unlabeled pools, the higher-level classifiers are
already assumed to be well-trained. The prediction of higher-level classifiers
would be accurate. Thus, the risk of introducing out-of-domain examples would
be much smaller than the parallel framework. We call the pool built by this
method as predicted pool, denoted by Up.

Refiltering Dual Pools. We have two unlabeled pools for each node ni in
our top-down framework, i.e., the answered pool Ua

i and the predicted pool Up
i .

When we select a batch of examples to query the oracle, a natural question is
how do we allocate the batch of queries to each pool? On one hand, the quality
of Ua

i is perfect but the uncertain (useful) examples maybe be too few due to
the small pool size; on the other hand, more useful examples may exist in the
larger predicted pool Up

i but we may take the risk of selecting the out-of-domain
examples. To balance the tradeoff, we propose a refiltering strategy for allocating
the queries to both Ua

i and Up
i .

Our basic idea is to filter out the certain examples from the pools before
we allocate the batch of queries. Specifically, given the batch size M , we firstly
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filter out the certain examples from both Ua
i and Up

i to generate two small
candidate pools Ca

i and Cp
i . The filtering threshold will be empirically tuned

in our experiments (See Section 4.4). As the examples in Ca
i are all perfect

(answered by oracle) and uncertain (worthy to learn), we put more queries into
the perfect candidate pool Ca

i by allocating min{|Ca
i |,M} queries. The rest of

queries will be allocated to Cp
i .

3.2 Stopping Strategy

An important factor of our top-down hierarchical active learning framework is
knowing when to stop learning for the nodes in the working set. In other words,
how to estimate if the classifiers are well-trained or not? A heuristic approach
is to estimate the classification performance by cross-validation. However, from
our pilot experiments, such method is quite unstable due to the small size of the
labeled examples in active learning.

In this paper, we adopt a simple yet effective approach to stop learning. Simply
speaking, if no uncertain examples can be further selected from the candidate
pools, we stop learning. This is reasonable as querying very certain examples can
not improve the classification performance [20]. In our top-down framework, this
strategy can be implemented by checking the size of the two candidate pools Ca

and Cp. If both pools are empty, that means all the examples in the unlabeled
pools are very certain, we stop learning.1

To summarize, in this section, we propose our top-down hierarchical active
learning framework with several strategies to tackle the out-of-domain prob-
lem and the other challenges encountered. In the next section, we will conduct
extensive experiments to verify the effectiveness of our framework.

4 Experiments

In this section, we conduct extensive empirical studies to evaluate our top-down
hierarchical active learning framework compared to the state-of-the-art hierar-
chical active learning approaches.

4.1 Datasets

We use eight real-world hierarchical text datasets in our experiments. The first
three datasets (20 Newsgroup, OHSUMED and RCV1-V2) are common bench-
mark datasets for evaluation of text classification methods. The other five
datasets are webpages collected from Open Directory Project (ODP).

The first dataset is 20 Newsgroups2, a collection of news articles partitioned
evenly across 20 different newsgroups. We manually group these categories into a

1 For the root node which selects examples from the very large global unlabeled pool,
this stopping strategy could be very slow. Thus, we empirically set 25% remained
budget as the query limit for the root node.

2 http://people.csail.mit.edu/jrennie/20Newsgroups/

http://people.csail.mit.edu/jrennie/20Newsgroups/
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meaningful three-level hierarchy. The second dataset is OHSUMED3, a clinically-
oriented MEDLINE dataset. We use the subcategory heart diseases which is
also used by [7,12]. The third dataset is RCV1-V2 [8], a news archive from
Reuters. We use the 23,149 documents from the topic classification task in our
experiments.4 The other five datasets are webpages collected from ODP. ODP is
a web directory with a complex topic hierarchy. In our experiments, we focus on a
subset of the webpages extracted from the Science subtree.5 The original Science
subtree has more than 50 subcategories. We choose five subcategories closely
related to the academic disciplines.6 They are Astronomy, Biology, Chemistry,
Earth Sciences and Math.

For each dataset, we use bag-of-words model to represent documents. Each
document is represented by a vector of term frequency. We use Porter Stemming
to stem each word and remove the rare words occurring less than three times.
Small categories which have less than ten documents are also removed. After the
preprocessing, we give the detailed statistics of the datasets in Table 1.

Table 1. The statistics of the datasets. Cardinality is the average categories per
example (multi-label).

Dataset Examples Features Nodes Cardinality Height

20 Newsgroup 18,774 61,188 27 2.20 3
OHSUMED 16,074 12,427 86 1.92 4
RCV1-V2 23,149 47,152 96 3.18 4
Astronomy 3,308 54,632 34 1.91 4
Biology 17,450 148,644 108 3.03 4

Chemistry 4,228 56,767 34 1.44 4
Earth Sciences 5,313 71,756 58 2.16 4

Math 11,173 108,559 107 1.93 4

4.2 Performance Measure

In this paper, we use the hierarchical F-measure [16,13,9], a popular perfor-
mance measure in hierarchical text classification, to evaluate the performance of
hierarchical classification methods. It is defined as,

hF =
2× hP × hR
hP + hR

where hP =

∑
i |P̂i
⋂
T̂i|∑

i |P̂i|
, hR =

∑
i |P̂i
⋂
T̂i|∑

i |T̂i|
(1)

where hP is the hierarchical precision and hR is the hierarchical recall. P̂i is
the hierarchical categories predicted for test example xi while T̂i is the true
categories of xi.

3 http://ir.ohsu.edu/ohsumed/
4 http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
5 It can be freely downloaded at http://olc.ijs.si/dmozReadme.html.
6 Most of the other subcategories are A-Z index lists and non-academic topics (e.g.,
Publications and Conferences).

http://ir.ohsu.edu/ohsumed/
http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
http://olc.ijs.si/dmozReadme.html
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4.3 Experiment Configuration

We adopt the hierarchical SVMs [10,14,18] as the base learner. On each category,
a linear SVM classifier is trained to distinguish its sibling categories under the
same parent category. We use LIBLINEAR [6] as the implementation of linear
SVM. Following the configuration of [9], we set up the penalty C as 1,000 and
the cost coefficient w as the ratio of negative examples in the training set. Other
parameters of LIBLINEAR are set to the default values.

We compare our top-down framework with the parallel framework [9] and
the baseline random approach. We use the average uncertainty [4] as the infor-
mativeness measure. It measures the example based on the average uncertainty
among all children classifiers under the same parent. For the parallel framework,
we choose the uncertainty sampling [15] which is also used in their experiments.
For both approaches, the uncertainty of example is measured by the absolute
SVM margin score. For the random approach, we simply select the examples
randomly from the global unlabeled pool.

We set up the total query budget as 1000. The active learning experiment is
decomposed into several iterations. In each iteration, each node in the working
set selects M examples to query the oracle. Similar to [9], the batch size M is
set as the logarithm of the unlabeled pool size on each category. We use the
simulated oracle in our experiments. When receiving an query, the oracle replies
the true labels for all its subcategories. It should be noted that in [9], each query
only returns one label. To make a fair comparison, we also return the labels of
all the subcategories for the parallel framework and the random approach.

To avoid the impact of randomness, we use 10-fold cross validation to evaluate
the performance of active learning approaches. Specifically, when conducting
active learning experiments on each dataset, we randomly split the dataset into
10 subsets with equal size. Of the 10 subsets, one set is retained as testing data.
For the remain nine sets, we randomly sample 0.1% data as the labeled set.
The remaining examples will be used as the unlabeled pool. The active learning
experiments are then repeated 10 times. The final results are averaged over the
10 runs and accompanied by the error margins with 95% confidence intervals.

4.4 Experimental Results on Benchmark Datasets

Before the experiments, we setup the parameters for our top-down framework.
We need to decide a proper uncertainty threshold to filtering out the certain
examples (see dual-pool strategy in Section 3.1). As the SVM margin score based

uncertainty is not comparable, we normalize it by the function g(f) = exp(− f2

0.01)
(0 < g ≤ 1) where f is the SVM margin score. We compare the uncertainty
thresholds in different values from 0.1, 0.2, to 0.9 on the RCV1-V2 dataset. We
find that generally the larger the threshold is, the better the performance is.7

Thus, we use 0.9 as the uncertainty threshold in our experiments.
Firstly, we discuss the experimental results on the three benchmark datasets

(20 Newsgroup, OHSUMED and RCV1-V2). Figure 3 shows the performance

7 Due to page limit, the figure is omitted.
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curves of hierarchical F-measure averaging over 10 runs. We can see that our
top-down approach (framework) outperforms the parallel approach and the ran-
dom approach significantly on all datasets. Specifically, on the OHSUMED and
RCV1-V2 datasets, the performance curves of our top-down approach dominate
the parallel approach and the random approach throughout the whole iterations.
On the 20 Newsgroup dataset, surprisingly, during the earlier stage of active
learning (before 400 queries), we observe the overlap of performance curves of
our top-down approach and the random approach. The parallel approach per-
forms even worse. This could be due to the poor initial classification performance
(smaller than 0.1). However, after around 500 queries, our approach starts to out-
perform the random approach and the parallel approach and keeps the dominant
margin till the end.

(a) 20 Newsgroup (b) OHSUMED (c) RCV1-V2

Fig. 3. Hierarchical F-measure on the 20 Newsgroup, OHSUMED and RCV1-V2
datasets

Fig. 4. The out-of-domain ratios of the
queries on the 20 Newsgroup, OHSUMED
and RCV1-V2 datasets

We examine the ratio of out-of-
domain queries. Figure 4 shows the
average out-of-domain ratios on the
three datasets. We can see that our
top-down approach has a huge re-
duction of the out-of-domain queries.
Among the three datasets, our top-
down approach issues less than 10%
out-of-domain queries. By analyzing
the experiment logs of our top-down
approach, we discovery that for the
second and the lower-level, on aver-
age about 40% queries are allocated to
the answered pools (see Section 3.1).
As the labels in the answered pools are given by the oracle, the quality of the
selected examples is perfect. Thus, no out-of-domain examples will be selected.
The observed few out-of-domain examples only occur in the predicted pools. The
low ratio also indicates that the predicted pools built by our dual-pool strategy
are much more accurate than the parallel framework. This explains why our
top-down active learning approach is more effective than the parallel approach.
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We also study how many queries can be saved by our top-down approach. For
the three approaches, we record their best performance and the queries needed in
Table 2. We find that to achieve the best performance of the parallel approach,
our top-down approach needs much fewer queries. About 20% to 37% queries
can be saved. For example, on the RCV1-V2 dataset, the parallel approach
needs 1,000 queries to achieve 0.606 hierarchical F-measure, while our top-down
approach only requires 630 queries. Thus, (1000− 630)/1000 = 37% queries are
saved. Compared to the random approach, the query reduction is even more
significant (about 30% to 56%). It clearly indicates that our top-down approach
is more effective in reducing the queries than the parallel approach and the
baseline random approach.

Table 2. The best hierarchical F-measure with needed queries on the 20 Newsgroup,
OHSUMED and RCV1-V2 datasets. The value in the bracket is the relative query
reduction.

Method Hier F1 Random Parallel Top-down

20 Newsgroup
Random 0.455 1000 850 (15%) 700 (30%)
Parallel 0.483 1000 800 (20%)

Top-down 0.518 1000

OHSUMED
Random 0.552 1000 720 (28%) 440 (56%)
Parallel 0.591 1000 680 (33%)

Top-down 0.630 1000

RCV1-V2
Random 0.587 1000 660 (34%) 490 (51%)
Parallel 0.606 1000 630 (37%)

Top-down 0.661 1000

4.5 Experimental Results on ODP Datasets

In the following experiments, we compare the performance of the three ap-
proaches on five ODP datasets. From Figure 5, we find that on all datasets,
our top-down approach performs consistently better than both the parallel ap-
proach and the random approach. The largest improvement occurs on the Math
dataset where our top-down approach saves 40% queries to achieve the best
performance of the parallel approach.8 By analyzing the out-of-domain ratio
in Figure 5f, we find that our top-down approach reduces the ratio of out-of-
domain queries by 32% on the Math dataset compared to the parallel approach.
The similar pattern can also be observed on the Biology and Earth Sciences
datasets where about 32% and 23% out-of-domain queries can be saved. For
the Astronomy and Chemistry datasets, we can see that the parallel approach
makes less than 20% out-of-domain ratios. This can explain why our top-down
approach performs only slightly better than the parallel approach on the As-
tronomy and Chemistry datasets. However, on some of the ODP datasets, the
performance curves of the parallel approach have an obvious large overlap with

8 The top-down approach requires 600 queries to achieve 0.4 hierarchical F-measure
of the parallel approach which requires 1,000 queries. The saving is (1000 −
600)/1000=40%.
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the random approach, while our top-down approach always outperforms the two
approaches at the end of active learning.

To summarize, from our extensive experiments on eight real-world hierarchical
text datasets, we empirically demonstrate that our top-down active learning
framework is more effective than the state-of-the-art active learning approaches
for hierarchical text classification.

(a) Astronomy (b) Biology (c) Chemistry

(d) Earth Sciences (e) Math (f) Out-of-domain Ratios

Fig. 5. Hierarchical F-measure and the ratios of out-of-domain queries on the ODP
datasets

5 Conclusion and Future Work

In this paper, we study the problem of active learning for hierarchical text classi-
fication. A major challenge for effective hierarchical active learning is to form the
unlabeled pools to avoid the so-called out-of-domain queries. Previous state-of-
the-art approaches tackle this challenge by simultaneously forming the unlabeled
pools on all the categories of the hierarchy regardless of the inherited hierarchical
dependence of classifiers. In this paper, we propose a novel top-down hierarchical
active learning framework which utilizes the top-down tree structure to form the
unlabeled pools. Under our framework, we propose several effective strategies to
tackle the out-of-domain problem and the other challenges encountered. With ex-
tensive experiments on eight real-world hierarchical text datasets, we demonstrate
that our top-down framework is highly effective, and it outperforms the state-of-
the-art hierarchical active learning methods by reducing 20% to 40% queries.

In our future work, we plan to use crowdsourcing for hierarchical active learn-
ing in real-world applications, such as constructing the hierarchical classifiers for
search engines with hierarchy.
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Abstract. Word segmentation is commonly a preprocessing step for
Chinese text representation in building a text classification system. We
have found that Chinese text representation based on segmented words
may lose some valuable features for classification, no matter the seg-
mented results are correct or not. To preserve these features, we propose
to use character-based N-gram to represent the Chinese text in a larger
scale feature space. Considering the sparsity problem of the N-gram
data, we suggest the L1-regularized logistic regression (L1-LR) model
to classify Chinese text for better generalization and interpretation. The
experimental results demonstrate our proposed method can get bet-
ter performance than those state-of-the-art methods. Further qualita-
tive analysis also shows that character-based N-gram representation with
L1-LR is reasonable and effective for text classification.

Keywords: Text classification , Text representation , Chinese Character-
based N-gram , L1-regularized logistic regression.

1 Introduction

Text classification is a task which automatically assigns an appropriate category
for a text according to its content. The task formally can be defined as follows.We
have a set of training pairs as {(d1, l1) , (d2, l2) , ..., (dn, ln)}, where di indicates a
text and li is the corresponding label drawn from a set of discrete values indexed
by {1, 2, ..., k}. The training data is used to build a classification model h. Then
for a given test text t whose class label is unknown, the training model is used
to predict the class label l for this text. In recent years, with the rapid explosion
of information, text in digital form comes from everywhere. In order to handle
a large amount of text, automatically text classification has become not only an
important research area, but also a urgent need in different kinds of applications.
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As a result, automatically text classification has been widely studied in machine
learning and information retrieval community. When Chinese becomes more and
more popular these years, Chinese text classification will be an important way
to deal with the large amount of Chinese text.

The common procedure of text classification can be divided into three parts,
text representation, feature selection and classification. Generally speaking, be-
fore using a classifier, we should present each text as a vector in a high dimensional
Euclidean space. Commonly, each word or character in text can be viewed as a
feature. And all of these features compose of a feature space. Because the feature
space is too large and redundant, for better generalization and performance, we
usually apply some dimension reduction or feature selection methods to represent
the data in a reasonable scale feature space. The last step is to build a classifica-
tion model which will be used to predict the class label given new text.

Chinese text classification is a little different from English text classification.
We usually need one more step before the common procedure—word segmenta-
tion, because Chinese sentences do not delimit words by spaces. Though word
segmentation seems a necessary step, we think it may bring some potential prob-
lems for classification. Obviously, segmentation errors may bring bad influence
to the classification. And even the segmented results are totally correct, some
useful information may also be lost which incarnate in our experiments later.
Another problem is that word segmentation cannot recognize new words very
well. For example, the word-based classification performance is not so good in
Social network message data where so many new words exists [7]. So, a natural
idea is to use character-based N-gram instead of words.

In this paper, we propose a framework that adopts a character-based N-gram
approach to Chinese text classification and uses regularized logistic regression
classifier to solve the sparse problem of the N-gram data. There are two main
contributions of our work. Firstly, we demonstrate words segmentation will lose
some valuable information for classification, no matter the segmented results are
correct or not. We also show that character-based N-gram text representation is
more suitable for Chinese text classification. Secondly, for better generalization
and interpretation, we introduce the L1 regularized logistic regression (L1-LR)
model to classify Chinese text which can get better classification performance.

The rest of this paper is organized as follows. In the next section, we will
discuss the background. In section 3, we discuss our works on Chinese text clas-
sification, including the detail of proposed classification method and analysis of
doing so. In section 4, we present several experimental results and qualitative
analysis of N-gram based regularized logistic regression in Chinese text classifi-
cation followed by conclusions in section 5.

2 Background

In this section, we review some basic information of Chinese text classification,
including text representation, feature selection and classifier. In Chinese text
representation, one way is to use word segmentation. For Chinese word segmen-
tation, there are two mostly used word segmentation tools: ICTCLAS (Institute
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of Computing Technology, Chinese Lexical Analysis System) [2] and Stanford
Word Segmenter [3]. Additionally, Stanford Word Segmenter has two certain
specifications, that is PeKing University criterion (pku) and Chinese Treebank
criterion (ctb). Different criterions will produce different results. Another way
to represent text is N-gram based approach, which William and John [5] firstly
used in English text classification and received good effects. After preprocessing
of text content, we should turn the text into feature vectors next. The commonly
used approach is tf · idf [6], which is a weighted technology for text representa-
tion. And a high value means the feature (word, character etc. ) is important for
one text in corpus. Another way is to use 0-1 weight vector, indicating whether
one feature appearance in a document or not.

After the generation of the feature vectors, feature selection methods will be
used to reduce the feature space. In text classification, commonly used feature
selection approaches are Gini Index, Information Gain, Mutual Information and
χ2-Statistic [4]. All of these four methods aim to find the relationship between
features and class labels. According to some criterion, these methods give each
feature a value that indicate the importance of this feature in classification. But
these methods only pay attention to the relation between features and labels,
and ignore the relationship between the features which is also important to
classification.

After the feature selection is performed, we can use it to training a classifier.
In text classification, commonly used classifier are SVM, Logistic regression,
Decision Tree, Naive Bayes Classifiers and Neural Network Classifiers. Among
these, SVM and Logistic regression are basically linear classifier and do well in
text classification. Compared with SVM, the loss function of logistic regression
is closer to a linear classifier. So, when we add a regularization term to the
classifier, logistic regression is more able to reflect the difference among the
difference regularized term than SVM. Furthermore, in large-scale sparse case,
logistic regression can perform well compared with SVM [8]. Besides, logistic
regression does well in many natural language processing applications [9]. In
this paper, we will use logistic regression as our classifier.

3 N-Gram Based Regularized Logistic Regression

Automatic word segmentation error may influence the performance of Chinese
text classification. Even if the segmented results are totally correct, some useful
information will also be lost. Luo and Ohyama [1] have studied the impact of
word segmentation on Chinese text classification. They compared text classifi-
cation performance on automatic word segmentation, manual word segmenta-
tion and character-based N-gram approach, respectively. And they used support
vector machine (SVM) with linear kernel, polynomial kernel and radial basis
function as classifiers, respectively. The results show that the manual word seg-
mentation gets the best performance, and character-based N-gram also gets the
better performance than automatic word segmentation. But in real application,
it’s almost impossible to get manual word segmentation for each text. From their
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work, they don’t explain why N-gram features work or not, and what kinds of
N-gram feature are most valuable for classification. In this paper, we will to-
tally forget word segmentation and focus on how to effectively extract valuable
N-gram features for classification.

Moreover, Zhang and OLES [10] have compared performance of several linear
model in text classification, including regularized logistic regression. The results
show that regularized logistic regression has a performance that is comparable
with other state-of-the-art methods, especially when we have a large scale feature
space. And as is well-known, L1-regularized logistic regression is an outstanding
method to generate a sparse model for classification. The sparse model can give
us a chance to dig the huge potential of character-based N-gram for classification.
Our work can be divided into two parts. First, we use character-based N-gram
approach to represent Chinese text classification. Second, we use regularized
logistic regression to train Chinese text classifier.

3.1 Text Representation

Using character-based N-gram to represent text are dramatically simpler, we
could avoid the complicated process for the word segmentation. We just extract
a sequence of N consecutive characters. In practice, we usually use N ≤ 3.
Table. 1 shows an example of N-gram features.

Table 1. An example of N-gram features

Original Text �������

1-gram �;�;�;�;�;�;�

2-gram ��;��;��;��;��;��

3-gram ���;���;���;���;���

We use tf ·idf as the feature weight. A tf ·idf value consists of two parts. One is
term frequency (tf), another is inverse document frequency (idf). Term frequency
counts the relevant frequency of one feature in a given text. Higher tf · idf value
of one feature means that it is more important than others. Inverse document
frequency indicates whether one feature appears in most of the documents or not.
If one feature appears in most of the documents, it is useless for classification and
its idf value will be lower. A tf · idf value for one feature in a text is computed
as follows:

ni,j∑
k

nk,j
× log

|D|
|{j : ti ∈ dj}|

(1)

where ni,j is the frequency of feature ti in text dj , |D| is the total number of
documents.

By using N-gram, we can transfer text into feature vectors easily, without
any complex word segmentation or other language specific techniques. So, the
main measures we adopt are as follows: We use unigram and bigram or unigram,
bigram and trigram to represent the text. And tf · idf is used as the weight.
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3.2 Regularized Logistic Regression

In logistic regression [10], we model the conditional probability as follows:

P (y = 1 |w, x ) = 1

1 + e−wTx
(2)

P (y = −1 |w, x ) = e−wTx

1 + e−wTx
(3)

Commonly, we use maximum likelihood estimation (MLE) to obtain an estimate
of w, which minimizes the following equation:

w = argmin
w

N∑
i=1

log
(
1 + e−yiw

Txi

)
(4)

Equation 4 may be ill-conditioned numerically. One way to solve this problem is
to use regularization. In regularized approximation, by adding a regularizer to
the loss function, it can limit model complexity and tune parameters for better
generalization. General form of regularization is as follows:

min
f

1

N

N∑
i=1

L (yi, f (xi)) + λR (f) (5)

Where L (yi, f (xi)) is the loss function, and R (f) is the regularizer, λ ≥ 0 is
a coefficient, which aims to adjust the relationship between the two terms. The
goal is to find a model f that is uncomplicated (if possible), and also makes the
loss function L small.

In this paper, we use logistic regression with 1-norm regularizer for classifica-
tion, denote as L1-regularized (L1-LR) logistic regression. And for comparing,
we also use logistic regression with 2-norm regularizer for classification, denote
as L2-regularized (L2-LR) logistic regression. The objective function of L1-LR
and L2-LR are shown as follows, respectively:

min
w

‖w‖1 + C
N∑
i=1

log
(
1 + e−yiw

T xi

)
(6)

min
w

1

2
‖w‖2 + C

N∑
i=1

log
(
1 + e−yiw

T xi

)
(7)

3.3 Analysis of Using L1-Regularized Logistic Regression

As mentioned before, we choose L1-regularized logistic regression as the classi-
fier. The first reason is that, in character-based N-gram case, the feature space
is too large to analysis. And the data sparsity is very serious. The second reason
is that most of text classification tasks are linear separable [14]. A simple lin-
ear model may perform well compared to complicated models. When compared
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with SVM, the loss function of logistic regression is closer to a linear classi-
fier. If we plus a regularized term to the classifier, logistic regression is more
able to reflect the difference among the difference regularized term than SVM.
Therefore, we choose to use regularizer logistic regression as classifier, especially,
the L1-regularized logistic regression. Since L1-regularization is a sparse model,
the feature vector produced by L1-regularization has fewer none-zero features.
Due to the properties of 1-norm and 2-norm when searching in the hypothe-
sis space, L1-regularization encourage less features which may be important in
classification to be nonzero and the rest features are zero. On the other hand,
L2-regularization is more like a kind of average, it encourage more features to be
a small value. With this property, L1-regularized logistic regression will select
some key features from N-gram based feature space. These selected features may
seem a bit weird by human, but are definitely valuable for classification. Those
selected features can help to interpret the significance of character-based N-gram
approach.

Moreover, Andrew Y. Ng [11] proved that using L1-regularization, the sample
complexity (i.e., the number of training examples required to learn well) grows
only logarithmically in the number of irrelevant features. But any rotationally
invariant algorithm (e.g., L2-regularized logistic regression) exist a worst case
that the sample complexity grows at least linearly in the number of irrelevant
features. According to this theorem when the irrelevant features are much more
than the training text, L1-regularization will also achieve a good results. More-
over, text classification is the case that much more irrelevant features come from
limited amount of text.

4 Experiments and Results

4.1 Setup

To compare with the previous Chinese text classification, we also implement
some common approaches in this paper. As mentioned above, we use ICTCLAS
and Stanford Word Segmenter (pku and ctb) as word segmenter, respectively.
Top 80 percent word features are selected with four feature selection methods,
Gini Index, Information Gain, Mutual Information and χ2-Statistic. Then, we
use SVM as a baseline which is a state-of-the-art classifier in text classification.
We use libsvm [12] as tools to train a SVM classifier.

In N-gram based text classification, we use (1 + 2)-gram (use unigram and
bigram for text representation) and (1 + 2 + 3)-gram (use unigram, bigram and
trigram for text representation) in experiment. And we use liblinear [13] as tools
to train the regularized logistic regression. For solving L1-LR, the liblinear use
newGLMNET algorithm, see [15] for computational complexity and other de-
tails. Additionally, we also use regularized logistic regression on segmented text.
At last, we use 10-fold cross validation in our experiments.
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4.2 Experiment on Chinese Corpus

Fudan Chinese text classification corpus was used in our experiment (it is re-
leased on http://www.nlpir.org/download/tc-corpus-answer.rar). We se-
lect 9 classes from this corpus. The total number of documents is 9330. The
categories include art, history, space, computer, environment, agriculture, econ-
omy, politics and sports. For a better comparison with these three different word
segmenter, we list the results of N-gram three times. Table. 2 shows the result
of text classification on Fudan corpus. Where the X2 means that use some word
segmenter and χ2-Statistic as feature selection. The Gini means that use some
word segmenter and Gini Index as feature selection. The IG means that use
some word segmenter and Information Gain as feature selection. TheMI means
that use some word segmenter and Mutual Information as feature selection. The
L1-LR means the L1-regularized logistic regression. And L2-LR means the L2-
regularized logistic regression.

Table 2. Results of text classification on Fudan corpus

N-gram Stanford Word Segmenter(pku)
1+2 gram 1+2+3 gram X2 Gini IG MI

L1-LR 95.44 95.57 94.84 92.27 89.49 86.75
L2-LR 95.34 95.31 95.31 92.90 92.52 88.55
SVM 95.35 95.38 95.08 89.48 87.72 81.20

N-gram Stanford Word Segmenter(ctb)
1+2 gram 1+2+3 gram X2 Gini IG MI

L1-LR 95.44 95.57 94.88 92.09 88.93 86.79
L2-LR 95.34 95.31 95.21 93.00 92.65 88.47
SVM 95.35 95.38 95.16 86.93 86.40 81.16

N-gram ICTCLAS
1+2 gram 1+2+3 gram X2 Gini IG MI

L1-LR 95.44 95.57 94.81 92.40 89.43 87.37
L2-LR 95.34 95.31 95.29 92.14 91.58 88.10
SVM 95.35 95.38 95.24 88.70 87.20 80.90

From Table. 2, it is obvious that character-based N-gram with L1-regularized
logistic regression does best in Chinese text classification regardless of which
word segmenter is used. Our regularized classifier really does better than tra-
ditional features selections methods. And in large scale data classification, reg-
ularized logistic regression is more effective than SVM. Additionally, the result
shows that dealing with the large and sparse text data, L1-regularized logistic
regression is better than L2-regularized logistic regression.

4.3 Experiment on English Corpus

Moreover, in order to further validate the generality of N-gram based regular-
ized logistic regression approach. We experiment this method on English text

http://www.nlpir.org/download/tc-corpus-answer.rar
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classification. 20-News English text classification corpus was used in our experi-
ment (it is released on http://qwone.com/~jason/20Newsgroups/). We use 10
classes selected from 20-News corpus. The total number of documents is 10000
(1000 documents for each class). Then, we repeat the previous steps. Note that
for English text, we use word-based N-gram instead of character-based N-gram.
The results are shown in Table. 3.

Table 3. Results of text classification on 20-News corpus

1+2 gram 1+2+3 gram X2 Gini IG MI

L1-LR 93.22 93.73 92.01 90.94 86.02 83.00

L2-LR 91.87 91.87 91.69 91.93 87.26 84.72

SVM 92.05 92.21 91.63 89.99 84.26 81.01

From Table. 3, it is obvious that word-based N-gram with regularized logistic
regression does best in English text classification. The result shows that N-gram
based regularized logistic regression also performs better than the state-of-the-
art approach, in English text classification.

4.4 Accuracy Changes over Nonzero Features

Furthermore, we present the variety curve of text classification accuracy over
the number of the nonzero features. We use Fudan corpus as training data and
use spline interpolation to reflect the variation trend. The result is shown in
Figure. 1. Note that we omit the curve of (1+2+3)-gram, since they are almost
the same.

In Figure. 1, we can find that text classification accuracy grow rapidly with
rising of nonzero features and reach the maximum at around 2000 nonzero fea-
tures. Then, as the nonzero features continued to increase, the accuracy comes
down slightly. This also shows that the sparsity of text data from another side.
And a small number of features selected by sparse model are enough to achieve
good classification accuracy.

Fig. 1. Accuracy changes over nonzero features

http://qwone.com/~jason/20Newsgroups/
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4.5 Qualitative Analysis

At last, in order to qualitative analysis that N-gram based L1-regularized logis-
tic regression can select some key features which we cannot obtain through word
segmentation. We experiment on a binary-class Chinese text classification prob-
lem. We select two class from Fudan Chinese corpus, which composed by 1357
documents labeled as ’computer’ and 1601 documents labeled as ’economy’. In
order to reflect the importance of each feature more directly, we use 0-1 vector
instead of tf · idf . Thus, the importance of one feature is totally depend on
the weight vector w. Then, we use (1 + 2 + 3)-gram and L1-regularized logistic
regression. After the classifier has been trained, we select some typical features
from top ranked features. These features are shown in Table. 4.

Table 4. An example of top ranked training features. #occur in Comp is the number
of occurrences of the given ngram in documents labeled as ’Computer’. #doc in Comp
is the number of documents labeled as ’Computer’ which contain the given ngram.
#occur in Econ is the number of occurrences of the given ngram in documents labeled
as ’Economy’. #doc in Econ is the number of documents labeled as ’Economy’ which
contain the given ngram.

Total #occur in Comp #doc in Comp #occur in Econ #doc in Econ

��� 757 757 137 0 0

��� 1489 0 0 1489 1488

o. 1866 1761 1296 105 44

��� 697 697 511 0 0

��� 7866 16 11 7850 1220

�� 5556 0 0 5556 1477

��� 1275 0 0 1275 1274

� 42714 207 80 42507 1453

�� 3870 12 6 3858 296

�V 752 752 752 0 0

�� 3710 122 68 3588 1028

��� 2395 0 0 2395 489

From Table. 4 we can find that most of the top features are N-gram form
which cannot be generated by word segmenter. These N-gram features can be
divided into three categories. The first category of features presents two separate
words. These two words will appear in two classes of text, respectively. But, in
one of the two classes, they appear sequentially. Taking ’���’ as an example,
this trigram is the suffix of ’����’ (object-oriented). In segmented text, this
feature is segmented as ’��’ (oriented) and ’��’ (object). The feature ’�
�’ (oriented) appears in 264 computer documents and 230 economy documents,
respectively. The feature ’��’ (object) appears in 476 computer documents
and 406 economy documents, respectively. The number of times they appear in
these two classes are similar. As a result, these two features are not useful in
classifying the two classes. But the feature ’���’ appears in 137 computer
documents and 0 economy documents, respectively. Obviously, this trigram is
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more useful than ’��’ (oriented) and ’��’ (object) for classifying the two
classes, significantly. Take ’���’ as another example which is the prefix of ’�
���’ (economic development). In segmented text, this feature is segmented
as ’��’ (economic) and ’��’ (development). The feature ’ ��’ (economic)
appears in 155 computer documents and 1548 economy documents, respectively.
The feature ’��’ (development) appears in 534 computer documents and 1500
economy documents, respectively. But the feature ’���’ appears in 11 com-
puter documents and 1220 economy documents, respectively, which is a much
stronger indicator for classification.

The second category of features consists of only one Chinese character. But
this character is usually a prefix or suffix of a group of words. This group of words
usually appears in only one of the two classes. Using just one Chinese character
to represent a group of words is more effective. Take ’�’ as an example. In
economy text, there are lots of words containing the character ’�’. (such as, ’�
�’ (politics), ’��’ (policy), ’��’ (government), etc.) But, from Table. 4, the
feature ’�’ appears in 80 computer documents and 1453 economy documents,
respectively. The number of times they appear in these two classes are different
very much. It is obviously that one character will suffice.

The third category of features presents the beginning or end of one sentence.
Take ’��’ as an example. In segmented text, they are segmented as ’�’ and
’�’. But, from Table. 4, the feature ’��’ appears in 68 computer documents
and 1028 economy documents, respectively. It is obviously that ’��’ is useful
in classification. As an explanation, we find that, in economy text, there are lots
of quotes in the end of the sentence.

The above analysis shows that N-gram based L1-regularized logistic regression
can get some key features which cannot be generated by word segmenter. But
these information are useful in text classification, indeed.

5 Conclusions

In this paper, we demonstrate the drawbacks of using word segmentation in
Chinese text classification. We propose a framework that use character-based
N-gram with regularized logistic regression on Chinese text classification. And,
we made experiments on Fudan Chinese text classification corpus. Results of
different word segmenters and different feature selection methods are compared.
The proposed method gets the best performance. Though quantitative and qual-
itative analysis, we further discussed for experiments why the N-gram features
work better than word features, and what kinds of N-gram features are valuable
for classification.

But there are still some limitations of our method. For example, the regularizer
we used doesn’t consider the relationship between features. We just use 1-norm
or 2-norm as the regularizer. In the future work, we will consider adding structure
information in the regularizer for better performance hopefully.
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Abstract. Text classification has gained research interests for decades.
Many techniques have been developed and have demonstrated very good
classification accuracies in various applications. Recently, the popularity
of social platforms has changed the way we access (and contribute) infor-
mation. Particularly, short messages, comments, and status updates, are
now becoming a large portion of the online text data. The shortness, and
more importantly, the sparsity, of the short text data call for a revisit of
text classification techniques developed for well-written documents such
as news articles. In this paper, we propose a cluster-based representation
enrichment method, namely Crest, to deal with the shortness and spar-
sity of short text. More specifically, we propose to enrich a short text
representation by incorporating a vector of topical relevances in addition
to the commonly adopted tf -idf representation. The topics are derived
from the knowledge embedded in the short text collection of interest by
using hierarchical clustering algorithm with purity control. Our experi-
ments show that the enriched representation significantly improves the
accuracy of short text classification. The experiments were conducted on
a benchmark dataset consisting of Web snippets using Support Vector
Machines (SVM) as the classifier.

Keywords: Short text classification, Representation enrichment,
Clustering.

1 Introduction

The prevalence of Internet-enabled devices (e.g., laptops, tablets, and mobile
phones) and the increasing popularity of social platforms are changing the way
we consume and produce information online. A large portion of the data acces-
sible online is user-generated content in various forms, such as status updates,
micro-blog posts, comments, and short product reviews. In other words, much

� This work was partially done while the first author was visiting School of Com-
puter Engineering, Nanyang Technological University, supported by MINDEF-NTU-
DIRP/2010/03, Singapore.

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 256–267, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Crest for Short Text Classification 257

user-generated textual content is in the form of short text. The unique charac-
teristics (e.g., shortness, noisiness, and sparsity) distinguish short text from the
well written documents such as news articles and most Web pages. These unique
characteristics call for a revisit of the techniques developed for text analysis and
understanding, including text classification.

Text classification refers to the task of automatically assigning a textual doc-
ument one or more predefined categories. It has been heavily studied for decades
and many techniques have been proposed and have demonstrated good classifi-
cation accuracies in various application domains [13,16]. Nevertheless, most text
classification techniques take advantage of the information redundancy natu-
rally contained in the well-written documents (or long documents in contrast to
short text). When facing with short text, the shortness, noisiness, and sparsity,
adversely affect the classifiers from achieving good classification accuracies. To
improve short text classification accuracy has since attracted significant atten-
tion from both the industries and academia.

To deal with the shortness and sparsity, most solutions proposed for short text
classification aim to enrich short text representation by bringing in additional
semantics. The additional semantics could be from the short text data collection
itself (e.g., named entities, phrases) [7] or be derived from a much larger external
knowledge base like Wikipedia and WordNet [4,7,10]. The former requires shal-
low Natural Language Processing (NLP) techniques while the later requires a
much larger and “appropriate” dataset. Very recently, instead of enriching short
text representation, another approach known as search-and-vote is proposed to
improve short text classification [15]. The main idea is to mimic human judg-
ing processing by identifying a few topical representative keywords from each
short text and use the identified topical keywords as queries to search for similar
short texts from the labeled collection. Very much similar to k-nearest-neighbor
classifier, the category label of the short text for classification is voted by using
the search results. Note that, the aforementioned different approaches deal with
the shortness and sparsity of short text from very different perspectives and are
mostly orthogonal to each other. In other words, on the one hand, these different
approaches could be combined to potentially achieve much better classification
accuracies than any of the approaches alone; on the other hand, this calls for
further research to improve each individual researches.

In this paper, we focus on improving short text classification accuracy by
enriching the text representation, by not only using its raw words (e.g., bag-of-
words) but also topical representations. Our approach naturally falls under the
representation enrichment approach. However, our approach is different from
the earlier works in representation enrichment because of two reasons. First, we
do not use shallow NLP techniques to extract phrases or any specific patterns
because most short texts are noisy preventing many existing NLP toolkits from
achieving good accuracy. Second, we do not use external knowledge base like
Wikipedia because some of the short text data collection might be from very
specific or niche areas where it is hard to find an “appropriate” and large dataset.
In other words, we consider that if we can discover internally useful knowledge
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solely from the training dataset when an “appropriate” large external dataset is
not available. More specifically, we propose a generic method named Crest to
first discover “high-quality” topic clusters from the training data by grouping
similar (but not necessary from the same category) training examples together
to form clusters. Each short text instance is then represented using the topical
similarities between the short text and the topic clusters in addition to its words
feature vector. The main advantages of Crest include the following:

– Low-cost in knowledge acquisition. As we mentioned above, Crest does not
rely on any external knowledge source. It mines topic clusters solely from
the training examples.

– Reduction in data sparsity. The topic clusters discovered from the training
data define a new feature space that each short text instance can be mapped
to. In this new space, the dimensionality is the number of “high-quality”
clusters discovered from the training data, which is much smaller than the
number of words in the bag-of-words representation.

– Easy in implementation and combination. The Crest framework is easy to
implement and can be easily combined with other approaches dealing with
short text classification.

The rest of the paper is organized as follows. Section 2 surveys the related work
in short text classification. Section 3 describes the Crest method. Section 4
reports the experimental results and Section 5 concludes this paper.

2 Related Work

Short text processing has attracted research interests for a long time, particularly
in the meta-search applications to group similar search results into meaningful
topic clusters. Nevertheless, the key research problem in search snippet cluster-
ing is to automatically generate meaningful cluster labels [3]. Another direction
of research in short text processing is to evaluate the similarity of a pair of short
texts using external knowledge obtained from search engines [11,17]. In [1], se-
mantic similarity between words is obtained by leveraging page counts and text
snippets returned by search engine.

For short text classification, the work on query classification is more related
as each query can be treated as a piece of short text. In [14], the authors use
titles and snippets to expand the Web queries and achieve better classification
accuracy on query classification task compared to using the queries alone. How-
ever, the efficiency and the reliability issues of using search engine limit the
employment of search-based method, especially when the set of short text un-
der consideration is large. To address these issues, researchers turn to utilize
explicit taxonomy/concepts or implicit topics from external knowledge source.
These corpora (e.g., Wikipedia, Open Directory) have rich predefined taxon-
omy and human labelers assign thousands of Web pages to each node in the
taxonomy. Such information can greatly enrich the short text. These research
has shown positive improvement though they only used the man-made cate-
gories and concepts in those repositories. Wikipedia is used in [6] to build a
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concept thesaurus to enhance traditional content similarity measurement. Sim-
ilarly, in [8], the authors use Wikipedia concept and category information to
enrich document representation to address semantic information loss caused by
bag-of-words representation. A weighted vector of Wikipedia-based concepts is
also used for relatedness estimation of short text in [5]. However, lack of adapt-
ability is one possible shortcoming of using predefined taxonomy in the above
ways because the taxonomy may not be proper for certain classification tasks. To
overcome this shortcoming, the authors in [10] derived latent topics from a set of
documents from Wikipedia and then used the topics as additional features to ex-
pand the short text. The idea is further extended in [4], to explore the possibility
of building classifier by learning topics at multi-granularity levels. Experiments
show that the methods above using the discovered latent topics achieve the
state-of-the-art performance. In summary, these methods try to enrich the rep-
resentation of a short text using additional semantics from an external collection
of documents. However, in some specific domain (e.g., military or healthcare) it
might be difficult to get such high quality external corpora due to privacy or
confidentiality reasons.

Most germane to this work is the approach proposed in [2] which applies
probabilistic latent semantic analysis (pLSA) on text collection and enriches
document representation using the latent factors identified. However, pLSA be-
comes less reliable in identifying latent topics when applying to very short texts,
due to the difficulties of sparsity and shortness. In this paper, we use a different
approach to find the topics embedded in the short text collection by clustering
the documents in the collection.

3 The Crest Method

Most existing topic-based methods rely on large external sources (such as
Wikipedia or search engines). However, there exist tough situations in some
specific domains (e.g., military or healthcare) where lack of reliable high quality
external knowledge repositories. This limits the employment of these methods.
In this scenario, the only available resource is the collection of labeled short
texts. How to exploit the limited collection at utmost becomes crucial in short
text classification.

The good performance of topic-based methods shows latent topics can be
very useful to short text classification. Since the document collection is the only
available resource in our scenario, we derive latent topics from the document
collection itself by exploiting clustering. Then, we use the topic clusters to enrich
the representation for short texts. The general process of Crest (Cluster-based
Representation Enrichment for Short Text Classification) method is illustrated
in Figure 1.

Suppose a document collection D = {(xi, yi)}ni=1 has n short text documents,
where x is pre-processed short text document and x ∈ X = Rd. In this paper, we
adopt tf -idf [12] representation. And y is category label, y ∈ Y = {1, 2, . . . , k}.
L is a learning algorithm, training a classifier h : X → Y .
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Fig. 1. Procedure of Crest

3.1 Topic Clusters Generation

Clustering is good at finding knowledge structure inside data. Crest exploits
clustering to find topics. Intuitively, for each high-level category, for example
“Business”, it has its a few sub-topics, such as “Accounting”,“Finance”. The
sub-topics could have different topical words, especially when the text is very
short. In other word, each cluster contains terms and concepts mainly in one
sub-topic which we could take advantage of to enrich short texts and reduce
their sparsity.

However, due to the sparsity of short text, the similarity of a pair of short
text instances may not be reliable enough when it is reflected by distance in a
clustering method. Thus, the resulting clusters may not be qualified as topics.
The challenge here is to select “high-quality” clusters as topic clusters. Note that,
even though there exist many clustering methods, not all clusters generated by a
clustering method is useful. For instance, a cluster containing very few documents
(say, only one) or a large number of documents from many different categories
are not useful clusters. The clusters with very few documents fail to cover enough
concepts in a sub-topic while the clusters containing too many documents are
not topically specific.

In summary, Crest selects “high-quality” clusters as topic clusters with two
criteria: (i) high support, i.e., the number of documents in a cluster is large; and
(ii) high purity, i.e., the percentage of dominant category of the short texts in a
cluster is high.

Suppose a cluster Q contains a set of short text instances, Q = {(xi, yi)}qi=1,
then the support of Q is the number of instances in it, i.e.,

support(Q) = |Q|. (1)
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And the purity of Q is the percentage of dominant category of the short texts
in it, which is defined as:

purity(Q) =
maxy

∑
xi∈Q I(yi = y)

|Q| , (2)

where, I(x) is indicator function, I(x) = 1 if x = 1 and 0 otherwise.
More specifically,Crest uses a clustering method, such asEfficientHAC [9],

to group short texts into clusters. When a cluster’s purity is low, it does not rep-
resent a sub-topic even if its support is high. Therefore, we select the clusters
whose purity values are larger than a pre-defined threshold. We then get a set of
candidate-clusters C = {C1, C2, . . . , C|C|}. To select clusters with high “support”
and “purity”, we assign a weight to each cluster in C indicating the quality to
be a topic cluster of each cluster. Let wi be Ci’s weight:

wi = support(Ci)× purity(Ci), (3)

Then the top N clusters with the highest weights are selected as topic clusters
T , which are rich of representative terms or concepts in particular sub-topics,
and are later used to enrich short text’s representation.

In most cases, the weights of candidate-clusters in C are influenced more by
their support values. It is reasonable, since the purity values of candidate-clusters
in C are all larger than a purity threshold, which is often a relatively high value
to assure all clusters in C be of high purity.

3.2 Representation Enrichment Using Topic Clusters

Crest enriches representation of short text by combining a short text instance’s
original feature vector, i.e., tf -idf vector, and the additional information from
the topic clusters. To extract knowledge from topic clusters, a good choice is to
use the similarity between a short text instance x and each of the topic cluster
Ti in T , which contains the common terms or concepts of a sub-topic. So the
similarity between a short text instance x and a topic cluster Ti reflects how
likely the common terms or concepts of the sub-topic represented by Ti would
appear in the text if the “short” text were longer.

For example, a short text (taken from the benchmark dataset used in our
experiments) is “manufacture manufacturer directory directory china taiwan
products manufacturers directory- taiwan china products manufacturer direc-
tory exporter directory supplier directory suppliers business”. And there are
two topic clusters: cluster 1 represents a sub-topic of “business” category, and
cluster 2 represents a sub-topic of “health” category. Cluster 1 contains concepts
like “relation”, “produce”, “machine”, and so on. Cluster 2 contains concepts
like “symptoms”, “treatment”, “virus”, “diet”. Obviously, the short text is more
similar to cluster 1. And if it were longer, the word “produce”, “machine” have
a larger chance to appear in the text.
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Algorithm 1. The Crest Algorithm

Input : Training set D = {(xi, yi)}ni=1, Learning algorithm L to train a
classifier h : X → Y , Purity threshold p ∈ [0, 1], Hierarchical clustering
algorithm EfficientHAC, The number of topic clusters N

1 Training phrase:
2 %Generate topic clusters
3 Use EfficientHAC algorithm to generate raw cluster set R
4 Candidate-cluster set C = {r|r ∈ R ∧ purity(r) ≥ p}
5 for i = 1 to |C| do
6 wi = support(Ci)× purity(Ci) %cluster weight

7 Select top N clusters from C with highest weights into topic cluster set T
8 %Enrich representation
9 for i = 1 to n do

10 for j = 1 to N do
11 Calculate similarity sim(xi, Tj) according to Eq.4

12 x′
i = (xi, sim1(x), . . . , simN(x))

13 New data set D′ = {(x′
i, yi)}ni=1

14 Output: A classifier h = L(D′)

15 Test phrase: for a test instance x
16 for j = 1 to N do
17 Calculate the similarity sim(x, Tj) according to Eq.4

18 x′ = (x, sim1(x), . . . , simN(x))
19 Prediction ŷ = h(x′)

Define the similarity between a short text x and a topic cluster T as:

sim(x, T ) =
x · T

‖x‖ ‖T ‖ (4)

In sim(x, T ), the dot product is used to compute the initial similarity value
between short text and topic cluster. Since the lengths of topic clusters are
varying, to reduce their influence, we normalize the lengths of both short text
and topic cluster to get final similarity, i.e., cosine similarity.

Let s = (sim(x, T1), . . . , sim(x, TN)) be the similarity vector, then the
enriched representation of x is:

x′ = (x, s) (5)

The pseudo code of Crest is shown in Algorithm 1, in which the clustering
algorithm EfficientHAC can be replaced by another hierarchical clustering
algorithm.

4 Experiments

Since the problem setting of this paper is that there is no external knowledge
sources, it is inappropriate to compare Crest with methods relying on some
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Table 1. Basic Statistics of Experiment Dataset

Category # training instances # test instances

Business 1200 300
Computer 1200 300
Culture 1880 330
Education 2360 300
Engineering 220 150
Health 880 300
Politics 1200 300
Sports 1120 300

Total 10060 2280

external knowledge source. We compare Crest with original representation of
short text (i.e., tf -idf vectors, denoted by “Raw”). In Crest, the clustering
strategies EfficientHAC [9] is single-link, and the purity threshold is set to be
0.9. We test different values 10, 30, 50, 70, 100, 120 for the number of topic clusters
N . We use SVM as learning algorithm for both Crest and Raw representations
using SVMlight with default parameter settings1. We run experiments on the
benchmark dataset of search snippets collected by [10] and the statistics of the
dataset is shown in Table 1.

For each parameter settings, we run the experiment for 20 times, then compute
the average value. We record the F1 measurement. Table 2 shows the F1 results,
where the tabular in boldface means that Crest’s result is significantly better
than Raw by pairwise t-test with significance level at 0.95, “best” is the best F1
value among Crest with different N ’s, “avg.” is the average F1 value over all
categories. The results are plotted in Fig. 2.

Table 2. F1 Results (%)

Method busin. compu. cultu. educa. engin. healt. polit. sport. avg.

Raw 50.23 67.64 66.41 67.49 29.37 59.69 33.32 78.24 56.55

Crest N = 10 58.79 68.92 68.01 69.57 25.58 63.78 37.09 80.23 59.00
Crest N = 30 55.87 69.60 68.38 68.78 15.95 62.49 38.51 80.23 57.48
Crest N = 50 53.97 68.63 66.91 69.48 25.58 61.20 39.68 80.15 58.20
Crest N = 70 56.37 70.54 66.91 69.48 31.11 60.16 39.78 80.31 59.33
Crest N = 100 55.65 69.72 67.15 70.48 33.14 60.47 39.36 78.89 59.36
Crest N = 120 54.91 68.90 68.36 69.62 33.14 60.9 38.95 78.65 59.18

best 58.79 70.54 68.38 70.48 33.14 63.78 39.78 80.31

These results show that Crest improves the classification performance con-
siderably compared to Raw in every category with almost all parameter settings.
Especially, in some specific categories such as “business” and “politics”, the im-
provement is as large as 17.13% and 19.51%, respectively. The results show that
Crest method utilizing topic clusters extracted from limited training examples

1 http://svmlight.joachims.org/

http://svmlight.joachims.org/
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Fig. 2. Comparison among Different Embedded Number of Topic Clusters
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Fig. 3. Comparison among Different Clustering Strategies and Purity Thresholds

to enrich short texts is a useful way to overcome the shortness and sparsity of
short texts. From Fig. 2 we can see that Crest is very robust to the change
of N , the number of topic clusters. Even when N is very small, Crest im-
proves the performance largely in almost all categories. This shows the power
of the enriched representation by exploring topic clusters. The only exception
is that in category “engineering”, only when the number of topic clusters N is
greater than 70 canCrest improves the performance. One possible reason is that



Crest for Short Text Classification 265

“engineering” category has fewer instances than other categories but covers rel-
atively a large topic. The instances in this category are harder to be gathered
together by a clustering method. Crest manages to improve the performance
of this category by increasing the number of topic clusters in N .

To further study how parameters will affect Crest, we record the F1 results
of Crest with different clustering strategies (single-link or complete-link) and
different purity thresholds (0.85, 0.90, 0.95) while fixing N = 70. The results
are shown in Fig. 3. Generally speaking, Crest is very robust to the change of
these parameters when purity threshold is above 0.90. Since the topic clusters
with higher purity would be more topic-specific, higher purity threshold leads to
more helpful critical terms or concepts. On the other hand, clustering strategy
doesn’t affect the performance significantly. Crest is slightly more sensitive to
purity threshold when using the single-link strategy than using the complete-link
strategy.

The above experimental results lead to the following conclusions: (1) Crest
can greatly improve the short text classification performance in term of F1 mea-
sure by enriching the representation with topic information; and (2) Crest is
robust to parameter settings.

5 Conclusion

Short text classification problem attracts much attention from information re-
trieval field recently. In order to handle its shortness and sparsity, various ap-
proaches have been proposed to enrich short text to get more features like latent
topics or other information. However, most of them rely on large external knowl-
edge sources more or less. These methods solve the problem to some extent, but
still leave large space for improvement, especially under the hard condition that
no external knowledge source can be acquired. We proposed Crest method to
handle the short text classification in such tough situation. Crest generates
“high-quality” clusters as topic clusters from training data by exploiting clus-
tering method, and then uses the topic information to extend representation
for short text. The experimental results showed that compared to the original
representation, Crest can significantly improves the classification performance.

Though we see positive improvement brought by Crest, there are still room
for further consideration to boost the performance. For example, we can try to
combine Crest with other methods for short text classification, such as methods
relying on external knowledge sources. And organizing “high-quality” clusters in
multi-granularity way to investigate whether it can further improve Crest is
another interesting problem worth exploring.
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Abstract. Vandalism is a major issue on Wikipedia, accounting for
about 2% (350,000+) of edits in the first 5 months of 2012. The ma-
jority of vandalism are caused by humans, who can leave traces of their
malicious behaviour through access and edit logs. We propose detecting
vandalism using a range of classifiers in a monolingual setting, and eval-
uated their performance when using them across languages on two data
sets: the relatively unexplored hourly count of views of each Wikipedia
article, and the commonly used edit history of articles. Within the same
language (English and German), these classifiers achieve up to 87% pre-
cision, 87% recall, and F1-score of 87%. Applying these classifiers across
languages achieve similarly high results of up to 83% precision, recall, and
F1-score. These results show characteristic vandal traits can be learned
from view and edit patterns, and models built in one language can be
applied to other languages.

1 Introduction

Wikipedia is the largest free and open access online encyclopedia. It is written
by millions of volunteers and accessed by hundreds of millions of people each
month. These kinds of large open collaborative environments are naturally at-
tractive to vandals. A malicious modification to a Wikipedia article is available
instantly to millions of potential readers. Vandalism comes in many forms, where
we adopt the definitions of Priedhorsky et al. [1], repeated here for convenience:
misinformation, mass delete, partial delete, offensive, spam, nonsense, and other.

Vandalism is a key issue onWikipedia, despite the majority of vandalism being
caught and repaired very quickly [1–3]. Finding and repairing these vandalisms
distracts Wikipedia editors from writing articles and other important work. To
lighten the burden of finding and resolving vandalism, anti-vandalism bots have
been created and are operating since 2006. Although these bots use simple rules
and word lists, they find the majority of obvious vandalism cases [4].

As Wikipedia grows larger and vandals adapt to anti-vandalism bots, new
techniques are needed to combat vandalism. Many machine learning techniques
(see Sect. 2) offer potential automated solutions. Vandalism is commonly identi-
fied from user comments in Wikipedia data dumps of the complete edit history,

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 268–279, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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where patterns in language, content, metadata, users, and others can be mod-
elled. Various features, ranging from simple metadata to complex word analyses,
are constructed for machine learning algorithms. These vandalism studies often
use the English Wikipedia, but rarely the other 280+ language editions.

In this paper, we explore crosslingual vandalism detection by using a relatively
unexplored data set, the hourly article view count, and the commonly used
complete edit history of Wikipedia. We also combine these two data sets to
observe any benefits from additional language independent features. We look
at two language editions, English and German, and compare and contrast the
performance of standard classifiers in identifying vandalism within a language
and applied across language.

We hypothesise vandalism can be characterised by the view patterns of a
vandalised articles. Vandals may be eliciting behavioural patterns before, during,
and after a vandalised edit. We further hypothesise that behaviour of vandals is
similar across language domains. This means models developed in one language
can be applied to other languages. This can potentially reduce the cost of training
classifiers for each language. We find this cross language application of vandalism
models produces similarly high results as for a single language.

Our contributions are (1) novel use of the hourly article view data set for
vandalism detection; (2) creation and combination of data sets with language
independent features; and (3) showing the cross language applicability of van-
dalism models built for one language.

The rest of this paper is organised as follows. Section 2 reviews the related
work. Section 3 provides statistics of the Wikipedia data sets and how to create
the combined data set. Section 4 details the machine learning algorithms and
their parameters. Section 5 summarises the results, providing precision, recall,
F1-score, and execution times. Section 6 discusses the significance, quality, and
limitations of this data set and approach. Finally, we conclude this paper in
Section 7 with outlook to future work.

2 Related Work

We survey some of the most related research on vandalism detection. Vandalism
is a prominent issue on Wikipedia, which arise in many research looking the
dynamics of Wikipedia. One increasingly popular approach of finding vandalism
is to use machine learning techniques. This approach and others are applied to
a Wikipedia vandalism detection competition at the PAN workshop1.

The complex open collaborative environment of Wikipedia has seen many
studies trying to comprehend the interactions that lead to developing content.
By its open nature, vandalism or more general malicious edits have occurred
on every Wikipedia article [2]. Vandalism is a burden on Wikipedia, where
its occurrence and work in identifying and reverting it are increasing [3]. The
time spent on maintenance work, such as reverting vandalism, by Wikipedians
(registered users) are increasing, which leave less time for writing articles [3].

1 http://pan.webis.de/

http://pan.webis.de/
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Wikipedians have a variety of ways to deal with vandalism, which including de-
veloping and using tools to identify vandalism, such as bots [5]. Many types of
vandalism can be identified clearly from visualisations of the edit history using
flow diagrams [2]. Other types of vandalism require more complex analysis of
the article content. Although many cases of vandalism are repaired almost im-
mediately [1–3], the probability that an article will be vandalised is increasing
over time [1].

Vandalism often has many characteristics, where use of machine learning is
becoming increasingly common [6]. These machine learning techniques require
building features from the Wikipedia data sets, which can range from simple
metadata to more complex analysis of content, semantics, authors, and inter-
actions. Anti-vandalism bots have been constantly monitoring Wikipedia since
2006, but the simple features and constructed rules and word lists used by the
bots can be easily deceived and leave room for improvement [4].

Analysing the words used in the content of articles can provide evidence of
vandalism. When comparing revisions of an article, word level features can de-
termine whether the use of certain words will be rejected and reverted in later
revisions [7]. The revision history of an article offers a distribution of words
relevant to that article. This word distribution allows machines to find use of
unexpected words, which is a common type of vandalism [8]. More general anal-
yses of words and content often use natural language processing techniques,
which can provide models that well surpass rule based approaches and other ma-
chine learning approaches [9]. Linguistic features from applying natural language
processing can characterise vandalism and be learned by machines [10].

By combining content analyses with other information about authors and ob-
jective measures of edit quality, reputation systems can be developed to identify
vandalism [11]. Without these features, spatio-temporal properties of metadata
can be sufficient for machine learning algorithms to detect vandalism [12]. How-
ever, machine learning algorithms can be improved by using many features, to
which some research use a range of features identified from past research studies
to train algorithms [12].

In recent years, the task of identifying vandalism on Wikipedia has been
turned into a competition. The PAN Workshop hosted Wikipedia vandalism de-
tection competitions as part of its workshops in 2010 and 2011. In 2010, a van-
dalism corpus was created using the Amazon’s Mechanical Turk to label its data
set [13]. This crowdsourcing of vandalism identification proved to be successful
and a larger crowdsourced corpus of over 30,000 Wikipedia edits was released
in 2011, and in three languages: English, German, and Spanish [14]. This multi-
lingual vandalism corpus uses 65 features to quantify characteristics of an edit
to capture vandalism. The 2010 winner explored metadata features from edits
and expanded word list features for a Random Forest classifier [15]. A post 2010
competition study combined spatio-temporal analysis of metadata [12], reputa-
tion system [11], and natural language processing features to further improve on
the winning system. The 2011 winner focused on language independent features
and constructed 65 features for an alternating decision tree classifier [16].
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Table 1. Basic statistics of edit history data set. All revisions until start of June 2012.

Language Content articles Article revisions Distinct usernames Distinct IP addresses

English 4,000,264 305,821,091 4,020,470 25,669,884

German 1,419,217 65,732,032 447,603 5,565,475

Table 2. Basic statistics of article view data set. From January 2012 to May 2012.

Language Articles viewed Total views

English 2,261,593 4,567,904,954

German 805,964 1,493,732,111

3 Wikipedia Data Sets

In this section, we describe the process of generating the data sets used for
vandalism classification. We use two data sets: the complete edit history of
Wikipedia in English and German2, and the hourly article view count3. We
describe data with language codes “en” for English and “de” for German. These
two raw data sets are processed as described in the subsections below.

We use the edit history data dump of 1 June 2012 for the English Wikipedia,
and 3 June for the German Wikipedia. Table 1 summarises the number of arti-
cles and revisions, and distinct usernames. Content articles are strictly encyclo-
pedic articles and do not include articles for redirects, talk, user talk, help, and
other auxiliary article types. We provide count of usernames and IP addresses in
Table 1 to give indication of activity in the two Wikipedias.

The raw article view data set contains all of MediaWiki projects (including
Wikipedia). As of writing this paper, we have obtained all data from January to
May 2012. We filter only revisions made in this time period from the edit history
data. Table 2 provides some basic statistics on the raw data set filtered to view
counts of English and German articles. Accordingly, we filtered the edit history
data set to revisions made between January and May 2012.

3.1 Vandalised Revisions

From the raw revision data, every revision is reduced to a vector of features
described in Table 3. These features are selected for their language indepen-
dence and simplicity. For each revision, we analyse its comment for keywords
of “vandal” and “rvv” (revert due to vandalism), indicating the occurrence of
vandalism in the previous revision(s). The appropriate revisions are then marked
as an occurrence of vandalism.

To align the timestamp of revisions to the corresponding article view data set,
we round up the revision time to the next hour. This ensures that the hourly

2 http://dumps.wikimedia.org/backup-index.html
3 http://dumps.wikimedia.org/other/pagecounts-raw/

http://dumps.wikimedia.org/backup-index.html
http://dumps.wikimedia.org/other/pagecounts-raw/
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Table 3. Description of edit history data set

Attribute Description

Article title Unique identifier of a Wikipedia article.

Hour timestamp The timestamp of this revision. In the format of
YYYYMMDD-HH0000. The minutes and seconds are
used to round up to the next hour.

Anonymous edit The editor of this revision is considered to be anonymous
if an IP address is given. 0 for an edit by a registered user,
and 1 for an edit by an anonymous user.

Minor revision Revisions can be flagged as minor edits. 0 for normal
revision, and 1 for minor revision.

Size of comment (bytes) The size of the given comment of this revision.

Size of article text (bytes) The size of the complete article of this revision.

Vandalism This revision is marked as vandalism by analysing the
comment of the following revision(s). 0 for not vandalism,
and 1 for vandalism.

Table 4. Description of article view data set

Attribute Description

Project name The name of the MediaWiki project, where we are interested in
Wikipedia projects in English (“en”) and German (“de”).

Hour timestamp In the format of YYYYMMDD-HH0000, where YYYY for year;
MM for month; DD for day of the month; HH for 24-hour time
(from 00 to 23); and minutes and seconds are not given.

Article title The title of the Wikipedia article. Article may not exist as the
data set is derived from Web server request logs.

Number of requests The number of requests in that hour. Not unique visits by users.

Bytes transferred The total number of bytes transferred from the requests.

article views references the correct revision when combining the two data sets.
The alignment is performed on all revisions and should not affect classification.

We emphasise that user labelling of Wikipedia vandalism is noisy and incom-
plete. Some research provides solutions to this problem such as active learning [8],
but a fully automated approach have inherent limitations as human involvement
is necessary for some cases of vandalism [17]. We find about 2% of revisions
between January to May 2012 contain vandalism. This is consistent with studies
looking at these keywords [3], but less than the 4-7% reported in other studies
looking at vandalism beyond user labelling [1, 11, 13].

3.2 Article Views

The raw article view data set is structured by views of article aggregated by
hour. We perform a simple transformation and filtering of articles seen in the
revisions data set above. The resulting features are summarised in Table 4.
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We also extract the redirect articles from the revisions data set and change
all access to redirect articles to the canonical article. These extra view counts
are aggregated accordingly.

These article views are important to seeing the impact of vandalism on
Wikipedia [1]. With the average survival time of vandalism being 2.1 days [3],
this leaves many hours for unsuspecting readers to encounter vandalised content.
However, the behaviour of vandals may also be seen in a change in access pat-
terns, which may be from vandals checking on their work, or that article drawing
attention from readers and their peers.

A previous research study [1] (before the release of this data set) derived
article views from the full Wikipedia server logs. This provides a much finer
time unit for analysis, but with a huge increase in data to process. With the
time unit of hours, this data set may provide coarse patterns of behaviours, but
with manageable data size.

There are few research studies that use this data set. Most research has de-
veloped tools for better access to this huge data resource and to provide simple
graphs for topic comparison. One relevant study [18] use this data set to compare
access to medical information on seasonal diseases like the flu. Access patterns
in this data set reflect the oncoming of seasonal diseases. Wikipedia is accessed
more than other online health information providers, and is a prominent source
of online health information. Although vandalism is not covered, the seasonal
access patterns elude to potential targets of vandalism.

To determine whether these article views occurred when articles are in a
vandalised state, we scan the edit history data set and label all article views
of observed vandalised or non-vandalised revisions. The unknown views from
revisions made before January 2012, or articles without revisions in this 5 month
period under study, are discarded. Thus, we have an article view data set labelled
with whether the views are of vandalised revisions. The resulting size of the data
is identical to the combined data set in the following subsection. This labelled
article view data set allows us to determine whether view patterns can be used
to predict vandalism.

From this resulting combined set, we split the “Hour timestamp” attribute
into an “hour” attribute. This allows the machine learning algorithm to learn
daily access patterns. In future work, we intend to experiment with monthly and
yearly access patterns when we have obtained enough raw data.

3.3 Combined Data Set

The combined data set is the result of merging of two time series data sets for
each language. The data set is constructed by adding features from the labelled
revisions data set to the labelled article view data set by repeating features of
the revisions. Thus for every article view, we have information on whether a
vandalised revision was viewed and what the properties of that revision are.

We use the “hour” attribute split from the timestamp in the article views data
set. Thus, we have the following 8 features in our combined data set: hour, size
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Table 5. Statistics of the various data sets. With percentage of vandalism.

Data set Vandalised revisions Article views Combined (train) Combined (test)

English 17,159,583 525,382,429 271,584,092 99,611,391
(vandal) (2.08%) 356,618 - (2.34%) 6,367,602 (2.04%) 2,033,838

German 3,731,714 284,932,083 139,967,644 55,010,679
(vandal) (0.10%) 3,889 - (0.06%) 86,534 (0.07%) 40,143

of comment, size of article, anonymous edit, minor revision, number
of requests, bytes transferred, and vandalism (class label).

These features are language independent and capture the metadata of revi-
sions commonly used, and access patterns. Note that we remove the article name
as they are not necessary in evaluating the quality of classification. For example,
access patterns of vandalised articles may be similar to other vandalised articles,
regardless of the name of articles. For future work, we may identify the articles
classified and further analyse to determine genuine cases of vandalism unlabelled
or overlooked by editors.

To apply the classification algorithms, we split the combined data set by date
into a training set (January to April) and a test set (May). The statistics of the
data sets in this section are shown in Table 5 for comparison.

4 Cross Language Vandalism Prediction

We use the Scikit-learn toolkit [19], which provides many well-known machine
learning algorithms for science and engineering. We selected the following
supervised machine learning algorithms from the toolkit:

– Decision Tree (DT)
– Random Forest (RF)
– Gradient Tree Boosting (GTB): binomial deviance as the loss function.
– Stochastic Gradient Descent (SGD): logistic regression as the loss function.
– Nearest Neighbour (NN): KDTree data structure.

We experimented with different settings available for the classifiers above, but
we found there is little to no variance in the results. This is likely because all
classifiers converged with the already large number of observations given.

From Table 5, we see the data set is highly unbalanced, which is unsuitable
for some of our classifiers. We resolved this problem by undersampling the non-
vandalism observations to match the number of vandalism observations. We
apply this to all three data sets. Thus, we built a balanced subset of the training
and testing data.

We repeated the application of the classifiers to the balanced data to observe
any effects from the random samples of non-vandalism observations. We found all
classifiers seem to have converged with the already large number of observations
in the balanced subset.
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Table 6. Classification results of the revisions data set

Precision Recall F1-Score
Model-Language DT RF GTB SGD NN DT RF GTB SGD NN DT RF GTB SGD NN

en-en 0.78 0.84 0.84 0.84 0.69 0.78 0.83 0.84 0.84 0.69 0.78 0.83 0.84 0.84 0.69
de-de 0.75 0.84 0.84 0.69 0.69 0.74 0.83 0.84 0.51 0.68 0.74 0.83 0.84 0.36 0.68

de-en 0.70 0.81 0.82 0.64 0.59 0.70 0.80 0.82 0.51 0.57 0.70 0.80 0.81 0.35 0.56
en-de 0.76 0.82 0.83 0.83 0.58 0.76 0.82 0.83 0.83 0.56 0.76 0.82 0.83 0.83 0.54

Table 7. Classification results of the article views data set

Precision Recall F1-Score
Model-Language DT RF GTB SGD NN DT RF GTB SGD NN DT RF GTB SGD NN

en-en 0.82 0.55 0.78 0.62 0.69 0.80 0.53 0.73 0.50 0.69 0.80 0.48 0.72 0.35 0.69
de-de 0.81 0.69 0.70 0.25 0.69 0.74 0.69 0.70 0.50 0.68 0.72 0.69 0.70 0.33 0.68

de-en 0.55 0.63 0.68 0.25 0.59 0.50 0.63 0.68 0.50 0.57 0.35 0.62 0.68 0.33 0.56
en-de 0.60 0.51 0.62 0.54 0.58 0.55 0.50 0.62 0.50 0.56 0.48 0.42 0.62 0.34 0.54

Table 8. Classification results of the combined data set

Precision Recall F1-Score
Model-Language DT RF GTB SGD NN DT RF GTB SGD NN DT RF GTB SGD NN

en-en 0.86 0.87 0.85 0.84 0.69 0.84 0.87 0.85 0.84 0.69 0.83 0.87 0.85 0.84 0.69
de-de 0.81 0.84 0.88 0.72 0.69 0.74 0.82 0.87 0.51 0.68 0.72 0.82 0.87 0.35 0.68

de-en 0.65 0.73 0.83 0.60 0.59 0.53 0.68 0.82 0.50 0.57 0.42 0.66 0.82 0.34 0.56
en-de 0.70 0.77 0.82 0.83 0.58 0.58 0.75 0.82 0.83 0.56 0.51 0.75 0.82 0.83 0.54

We also tried to train a Support Vector Machine (SVM) classifier, but we are
unable to obtain results because of the different order in magnitude of training
time. We experimented with very few number of samples (0.1-1% of the data set)
to obtain results for SVM within a reasonable time frame. However, we found
all classifiers above and including the SVM performed poorly with the small
number of observations.

For cross language vandalism prediction, we first train classification models for
our two languages: English and German. These models are then evaluated on the
testing set for the same language, then to the testing set of the other language.
This may seem odd with the independent nature of language domains. However,
our data sets capture language independent features of Wikipedia. This cross
language application of models allows a generalisation of editing and viewing
behaviour across Wikipedia.

This cross language application of models has seen successful applications in
the research area of cross language text categorisation [20, 21]. When consider-
ing text, cultural knowledge of the target language is needed to inform classi-
fiers. The advantage of cross language application of models is that one model
can be used for multiple languages, saving resources developing models for each
language. This is particularly relevant to Wikipedia with its large range of lan-
guages. This research allows the potential generalisation of the concentration of
vandalism research in English to other languages without additional inputs.
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Table 9. Approximate execution time of classifiers in seconds

Time Taken (s) DT RF GTB SGD NN

Training (en) 750 550 800 5 20

Training (de) 3 4 15 1 1

Testing (en-en) 5 16 3 0.5 150

Testing (de-de) 0.5 0.5 0.5 0.5 2

Testing (de-en) 2 7 5 2 90

Testing (en-de) 0.5 0.5 0.5 0.5 4

5 Experimental Results

The classification results are presented in Tables 6, 7, and 8. These are the
total obtained scores from classification of the two classes: vandalism and non-
vandalism. They present the classification results of a classifier trained in one
language and applied to another. For example, “en-de” means the classification
model is trained on the English training set, then applied to the German testing
set. The highest classification scores of the classifier group are highlighted in
bold font in Tables 6 and 7. For the combined data set, the highest scores and
scores that outperformed the individual data sets are highlighted in bold font in
Table 8. The approximate execution times, gathered and rounded from multiple
runs, are summarised in Table 9.

For the monolingual application of classification models in the single data
sets, the tree based methods generally have better performance. In particular
GTB and RF for the revisions data set, and DT for the views data set. They
are also the most expensive models to train.

The crosslingual application showed similar, but generally weaker, perfor-
mance across all measures. GTB and RF continue to show generally better per-
formance than the other classifiers. Interestingly, SGD performed best in the
monolingual and crosslingual cases when trained on the English revisions data,
suggesting English may offer more patterns to detect vandalism. This is encour-
aging because SGD is the fastest algorithm to train. The crosslingual application
of models is not detrimental in most cases for all data sets, but with similar per-
formance to the monolingual case. This suggests cross language classification of
vandalism is feasible with a variety of data sets.

In the combined data set, we see improvements to the classification scores,
but mainly in the monolingual case. GTB continues to show high performance
with improvements from the additional features. In general the combination of
the data sets does not provide a significant advantage to the classifiers. The
classifiers seem to do as well on the combined data set compared to individual
data sets, but not much better. This suggests the classifiers are learning the best
models from each data set, but improvements are not common.

The monolingual classification scores of the revisions data set in Table 6 are
comparable and better than many state-of-the-art systems. Note that the data
sets used in various research studies are often constructed differently, and so
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care is needed when comparing different studies. From overviews of the PAN
Wikipedia Vandalism Detection competition [14, 22], our results show better
performance than many of entries, while using fewer features. The competition
showcased multilingual entries in 2011, but no cross language application of
models is seen. White and Maessen [23] presents an entry into the 2010 PAN
vandalism competition and collated results from other Wikipedia vandalism re-
search. We find our results for monolingual classification to generally have higher
precision, recall, and F1-score.

6 Discussion

Vandalism is an important cross language issue on Wikipedia as more people
contribute to and use Wikipedia as a resource in many different languages. The
current research on vandalism shows promising technologies to automatically
detect and repair vandalism. However, these research studies largely concentrate
on the English Wikipedia. The generalisation of these studies to other languages
may not always be possible because of the independence of language domains,
and the peculiarities in languages. Multilingual vandalism research is appearing,
aided by construction of multilingual vandalism data sets, such as those by the
PAN workshop. The cross language vandalism detectors are ideal as models
develop in one language can be applied to other languages.

The advantages of the presented data sets are the simple to extract language
independent features. These few features with the application of baseline classi-
fication algorithms outperform many past research studies. The combination of
editing and viewing patterns shows some increase in performance, but generally
allows classifiers to adapt to the best predictive features from both data sets
individually. The article view data set may be too coarse to predict vandalism
at the hourly level, but we found some classifiers can find patterns of vandalism
as well, or better than the revisions data set in some cases.

Some limitations of our approach include using few features, not analysing the
content, and the necessity of the revisions data set to label the article views data
set. The rich number of features used in other studies allows classifiers to learn
more patterns of vandalism. This can often improve performance, but we find
these data sets can be difficult to generate, especially when deploying solutions
in bots. We have ignored the content of revisions, where word analysis may
show the clear cases of unlabelled cases of vandalism. However, this is simply
not feasible on a large scale required for Wikipedia and its many languages.

Our data set offers indications of vandalism that can be investigated with more
complex techniques. The article views data set alone is not sufficient for vandalism
detection and requires labelling from the revisions data set. However, by building
labelled article views data sets, unlabelled articles can be incorporated and learned
in a semi-supervised setting. Despite these limitations, we have shown cross lan-
guage application of vandalism models is feasible, and view patterns can be used
to predict vandalism and may offer improvements to classifiers.
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7 Conclusion

We have presented data sets for vandalism detection and demonstrated the ap-
plication of various machine learning algorithms to detect vandalism within one
language and across languages. We developed three data sets from the hourly
article view count data set, complete edit history of Wikipedia, and their combi-
nation. We looked at two language editions of Wikipedia: English and German.
Within the same language, these baseline classifiers achieve up to 87% precision,
87% recall, and an F1-score of 87%. The cross language application of these
classifiers achieved similarly high results of up to 83% precision, recall, and F1-
score. We find Gradient Tree Boosting showed generally best performance in
predicting vandalism, despite being the most time consuming algorithm. These
results show the view and edit behaviour of vandals is similar across different
languages. The implication of this result is that vandalism models can be trained
in one language and applied to other languages.

In future work, we could extend the time span of the data set and apply
to other languages. This would provide further evidence for the general appli-
cability of classification models cross language to detect vandalism using this
combined data set. We may add further features to enrich the data set and ex-
plore other balancing techniques. We could improve the baseline classifiers by
building classifiers more suited to this data set. In the long term, we plan to have
this system able to generate the data set in near real time and predict possible
cases of vandalism for closer analysis.
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Abstract. Class imbalance is one of the challenging problems for machine 
learning in many real-world applications. Cost-sensitive learning has attracted 
significant attention in recent years to solve the problem, but it is difficult to de-
termine the precise misclassification costs in practice. There are also other  
factors that influence the performance of the classification including the input 
feature subset and the intrinsic parameters of the classifier. This paper presents 
an effective wrapper framework incorporating the evaluation measure (AUC 
and G-mean) into the objective function of cost sensitive SVM directly to im-
prove the performance of classification by simultaneously optimizing the best 
pair of feature subset, intrinsic parameters and misclassification cost parame-
ters. Experimental results on various standard benchmark datasets and  
real-world data with different ratios of imbalance show that the proposed  
method is effective in comparison with commonly used sampling techniques. 

1 Introduction 

Recently, the class imbalance problem has been recognized as a crucial problem in 
machine learning and data mining [1]. This problem occurs when the training data is 
not evenly distributed among classes. This problem is also especially critical in many 
real applications, such as credit card fraud detection when fraudulent cases are rare or 
medical diagnoses where normal cases are the majority. In these cases, standard clas-
sifiers generally perform poorly. Classifiers usually tend to be overwhelmed by the 
majority class and ignore the minority class examples. Most classifiers assume an 
even distribution of examples among classes and assume an equal misclassification 
cost. Moreover, classifiers are typically designed to maximize accuracy, which is not 
a good metric to evaluate effectiveness in the case of imbalanced training data. There-
fore, we need to improve traditional algorithms so as to handle imbalanced data and 
choose other metrics to measure performance instead of accuracy. We focus our study 
on imbalanced datasets with binary classes. 

Much work has been done in addressing the class imbalance problem. These  
methods can be grouped in two categories: the data perspective and the algorithm pers-
pective [2]. The methods with the data perspective re-balance the class distribution by 
re-sampling the data space either randomly or deterministically. The main disadvantage 



 An Optimized Cost-Sensitive SVM for Imbalanced Data Learning 281 

of re-sampling techniques are that they may cause loss of important information or the 
model overfitting, since that they change the original data distribution. 

A cost-sensitive classifier tries to learn more characteristics of samples with the 
minority class by setting a high cost to the misclassification of a minority class sam-
ple. It does not modify the data distribution. Weiss [3] left the questions “why 
doesn’t the cost-sensitive learning algorithm perform better given the known draw-
backs with sampling; and are there ways to improve the effectiveness of cost-sensitive 
learning algorithms.” We need to improve the effectiveness of cost sensitive learning 
algorithms by optimizing factors which influence the performance of cost sensitive 
learning. 

There are two challenges with respect to the training of cost sensitive classifier. 
The misclassification costs play a crucial role in the construction of a cost sensitive 
learning model for achieving expected classification results. However, in many con-
texts of imbalanced dataset, the misclassification costs cannot be determined. Beside 
the cost, the feature set and intrinsic parameters of some sophisticated classifiers also 
influence the classification performance. Moreover, these factors influence each oth-
er. This is the first challenge. The other is the gap between the measure of evaluation 
and the objective of training on the imbalanced data [4]. Indeed, for evaluating the 
performance of a cost-sensitive classifier on a skewed data set, the overall accuracy is 
irrelevant. It is common to employ other evaluation measures to monitor the balanced 
classification ability, such as G-mean [5] and AUC [6]. However, these cost-sensitive 
classifiers measured by imbalanced evaluation are not trained and updated with the 
objective of the imbalanced evaluation. To achieve good prediction performance, 
learning algorithms should train classifiers by optimizing the concerned performance 
measures [7]. 

In order to solve the challenges above, we design a novel framework for training a 
cost sensitive classifier driven by the imbalanced evaluation criteria. The training 
scheme can bridge the gap between the training and the evaluating of cost sensitive 
learning, and it can learn the optimal factors associated with the cost sensitive  
classifier automatically. The significance of the scheme has two questions to fix: how 
to optimize these factors simultaneously; and using what evaluation criteria for guid-
ing their optimization. These two issues are our key steps for improving the cost sen-
sitive learning in the context of the class imbalance problem without cost information. 
Our main contributions in this paper are centered around the questions above. 
The contributions of this work can be listed as follows: 

1) Optimizing the factors (ratio misclassification cost, feature set and intrinsic pa-
rameters of classifier) simultaneously for improving the performance of cost-sensitive 
SVM.  

2) Imbalanced data classification is commonly evaluated by measures such as G-
mean and AUC instead of accuracy. However, for many classifiers, the learning 
process is still largely driven by error based objective functions. We use the measure 
directly to train the classifier and discover the optimal parameter, ratio cost and fea-
ture subset based on different evaluation functions like the G-mean or AUC. Different 
metrics can reflect different aspect performance of classifiers. 
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2 Related Works 

The common methods to solve data imbalance are data re-sampling perspective and 
algorithm perspective. Re-sampling methods are attractive under most imbalanced 
circumstances. This is because re-sampling adjusts only the original training dataset, 
instead of modifying the learning algorithm; therefore it provides a convenient and 
effective way to deal with imbalanced learning problems using standard classifiers by 
balancing the instances of the classes. Weiss and Provost observed that the naturally 
occurring distribution is not always optimal [8]. Therefore, one needs to modify the 
original data distribution. The idea of sampling is to purposefully manipulate the class 
distributions by under-sampling and over-sampling. 

The methods with the algorithm perspective adapt existing common classifier 
learning algorithms to bias towards the small class, such as cost-sensitive learning. 
Cost-sensitive learning is one of the most important topics in machine learning and 
data mining, and attracted significant attention in recent years. Cost-sensitive learning 
methods consider the costs associated with misclassifying examples. The objective of 
cost-sensitive methods is to minimize the expected cost of misclassifications without 
changing the class distribution [9]. A closely related idea to cost-sensitive learners is 
shifting the bias of a machine to favor the minority class so as to obtain better recog-
nition ability by adjusting the costs associated with misclassification rather than to 
seek the minimum of total misclassification cost [4, 10-12]. In the construction of cost 
sensitive learning, the parameter of misclassification cost plays an indispensable role.  

There is another issue in the class imbalance problem. The importance of feature 
selection to class imbalance problems, in particular, was realized and has attracted 
increasing attention from machine learning and data mining communities. Wrappers 
and embedded methods are feature subset selection methods that consider feature 
interaction in the selection process. Some authors have conducted studies on using 
feature selection to combat the class imbalance problem [13, 14]. Zheng and Srihari 
[14] suggest that existing measures used for feature selection are not appropriate for 
imbalanced datasets. The wrapper feature selection seems a good approach. 

3 Cost-Sensitive SVM 

Support Vector Machines (SVM), which has strong mathematical foundations based 
on statistical learning theory, has been successfully adopted in various classification 
applications. SVM maximizes a margin in a hyperplane separating classes. However, 
it is overwhelmed by the majority class instances in the case of imbalanced datasets 
because the objective of regular SVM is to maximize the accuracy. In order to provide 
different costs associated with the two different kinds of errors, cost-sensitive SVM 
(CS-SVM) [15] is a good solution. CS-SVM is formulated as follows: 
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where the C+ is the higher misclassification cost of the positive class, which is the 
primary interest, while C

—

 is the lower misclassification cost of the negative class. 
Using the different error cost for the positive and negative classes, the hyperplane 
could be pushed away from the positive instances. In this paper, we fix C

— = C and 
C+ = C×Crf, where C and Crf  are respectively the regularization parameter and the 
ratio misclassification cost factor. In the construction of cost sensitive SVM, the  
misclassification cost parameter plays an indispensable role. For the cost information, 
Veropoulos et al. have not suggested any guidelines for deciding what the relative 
ratios of the positive to negative cost factors should be. 

In general, the Radial Basis Function (RBF kernel) is a reasonable first choice for 
the classification of the nonlinear datasets, as it has fewer parameters (γ).  

4 Optimized Cost Sensitive SVM by Measure of Imbalanced 
Data 

SVM tries to minimize the regularized hinge loss; it is driven by an error based objective 
function. However, the overall accuracy is not an appropriate evaluation measure for 
imbalanced data classification. As a result, there is an inevitable gap between the evalua-
tion measure by which the classifier is to be evaluated and the objective function based 
on which the classifier is trained. The classifier for imbalanced data learning should be 
driven by more appropriate measures. We inject the appropriate measures into the objec-
tive function of the classifier in the training with PSO. The common evaluation for  
imbalanced data classification is G-mean and AUC. However, for many classifiers, the 
learning process is still driven by error based objective functions. In this paper we expli-
citly treat the measure itself as the objective function when training the cost sensitive 
learning. We designed a measure oriented training framework for dealing with imba-
lanced data classification issues. Chalwa et al. [6] propose a wrapper paradigm that  
discovers the amount of re-sampling for a dataset based on optimizing evaluation func-
tions like the f-measure, and AUC. To date, there is no research about training the cost 
sensitive classifier with measure based objective functions. This is one important issue 
that hinders the performance of cost-sensitive learning. 

Another important issue of applying the cost-sensitive learning algorithm to the 
imbalanced data is that the cost matrix is often unavailable for a problem domain. The 
misclassification cost, especially the ratio misclassification cost, plays a crucial role in 
the construction of a cost sensitive approach; the knowledge of misclassification costs 
is required for achieving expected classification result. However, the values of costs 
are commonly given by domain experts. They remain unknown in many domains 
where it is in fact difficult to specify the precise cost ratio information. It is not exact 
to set the cost ratio to the inverse of the imbalance ratio (the number of majority  
instances divided by the number of minority instances); especially it is not accurate 
for some classifier such as SVM. Some cost sensitive learning use a heuristic  
approach to search the optimal cost matrix, such as Genetic Algorithm [10] or grid 
search to find the optimal cost setup [12]. 

Apart from the ratio misclassification cost information, feature subset selection and 
the intrinsic parameters of the classifier have a significant bearing on the performance. 
Both factors are not only important for imbalanced data classification, but also for any 
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classification. Feature selection is the technique of selecting a subset of discriminative 
features for building robust learning models by removing most irrelevant and redundant 
features from the data. Optimal feature selection can concurrently achieve good accura-
cy and dimensionality reduction. Unfortunately, the imbalanced data distributions are 
often accompanied by high dimensionality in real-world datasets such as text classifica-
tion, bioinformatics, and computer aided detection. It is important to select features that 
can capture the high skew in the class distribution [1]. Moreover, proper intrinsic para-
meter setting of classifiers, such as regularization cost parameter and the kernel function 
parameter for SVM, can improve the classification performance. It is necessary to use 
the grid search to optimize the regulation parameter and kernel parameters. Moreover, 
these three factors influence each other. Therefore, obtaining the optimal ratio misclassi-
fication cost, feature subset and intrinsic parameters must occur simultaneously. 

Based on the reasons above, our specific goal is to devise a strategy to automatical-
ly determine the optimal factors during training of the cost sensitive classifier oriented 
by the imbalanced evaluation criteria (G-mean and AUC). 

In this paper, for the multivariable optimization, especially the hybrid multivaria-
ble, the best methods are swarm intelligence techniques. We choose the particle 
swarm optimization as our optimization method because it is mature and easy to im-
plement. Particle swarm optimization (PSO) is a population-based global stochastic 
search method [16]. PSO optimizes an objective function by a population-based 
search. The population consists of potential solutions, named particles. These particles 
are randomly initialized and move across the multi-dimensional search space to find 
the best position according to an optimization function. During optimization, each 
particle adjusts its trajectory through the problem space based on the information 
about its previous best performance (personal best, pbest) and the best previous per-
formance of its neighbors (global best, gbest). Eventually, all particles will gather 
around the point with the highest objective value.  
The position of individual particles is updated as follows: 

1 1t t t
i i ix x v+ += +  (2)

With v, the velocity calculated as follows: 

1
1 1 2 2( ) ( )t t t t t t

id id id id idv w v c r pbest x c r gbest x+ = × + × × − + × × −  (3)

Where vi
t indicates velocity of particle i at iteration t; w  indicates the inertia factor; C1 

and C2 indicate the cognition and social learning rates, which determine the  
relative influence of the social and cognition components. r1 and r2 are uniformly distri-
buted random numbers between 0 and 1, xi

t is current position of particle i at iteration t, 
pbesti

t indicates best of particle i at iteration t, gbestt indicates the best of the group.  
Evaluation measures play a crucial role in both assessing the classification perfor-

mance and guiding the classifier modeling. The purpose of cost-sensitive learning is 
usually to build a model with total minimum misclassification costs. However, it 
should be based on the known cost matrix condition. The purpose of our cost sensitive 
learning is to get a best AUC or G-mean evaluation metric. We train the cost sensitive 
learning using performance measures as the objective functions directly. Through 
training the cost sensitive classifier with measure based objective functions, we can 
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discover the best factors in terms of the different evaluation. The evaluation metrics 
value is taken as the fitness function to adjust the position of a particle. These two 
different evaluations reflect different aspect of the classifier. AUC affects the ranking 
ability and G-mean involves the accuracies of both classes at the same time. 

For binary class classification, the cost parameter is only one parameter, which 
means the relative cost information, ratio misclassification cost factor Crf. Since the 
RBF kernel is selected for the cost sensitive SVM, γ and C are the parameters to be 
optimized. We need to combine the discrete and continuous values in the solution 
representation since the costs and parameters we intend to optimize are continuous 
while the feature subset is discrete. Each feature is represented by a 1 or 0 for whether 
it is selected or not. The major difference between the discrete PSO [17] and the  
original version is that the velocities of the particles are rather defined in terms of 
probabilities that a bit will change to one. Using this definition a velocity must be 
restricted within the range [0, 1], to which all continuous values of velocity are 
mapped by a sigmoid function: 
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Equation 4 is used to update the velocity vector of the particle while the new position 
of the particle is obtained using Equation 5. 
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Where ri is a uniform random number in the range [0,1] . 

Algorithm 1. MOCSSVM (optimized cost sensitive SVM by imbalanced data measure)  

Input: Training set D; termination condition T; population size SN; metric E; NumFolds =5 
Randomly initialize particle population positions and velocities (including cost matrix, intrinsic parameters, 
and feature subset) 
repeat 
 foreach particle i 

    Construct the Di with the feature selected by the particle i  
   for k=1 to NumFolds 

Separate Di randomly into Trtk
i  (80%) for training and Trvk

i   (20%) for validation  
Train CS-SVM with cost matrix and intrinsic parameters optimized by the particle i on the Trtk

i 
Evaluate the cost sensitive classifier on the Trvk

i  , and obtain the value M
k
i based on E 

end for 
Mi=average(Mk

i);Assign the fitness of particle i  with Mi  
if   fitness (pbesti) <= fitness (xi)  
     then pbesti = xi  
end if 

end foreach 
set gbest as best pbest 

  foreach particle i 
   update velocityi and positioni  with Eq. 2 and 3. 

end foreach 
until termination condition  
output optimal parameters, cost ratio and feature subset of gbest  
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The solution (i.e. particle) includes three parts: the ratio misclassification cost, the 
intrinsic parameters of classifier, and the feature subsets. Figure 1 illustrates the 
mixed solution representation in the PSO. 

Ratio cost Intrinsic parameters Feature subset 
Crf C γ f1 f2 … fn-1 fn 

Fig. 1. Solution representation 

The detailed algorithm MOCSSVM to optimize cost sensitive SVM by imbalanced 
data measure is shown in Algorithm 1. It is a wrapper framework for empirically  
discovering the potential misclassification cost ratio, feature subset, and intrinsic pa-
rameters for CSL oriented by the imbalanced evaluation criteria (G-mean and AUC).  

5 Experimental Study 

5.1 Dataset Description 

To evaluate the classification performance of our proposed method in different 
classification tasks, and to compare with other methods specifically devised for imba-
lanced data, we tried several datasets from the UCI database. We used all available 
datasets from the combined sets used in [4]. This also ensures that we did not choose 
only the datasets on which our method performs better. The minority class label (+) is 
indicated in Table 1. The datasets chosen have diversity in the number of attributes 
and imbalance ratio. Moreover, the datasets used have both continuous and categori-
cal attributes. All the experiments are conducted by 10-fold cross-validation. 

Table 1. The data sets used for experimentation  
The dataset name is appended with the label of the minority class (+) 

Dataset  (+) Instances Features Class balance 

Hepatitis (1) 155 19 1:4 
Glass (7) 214 9 1:6 
Segment (1) 2310 19 1:6 
Anneal (5) 898 38 1:12 
Soybean (12) 683 35 1:15 
Sick (2) 3772 29 1:15 
Car (3) 1728 6 1:24 
Letter (26) 20000 16 1:26 
Hypothyroid(3) 3772 29 1:39 
Abalone (19) 4177 8 1:130 

5.2 Experiment I 

In this experiment, the comparison is conducted between our method and the interme-
diate method or basic method, such as basic SVM with and without the feature selec-
tion, cost sensitive SVM, cost sensitive SVM with grid search and our method 
MOCSSVM with/without the feature selection. For the basic SVM with feature  
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selection, it is a common wrapper feature selection method with evaluation by classi-
fication performance. As for CSSVM, the misclassification cost ratio is searched ite-
ratively to maximize the measure score within a range of cost value. CSSVM uses a 
grid search for optimization. We also need to treat this misclassification cost ratio as a 
hyperparameter, and locally optimize this parameter. However, it is not feasible to use 
a triple circulation for optimizing the best parameters, so we optimize the best para-
meter pair(C and γ) firstly, then locally optimize the cost ratio parameter based on the 
best parameter pair(C and γ). All SVM models in this experiment use the same kernel, 
RBF, and for basic SVM and CSSVM, the intrinsic parameters are fixed with default 
values (C=1 and γ =1).  

For the PSO setting of our method MOCSSVM, the initial parameter values of it in 
our proposed method were set according to the conclusion drawn in [18]. The para-
meters were used: C1=2.8, C2=1.3, w=0.5. To empirically provide good performance 
while at the same time keeping the time complexity tractable, the particle number was 
set dynamically according to the amount of the variables optimized (=1.5×|variables 
to be optimized|), and the termination condition could be a certain number of itera-
tions (500 cycles) or other convergence condition (no changes any more within 2× 
|variables to be optimized| cycles). Besides these parameters in PSO, the other para-
meters are the upper and lower of limit parameter of model to be optimized.  For 
Grid-CSSVM and MOCSSVM, the ranges for C and γ are based on a grid search for 
SVM parameters as recommended in [19]. The range of C is (2-5, 215), and the range 
of γ is (2-15, 23). The range of ratio misclassification cost factor Cr was empirically set 
between 1 and 10×ImbaRatio (ratio between the instance amounts of two classes). 

In this experiment, we assess the overall quality of classifiers with only the AUC 
evaluation metric. From the result in Table 2, we found that simultaneously optimiz-
ing the feature subset, parameter and cost ratio generally help the base classifiers 
learned on the different data sets, regardless of feature selecting or not. 

Table 2. Experimental results between all the methods based on the SVM 

Dataset Basic SVM CS-SVM Grid-CSSVM MOCSSVM 
without FS FS without FS without FS without FS FS 

Hepatitis  0.632 0.714 0.707 0.801 0.861 0.855 
Glass  0.952 0.957 0.953 0.955 0.994 1 
Segment  1 1 1 1 1 1 
Anneal  0.876 0.925 0.957 1 1 1 
Soybean  1 1 1 1 1 1 
Sick  0.728 0.761 0.788 0.848 0.908 0.975 
Car 0.990 0.987 0.990 0.999 1 1 
Letter  0.898 0.895 0.909 0.983 0.980 0.999 
Hypothyrid 0.830 0.855 0.887 0.945 0.973 0.988 
Abalone 0.638 0.712 0.722 0.839 0.867 0.893 

Average 0.854 0.881 0.892 0.937 0.957 0.971 

Under the condition where the feature selection is not carried out, we found that 
the simultaneous optimization for all the factors using PSO outperforms the optimiza-
tion using grid search, which optimizes the intrinsic parameters first, then searches the 
optimal misclassification cost parameter based on the best intrinsic parameters.  
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It lacks many potential parameter pairs not searched in the parameter space. Hence, it 
shows that the parameters need to be search at the same time. Moreover, in 
MOCSSVM, the use of feature selection was found to improve the AUC for each 
dataset except the Hepatitis dataset. 

Although, we take some dynamic strategies for improving the efficiency of the PSO 
algorithm, the average running iterations for PSO-based approach is slightly inferior to 
that of the grid search algorithm. However, it significantly improves the classification 
accuracy and obtains fewer input features for the classifiers. Therefore, we can draw the 
conclusion that by simultaneously optimizing the intrinsic, misclassification cost parame-
ter and feature selection with the imbalanced evaluation measure guiding improves the 
classification performance of the cost sensitive SVM on different datasets. 

5.3 Experiment II 

The comparison is conducted between our method and the other state-of-the-art imba-
lanced data classifiers, such as the random under-sampling (RUS), SMOTE [20], 
SMOTEBoost [21], and SMOTE combined with asymmetric cost classifier [5]. For the 
under-sampling algorithm, the SMOTE and SMOTEBoost, the re-sampling rate is un-
known. In our experiments, in order to compare equally, no matter under-sampling or 
over-sampling method, we also use the evaluation measure as the optimization objective 
of the re-sampling method to search the optimal re-sampling level. The increment step 
and the decrement step are both set at 10%. This is a greedy search, which process re-
peats, greedily, until no performance gains are observed. The optimal re-sampling rate is 
decided in an iterative fashion according to the evaluation metrics. Thus, in each fold, 
the training set is separated into training subset and validating subset for searching the 
appropriate rate parameters. The evaluation metrics are also used with the G-mean and 
AUC. For the CS-SVM with SMOTE, for each re-sampling rate searched, the optimal 
misclassification cost ratio is determined by searching under the evaluation measure 
guiding under the current over-sampling level of SMOTE.  

As shown in bold in Table 3, our MOCSSVM outperforms all the other approach-
es on the great majority of datasets. It did not get the best result only on the Glass 
dataset. From the results, we can see that the random under-sampling has the worst 
performance. This is because it is possible to remove certain significant examples and 
under-sampling the majority class causes larger angles between the ideal and learned 
hyperplane, and also reduces the total number of training instances which also contri-
butes to increasing angles [5]. Both the SMOTE and SMOTEBoost improve the clas-
sification on the imbalanced data. The over-sampling algorithm that tries to improve 
on it inevitably sacrifices some specificity in order to improve the sensitivity; but the 
degree of sensitivity improved is larger than the lost specificity. However, they have a 
potential disadvantage of distorting the class distribution. SMOTE combined with a 
different cost classifier is better than only SMOTE over-sampling, and it is the me-
thod that shares most of the second best results. In the majority of cases, the G-mean 
value from the G-mean wrapper is higher than the one of the AUC wrapper, but in 
some cases, the G-mean value from the AUC wrapper is higher, such as Hepatitis and 
Abalone datasets for MOCSSVM and Glass. Even for MOCSSVM, the average G-
mean from AUC optimization is better than the one from G-mean optimization. From 
this, we believe that by using AUC as the wrapper evaluation function we get better 



 An Optimized Cost-Sensitive SVM for Imbalanced Data Learning 289 

performances, which is the similar conclusion as in [6]. We believe that employing 
the AUC evaluation measure as optimization objective could lead to more generalized 
performances. Similarly, the two evaluation metrics wrapper optimizations for the 
same classifier result in different misclassification cost, feature subset and intrinsic 
parameters, since they optimize different properties of the classifier. 

The feature selection is as important as the re-sampling in the imbalanced data classi-
fication, especially with high dimensional datasets. However, feature selection is often 
ignored. Our method does feature selection in the wrapper paradigm, hence improves 
the classification performance on the datasets which have higher dimensionality, such as 
Anneal, Sick and Hypothyroid.  

Table 3. Experimental comparison between MOCSSVM method and other imbalanced data 
methods 

Dataset   RUS SMOTE SMOTE 
Boost

SMOTE-
CSSVM

MOCSSVM 

wrapper 
metric 

wrapper 
 metric 

wrapper 
metric 

wrapper 
metric 

wrapper 
metric 

AUC GM AUC GM AUC GM AUC GM AUC GM 
Hepatitis  AUC 0.663 0.528 0.754 0.721 0.788 0.759 0.813 0.783 0.855 0.823 

GM 0.598 0.487 0.672 0.667 0.558 0.592 0.628 0.729 0.805 0.801 
Fea. 19 7 8 

Glass AUC 0.955 0.948 0.988 0.986 0.981 0.978 0.992 0.975 1 0.995 
GM 0.817 0.803 0.844 0.858 0.874 0.862 0.965 0.988 0.986 0.971 
Fea. 9 5 4 

Segment  AUC 1 1 1 1 1 1 1 1 1 1 
GM 0.993 1 1 1 1 1 1 1 0.998 1 
Fea. 19 10 11 

Anneal  AUC 0.882 0.866 0.912 0.876 0.891 0.889 0.957 0.934 1 1 
GM 0.616 0.535 0.758 0.821 0.761 0.784 0.819 0.835 0.999 1 
Fea. 38 14 12 

Soybean  AUC 1 0.992 1 1 1 1 1 1 1 1 
GM 0.876 0.953 0.947 0.965 0.992 0.997 1 0.997 1 1 
Fea. 35 12 12 

Sick  AUC 0.784 0.742 0.822 0.799 0.841 0.824 0.931 0.874 0.975 0.954 
GM 0.206 0.141 0.452 0.528 0.508 0.512 0.811 0.825 0.893 0.915 
Fea. 29 9 7 

Car  AUC 1 1 1 1 1 1 1 1 1 1 
GM 0.964 0.964 0.962 0.958 0.979 0.981 0.995 0.998 0.996 0.998 
Fea. 6 4 4 

Letter  AUC 0.907 0.896 0.966 0.956 0.987 0.965 0.988 0.980 0.999 0.995 
GM 0.925 0.933 0.947 0.954 0.934 0.922 0.965 0.961 0.983 0.985 
Fea. 16 12 10 

Hypothy-
roid 

AUC 0.876 0.843 0.971 0.915 0.967 0.955 0.973 0.971 0.988 0.989 
GM 0.482 0.612 0.853 0.894 0.876 0.903 0.876 0.901 0.964 0.968 
Fea. 29 9 14 

Abalone  AUC 0.781 0.613 0.822 0.754 0.799 0.780 0.846 0.812 0.893 0.855 
GM 0.618 0.687 0.712 0.814 0.645 0.744 0.698 0.817 0.853 0.785 
Fea. 8 4 5 

Average AUC 0.885 0.843 0.924 0.900 0.925 0.915 0.950 0.933 0.971 0.961 
GM 0.710 0.711 0.815 0.814 0.813 0.830 0.876 0.910 0.948 0.943 

win/tie/lose AUC 0/3/7 0/2/8 0/3/7 0/3/7 0/3/7 0/3/7 0/3/7 0/3/7 base 1/4/5 
GM 0/0/10 0/1/9 0/1/9 0/1/9 0/1/9 0/1/9 0/2/8 1/2/7 3/1/6 base 
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We use the MOCSSVM method as a baseline and compare the other methods 
against it. Although all methods are optimized under the evaluation measure oriented, 
we can clearly see that MOCSSVM is almost always equal to, or better than other 
methods. What is most important is that our method does not change the data distribu-
tion, while the re-sampling may make the generalization not as good as the training, 
since that the data distribution are different between the training set and test set. 

Many papers conclude that there is no consistent clear winner between the  
sampling approaches and the cost-sensitive technique. However, the conclusions were 
based on the default condition without sufficient search in the parameters space. In 
this paper, we have empirically shown that under the evaluation measure guiding, the 
performances of cost sensitive SVM with cost, feature subset and intrinsic parameter 
optimized are better than the re-sampling methods with sampling level optimized. 

5.4 Experiment III 

Computer aided detection provides a computer output in order to assist radiologists in 
the diagnosis of Lung Cancer on medical images. It can be divided into initial nodule 
identification step and false-positive reduction step. The purpose of false-positive 
reduction is to remove false positives (FPs) as much as possible while retaining a 
relatively high sensitivity. It is a typical class imbalance issue since the two classes 
are typically skewed and have unequal misclassification costs. Our database consists 
of 98 thin section CT scans with 106 solid nodules, obtained from Guangzhou hospit-
al in China. We obtained the appropriate candidate nodule samples objectively using a 
candidate nodule detection algorithm, which identifies 95 true nodules as positive 
class and 592 non-nodules as negative class from the total CT scans; the class 
imbalance ratio is 1:6. The imbalance level is not extremely high, but the mis-
classification costs of each class are very different. The imbalance level is de-
pendent on reliability and accuracy of the initial detection process. Our feature 
extraction process generated 43 features from multiple views. Using these features, 
we construct the input space for our classifiers. Our method outperforms the other 
common approach (Table 4). It means that our method can be applied on the nodule 
or other lesion detection. The measure optimization used is the AUC metric. 

Table 4. Experiment result of candidate nodule classification 

metric SVM CSSVM RUS SMOTE SMOTE-
Boost 

SMOTE-
CSSVM 

MO 
CSSVM 

AUC 0.681 0.785 0.603 0.948 0.948 0.956 0.969 
GM 0.208 0.662 0.590 0.826 0.818 0.867 0.937 

6 Conclusion 

Learning with class imbalance is a challenging task. We propose a wrapper paradigm 
oriented by the evaluation measure of imbalanced dataset as objective function with 
respect to misclassification cost, feature subset and intrinsic parameters of SVM. Our 
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measure oriented framework could wrap around an existing cost-sensitive classifier. 
The proposed method has been validated on some benchmark imbalanced data and 
real application. The experimental results presented in this study have demonstrated 
that the proposed framework provides a very competitive solution to other existing 
state-of-the-arts methods, in optimization of G-mean and AUC for combating imba-
lanced classification problems. These results confirm the advantages of our approach, 
showing the promising perspective and new understanding of cost sensitive learning. 
In the future research, we will extend the framework to the imbalanced multiclass 
data classification. 
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Abstract. The k nearest neighbour (kNN) algorithm classifies a query
instance to the most frequent class among its k nearest neighbours in the
training instance space. For imbalanced class distribution where positive
training instances are rare, a query instance is often overwhelmed by
negative instances in its neighbourhood and likely to be classified to the
negative majority class. In this paper we propose a Positive-biased Near-
est Neighbour (PNN) algorithm, where the local neighbourhood of query
instances is dynamically formed and classification decision is carefully
adjusted based on class distribution in the local neighbourhood. Exten-
sive experiments on real-world imbalanced datasets show that PNN has
good performance for imbalanced classification. PNN often outperforms
recent kNN-based imbalanced classification algorithms while significantly
reducing their extra computation cost.

Keywords: imbalanced classification, nearest neighbour classification,
kNN.

1 Introduction

The k nearest neighbour (kNN) algorithm [1,2,6] applies a simple and intuitive
rule to make classification decisions: instances close in the input space are likely
to belong to the same class. Typically a kNN classifier classifies a query in-
stance to the class that appears most frequently among its k nearest neighbours,
where k is a parameter tuning the classification performance. In contrast to the
maximum-generality bias of most concept learning systems [22], kNN adopts the
maximum-specificity bias for classification and does not formulate a generalised
conceptual model from the training instances at the training stage.

In many applications, training instances for a class form several clusters in
the training instance space. With most concept learning systems (e.g. the deci-
sion tree), the model for classification usually is disjunction of several component
subconcepts, where each disjunctive subconcept describes a cluster of training in-
stances called a disjunct [9,23]. Small disjuncts refer to clusters of a small number
of instances. The class imbalance problem often presents itself as a small disjunct
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problem, where the positive minority class comprises small disjuncts [10]. In our
discussions we call the minority class the positive class and the majority class
the negative class.

Re-sampling and cost-sensitive learning are common strategies to combat
class imbalance [22]. Our experiments show that however, unlike decision trees,
re-sampling and cost-sensitive learning do not significantly improve the perfor-
mance of kNN for imbalanced classification. This may be partly explained by that
kNN makes classification decision by examining the local neighbourhood of query
instances while re-sampling and cost-sensitive learning are global strategies. Al-
though re-sampling can achieve overall even class distribution in the training
instance space, it may not have significant effect on the local neighbourhood of
every instance. As a result, given a query instance, its neighbourhood is likely
overwhelmed by instances from the majority class, and as a result the instance
is more likely to be classified to the majority class.

To improve the performance of kNN for imbalanced classification, we propose
a positive-biased nearest neighbour (PNN) algorithm to prudently formulate
positive subconcepts from small disjuncts of positive training instances, so as
to increase the sensitivity of kNN to the positive class while not introducing
too many false positives. Given a query instance and parameter k, if positive
instances are scarce in the local neighbourhood of the query instance, we enlarge
the neighbourhood for classification decision. Moreover we estimate the prob-
ability that a query instance belongs to the positive class based on comparing
the positive frequency in its local neighbourhood with the overall positive fre-
quency in the training instance space; intuitively without any prior knowledge
of class prior, any query instance has a 50% probability of being positive, and
query instances falling into regions with higher positive frequency than the over-
all positive frequency in the training space are more likely, i.e., with > 50%
probability, to be positive.

Our experiments show that the simple yet effective decision bias of PNN leads
to more accurate decision for the minority class. PNN often improves ENN [12]
and CCW-kNN [13], two recent imbalanced classifiers based on kNN, while sig-
nificantly reducing their computation cost. PNN also outperforms re-sampling
and cost-sensitive learning strategies, namely SMOTE [5] and MetaCost [7], for
imbalanced classification. Our work highlights that learning generalised concepts
for disjuncts for the rare class is an effective approach to improving the perfor-
mance of the nearest neighbour algorithm for imbalanced classification.

2 Related Work

The nearest neighbour algorithm has been advocated for imbalanced classifi-
cation [9,19,20]. However the standard kNN algorithm experiences difficulty in
the presence of imbalanced class distribution. Recently ENN [12] and CCW-kNN
were proposed to improve kNN for imbalanced classification. However both ENN
and CCW-kNN require a training stage either to find exemplar training samples
to enlarge the decision boundaries for the positive class, or to learn the class
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weight for each training sample by mixture modelling and Bayesian network
learning. The computation cost can be substantial with both approaches. In this
paper we focus on improving the classification strategy of kNN. We apply a
simple yet powerful strategy to estimate the positive posterior probability from
the class distribution in the neighbourhood of query instances. Our experiments
show that our new classification strategy, further improves the classification per-
formance of ENN significantly, and show comparable results with CCW-kNN
(better but not statistically significant).

There have been research efforts trying to improve the overall classification
accuracy of kNN, such as intelligent instance selection and construction [8] and
new classification scheme rather than the standard majority vote from k near-
est neibhours [21]. There have also been research efforts trying to improve the
classification efficiency [1,2,24] of kNN. Various strategies have been proposed to
avoid exhaustive search of all training instances in the input space while ensuring
accurate classification. But these approaches do not consider the classification
strategy for class imbalance.

Several studies [9,19] in literature have tried to choose a more appropriate
induction bias for learning algorithms to deal with the imbalanced class distribu-
tion problem, but these work are focused on how to make the generality-oriented
induction bias of classification systems like the decision tree more specific so as
to improve their performance for the rare class.

Re-sampling and cost-sensitive learning are commonly used strategies in lit-
erature to combat imbalanced class distribution for classification. No consistent
conclusions have been drawn from existing studies [22] on the effectiveness of re-
sampling techniques on imbalanced classification. Assigning higher cost to false
negatives than to false positives can make a classification model more sensitive
to the rare class. However the specific cost information is not always available in
most applications. Our experiments show that such strategies can improve the
performance of the C4.5 decision tree for imbalanced learning but do not work on
kNN. This may be partly explained by the maximum-specificity induction bias
of kNN – classification decision is made by examining the local neighbourhood
of query instances, and therefore the global re-sampling and cost-adjustment
strategies may not have pronounced effect in the local neighbourhood under
examination.

3 Positive-biased Nearest Neighbour Classification

The ideal neighbourhood for classifying a query instance should be local to the
query instance as well as general enough to form generalised concept for classi-
fication. A too large neighbourhood may over-generalise the subconcept for the
positive class and introduce false positives whereas a too small neighbourhood
may form a very restrictive subconcept and miss positive subconcepts. Our main
idea to adjust the neighbourhood for making classification decisions is based on
the concept of Positive Nearest Neighbour (PNN) region of query instances. An
m-PNN region of a query instance t is such that it contains m positive nearest
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* − − + − − + − +k=5
r=8

* + + − + − k=5
r=4

(a) r > k (b) r < k

* + + − + + k=5
r=4

* + − + − + k=5
r=5

(c) r < k (d) r = k

Fig. 1. For a query instance (denoted as * on the leftmost) and k=5, the 3-PNN region
for the query instance. Instances are listed from left to right in its distance to the query
instance.

neighbours of t. The m-PNN region for query instances means a varying number
of nearest neighbours for making classification decisions — a small region for a
subspace densely populated with positives, and a large region otherwise.

3.1 Positive Nearest Neighbours

With standard kNN classification algorithm, the k-nearest neighbour (k-NN)
region for a query instance t may not contain any positive instances, espe-
cially when positive instances are scarce; the majority vote rule will compute
P (C+|t) << 0.5 and thus classify t to the negative class. Given query instance
t and parameter k, to increase classification sensitivity to the positive class, we
adjust the neighbourhood for classifying t so that it contains �k/2 positive near-
est neighbours of t — namely the �k/2 -PNN region of t. The total number of
neighbours r in the �k/2 -PNN region of t may be different from k: if the local
region of t is densely populated with positive training instances, r is likely to be
smaller than k. Otherwise r is likely to be larger than k.

Fig. 1 shows that for k = 5 (and therefore �k/2 = 3) and a given query
instance t (denoted as *), the different cases for the 3-positive nearest neighbour
(3-PNN) region, in comparison to the corresponding 5-nearest neighbour (5-
NN) region. The diagrams are in one dimension so that it is easier to explain
the distance between instances and size of different regions. Depending on the
distribution of positive instances in the neighbourhood of t, the total number of
neighbours r in the 3-PNN region of the query instance may be larger or smaller
than k(= 5).

– Fig. 1(a) shows the most commonly occurring situation where positive in-
stances are scarce. As positive instances are very rare in the neighbourhood
of t, and very likely contain less than �k/2 positive instances, we have to
expand to find a larger neighbourhood that contains �k/2 positive nearest
neighbours. The radius of the region for t is 8. That is, r = 8 while k = 5.

– Fig. 1(b) and Fig. 1(c) show the case when the �k/2 -PNN region of t
is smaller than the k-NN region for t, even though it rarely happens in
the presence of class imbalance. In this case, that �k/2 positive nearest
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neighbours are observed in a smaller region centered at t suggests strongly
that there is strong probability that t is positive.

– Fig. 1(d) shows the case when the k-NN region is the same as the �k/2 -
PNN region for a query instance t. In this case, distribution of classes in the
�k/2 -PNN region is the same as that in the k-NN region.

3.2 Estimating the Positive Posterior Probability

The region centered at a positive training instance likely forms a positive sub-
concept that is a component for the overall disjunctive positive concept. Ideally
these positive subconcepts collectively should expand the decision boundary for
the positive class. Roughly speaking the error rate for a positive subconcept
region is the frequency of negative training instances in the region. However,
the observed negative frequency is not accurate description of its error rate in
independent tests. We estimate the false positive error rate by re-adjusting the
observed negative frequency using pessimistic estimate [17,25]. The errors in a
region follow the binomial distribution B(N, q), where N is the total number of
training instances in a region, and q is the true false positive error rate in the
region. For a given confidence level c, the false positive error rate for a region can
be estimated from the observed negative frequency f in the region as follows [25]:

q ≈ f + z2/2N + z
√
f(1− f)/N + z2/4N2

1 + z2/N
(1)

where z is the z-score corresponding to a given confidence level, where for c =
10% z = 1.28.

The false positive rate estimated from Equation 1 is always higher than the
observed false positive frequency. A higher confidence level means the estimated
false positive error rate closer to the observed negative frequency in the training
instance space. If the estimated false positive rate for a region is less than that
estimated from the global negative class frequency in the training instance space,
the region can form a positive subconcept.

For a query instance t and a given value of k, when making classification
decision for t, the �k/2 -PNN and the region S(t, r) for t are evaluated to decide
if it can form a positive subconcept, where r is the total number of nearest
neighbours for t in the �k/2 -PNN region.1 If the �k/2 region of t forms a
positive subconcept, t is likely positive, that is P (C+|t) > P (C−|t); otherwise t
is likely negative, or P (C+|t) < P (C−|t).

An important remaining question is how to estimate the positive posterior
probability P (C+|t). We compute P (C+|t) based on the distribution of positives
in the neighbourhood of t. Recall that we always have �k/2 positives in the
�k/2 -PNN region of t. Specifically we compute the positive posterior probability
for t according to whether r > k — that is whether S(t, r) is a larger region than
S(t, k).

1 For ease of discussion we overload r to represent the rth nearest neighbour of t as
well as its distance to t.
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– If r > k, the neighbourhood of t lacks positive instances, and we need to
adjust the computation of P (C+|t) so that classification is more sensitive to
the positive. Especially if S(t, r) is a positive subconcept, t is more likely
to be positive and P (C+|t) = �k

2  /k, which is greater than 0.5; otherwise
P (C+|t) is estimated according to the positive frequency in the region S(t, r),
which is very likely less than 0.5.

– If r ≤ k, S(t, r) is a smaller neighbourhood of t and is densely populated with
positives. In this case the positive frequency of S(t, r) is used to estimate
P (C+|t).

3.3 The Algorithm

We now present our PNN algorithm as shown in Algorithm 1, and for a given k it
is denoted kPNN. In the algorithm first error rate threshold δ is computed using
Equation 1 for confidence level c, number of training instances |T | and the prior
negative class frequency (line 1). Lines 3–11 compute S(t, r), the �k/2 -PNN
neighbourhood of t, where r = p′+n′. Lines 14 and 15 describe that when r > k
and S(t, r) is a positive subconcept, t is likely to be positive. So P (C+|t)=�k

2 /k,
the minimal probability > 0.5. Otherwise when r > k but S(t, r) is not a positive
subconcept, or when r < k, P (C+|t) is computed based on the positive frequency
in the region S(t, r).

Line 4 involves a process sorting training instances by distance to the query
instance. The sorting algorithm has a complexity of O(n log n), where n is the
size of the training set. The loop from Line 4 to Line 11 repeats at most n times.
Therefore, the time complexity of Algorithm 1 is O(n logn). Note the kPNN
does not have a separate training stage searching the training space to compute
exemplars as in ENN [12] or to learn the class weight for each training sample
as in CCW-kNN [13]. So obviously kPNN can save the significant amount of
training computation cost involved in both approaches.

Example 1. Given k = 5 (and so �k/2 = 3), we use the examples in Fig. 1 to
explain the classification process of PNN. In the figure, “*” denotes the query
instance, and the size for the 3-PNN neighbourhood is represented as r =8, 4, 5
respectively. Let p and n denote the number of positive and negative instances
in the k-NN neighbourhood of query instance “*” S(∗, 5). Let p′ and n′ denote
the number of positive and negative instances in the �k/2 -PNN neighbourhood
of “*”, S(∗, r) (r=8,4,5).

– r > k. Fig. 1(a) gives a scenario where r = 8. In the 3-PNN region of S(∗, 8),
p′ = 3, n′ = 5. In the 5-NN region of S(∗, 5), p = 1, n = 4.

P (C+|∗) = 3/5, P (C−|∗) = 2/5, if S(*,8) is a positive subconcept;

P (C+|∗) = 3/8, P (C−|∗) = 5/8, otherwise.

– r < k. In Fig. 1(b) and Figure 1(c), r = 4 whereas k = 5. In Fig. 1(b), In
the 3-PNN region of S(∗, 4), p′ = 3, n′ = 1, whereas in the 5-NN region of
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Algorithm 1 The kPNN classification algorithm

Input:
a) Training set T (|T | is the number of instances in T );
b) Parameter k and query instance t.
c) Confidence level c

Output:
(P (C+|t) and P (C−|t))

1: δ ← global error rate threshold by Equation 1 from c, |T |, and overall negative
frequency

2: G ← neighbours of t in T in increasing order of distance to t
3: p′ ← 0; n′ ← 0; i ← 0
4: while i < |G| and p′ < �k/2� do
5: if G[i] is a positive instance then
6: p′ ← p′ + 1
7: else
8: n′ ← n′ + 1
9: end if
10: i ← i+ 1
11: end while
12: r ← n′ + p′

13: e ← the FP rate by Equation 1 from c, r and n′
r

14: if r > k and e ≤ δ then
15: P (C+|t) ← �k/2�

k
{;; P (C−|t) = 1− P (C+|t). same for the other case}

16: else
17: P (C+|t) ← positive frequency in the region S(t, r)
18: end if

S(∗, 5), p = 3, n = 2. In Fig. 1(c), in the 3-PNN region of S(∗, 4), p′ = 3,
n′ = 1, whereas in the 5-NN region of S(∗, 5), p = 4, n = 1. In both cases

P (C+|∗) = 3/4;P (C−|∗) = 1/4.

– r = k. An example for the last case is shown in Fig. 1(d), where r = 5. The
3-PNN and 5-NN regions are the same, where p′ = p = 3 and n′ = n = 3.

P (C+|∗) = 3/5; P (C−|∗) = 2/5.

In this case the decision of kPNN is the same as that of kNN.

4 Experiments

We conducted 10-fold cross validation experiments to evaluate the performance
of PNN in comparison to ENN, CCW-kNN. We also compare PNN against the
SMOTE re-sampling [5] and MetaCost [7] cost-sensitive learning strategies for
imbalanced classification. All classifiers were developed based on the WEKA data
mining toolkit [25]. With all kNN-based classifiers k=3. The confidence levels for
ENN and PNN are set to 10% and 20% respectively. Twelve real-world datasets
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Table 1. The 12 real-world experimental datasets, ordered in decreasing level of
imbalance

Dataset size #attr (num, symb) classes (pos, neg) minority (%)

Oil 937 47(47, 0) (true, false) 4.38%
Hypo-thyroid 3163 25 (7, 18) (true, false) 4.77%
PC1 1109 21 (21,0) (true, false) 6.94%
Glass 214 9 (9,0) (3, other) 7.94%
Satimage 6435 36 (36,0) (4, other) 9.73%
CM1 498 21 (21,0) (true, false) 9.84%
New-thyroid 215 5 (5,0) (3, other) 13.95%
KC1 2109 21 (21,0) (true, false) 15.46%
SPECT F 267 44 (44,0) (0, 1) 20.60%
Hepatitis 155 19 (6,13) (1, 2) 20.65%
Vehicle 846 18 (18,0) (van, other) 23.52%
German 1000 20 (7,13) (2, 1) 30.00%

were used to evaluate the performance of classifiers in our experiments, fromhighly
imbalanced (the minority frequency of 4.35%) to moderately imbalanced (the mi-
nority frequency of 30.00%). The datasets are summarised in Table 1, ordered in
decreasing level of imbalance. The Oil dataset was provided by Robert Holte [11].
Datasets CM1, KC1 and PC1(http://mdp.ivv.nasa.gov/index.html) have
been widely used in software engineering research to predict software defects [14].
The other datasets were compiled from the UCI Machine Learning Repository [3]
by choosing one class as the positive and combining the remaining classes as the
negative.

4.1 Performance Evaluation Using AUC and Convex Hull Analysis

We use both Receiver Operating Characteristic (ROC) curve [18] and Convex
Hull analysis to evaluate the performance of classification algorithms. Area Un-
der the ROC Curve (AUC) measures the overall classification performance [4],
and a perfect classifier has an AUC of 1.0. All results reported next were ob-
tained from 10-fold cross validation experiments and two-tailed t-tests at 95%
confidence level were used to test the statistical difference between results. The
ROC convex hull method provides visual performance analysis of classification
algorithms at different levels of sensitivity [15,16].

Table 2 shows the AUC results for all models. CCW-3NN uses the multi-
plicative inverse strategy (additive inverse shows similar result). Compared with
the remaining models, 3PNN has the highest average AUC of 0.841. 3PNN
significantly outperforms 3ENN (p < 0.05) and shows statistically compara-
ble (p > 0.05) result with CCW-3NN, despite a higher average AUC. 3PNN,
3ENN and CCW-3NN significantly outperform all of 3NN, 3NNSmt+, 3NN-
Meta, C4.5Smt+ and C4.5Meta, This result confirms that our positive con-
cept generalization strategy is very effective for improving the performance of
kNN for imbalanced classification, and furthermore the strategy is more effective



A Positive-biased Nearest Neighbour Algorithm 301

Table 2. The AUC results for kPNN, in comparison with other approaches. Smt+
denotes the SMOTE [5] oversampling combined with under sampling strategy and
Meta denotes the MetaCost [7] cost-sensitive learning strategy. The best result for
each dataset is in bold. AUCs with difference <0.005 are considered equivalent.

Dataset 3PNN 3ENN CCW-3NN 3NN 3NNSmt+ 3NNMeta C4.5 C4.5Smt+ C4.5Meta

Oil 0.847 0.811 0.829 0.796 0.797 0.772 0.685 0.771 0.764
Hypo-thyroid 0.935 0.846 0.896 0.849 0.901 0.846 0.924 0.948 0.937
PC1 0.846 0.806 0.845 0.756 0.755 0.796 0.789 0.728 0.76
Glass 0.707 0.749 0.647 0.645 0.707 0.659 0.696 0.69 0.754
Satimage 0.957 0.934 0.839 0.918 0.902 0.928 0.767 0.796 0.765
CM1 0.726 0.681 0.746 0.637 0.666 0.625 0.607 0.666 0.668
New-thyroid 0.988 0.99 0.985 0.939 0.972 0.962 0.927 0.935 0.931
KC1 0.774 0.794 0.732 0.815 0.756 0.779 0.64 0.709 0.695
SPECT F 0.749 0.767 0.788 0.72 0.725 0.735 0.626 0.724 0.643
Hepatitis 0.841 0.783 0.739 0.758 0.772 0.744 0.753 0.713 0.745
Vehicle 0.983 0.952 0.976 0.969 0.942 0.956 0.921 0.926 0.929
German 0.737 0.714 0.739 0.69 0.686 0.705 0.608 0.649 0.606

Average 0.841 0.818 0.828 0.786 0.798 0.792 0.745 0.771 0.766

than re-sampling and cost-sensitive learning strategies. Note also that SMOTE
resampling and MetaCost demonstrate improvement on C4.5 (C4.5Smt+ and
C4.5Meta vs. C4.5) but they do not demonstrate significant improvement on
3NN (3NNSmt+ and 3NNMeta vs. 3NN).

The New-thyroid dataset has a relatively high level of imbalance of 13.95%.
From Table 2, 3PNN and 3ENN have an AUC result of 0.988 and 0.99, while
3NNSmt+ also has a competitive AUC result of 0.972. But as shown in Fig. 2(a),
the ROC curves of the three models show very different trends. Notably more
points of 3PNN and 3ENN (note their overlapping points on ROC curves) lie
on the convex hull at low FP rates (<10%). On the other hand more points of
3NNSmt+ lie on the convex hull at high FP rates (>50%). It is desirable in many
applications to achieve accurate prediction at low false positive rate and so 3PNN
and 3ENN are obviously good choices for this purpose. German has a moderate
imbalance level of 30%. ROC curves of the four models demonstrate similar
trends on German, as shown in Fig. 2(b). Still at low FP rates, more points from
3PNN and 3ENN lie on the ROC convex hull, which again shows that 3PNN
and 3ENN are strong models. The convex hull analysis has confirmed again
that the positive concept generalisation strategy is very effective for imbalanced
classification.

4.2 The Impact of Confidence Level

As discussed in Section 3.2, the confidence level affects the decision in PNN of
whether to generalise to a positive subconcept. We applied 3PNN to two highly
imbalanced datasets (Oil and Glass) and two moderately imbalanced datasets
(KC1 and German) with confidence level from 1% to 50%. The AUC results are
shown in Fig. 3. For the two datasets with high imbalance (Oil 4.38% and Glass
7.94%) AUC is positively correlated with confidence level. For example on Oil
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Fig. 2. The convex hull analysis of 3PNN
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Fig. 3. The AUC results of 3PNN with varying confidence levels on four real-world
datasets

when the confidence level increases from 1% to 50% the AUC decreases from
0.847 to 0.833. However for the two datasets with moderate imbalance (KC1
15.46% and German 30.00%) AUC is inversely correlated with confidence level.
On German when confidence level increases from 1% to 50% AUC increases
moderately.

The opposite behaviour of AUC in relation to confidence level may be explained
by that on highly imbalanced data, to predict more positive instances, it is desir-
able to tolerate more negative samples in the training instance space in forming
positive subconcepts, which is achieved by setting a low confidence level. Such an
aggressive strategy increases the sensitivity of PNN to the positive class. On less
imbalanced datasets where there are relatively sufficient positive instances, a high
confidence level is desired to ensure a low error level in positive subconcepts.
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5 Discussions and Conclusion

With the standard kNN classification strategy, the class of a query instance is
decided by the majority class among its k nearest neighbours. In the presence
of class imbalance, a query instance is often classified to the majority class and
as a result many minority class instances are misclassified. Our experiments
show that existing popular re-sampling and cost-sensitive learning strategies to
combat imbalance can not produce significant improvement on the performance
of the kNN algorithm.

We have proposed a Positive-biased Nearest Neighbour (PNN) algorithm to
combat imbalanced class distribution at the classification stage. Generalised pos-
itive subconcepts are formulated to improve kNN induction for imbalanced clas-
sification, based on adjusting the positive posterior probability estimation via
comparing the positive frequency in the local region of a query instance to the
overall positive frequency in the training instance space. The size of local regions
of query instances (the setting of k) and confidence level for forming generalised
positive subconcepts are parameters for the PNN algorithm. Generally setting
these parameters of PNN for optimal performance in different applications re-
quires empirical experiments.

Extensive experiments on real-world imbalanced datasets have shown that
PNN significantly improves the performance of kNN for imbalanced classifi-
cation. PNN also outperforms popular re-sampling and cost-sensitive learning
strategies for the class imbalance problem. Compared with recent improvements
to the kNN algorithm for imbalanced classification, PNN significantly reduces
computation while often improving classification accuracy.

Our study highlights that adjusting the induction bias of classification algo-
rithms in general and maximum-specificity induction algorithms in particular is
a cost-effective strategy to improve classification performance for the imbalanced
class distribution problem.
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Abstract. K-Nearest Neighbor based classifier classifies a query in-
stance based on the class labels of its neighbor instances. Although kNN
has proved to be a ubiquitous classification tool with good scalability, but
it suffers from some drawbacks. The existing kNN algorithm is equiva-
lent to using only local prior probabilities to predict instance labels,
and hence it does not take into account the class distribution around
neighborhood of the query instance, which results into undesirable per-
formance on imbalanced data. In this paper, a modified version of kNN
algorithm is proposed so that it takes into account the class distribution
in a wider region around the query instance. Our empirical experiments
with several real world datasets show that our algorithm outperforms
current state-of-the-art approaches.

Keywords: Classification, K-Nearest Neighbor, Probability, Imbalance,
Distribution.

1 Introduction

A data set is imbalanced, if its dependent variable is categorical and the num-
ber of instances in one class is different from those in the other class. In many
real world applications such as Web page search, scam sites detection, fraudu-
lent calls detection etc, there is a highly skewed distribution of classes. Various
classification techniques such as kNN [6], SVM [5], and Neural Networks[10] etc
have been designed and used, but it has been observed that the algorithms do
not perform as good on imbalanced datasets as on balanced datasets. Learning
from imbalanced data sets has been identified as one of the 10 most challenging
problems in data mining research [17]. In the literature of solving class imbalance
problems, various solutions have been proposed. Such techniques broadly include
two different approaches: (1) modifying existing methods or (2) application of a
pre-processing stage.

In the recent past, a lot of research centered at nearest neighbor methodology
has been done. Although kNN is computationally expensive, it is very simple
to understand, accurate, requires only a few parameters to be tuned and is
robust with regard to the search space. Also kNN classifier can be updated at
a very little cost as new training instances with known classes are presented. A
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strong point of kNN is that, for all data distributions, its probability of error is
bounded above by twice the Bayes probability of error [16]. However one of the
major drawbacks of kNN is that, it uses only local prior probabilities to predict
instance labels, and hence does not take into account, class distribution around
the neighborhood of query instance. This results in undesirable performance
on imbalanced data sets. The performance of kNN algorithm over imbalanced
datasets can be improved, if it uses information about local class distribution
while classifying instances.

Fig. 1 shows an artificial two-class imbalance problem, where the majority
class “A” is represented by circles and the minority class “B” by triangles. The
query instance is represented by cross. As can be seen from the figure, the query
instance would have been classified as the majority class “A” by a regular kNN
algorithm with k value equal to 7. But if the algorithm had taken into account
the imbalance class distribution around the neighborhood of the query instances
(say in the region represented by dotted square), it would have classified the
query instance as belonging to minority class “B”, which is the desired class.

Fig. 1. A sample scenario where regular kNN algorithm will fail

In this paper, we propose a modified K-Nearest Neighbor algorithm to solve
the imbalanced dataset classification problem. More specifically the contribu-
tions of this paper are as follows:

1. First we present a mathematical model of K-Nearest Neighbor algorithm
and show that, it does not take into account nature of the data around the
query instance.

2. To solve the above problem, we propose a Weighted K-Nearest Neighbor
algorithm in which a weight is assigned to each of the class based on how its
instances are classified in the neighborhood of query instance by the regular
K-Nearest Neighbor classifier. The modified algorithm takes into account
class distribution around the neighborhood of query instance. We ensure
that the weights assigned do not give undue advantage to outliers.
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3. A thorough experimental study of the proposed approach over several real
world dataset was performed. The study confirms that our approach per-
forms better than the current state-of-the-art approaches.

The organization of rest of the paper is as follows. In section 2, we throw light
on related, and recent, work in the literature. Section 3 deals with problem
formulation and mathematical model of kNN. We explain the modified algorithm
in Section 4. In Section 5, experimental results are presented together with a
thorough comparison with the state-of-the-art algorithms. Finally, in Section 6,
conclusions are drawn.

2 Related Work

In the literature of solving class imbalance problems, various solutions have
been proposed; such techniques broadly include two different approaches, mod-
ifying methods or the application of a pre-processing stage. The pre-processing
approach focuses on balancing the data, which may be done either by reduc-
ing the set of examples (undersampling) or replicate minority class examples
(oversampling) [8]. One of such earliest and classic work is the SMOTE method
[3] which increases the number of minor class instances by creating synthetic
samples. This work is also based on the nearest neighbor analogy. The minor-
ity class is over sampled by taking each minority class sample and introducing
synthetic examples along the line segments joining any/all of the k minority
class nearest neighbors. A recent modification to SMOTE proposes that, using
different weight degrees on the synthetic samples (so-called safe-level-SMOTE
[2]) produces better accuracy than SMOTE. Alternative approaches that mod-
ify existing methods focus on extending or modifying the existing classification
algorithms so that they can be more effective in dealing with imbalanced data.
HDDT [4] and CCPDT [15] are examples of such methods, which are modifica-
tion of decision tree algorithms.

One of the oldest, accurate and simplest method for pattern classification
and regression is K-Nearest-Neighbor (kNN) [6]. kNN algorithms have been
identified as one of the top ten most influential data mining algorithms [19] for
their ability of producing simple but powerful classifiers. It has been studied
at length over the past few decades and is widely applied in many fields. The
kNN rule classifies each unlabeled example by the majority label of its k-nearest
neighbors in the training dataset. Despite its simplicity, the kNN rule often
yields competitive results. A recent work on prototype reduction, calledWeighted
Distance Nearest Neighbor (WDNN) [11] is based on retaining the informative
instances and learning their weights for classification. The algorithm assigns a
non negative weight to each training instance tuple at the training phase. Only
the training instances with positive weight are retained (as the prototypes) in
the test phase. Although the WDNN algorithm is well formulated and shows
encouraging performance, in practice it can only work with K = 1. A more
recent approach WDkNN [20] tries to reduce the time complexity of WDNN
and extend it to work for values of K greater than 1.
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Chawla and Liu in one of their recent work [14] presented a novel K-Nearest
Neighbors weighting strategy for handling the problem of class imbalance. They
proposed CCW (class confidence weights) that uses the probability of attribute
values given class labels to weight prototypes in kNN. While the regular kNN
directly uses the probabilities of class labels in the neighborhood of the query
instance, they used conditional probabilities of classes. They have also shown
how to calculate CCW weights using mixture modeling and Bayesian networks.
The method performed more accurately than the existing state-of-art algorithms.

KaiYan Feng and others [7] defined a new neighborhood relationship known
as passive nearest neighbors. For two points A and B belonging to class L, point
B is the local passive kth-order nearest neighbor of A, only and only if A is the
kth nearest neighbor of B among all data of class L. For each query point, its k
actual nearest neighbor and k passive nearest neighbors are first calculated and
based on it, a overall score is calculated for each class. The class score determines
the likelihood that the query points belong to that class.

In another recent work [12], Evan and others proposes to use geometric struc-
ture of data to mitigate the effects of class imbalance. The method even works,
when the level of imbalance changes in the training data, such as online stream-
ing data. For each query point, a k dimensional vector is calculated for each of
the classes present in the data. The vector consist of distances of the query point
to it’s k nearest neighbors in that class. Based on this vector probability that
the query point belongs to a particular class is calculated. However the approach
is not studied in depth.

Yang Song and others proposes [18] two different versions of kNN based on the
idea of informativeness. According to them, a point is treated to be informative,
if it is close to the query point and far away from the points with different class
labels. One of the proposed versions LI-KNN takes two parameters k and I, It
first find the k nearest neighbor of the query point and then among them it find
the I most informative points. Based on the class label of the informative points,
class label is assigned to the query point. They also showed that the value of k
and I have very less effect on the final result. The other version GI-KNN works
on the assumption that some points are more informative then others. It tries
to find global informative points and then assigns a weight to each of the points
in training data based on their informativeness. It then uses weighted euclidean
metric to calculate distances.

In another recent work [13], a k Exemplar-based Nearest Neighbor (kENN)
classifier was proposed which is more sensitive to the minority class. The main
idea is to first identify the exemplar minority class instances in the training data
and then generalize them to Gaussian balls as concept for the minority class. The
approach is based on extending the decision boundary for the minority class.

3 Problem Formulation and Mathematical Model of kNN

In this section, we present a mathematical model for kNN algorithm along with
the notation used to model the dataset. We also show that kNN only makes use
of local prior probabilities for classification.
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The problem of classification is to estimate the value of the class variable
based on the values of one or more independent variables (known as feature
variables). We model the tuple as {x, y} where x is an ordered set of attribute
values and y is the class variable to be predicted. There are d attributes overall
corresponding to a d-dimensional space.

Formally, the problem has the following inputs:

– A set of n tuples called the training dataset, D = {(x1, y1), (x2, y2), . . . ,
(xn, yn)}.

– A query tuple xt.

The output is an estimated value of the class variable for the given query xt,
mathematically it can be expressed as:

yt = f(xt, D, parameters), (1)

Where parameters are the arguments that the function f() takes. These are
generally set by the user or are learned by some method.

3.1 Mathematical Model of kNN

For a given query instance xt, kNN algorithm works as follows:

yt = argmax
c∈{c1,c2,...,cm}

∑
xi∈N(xt,k)

E(yi, c) (2)

Where yt is the predicted class for the query instance xt and m is the number
of classes present in the data. Also

E(a, b) =

{
1 ifa = b

0 else
(3)

N(x, k) = Set of k nearest neighbor of x

Eq. (2) can also be written as

yt = argmax

⎧⎨⎩ ∑
xi∈N(xt,k)

E(yi, c1),
∑

xi∈N(xt,k)

E(yi, c2), . . . ,
∑

xi∈N(xt,k)

E(yi, cm)

⎫⎬⎭
(4)

yt = argmax

⎧⎨⎩ ∑
xi∈N(xt,k)

E(yi, c1)

k
,

∑
xi∈N(xt,k)

E(yi, c2)

k
, . . . ,

∑
xi∈N(xt,k)

E(yi, cm)

k

⎫⎬⎭
(5)
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and we know that

p(cj)(xt,k)
=

∑
xi∈N(xt,k)

E(yi, cj)

k
(6)

Where p(cj)(xt,k)
is the probability of occurrence of jth class in the neighborhood

of xt . Hence Eq. 5 turns out to be

yt = argmax{p(c1)(xt,k)
, p(c2)(xt,k)

, . . . , p(cm)(xt,k)
} (7)

It is clear from Eq. 7, that kNN algorithm uses only prior probabilities to calcu-
late the class of the query instance. It ignores the class distribution around the
neighborhood of query point.

4 Algorithm

In this section, we will explain in detail our proposed algorithm. To tune the
existing kNN algorithm , we introduce a weighting factor for each class. Our
algorithm can be formally expressed as follows, for a given query instance xt:

yt = argmax
c∈{c1,c2,...,cm}

∑
xi∈N(xt,k)

W [c, xt] ∗ E(yi, c) (8)

Where W [c, xt] denotes the weighting factor for the class c, while classifying
query instance xt. For Weighting factor equal to 1 for all the classes, our algo-
rithm reduces to the existing kNN classifier. This weighting factor is introduced
to take into account, class distribution around the query instance. The proposed
algorithm is sensitive to the value of weighting factor.

Now we discuss on how to learn the value of weighting factor for each of the
classes. Fig. 2 illustrates an imbalance dataset, in which data points are present
in clusters with each cluster having exactly one major class. In this case, regular
kNN algorithm would fail to classify the minority class instances present at the
boundary of the cluster region (for example query instance 1).

To design the weights, we considered both query dependent and query inde-
pendent weighting factor. If our learned weighting factors have a constant value
for each of the class through out the dataset i.e. they do not depend on the
query instance, and favors the minority class then, our algorithm would have
classified the minority class instances present at the boundary of the clusters
correctly, but have not classified points like instance 2 correctly. Having only
class dependent weighting factor values would not capture the data distribution
around the neighborhood of the query instance.

Our weighting factor value W [c, xt] can be denoted as :

W [c, xt] =
alpha(c, xt)

1 + alpha(c, xt)
(9)
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Fig. 2. A sample scenario where data points are present in clusters (dotted circle
represent clusters containing minority class) with each cluster having one major class

where

alpha(c, xt) =
∑

xi∈N(xt,
k
m ,c)

m ∗ getcoef(xi)
k

(10)

N(x, k, c) = Set of k nearest neighbor of x belonging to class c

getcoef(xi) =
N(xi, k, c

′)

N(xi, k, yi)
(11)

where c′ is the class to which xi is classified by existing kNN classifier. if c′ equals
to yi then getcoef(xi) turns out to be 1.

Hence for a query point the weighting factor of a class is calculated based
on how the k/m nearest neighbors of query point belonging to that class are
classified by the existing kNN classifier. If a instance is classified correctly getcoef
will return 1 for it, else it will return the value by which the class prior probability
should be multiplied, so that it is classified correctly. The basic intuition about
the above formulae is simple: “If instances of a specific class are poorly classified
in a particular region, then that class is likely to be a minority class in that
region and should be given a higher weight.”

4.1 Properties of Weighting Factor

1. The weighting factor for each of the class is calculated based on how the
k/m nearest neighbors of query point belonging to that class are classified
by regular kNN classifier. If points belonging to a particular class in the
neighborhood of the query points are classified incorrectly by regular kNN
approach, then the weighting factor of that class will have a high value
indicating that this class might be a minority class in that region. Hence
the learned weighting factor takes into account the class distribution around
neighborhood of the query point.
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Algorithm 1. Pseudo code

Input: Query instanceQ, T raining DataD,Parameter k, Set of all the class label C
Output: Class Label Cl for Query instance Q
1: for each class j in C do
2: Coefficient = (m

k
) ∗∑

xi∈N(Q, k
m

,j)
(getcoef(xi))

3: W [j,Q] = Coefficient
1+Coefficient

4: end for
5: for each neighbor n in N(Q, k) do
6: Probability[class(n)] = Probability[class(n)] +W [class(n),Q]
7: end for
8: Cl = argmaxProbability

2. Value of weighting factor is bounded between 0.5 to 1, proof of which is :

if xi is classified correctly by regular kNN then
⇒ getcoef(xi) ← 1

else xi is classified as belonging to class c
′

⇒ N(xi, k, c
′) > N(xi, k, yi)

⇒ getcoef(xi) > 1 (from eq. 11)
end if

Hence getcoef(xi) value is always greater than or equal to 1, that implies
alpha(c, xt) which is average of getcoef values of k/m nearest neighbors of
xt is always greater than or equal to 1. Eq. 10 can also be written as

W [c, xt] =
1

1 + 1
alpha(c,xt)

Which impliles that
0.5 ≤W [c, xt] ≤ 1

If some outlier point is present in the neighborhood of the query point its
getcoef factor would have a high value, but as the weighting factor for a class
is calculated by taking average of getcoef values of k/m nearest neighbors of
query point belonging to that class, its value would not be much affected by a
outlier point. This makes our learned weighting factors resistant to outliers.

4.2 Complexity Analysis

The proposed algorithm needs to search for the k nearest neighbors of the query
point (global nearest neighbors, line 5 of Algorithm 1.), same as the regular
kNN algorithm. Apart from finding the global nearest neighbors, it also need to
calculate the weighting factor for each of the class. Following calculations are
involved in the calculation of weighting factors :

1. For each of the class, find k/m nearest neighbors of query point among that
class (class neighbors). We can make use of the fact that the global k nearest
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neighbors will be among the k nearest neighbors for each of the class, to
optimize the search. Rather then finding k/m nearest neighbor for each class,
we first get the k nearest neighbor for each class and then get the global k
nearest neighbors, with some extra cost involved. For example, assuming that
no index structure is present in the training data, while searching for global k
nearest neighbors of query point a binary heap structure of size k is needed.
For our proposed approach, we maintain such a heap structure one per class.
While searching for neighbors, each of the points in the training data is
inserted in the heap belonging to its class. When all the points are inserted
in the heap, we have the k nearest neighbors of query points among each class
in the respective class heap. The total heapinsert operations remains same
as when finding global k nearest neighbors. Then we can find the global k
nearest neighbors and class neighbors from this k ∗ (numberofclass) points.

2. For each of the points obtained above calculate getcoef function, which needs
the k nearest neighbors for each of the points (line 2). If getcoef function
is calculated for all the points present in the training data during the pre
processing step then, this runtime overhead can be avoided. Else we need to
find the k nearest neighbors of all the points obtained above i.e. k points.

5 Experimental Study

5.1 Performance Model

In this section, we demonstrate our experimental settings. The experiments were
conducted on a wide variety of datasets obtained from UCI data repository [1]
and Weka Datasets [9]. A short description of all the datasets is provided in
Table 1. These datasets have been selected as they typically have a low minority
class percentage and hence are imbalance. We have evaluated our algorithm
against the existing state of art approaches. All the results have been obtained
using 10-fold cross validation technique, except for SMOTE. For SMOTE each of
the dataset is first randomized and then divided into training and testing data.
SMOTE sampling is applied on training data to oversample the minority class
and then regular kNN is used to classify instances present in testing data using
the sampled training data.

As it is known that the use of overall accuracy is not an appropriate evalu-
ation measure for imbalanced datasets, because of the dominating effect of the
majority class, we have used F-Score as the evaluation metric. F-Score considers
both the precision and the recall of the test to compute the score. We compared
our performance against the following approaches: Regular K Nearest Neigh-
bors (kNN) 1, Exemplar kNN (kENN) 2, SMOTE , HDDT 3 , C4.5 , CCPDT 4,

1 For kNN , SMOTE, C4.5 (available as j48) and Naive, implementation available in
Weka toolkit is used.

2 The code is obtained from
http://goanna.cs.rmit.edu.au/$\sim$zhang/ENN/Weka-3-6_ENN.zip

3 The code is obtained from http://nd.edu/$\sim$dial/software/hddt.tar.gz
4 The code is obtained from
http://www.cs.usyd.edu.au/$\sim$weiliu/CCPDT_src.zip

http://goanna.cs.rmit.edu.au/$\sim $zhang/ENN/Weka-3-6_ENN.zip
http://nd.edu/$\sim $dial/software/hddt.tar.gz
http://www.cs.usyd.edu.au/$\sim $weiliu/CCPDT_src.zip
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Table 1. Dataset Description

Dataset #Instances #Attributes #Class Minority Class%

Balance 625 5 3 7.84

Cmc 1473 10 3 22.61

Diabetes 768 9 2 34.9

Glass 214 10 6 4.2

Heart 270 14 2 44.44

Hungarian 294 14 2 36.05

Ionosphere 351 34 2 35.9

Tranfusion 748 5 2 23.7

Wine 178 13 3 26.9

NaiveBayes (Naive). For all kNN based approaches (including SMOTE) F-Score
obtained at maximum accuracy is mentioned.

5.2 Results and Discussion

Table 2. compares the result of our modified algorithm with existing state of the
art algorithm. The number in the parenthesis indicates the rank of the respec-
tive algorithm. Also the top two algorithms are highlighted in bold. It can be
seen that our approach produces consistently accurate classifier and outperforms
other algorithms in most of the datasets. Also our proposed algorithm always
outperform regular kNN on all the datasets, this confirms that the modified
kNN algorithms takes into account the nature of the data to classify it. However
for Ionosphere dataset decision tree based algorithms perform better than other
state of the art algorithms.

Table 2. Experimental results over several real world dataset

Dataset Our Algo kNN kENN SMOTE HDDT C4.5 CCPDT Naive

Balance 0.361 (1) 0.077 (6) 0.167 (2) 0.154 (3) 0.089 (5) 0.000 (7) 0.092 (4) 0.000 (7)

Cmc 0.419 (3) 0.418 (4) 0.424 (2) 0.364 (7) 0.380 (6) 0.409 (5) 0.356 (8) 0.445 (1)

Pima 0.628 (2) 0.601 (6) 0.610 (5) 0.593 (7) 0.613 (4) 0.614 (3) 0.587 (8) 0.643 (1)

Glass 0.778 (1) 0.778 (1) 0.560 (7) 0.750 (3) 0.571 (6) 0.636 (5) 0.235 (8) 0.696 (4)

Heart 0.812 (2) 0.805 (5) 0.812 (2) 0.765 (7) 0.784 (6) 0.736 (8) 0.828 (1) 0.812 (2)

Hungarian 0.779 (3) 0.747 (6) 0.747 (6) 0.805 (2) 0.767 (4) 0.656 (8) 0.815 (1) 0.762 (5)

Ionosphere 0.824 (5) 0.779 (8) 0.793 (6) 0.833 (4) 0.891 (2) 0.874 (3) 0.894 (1) 0.781 (7)

Tranfusion 0.489 (2) 0.442 (7) 0.486 (4) 0.509 (1) 0.489 (2) 0.481 (6) 0.486 (4) 0.281 (8)

Wine 0.980 (1) 0.980 (1) 0.950 (6) 0.980 (1) 0.958 (5) 0.923 (7) 0.871 (8) 0.970 (4)

Average
Rank

2.22 4.88 4.44 3.88 4.44 5.77 4.77 4.33

Fig. 3 compares performance of our algorithm with kNN in terms of overall
accuracy and accuracy to classify minority class, as the value of k varies for
Hungarian dataset. It becomes clear from the figure that our algorithm based
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classifier are more sensitive to classify minority class and are still highly ac-
curate. Also classifier learned from our approach are more accurate for larger
values of k, this is evident from the fact that, for high value of k large region
around the neighborhood of query point is considered to determine the local
class distribution.

Fig. 3. Performance Comparison between Our Algorithm and kNN

6 Conclusion

In this paper, we have proposed a modified version of K-Nearest Neighbor al-
gorithm so that it takes into account, class distribution around neighborhood of
query instance during classification. In our modified algorithm, a weight is calcu-
lated for each class based on how its instances are classified by existingK-Nearest
Neighbor classifier around the query instance and then a weighted kNN is applied.
We have also evaluated our approach against the existing standard algorithms.
Our work is focused on tuning the K-Nearest Neighbor for imbalance data, so
that its performance on imbalance data is enhanced. As shown in the experimen-
tal section, our approaches more than often, outperforms existing state of the art
approaches on a wide variety of datasets. Also our modified algorithm perform as
good as the existing K-Nearest Neighbor classifier on balance data.
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Abstract. An imbalanced data set creates severe problems for the clas-
sifier as number of samples of one class (majority) is much higher than
the other class (minority). Synthetic oversampling methods address this
problem by generating new synthetic minority class samples. To dis-
tribute the synthetic samples effectively, recent approaches create weight
values for original minority samples based on their importance and dis-
tribute synthetic samples according to weight values. However, most of
the existing algorithms create inappropriate weights and in many cases,
they cannot generate the required weight values for the minority sam-
ples. This results in a poor distribution of generated synthetic samples. In
this respect, this paper presents a new synthetic oversampling algorithm,
Proximity Weighted Synthetic Oversampling Technique (ProWSyn). Our
proposed algorithm generate effective weight values for the minority data
samples based on sample’s proximity information, i.e., distance from
boundary which results in a proper distribution of generated synthetic
samples across the minority data set. Simulation results on some real
world datasets shows the effectiveness of the proposed method showing
improvements in various assessment metrics such as AUC, F-measure,
and G-mean.

Keywords: Imbalanced learning, clustering, synthetic oversampling.

1 Introduction

Imbalanced learning problem is to deal with imbalanced data sets where one
or more classes have much higher number of data samples than other classes.
Generally speaking, imbalanced learning occurs whenever some types of data
distribution significantly dominate the sample space compared to other data
distributions. By convention, in imbalanced data sets, we call the classes having
more samples the majority classes and the ones having fewer samples the mi-
nority classes. Classifiers tend to produce greater classification errors over the
minority class samples [1–3]. Many real world problems suffer from this phe-
nomenon such as medical diagnosis [4], information retrieval [5], detection of
fraudulent telephone calls [6] and oil spills in radar images [7], data mining from
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direct marketing [8], and helicopter fault monitoring [9]. Thus the identification
of the minority class samples is of utmost importance.

There have been many attempts in solving imbalanced learning problems, such
as various oversampling and undersampling methods [10]. Roughly speaking, an
undersampling method remove some majority class samples from an imbalanced
data set with an aim to balance the distribution between the majority class and
minority class samples [11–14], while an oversampling method does the oppo-
site, i.e, generates synthetic minority class samples and adds them to the data
set [15–19]. Both undersampling and oversampling methods have been shown
to improve classifiers’ performance on imbalanced data sets. While comparing
oversampling and undersampling one natural observation favoring oversampling
is that undersampling may remove essential information from the original data,
while oversampling does not suffer from this problem. It has been shown that
oversampling is lot more useful than undersampling and the performance of over-
sampling was shown to improve dramatically even for complex data sets [20].

Most of the existing oversampling methods (e.g. [17–19]) first try to estimate
the difficulty levels of the minority class samples in generating synthetic minority
class samples. In doing so, they assign weights to the minority class samples
based on a computed value, i.e., δ. The methods then use δ to decide how many
synthetic samples are to be generated for a particular minority class sample.
In Sect. 2, we illustrate that the way δ is computed is not reasonable in many
scenarios. Consequently, the sample generation process is not able to generate
synthetic samples appropriately, which affects classifiers performance.

In this paper, we present a new flexible oversampling method, named Prox-
imity Weighted Synthetic Oversampling Technique (ProWSyn). Unlike previous
work, ProWSyn uses the distance information of the minority class samples
from the majority samples in assigning weights to the minority class samples.
The effectiveness of the proposed technique has been evaluated on several bench-
mark classification problems with high imbalanced ratio. It has been found that
ProWSyn performs better compared to some other existing methods in most of
the cases.

The remainder of this paper is divided into five sections. In Sect. 2, we present
the related works for solving imbalanced learning problems. Section 3 describes
the details of the proposed algorithm. In Sect. 4, we present the experimental
study and simulation results. Finally, in Sect. 5, we provide some future aspects
of this research and conclude the paper.

2 Related Work

The main objective of oversampling methods is to oversample the minority class
samples to shift the classifier learning bias toward the minority class. Synthetic
Minority Over-sampling Technique (SMOTE) is one such method [15]. For every
minority class sample, this technique first finds its k (which is set to 5 in SMOTE)
nearest neighbors of the same class and then randomly selects some of them
according to the over-sampling rate. Finally, SMOTE generates new synthetic
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samples along the line between the minority sample and its selected nearest
neighbors. The problem of SMOTE is that it does not consider the importance
of minority class samples, thus generates an arbitrary equal number of synthetic
minority class samples. However, all the minority class samples are not equally
important (hard). The minority class samples that are surrounded by many
majority class samples or closer to the classifier’s decision boundary are more
important than the other ones.

Adaptive synthetic (ADASYN) oversampling [17], Ranked Minority Oversam-
pling (RAMO) [18] and CBSO [19] try to address the aforementioned problem
in dealing with imbalanced learning problems. These methods are based on the
idea of assigning weights to minority class samples according to their impor-
tance. These weights are used for generating synthetic samples. More synthetic
samples are generated for a large weight than for a small weight. CBSO, like
earlier approaches [17, 18], uses a parameter δ, the number of majority samples
among the k nearest neighbors of a minority sample x, for assigning weight to
x. Let , Nk(x) is the set of k nearest neighbors of x. Then, δ for x equals to
the number of the majority class samples in Nk(x). If this number is large, then
δ is high, resulting a large weight assignment to the minority sample [17–19].
However, the use of δ for assigning weights to individual minority samples may
not be appropriate in the situations described below.

(a) (b)

Fig. 1. (a) k nearest neighbors are shown by arrows for some minority samples. (b) Mi-
nority samples are partitioned according to their proximity, i.e., distance from boundary.

1. δ may be inappropriate for assigning weights to the minority class samples
located near the decision boundary.
To understand this fact, consider Fig. 1(a) where the minority class and
majority class samples are shown by circles and stars respectively. It is clear
from this figure that the minority class sample A has no majority class
samples in their k-nearest neighborhood (assume k = 5) and N5(A) contains
only the minority class samples B,C,D,E and F . We use arrow in Fig. 1(a)
to show the neighbors of a minority sample. Since, Nk(A) does not contain
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any majority class sample, δ for A would be 0. For similar reasons, δ for
B would also be 0. It means A and B will be given zero or the lowest
weight, although seemingly they are the most important samples due to
their position near the decision boundary.

2. δ may be insufficient to discover the difference of minority samples w.r.t
their importance in learning. It can be seen from Fig. 1(a) that the minority
samples A and B are closer to the decision boundary than those of G and
H . It is, therefore, reasonable that A and B should be given higher weight
than G and H . However, if we assume k = 5 and compute δ for A, B, G
and H , then it is evident from the figure that the δ would is 0 for each
of them, because no N5(x) (x ∈ {A,B,G,H} contain any majority class
sample. It is now understood that δ cannot differentiate the minority class
samples according to their importance in learning. Another problem is that
δ for some or all samples, i.e. A, B and so on, of one region, is 0, while for
the sample M of another region, δ gets a good positive value (Fig. 1(a)).
Under this condition, all synthetic samples will be generated in the M ’s
region and no or very few will be generated in the A’s region. This example
again illustrate the same thing i.e. δ cannot discover the difference of the
minority class samples w.r.t their importance in learning.

The above scenarios confirms that earlier approaches based on δ e.g. [17–19]
cannot effectively assign weights to the minority class samples. In most scenarios,
if the parameter k is not sufficiently large, then most of the minority samples
will get zero weight [17, 19] or the lowest weight [18]. Minority class samples
having zero or the lowest weight will get no or very few synthetic samples around
them. It may seem the problem can be avoided by increasing the value of k to
contain the majority class samples. However, the required value of k cannot be
determined in advance. In some regions, a small k may suffice, while in other
regions a large k is to be required. Even if k is increased, it cannot solve the
skewed distribution of synthetic samples. For example, suppose we increase k to 6
to contain the majority class samples for the minority class sample A (Fig. 1(a)).
For this case, N6(A) = {B,C,D,E, F, P}, which contains one majority sample
P . Hence, A’s delta will be 1. However, M ’s delta will be 4, because N6(M)
contains four majority class samples (Fig. 1(a)). Still, A’s δ is smaller compared
to that forM and more synthetic samples will be generated in the neighborhood
of M . This justifies that increasing k cannot effectively solve the problem at all.

3 Proposed Algorithm

Motivated by problems stated in Sect. 2, we have extended the recently pro-
posed CBSO [19] algorithm and proposed a new improved algorithm, named
Proximity Weighted Synthetic Oversampling Technique (ProWSyn). The new
algorithm uses a different weight generation technique to alleviate the problems
described earlier. The complete algorithm is shown in [Algorithm ProWSyn].
Our ProWSyn differs from CBSO in Steps 2 to 7 in which each minority sample
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x is now weighted based on the proximity level of x i.e.,PLx. We measure PLx

using the Euclidean distance of x from the majority class samples. Steps 8 to 11
create the synthetic samples and produce an output oversampled minority data
set, Somin. The details of weight generation procedure are discussed below.

[Algorithm ProWSyn]
Input:
Training data samples Dtr with m samples {xi, yi}, i = 1 · · ·m, where xi is an
instance in n dimensional feature space X , and yi ∈ {−1, 1} is the class identity
level associated with xi. Define Smaj and Smin to be the majority and minority
class set respectively and ml and ms as the number of majority class and mi-
nority class samples respectively. Therefore, ms ≤ ml and ms +ml = m.
Procedure:

1. Calculate the number of synthetic samples that need to be generated for the
minority class:

G = (ml −ms)× β

where β ∈ [0, 1] is a parameter used to specify the desired balance level after
generation of the synthetic samples. We can obtain a fully balanced dataset
by assigning β = 1.

2. Initialize, P = Smin

3. For i = 1 to L− 1 do the following:
(a) From each majority sample y, find the nearest K minority samples in P

according to Euclidean distance. Let, the set of these K samples to be
NK(y).

(b) Form partition Pi as the union of all NK(y)s:

Pi =
⋃

y∈Smaj

NK(y) (1)

(c) Set proximity level of each minority sample x in partition Pi to be i:

PLx = i, ∀x ∈ Pi (2)

(d) Remove selected minority samples from P , P = P − Pi.
4. Form partition PL with the remaining unpartitioned samples in P .
5. Set proximity level of each x in PL to be L:

PLx = L, ∀x ∈ PL

6. For each x, calculate a weight wx from its proximity level PLx defined as:

wx = exp (−θ ∗ (PLx − 1)) (3)

where θ is a smoothing factor and wx ∈ [0, 1].
7. Normalize wx according to ŵx = wx/

∑
z∈Smin

wz , so that ŵx is a density
distribution (

∑
ŵx = 1)
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8. Calculate the number of synthetic samples gx that need to be generated for x:

gx = ŵx ×G

9. Find the clusters of minority set, Smin

10. Initialize set, Somin = Smin

11. For each x, generate gx synthetic minority class samples according to the
following steps:
Do the loop from 1 to gx
(a) Randomly select one minority sample y, from x’s cluster (as found in

step 9).
(b) Generate a synthetic sample, s, according to

s = x+ α× (y − x), where α is a random number in the range [0, 1].
(c) Add s to Somin: Somin = Somin

⋃
{s}

End Loop

Output: Oversampled minority data set, Somin

3.1 Weight Generation Mechanism of ProWSyn

The goal of our weight generation mechanism is assign appropriate weights to
the minority class samples according to their importance in learning. To do this,
ProWSyn works in two phases. In first phase (Steps 2-5), it divides the minority
data set in a number of partitions (say, L) based on their distance from the
decision boundary. Each partition is assigned a proximity level where the level
increases with increasing distance from the boundary. Minority class samples
with lower proximity levels are the difficult samples and therefore are important
for learning, while they with higher proximity levels are less important and may
not have significant importance at all. In second phase, ProWSyn generates
synthetic minority class samples using the proximity information so that it can
generate more synthetic samples in lower proximity regions, i.e., regions that
are very near to the decision boundary. The whole procedure is described below
(Steps 2 to 7 of [Algorithm ProWSyn]).

From each majority sample ProWSyn finds the nearest K minority class sam-
ples according to the Euclidean distance. The set of all these minority class
samples form the first partition, P1 (of proximity level 1), the nearest level of
samples from the boundary. Then, it finds the next K minority samples accord-
ing to distance from each majority. These samples together form the second
partition, P2 (of proximity level 2). In this way, the procedure is repeated for
L−1 such partitions of proximity levels 1 to L−1. The rest of the unpartitioned
samples will form partition L, the farthest set of samples from the boundary.
A simulated partitioning is shown in Fig. 1(b) for K = 3 and L = 3. It is seen
that the minority class samples are properly identified and partitioned accord-
ing to their distance from the boundary, which also signifies their importance in
oversampling.
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Table 1. Description of data set characteristics used in simulation

Dataset Minority Class Features Instances Minority Majority %Minority

Pageblocks
Class of ’Graphic’,
’Vert.line’, ’Picture’

10 5476 231 5245 4%

Abalone Class of ’18’ 7 731 42 689 6%

CTG Class of ’3’, ’4 21 2126 134 1992 6.3%

Segment Class of ’Grass’ 19 2310 330 1980 14%

Libra Class of ’1’, ’2’, ’3’ 90 360 72 288 20%

Yeast
Class of ME3’,
’ME2’, ’EXC’,
’VAC’, ’POX’, ’ERL’

8 1484 304 1180 21%

Robot
Class of ’slight-left-
turn’, ’slight-right-
turn’

24 5456 1154 4302 22%

Vehicle Class of ’1’ 18 940 219 721 24%

Breast-tissue
Class of ’CAR’,
’FAD’

9 106 36 70 34%

Pima Class of ’1’ 8 768 268 500 35%

Minority class samples are given weight according to their proximity level
(Step 6 of [Algorithm ProWSyn]). All minority samples in the same partition,
i.e., having same proximity level, gets the same weight. As the level increases,
weight of the minority samples also decreases exponentially (Eqn. 3). The pa-
rameter θ in (3) controls the rate with which weight decreases with respect to
levels.

The above weight generation technique of ProWSyn has several advantages
over earlier δ-based approaches. First, our ProWSyn can effectively find weight
for a minority sample according to its position from the decision boundary,
while earlier approaches fail to do so (Sect. 2). Secondly, the proposed method
successfully partitions the minority class samples based on the distance from
the decision boundary. So, samples closer to boundary get higher weight than
samples that are further. This is not guaranteed in earlier approaches (Sect. 2).
Thirdly, while earlier approaches may lead to generation of synthetic samples in
a few small regions due to positive weights of a few minority class samples (Sect.
2), ProWSyn can avoid it by assigning proper weight values for all minority class
samples. Fourthly, the procedure of ProWSyn is a more general one, we can easily
control the size of each partition and number of partitions to be created based
on the problem domain by varying the parameters K and L. However, there is
no such scope in earlier approaches.

4 Experimental Study

In this section, we evaluate the effectiveness of our proposed ProWSyn algorithm
and compare its performance with ADASYN [17], RAMO [18], and CBSO [19]
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methods. We use two different classifier models: backpropagation neural network
and C4.5 decision tree [21]. We collect ten datasets from UCI machine learning
repository [22]. The data sets were chosen in such a way that they contained a
varied level of imbalanced distribution of samples. Some of these original data
sets were multi-class data. Since, we are only interested in two-class classification
problem, these data sets were transformed to form two-class data sets in a way
which ensures a certain level of imbalance. Table 1 shows the minority class com-
position (these classes in the original dataset were combined to form the minority
class and rest of the classes form the majority class) and other characteristics
of the data sets such as the number of features, the number of total samples,
and the number of majority and minority class samples. As evaluation metrics,
we use the most popular measure for imbalanced problem domains i.e., the area
under the Receiver Operating Characteristics (ROC) graph [23], usually known
as AUC. Furthermore, we use two other popular performance metrics such as
F-measure and G-mean [10].

We run single decision tree classifier and single neural network classifier on
the selected datasets described in Table 1. For the neural network classifier, the
number of hidden neurons is randomly set to 5, the number of input neurons
is set to be equal to the number of features in the dataset and the number of
output neurons is set to 2. We use Sigmoid function as an activation function
for neural network. The number of training epochs is randomly set to 300 and
learning rate is set to 0.1. For ADASYN and CBSO, the value of the nearest
neighbors,K, is set to 5 [17, 19]. The values of the nearest neighbors, i.e., k1 and
k2, of RAMO are chosen as 5 and 10 respectively [18]. The scaling coefficient,
α, for RAMO is set to 0.3 [18]. For ProWSyn and CBSO, Cp = 3 [17, 19]. For
ProWSyn, other parameter values are θ = 1, K = 5, and L = 5. These values
are chosen after some preliminary simulation runs and they are not meant to be
optimal. Number of synthetic samples generated is set by β = 1 for ADASYN,
ProWSyn, and CBSO. Same number of synthetic samples were generated for
RAMO for fair comparison.

Simulation results of F-measure (F-meas), G-mean, averaged AUC, and stan-
dard deviation of AUC values (SDAUC) are presented in Table 2. Each result is
found after a 10-fold cross-validation. The best result in each category is high-
lighted with a bold-face type. We obtain averaged AUC values by averaging the
AUC values of multiple simulation runs [18]. We also provide the number of
times an algorithm win (win time) against any other method we compare here.

It is observed from Table 2 that for both classifiers, ProWSyn outperforms
CBSO, ADASYN, and RAMO algorithms in terms of F-measure, G-mean, and
averaged AUC in most of the datasets. As described in Sect. 2, δ based weight
generation technique cannot create appropriate distribution of synthetic minor-
ity class samples. Generation of appropriate weight values by the ProWSyn
approach leads to better distribution of synthetic samples along the difficult mi-
nority class regions making its performance better than other approaches. We
apply Wilcoxon signed-rank test [24] to statistically compare the performance
(AUC metric) of the four methods. The test is applied to compare our proposed
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Table 2. Performance of PROWSYN, ADASYN [17], RAMO [18], and CBSO [19]
on ten Real World Datasets using single Decision Tree and single Neural Network
classifiers

Decision Tree Classifier Neural Network Classifier
Dataset Method F-meas G-mean AUC SDAUC F-meas G-mean AUC SDAUC

Pageblocks

ADASYN 0.9848 0.991 0.9833 0.0118 0.8692 0.9567 0.9723 0.0251

RAMO 0.9864 0.9928 0.9854 0.011 0.9536 0.9827 0.9848 0.008

CBSO 0.9834 0.9908 0.984 0.009 0.8932 0.9731 0.9828 0.0077

PROWSYN 0.9878 0.9939 0.9857 0.0075 0.9779 0.9911 0.9867 0.0027

Abalone

ADASYN 0.3055 0.5372 0.7495 0.1919 0.4646 0.6321 0.8875 0.0609

RAMO 0.2401 0.4361 0.7301 0.2013 0.393 0.5229 0.8892 0.0741

CBSO 0.3101 0.5155 0.7615 0.2087 0.4493 0.5415 0.8938 0.0736

PROWSYN 0.294 0.4772 0.7528 0.1706 0.4728 0.5965 0.8976 0.0706

CTG

ADASYN 0.6415 0.8093 0.891 0.0324 0.4637 0.6866 0.9016 0.0248

RAMO 0.6639 0.8128 0.9206 0.0259 0.5179 0.7268 0.9125 0.0386

CBSO 0.6758 0.8250 0.9067 0.0359 0.5434 0.7514 0.9192 0.0232

PROWSYN 0.5882 0.7852 0.9137 0.0365 0.5527 0.73 0.914 0.0403

Segment

ADASYN 0.7227 0.8702 0.9609 0.0153 0.5258 0.7443 0.9062 0.0892

RAMO 0.7761 0.9068 0.9653 0.0139 0.5792 0.7488 0.9391 0.0252

CBSO 0.7509 0.8877 0.9547 0.015 0.5237 0.716 0.9164 0.0696

PROWSYN 0.7152 0.8853 0.9665 0.0177 0.6000 0.8018 0.9410 0.027

Libra

ADASYN 0.7367 0.8347 0.8546 0.0861 0.8792 0.9153 0.8919 0.1557

RAMO 0.7285 0.812 0.8327 0.1156 0.9072 0.9338 0.9596 0.0507

CBSO 0.7278 0.8162 0.8397 0.1218 0.8832 0.931 0.9112 0.1527

PROWSYN 0.7717 0.8557 0.9054 0.0707 0.8928 0.9284 0.9467 0.0953

Yeast

ADASYN 0.6224 0.7617 0.8728 0.0185 0.6693 0.8311 0.8906 0.0208

RAMO 0.6381 0.7739 0.8766 0.0203 0.6837 0.8206 0.8825 0.022

CBSO 0.6412 0.7726 0.8712 0.0267 0.6936 0.8447 0.8937 0.0176

PROWSYN 0.6631 0.7986 0.8865 0.028 0.6821 0.8289 0.8991 0.0188

Robot

ADASYN 0.9832 0.9922 0.9863 0.0029 0.5702 0.7628 0.8189 0.0571

RAMO 0.9819 0.9903 0.984 0.0027 0.5899 0.7692 0.8403 0.0466

CBSO 0.9922 0.9963 0.9871 0.0023 0.6071 0.79029 0.8499 0.0182

PROWSYN 0.9667 0.9839 0.9837 0.0031 0.6198 0.7931 0.8557 0.0389

Vehicle

ADASYN 0.8844 0.9265 0.9628 0.0187 0.9072 0.9603 0.9764 0.012

RAMO 0.8884 0.9277 0.9591 0.0228 0.9108 0.9617 0.9801 0.0062

CBSO 0.8761 0.9251 0.961 0.017 0.8818 0.9496 0.9673 0.0205

PROWSYN 0.8832 0.9283 0.9634 0.02 0.9120 0.9556 0.9726 0.0147

Btissue

ADASYN 0.6671 0.7286 0.8103 0.1408 0.6557 0.7055 0.7966 0.1369

RAMO 0.7149 0.7754 0.8754 0.0903 0.639 0.6897 0.809 0.1081

CBSO 0.5857 0.6693 0.8004 0.1327 0.6533 0.6732 0.7933 0.1027

PROWSYN 0.7805 0.8328 0.8985 0.0876 0.6844 0.7213 0.8482 0.0759

Pima

ADASYN 0.5536 0.6471 0.7382 0.0452 0.6643 0.7181 0.8165 0.0459

RAMO 0.5772 0.6669 0.75 0.0227 0.65 0.7034 0.7894 0.0762

CBSO 0.5836 0.6707 0.7427 0.0437 0.656 0.7092 0.8144 0.04

PROWSYN 0.5962 0.6810 0.7611 0.0541 0.6883 0.7502 0.8125 0.0361

Win Time

ADASYN 0 1 0 0 1 1

RAMO 2 1 1 1 2 2

CBSO 3 2 2 1 2 1

PROWSYN 5 6 7 8 5 6
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Table 3. Detailed computation of Wilcoxon test [24] statistic on AUC results of
PROWSYN vs. ADASYN [17] for Decision Tree Classifier

Dataset PROWSYN ADASYN Difference Rank

PageBlocks 0.98573 0.98338 0.00235 +2

Abalone 0.75282 0.74956 0.00326 +4

CG 0.91376 0.89108 0.02268 +7

Segment 0.9665 0.96093 0.00557 +5

Libra 0.90546 0.85464 0.05082 +9

Yeast 0.88657 0.87287 0.0137 +6

Robot 0.98374 0.98636 -0.00262 -3

Vehicle 0.96346 0.96288 0.00058 +1

Btissue 0.89857 0.81033 0.08824 +10

Pima 0.76118 0.73829 0.02289 +8

R+ = 52, R− = 3, T = min{52, 3} = 3

Table 4. Significance tests of averaged AUC between PROWSYN vs. ADASYN [17],
RAMO [18], and CBSO [19] for Decision Tree and Neural Network Classifiers. All
results are significant (less than or equal to critical value 8) except ProWSyn vs. RAMO
for Neural Network classifier (T = 10 is larger than critical value 8)

Decision Tree Classifier Neural Network Classifier

PROWSYN vs. PROWSYN vs.

ADASYN RAMO CBSO ADASYN RAMO CBSO

R+ 52 48 47 52 45 50

R− 3 7 8 3 10 5

T 3 7 8 3 10 5

ProwSyn with each of the other methods in a pairwise manner. For 10 datasets,
the test statistic, i.e. T should be less than or equal to critical value 8 [25] to reject
the null hypothesis at the significance level of 0.05. Table 3 shows the detailed
computation of the Wilcoxon statistic, i.e. T for ProsSyn vs. ADASYN results of
Decision tree classifier. The obtained value of T = 3 is less than the critical value
8. This proves that ProwSyn is statistically better than the ADASYN. For space
consideration, we avoid the detailed computation and show only the test statistic
values for all other comparisons in Table 4. We see that ProwSyn statistically
outperforms other methods for all comparisons except ProWSyn vs. RAMO for
neural network classifier (T = 10 is larger than critical value 8). In this case,
ProWSyn can not statistically outperform RAMO. However, in Table 2, AUC
column under Neural Network Classifier shows that ProWSyn wins in 6 cases
while RAMO wins 2 cases. This difference in winning time shows that ProWSyn
performs better than RAMO for neural network classifier.
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5 Conclusion

In this paper, we try to identify the problems related to the synthetic sample
generation process of oversampling methods in dealing with imbalanced data
sets. Existing algorithms [17–19] generate inaccurate weights for the minority
samples that results in very poor and skewed distribution of synthetic samples
(Sect. 2). We thus present a new synthetic oversampling algorithm, ProWSyn,
for balancing the majority and minority class distributions in an imbalanced
data set. Our ProWSyn avoids the aforementioned problem by assigning effec-
tive weights to the minority class samples using their Euclidean distance from
the majority class samples in the data set. ProWSyn partitions the minority data
set into several partitions based on samples’ proximity from the decision bound-
ary. and uses this proximity information for the minority samples in such a way
that the closest sample get highest weight and the furthest ones get the lowest
weight. By doing so, our method ensures a proper distribution of weights among
the minority samples according to their position from the decision boundary.
This results in a effective distribution of generated synthetic samples across the
minority data set. The simulation results show that ProWSyn can statistically
outperform ADASYN, CBSO, and RAMO algorithms in terms of a number of
performance metrics such as AUC, F-measure, and G-mean. Several other re-
search issues can be investigated using ProWSyn such as application of ProWSyn
in multi-class problems, integration of ProWSyn with some other undersampling
methods, and integration of ProWSyn with an ensemble technique such as Ad-
aboost.M2 boosting ensemble.
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Abstract. In this paper, we focus on differential privacy preserving
spectral graph analysis. Spectral graph analysis deals with the analysis
of the spectra (eigenvalues and eigenvector components) of the graph’s
adjacency matrix or its variants. We develop two approaches to com-
puting the ε-differential eigen decomposition of the graph’s adjacency
matrix. The first approach, denoted as LNPP, is based on the Laplace
Mechanism that calibrates Laplace noise on the eigenvalues and every en-
try of the eigenvectors based on their sensitivities. We derive the global
sensitivities of both eigenvalues and eigenvectors based on the matrix
perturbation theory. Because the output eigenvectors after perturbation
are no longer orthogonormal, we postprocess the output eigenvectors by
using the state-of-the-art vector orthogonalization technique. The sec-
ond approach, denoted as SBMF, is based on the exponential mechanism
and the properties of the matrix Bingham-von Mises-Fisher density for
network data spectral analysis. We prove that the sampling procedure
achieves differential privacy. We conduct empirical evaluation on a real
social network data and compare the two approaches in terms of util-
ity preservation (the accuracy of spectra and the accuracy of low rank
approximation) under the same differential privacy threshold. Our em-
pirical evaluation results show that LNPP generally incurs smaller utility
loss.

Keywords: differential privacy, spectral graph analysis, privacy preser-
vation.

1 Introduction

There have been attempts [1–3] to formalize notions of differential privacy in
releasing aggregate information about a statistical database and the mechanism
to providing privacy protection to participants of the databases. Differential pri-
vacy [1] is a paradigm of post-processing the output of queries such that the
inclusion or exclusion of a single individual from the data set make no statis-
tical difference to the results found. Differential privacy is usually achieved by
directly adding calibrated laplace noise on the output of the computation f .
The calibrating process of this approach includes the calculation of the global
sensitivity of the computation f that bounds the possible change in the compu-
tation output over any two neighboring databases. The added noise is generated
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from a Laplace distribution with the scale parameter determined by the global
sensitivity of f and the user-specified privacy threshold ε. This approach works
well for traditional aggregate functions (often with low sensitivity values) over
tabular data. In [4], McSherry and Talwar introduced a general mechanism with
differential privacy that comes with guarantees about the quality of the output,
even for functions that are not robust to additive noise. The idea is to sample
from the distribution specified by the exponential mechanism distribution. This
mechanism skews a base measure to the largest degree possible while ensuring
differential privacy, focusing probability on the outputs of highest value.

In this paper, we focus on differential privacy preserving spectral graph anal-
ysis. Spectral graph analysis deals with the analysis of the spectra (eigenvalues
and eigenvector components) of the graph’s adjacency matrix or its variants. We
develop two approaches to computing the ε-differential private spectra, the first
k eigenvalues and the corresponding eigenvectors, from the input graph G. The
first approach, denoted as LNPP, is based on the Laplace Mechanism [1] that
calibrates Laplace noise on the eigenvalues and every entry of the eigenvectors
based on their sensitivities. We derive the global sensitivities of both eigenvalues
and eigenvectors based on the matrix perturbation theory [5]. Because the out-
put eigenvectors after perturbation are no longer orthogonormal, we postprocess
the output eigenvectors by using the state-of-the-art vector orthogonalization
technique [6]. The second approach, denoted as SBMF, is based on the exponen-
tial mechanism [4] and the properties of the matrix Bingham-von Mises-Fisher
density for network data spectral analysis [7]. We prove that the Gibbs sampling
procedure [7] achieves differential privacy. We conduct empirical evaluation on
a real social network data and compare the two approaches in terms of utility
preservation (the accuracy of spectra and the accuracy of low rank approxima-
tion) under the same differential privacy threshold. Our empirical evaluation
results show that LNPP generally incurs smaller utility loss.

2 Preliminaries

2.1 Differential Privacy

We revisit the formal definition and the mechanism of differential privacy. For
differential privacy, a database is treated as a collection of rows, with each row
corresponding to an individual record. Here we focus on how to compute graph
statistics (eigen-pairs) from private network topology described as its adjacency
matrix. We aim to ensure that the inclusion or exclusion of a link between two
individuals from the graph make no statistical difference to the results found.

Definition 1. (Differential Privacy [1]) A graph analyzing algorithm Ψ that
takes as input a graph G, and outputs Ψ(G), preserves ε-differential edge privacy
if for all closed subsets S of the output space, and all pairs of neighboring graphs
G and G′ from Γ (G),

Pr[Ψ(G) ∈ S] ≤ eε · Pr[Ψ(G′) ∈ S], (1)

where Γ (G) = {G′(V,E′)|∃!(u, v) ∈ G but (u, v) /∈ G′}.
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A differentially private algorithm provides an assurance that the probability of
a particular output is almost the same no matter whether any particular edge
is included or not. A general method for computing an approximation to any
function while preserving ε-differential privacy is given in [1]. This mechanism
for achieving differential privacy computes the sum of the true answer and ran-
dom noise generated from a Laplace distribution. The magnitude of the noise
distribution is determined by the sensitivity of the computation and the privacy
parameter specified by the data owner. The sensitivity of a computation bounds
the possible change in the computation output over any two neighboring graphs
(differing at most one link).

Definition 2. (Global Sensitivity [1]) The global sensitivity of a function f :
D → Rd (G ∈ D),in the analysis of a graph G, is

GSf (G) := max
G,G′s.t.G′∈Γ (G)

‖f(G)− f(G′)‖1 (2)

Theorem 1. (The Laplace Mechanism [1]) An algorithm A takes as input a
graph G, and some ε > 0, a query Q with computing function f : Dn → Rd,
and outputs

A(G) = f(G) + (Y1, ..., Yd) (3)

where the Yi are drawn i.i.d from Lap(GSf (G)/ε). The Algorithm satisfies ε-
differential privacy.

Another exponential mechanism was proposed to achieve differential privacy for
diverse functions especially those with large sensitivities [4]. The exponential
mechanism is driven by a score function q that maps a pair of input(G) and
output(r) from Dn × Rd to a real valued score(q(G, r)) which indicates the
probability associated with the output. Given an input graph G, an output r ∈
Rd is returned such that q(G, r) is approximately maximized while guaranteeing
differential privacy.

Theorem 2. (The General Exponential Mechanism [4]) For any function q:
(Dn×Rd) → R, based on a query Q with computing function f : Dn → Rd, and
base measure μ over Rd, the algorithm Υ which takes as input a graph G and
some α > 0 and outputs some r ∈ Rd is defined as

Υα
q (G) := Choosing r with probability proportional to exp(αq(G, r)) × μ(r).

Υα
q (G) gives (2αΔq)-differential privacy, whereΔq is the largest possible difference

in q when applied to two input graphs that differ only one link, for all r.

Theorem 3. (Composition Theorem [2]) If we have n numbers of ε-differentially
private mechanisms M1, · · · ,Mn, computed using graph G, then any composition
of these mechanisms that yields a new mechanism M is nε-differentially private.

Differential privacy can extend to group privacy as well: changing a group of k
edges in the data set induces a change of at most a multiplicative ekε in the cor-
responding output distribution. In this paper, we focus on the edge privacy. We
can extend the algorithm to achieve the node privacy by using the composition
theorem [2].
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2.2 Spectral Analysis of Network Topologies

A graph G can be represented as a symmetric adjacent matrix An×n with Ai,j =
1 if there is an edge between nodes i and j, and Ai,j = 0 otherwise. We denote
the i-th largest eigenvalue of A by λi and the corresponding eigenvector by ui.
The eigenvector ui is a n × 1 column vector of length 1. The matrix A can be
decomposed as

A =

n∑
i=1

λiuiu
T
i . (4)

One major application of the spectral decomposition is to approximate the graph
dataA by a low dimension subspaceAk that captures the main information of the
data, i.e., minimizes ‖A−Ak‖F . Given the top-k eigenvalues and corresponding
eigenvectors, we have a rank-k approximation to A as

Ak =

k∑
i=1

λiuiu
T
i = UkΛkUk

T , (5)

where Λk is a diagonal matrix with Λii = λi and Uk = (u1, ..,uk).
Uk belongs to the Stiefel manifold. Denoted as νk,n, the Stiefel manifold is

defined as the set of rank-k k × n orthonormal matrices. One of the commonly
used probability distributions on the Stiefel manifold νk,n is called the matrix
Bingham-von Mises-Fisher density (Definition 3).

Definition 3. (The matrix Bingham-von Mises-Fisher density [7]) The proba-
bility density of the matrix Bingham-von Mises-Fisher distribution is given by

PBMF(X |C1, C2, C3) ∝ etr{CT
3 X + C2X

TC1X}, (6)

where C1 and C2 are assumed to be symmetric and diagonal matrices, repectively.

The matrix Bingham-von Mises-Fisher density arises as a posterior distribu-
tion in latent factor models for multivariate and relational data. Recently, a
Gibbs sampling scheme was developed for sampling from the matrix Bingham-
von Mises-Fisher density with application of network spectral analysis [7] based
on the latent factor model(Definition 4).

Definition 4. (The latent factor model for network data [7]) The network data
is represented with a binary matrix A so that Ai,j is the 0-1 indicator of a link
between nodes i and j. The latent factor model with a probit link for such network
data is defined as:

Ai,j = δ(c,∞) (Zi,j)

Zi,j = uT
i Λuj + ei,j

Z = UΛUT + E
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where E is modeled as a symmetric matrix of independent normal noise, Λ is
a diagonal matrix and U is an element of νk,n, with k generally much smaller
than n. Given a uniform prior distribution for U, we have

P(U |Z,Λ) ∝ etr(ZTUΛUT /2) = etr(ΛUTZU/2),

which is a Bingham distribution with parameters C1 = Z/2, C2 = Λ and C3 = 0.

Lemma 1. [7]A uniform prior distribution on eigenvectors U and independent
normal(0, τ2) prior distributions for the eigenvalues Λ give

P(Λ|Z,U) = Πk
i=1normal(τ

2uT
i Zui/(2 + τ

2), 2τ2/(2 + τ2))

P(U |Z,Λ) ∝ etr(ZTUΛUT/2) = etr(ΛUTZU/2),

where ‘normal(u, σ2)’ denotes the normal density with mean u and variance σ2.

The sampling scheme by Hoff [7] ensures Lemma 1 to approximate inferences for
U and Λ for a given graph topology. As suggested in [7], the prior parameter τ2

is usually chosen as the number of nodes n since this is roughly the variance of
the eigenvalues of an n× n matrix of independent standard normal noise.

3 Mechanism for Spectral Differential Privacy

In this section, we present two approaches to computing the ε-differential private
spectra: LNPP, which is based on the Laplace Mechanism (Theorem1), and
SBMF, which is based on the exponential mechanism [4] and the properties of the
matrix Bingham-von Mises-Fisher density for network data spectral analysis [7].

3.1 LNPP: Laplace Noise Perturbation with Postprocessing

In this approach, we output the first k eigenvalues, λ(k) = (λ1, λ2, ..., λk), and the
corresponding eigenvectors, Uk = (u1,u2, ...,uk)

)
, under ε-differential privacy

with the given graph G and parameters k, ε. We first derive the sensitivities for
the eigenvalues and eigenvectors in Results 1, 2. We then follow Theorem 1 to
calibrate Laplace noise to the eigenvalues and eigenvectors based on the derived
sensitivities and privacy parameter. Because the perturbed eigenvectors will no
longer be orthogonalized to each other, we finally do a postprocess to normalize
and orthogonalize the perturbed eigenvectors following Theorem 4.

Result 1. Given a graph G with its adjacent matrix A, the global sensitivity
of each eigenvalue is GSλi(G) = 1,(i ∈ [1, n]); the global sensitivity of the first
k(k > 1) eigenvalues as a vector, λ(k) = (λ1, λ2, ..., λk), is GSλ(k)(G) =

√
2k.

Proof. We denote adding/deleting an edge between nodes i and j on the original
graph G as a perturbation matrix P added to the original adjacent matrix A.
Pn×n is a symmetric matrix where only Pi,j and Pj,i have value 1/−1 and all

other entries are zeros. We denote λi as the eigenvalue of the matrix A and λ̃i
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as that of matrix A + P . We have the Euclidean norm and Frobenius norm of
P respectively as ‖P‖2 = 1 and ‖P‖F =

√
2. Based on the matrix perturbation

theory [5](Chapter IV, Theorem 4.11), we have

GSλi (G) ≤ max |λ̃i − λi| ≤ ‖P‖2 = 1

and

GSλ(k)(G) =

k∑
i=1

|λ̃i − λi| ≤
√
k

√√√√ k∑
i=1

(λ̃i − λi)2 ≤
√
k‖P‖F =

√
2k.

Result 2. Given a graph G with its adjacent matrix A, the sensitivity of each

eigenvector, ui(i > 1), is GSui(G) =
√
n

min{|λi−λi−1|,|λi−λi+1|} , where the denom-

inator is commonly referred as the eigen-gap of λi. Specifically, the sensitiv-

ities of the first and last eigenvector are respectively GSu1(G) =
√
n

λ1−λ2
and

GSun(G) =
√
n

λn−1−λn
.

Proof. We define the perturbation matrix P and other terminologies the same
as those in the proof of Result 1. We denote eigenvectors of matrix A,A +
P respectively as column vectors ui and ũi (i ∈ [1, k]). Based on the matrix
perturbation theory [5](Chapter V, Theorem 2.8), for each eigenvector ui(i > 1),
we have

GSui(G) ≤
√
n‖ũi − ui‖2 ≤

√
n‖Pui‖2

min{|λi − λi−1|, |λi − λi+1|}

≤
√
n

min{|λi − λi−1|, |λi − λi+1|}
.

Specifically for i = 1 (similarly for i = n),

GSu1(G) ≤
√
n‖ũ1 − u1‖2 ≤

√
n‖P‖2
λ1 − λ2

=

√
n

λ1 − λ2
.

Theorem 4. (Orthogonalization of vectors with minimal adjustment [6]) Given
a set of non-orthogononal vectors x1, ...,xk, we could construct components
u1, ...,uk such that xi is close to ui for each i, and UTU is an identity ma-
trix where U = (u1, ...,uk) following

U = XC,

where X = (x1, ...,xk) is the set of n× 1vectors and XTX is non-singular, C is
the symmetric square-root of (XTX)−1 and is unique.
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Algorithm 1. LNPP: Laplace noise calibration approach

Input: Graph adjacent matrix A, privacy parameter ε and dimension parameter k
Output: The first k eigenvalues λ̃(k) = (λ̃1, λ̃2, ..., λ̃k) and corresponding eigenvectors
ũ1, ũ2, ..., ũk, which satisfies ε-differential privacy.

1: Decomposition A to obtain the first k eigenvalues λ(k) = (λ1, λ2, ..., λk) and the
corresponding eigenvectors u1,u2, ...,uk;

2: Distribute ε into ε0, ..., εk, s.t.ε =
∑k

i=0 εi;

3: Follow Theorem 1 to add Laplace noise to λ(k) with ε0 based on GSλ(k)(G) derived

in Result 1 and obtain λ̃(k) = (λ̃1, ..., λ̃k);
4: For i:=1 to k do

Follow Theorem 1 to add Laplace noise to ui with εi based on GSui(G) derived in
Result 2 and obtain x̃i;
Endfor

5: Normalize and orthogonalize x̃1, ..., x̃k to obtain ũ1, ..., ũk following Theorem 4.
6: Output λ̃1, λ̃2, ..., λ̃k and ũ1, ũ2, ..., ũk

Algorithm 1 illustrates our LNPP approach. We output the first k eigenvalues,
λ̃(k) = (λ̃1, λ̃2, ..., λ̃k), and the corresponding eigenvectors, ũ1, ũ2, ..., ũk), under
ε-differential privacy with the given graph topology A and parameters k, ε. We
first compute the real values of eigenvalues λ(k) and eigenvectors ui(i ∈ [1, k])
from the given graph adjacent matrix A (Line 1). Then we distribute the privacy
parameter ε among λ(k) and u1,u2, ...,uk respectively as ε0 and ε1, ε2, ..., εk
where ε =

∑k
i=0 εi (Line 2). With the derived the sensitivities for the eigenvalues

(GSλ(k)(G)) and each of the k eigenvectors (GSui(G), i ∈ [1, k]) from Results 1
and 2, next we follow Theorem 1 to calibrate Laplace noise and obtain the private
answers λ̃(k) (Line 3) and x̃1, x̃2, ..., x̃k (Line 4). Finally we do a postprocess to
normalize and orthogonalize x̃1, x̃2, ..., x̃k into ũ1, ũ2, ..., ũk following Theorem
4 (Line 5).

3.2 SBMF: Sampling from BMF Density

The SBMF approach to provide spectral analysis of network data is based on the
sampling scheme proposed by Hoff [7] as an application of their recently-proposed
technique of sampling from the matrix Bingham-von Mises-Fisher density (Defi-
nitions 3, 4). In [8], the authors investigated differentially private approximations
to principle component analysis and also developed a method based on the gen-
eral exponential mechanism [4]. In our work we focus on the eigen-decomposition
of the 0-1 adjacency matrix (rather than the second moment matrix of the nu-
merical data) and prove that the sampling scheme from the matrix Bingham-von
Mises-Fisher density satisfies differential privacy through the general exponen-
tial mechanism (Theorem 2). The sampling scheme proposed by Hoff [7] ensures
Lemma 1, with the purpose to build the latent factor model (Definition 4) for
network data, i.e, to approximate inferences for U and Λ. We derive the pri-
vacy bounds of the output eigenvalues and eigenvectors following the sampling
scheme respectively in Claims 1 and 2, based on Lemma 1. Then following the
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Composition Theorem (Theorem 3), we come to the conclusion that the SBMF
approach satisfies ε-differential privacy (Theorem 5).

Claim 1. The sampling scheme which outputs λ(k) satisfies εΛ-differential pri-

vacy where εΛ = k( 2τ2

2+τ2 )
3/2.

Proof. We denote A and A′ as the adjacent matrix of any neighboring graph
G and G′. The calibrated noise to a function f from the Gaussian distribution
normal(0, σ2), similar as that from the Laplace distribution, provides a 2σGSf -
differential privacy [1]. Based on Lemma 1, we have for each eigenvalue λi, the
sampling scheme satisfies

ελi = 2σGSλi = 2(
2τ2

2 + τ2
)1/2{τ2uT

i Aui/(2 + τ
2)− τ2uT

i A
′ui/(2 + τ

2)}

= 2(
2τ2

2 + τ2
)1/2

τ2

2 + τ2
uT
i (A−A′)ui ≤ (

2τ2

2 + τ2
)3/2

where the proof of uT
i (A −A′)ui ≤ 1 is straightforward. With the composition

theorem (Theorem 3), εΛ =
∑k

i=1 ελi = k(
2τ2

2+τ2 )
3/2.

Claim 2. Given the graph G’s adjacent matrix A, the sampling scheme which
outputs U satisfies εU -differential privacy where εU = k2λ1.

Proof. The sampling scheme for U can be considered as an instance for the
exponential mechanism( Theorem 2) with α = 1 and q(A,U) = tr(ΛUTAU/2).
We have

Δq(A,U) =
∣∣tr(ΛUTAU/2)− tr(ΛUTA′U/2)

∣∣ = 1

2

∣∣tr(ΛUT (A−A′)U)
∣∣

≤ 1

2
kλ1
∣∣tr(UT (A−A′)U)

∣∣ ≤ 1

2
k2λ1.

Following Theorem 2, we have εU = 2αΔq(A,U) = k2λ1.

Theorem 5. The SBMF approach to computing the spectra, the first k eigen-
values and the corresponding eigenvectors of a given graph topology A satisfies

ε = (εΛ + εU )-differential privacy, where εΛ = k( 2τ2

2+τ2 )
3/2 and εU = αk2λ1.

In this work, we take the prior parameter τ2 as n, which is suggested by Hoff [7]
since this is roughly the variance of the eigenvalues of an n× n matrix of inde-
pendent standard normal noise. We illustrate the SBMF approach in Algorithm
2. In the Algorithm, the parameter α is used to change the privacy magnitude by
changing εU (Theorems 2, 5). Given the input graph topology A and dimension

parameter k, we acquire the eigenvalues Λ̃k and corresponding eigenvectors Ũk

from the sampler application provided by Hoff [7] with input matrix αA. The
output satisfies ε = (εΛ + εU )-differential privacy following Theorem 5.
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Algorithm 2. SBMF: Sampling from BMF density approach

Input: Graph adjacent matrix An×n, privacy magnitude α and dimension parameter
k
Output: The first k eigenvalues Λ̃k and corresponding eigenvectors Ũk, which satisfies
ε = (εΛ + εU )-differential privacy.

1: Set the input matrix Y = αA, the parameter τ 2 = n and the number of iterations
t;

2: Acquire Λ̃k and Ũk from the sampler provided by Hoff [7] with the input matrix
Y , the output satisfies ε = (εΛ + εU )-differential privacy(Theorem 5);

3: Output Λ̃k and Ũk

4 Empirical Evaluation

We conduct experiments to compare the performance of the two approaches,
LNPP and SBMF, in producing the differentially private eigenvalues and eigen-
vectors. For the LNPP, we implement Algorithm 1. For the SBMF, we use the
R-package provided by Hoff [7]. We use ‘Enron’ (147 nodes, 869 edges) data set
that is derived from an email network 1 collected and prepared by the CALO
Project. We take the dimension k = 5 since it has been suggested in previous
literatures [9] that the first five eigenvalues and eigenvectors are sufficient to
capture the main information of this graph. The first two rows in Table 1 show
the eigenvalues and their corresponding eigen-gaps (Result 2).

4.1 Performance Comparison with α = 1

In this section, we compare the performance of the LNPP approach with that of
the SBMF approach in three aspects: the accuracy of eigenvalues, the accuracy
of eigenvectors and the accuracy of graph reconstruction with the private eigen-
pairs. With τ2 = n and α = 1, we compute that ελ = 14 and εU = 446 following
Claims 1 and 2. Therefore the SBMF approach satisfies ε = 460 differential
privacy following Theorem 5. On the other hand, the same ε is taken as the input
for the LNPP approach. Different strategies have been proposed to address the
ε distribution problem(Line 2 in Algorithm 1) in previous literatures [10, 11].
In our work, we just take one simple strategy, distributing ε as ε0 = 10 to the
eigenvalues and εi = 90, (i ∈ [1, k]) equally to each eigenvector. Therefore LNPP
approach also satisfies ε = 460 differential privacy.

For eigenvalues, we measure the output accuracy with the absolute error de-
fined as EΛ = |λ̃(k) −λ(k)|1 =

∑k
i=1 |λ̃i − λi|. The absolute errors EΛ for LNPP

and SBMF are respectively 0.9555 and 345.2301. One sample o eigenvalues In
the third and fourth rows of Table 1, we show the output eigenvalues from the
LNPP and the SBMF approaches. We can see that the LNPP outperforms the
SBMF in more accurately capturing the original eigenvalues.

For eigenvectors, we define the absolute error as EU = |Ũk − Uk|1. EU for
LNPP and SBMF approaches are respectively 11.9989 and 13.4224. We also

1 http://www.cs.cmu.edu/~enron/

http://www.cs.cmu.edu/~enron/
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Table 1. Eigenvalues Comparison

λ1 λ2 λ3 λ4 λ5

eigenvalue 17.8317 12.7264 10.6071 9.7359 9.5528

eigen-gap 5.1053 2.1193 0.8712 0.1832 0.1832

LNPP 18.1978 13.2191 10.6030 9.7311 9.4650

SBMF 107.8450 88.9362 76.1712 76.0596 56.6721

Table 2. Eigenvector Comparison

Approaches EU
cos〈ũi,ui〉 = ũ′

i · ui

u1 u2 u3 u4 u5

LNPP 11.9989 0.9591 0.7925 0.4786 0.1217 0.1280

SBMF 13.4224 0.6605 0.6995 0.7336 0.2921 0.4034

define the cosine similarity to measure the accuracy of each private eigenvector
as cos〈ũi,ui〉 = ũ′

i · ui(i ∈ [1, k]). We show the detailed values of EU and the
cosine similarities in Table2. Note that the cosine value closer to 1 indicates
better utility. We can see that LNPP generally outperforms SBMF in privately
capturing eigenvectors that close to the original ones. Specifically, the LNPP
approach is sensitive to eigen-gaps (second row in Table 1), i.e., it tends to show
better utility when the eigen-gap is large such as for u1 and u2. Thus a better
strategy will be distributing privacy parameter ε according to magnitudes of
eigen-gaps, instead of the equal distribution.

The SBMF approach outputs much larger eigenvalues than the original ones.
It does not tend to accurately approximate anyone of the original eigenvectors
either. The reason is that SBMF approach is designed to provide a low rank
spectral model for the original graph rather than approximating of the original
eigenvalues and eigenvectors.

We consider the application of graph reconstruction using the differentially pri-
vate first k eigenvalues and the corresponding eigenvectors.Ak =

∑k
i=1 λiuiu

T
i =

UkΛkU
T
k is commonly used as a rank-k approximation to the original graph topol-

ogyAwhenA is not available for privacy reasons orA’s rank is too large for analysis.
Since Ak is not an 0/1 matrix, We discretize Ak as Ã1

k by choosing the largest 2m
entries as 1 and all others as 0 (so keeping the number of edgesm the same as that
of the original graph).We then compare the performance of the two approaches by

the absolute reconstruction error defined as γ = ‖A−Ã1
k‖F .The γ values forLNPP

and SBMF approaches are 47.7912 and 34.1760 respectively. We can see that the
result of the SBMF approach outperforms the LNPP.

4.2 Performance Comparison with Varying α

In this section, we change the privacy magnitude to additionally study the per-
formance of the LNPP and SBMF approaches. α denotes the amplification
factor of the privacy parameter ε used in section 4.1. We choose the value
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Table 3. Comparison of two approaches for varying privacy magnitudes

α 0.01 0.1 0.5 1 5 10

EΛ
LNPP 60.1586 4.0160 2.1452 0.9555 0.2528 0.0527
SBMF 51.6551 89.0678 90.9442 345.2301 69.6852 96.8904

EU
LNPP 12.7419 13.2455 13.9874 11.9989 13.3967 12.7033
SBMF 14.3155 13.7518 14.0238 13.4224 14.5114 13.6087

γ
LNPP 56.2139 55.4617 51.1859 47.4912 41.3763 39.7492
SBMF 56.8155 55.8211 56.7450 34.1760 56.3715 56.9210

of α as 0.01, 0.1, 0.5, 1, 5, 10 where the corresponding ε values are respectively
18.46, 58.6, 237, 460, 2244, 4474 following Theorem 5.

We show the values of EΛ, EU and γ for the LNPP and the SBMF approaches
in Table 3. The accuracy of the LNPP approach increases significantly with α
for both the eigenvalues(EΛ) and graph reconstruction (γ). Note that the greater
the α, the weaker privacy protection, and hence the more utility preservation.
However, the accuracy of eigenvectors measured by EU is not changed much
with α, as shown in Figure 1. This is because of the normalization of eigenvectors
in the postprocess step. While the SBMF approach cannot accurately capture
eigenvalues for any α value; as to graph reconstruction, the case of α = 1 shows
the best utility.
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Fig. 1. Utility comparison for varying privacy magnitude

5 Conclusion

In this paper we have presented two approaches to enforcing differential privacy
in spectral graph analysis. We apply and evaluate the Laplace Mechanism [1]
and the exponential mechanism [4] on the differential privacy preserving eigen
decomposition on the graph topology. In our future work, we will investigate
how to enforce differential privacy for other spectral graph analysis tasks (e.g.,
spectral clustering based on graph’s Laplacian and normal matrices). Nissim et
al. [3] introduced a framework that calibrates the instance-specific noise with
smaller magnitude than the worst-case noise based on the global sensitivity. We
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will study the use of smooth sensitivity and explore how to better distribute
privacy budget in the proposed LNPP approach. We will also study how differ-
ent sampling strategies in the proposed SBMF approach may affect the utility
preservation.

Acknowledgments. This work was supported in part by U.S. National Science
Foundation IIS-0546027, CNS-0831204, CCF-0915059, and CCF-1047621.
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Abstract. Record linkage is an emerging research area which is required
by various real-world applications to identify which records in different
data sources refer to the same real-world entities. Often privacy concerns
and restrictions prevent the use of traditional record linkage applications
across different organizations. Linking records in situations where no
private or confidential information can be revealed is known as privacy-
preserving record linkage (PPRL). As with traditional record linkage
applications, scalability is a main challenge in PPRL. This challenge is
generally addressed by employing a blocking technique that aims to re-
duce the number of candidate record pairs by removing record pairs that
likely refer to non-matches without comparing them in detail. This paper
presents an efficient private blocking technique based on a sorted neigh-
borhood approach that combines k-anonymous clustering and the use
of public reference values. An empirical study conducted on real-world
databases shows that this approach is scalable to large databases, and
that it can provide effective blocking while preserving k-anonymous char-
acteristics. The proposed approach can be up-to two orders of magnitude
faster than two state-of-the-art private blocking techniques, k-nearest
neighbor clustering and Hamming based locality sensitive hashing.

Keywords: sorted neighborhood, nearest neighbor clustering, locality
sensitive hashing, k-anonymity, reference values, scalability.

1 Introduction

Integrating large volumes of data from different sources is an important data
pre-processing step in many data mining applications [1]. Since unique entity
identifiers are not always available in all the databases to be linked, common
identifying attributes, such as names and addresses, are often used to identify
records that need to be reconciled to the same real-world entities. The degraded
quality of data residing in databases (due to transcription errors, missing values,
or inconsistent formats), makes the task of integrating databases challenging [2].
Integrating such data in the presence of data quality errors requires approxi-
mate comparison functions to be employed to identify if two entities are the
same [1]. These comparison functions are often expensive in terms of computa-
tional complexity. A naive pair-wise comparison of two databases is of quadratic
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complexity in their sizes. This makes the record linkage process not scalable
to large databases. The scalability problem has been studied by introducing
two-step linkage algorithms that avoid all pair-wise comparisons by employing a
blocking or indexing technique [3] in the first step, so that detailed comparisons
using expensive similarity comparison functions are only made in the second step
on a smaller number of candidate record pairs.

Linking data across databases from different organizations is more challenging
due to privacy and confidentiality issues that often preclude exchanging sensitive
information regarding the entities. Identifying which records in two databases
have the same or approximately the same values for a set of attributes with-
out revealing the actual values of these attributes is known as the problem of
‘privacy-preserving record linkage’ (PPRL) [4–6]. Blocking for PPRL needs to be
conducted in such a way that no sensitive information that can be used to infer
individual records and their attribute values is revealed to any party involved in
the process, or to an external adversary. The scalability challenge of PPRL has
been addressed by several recent approaches that adapt existing blocking tech-
niques, such as standard blocking [7], mapping based blocking [8], clustering [9],
and locality sensitive hashing [10], into a privacy-preserving context.

One popular blocking technique used in traditional record linkage is the sorted
neighborhood approach [11, 12], where database tables are sorted according to
a ‘sorting key’ over which a sliding window of fixed size is moved. Candidate
record pairs are then generated from the records that are within the current
window. This approach is very efficient compared to other blocking techniques
in that its resulting number of candidate record pairs is O((nA + nB)w), com-
pared to O((nA · nB)/b) for other blocking techniques [3], where nA and nB are
the number of records in the two databases to be linked, b is the number of
blocks generated, and w is the size of the window. However, the use of sorted
neighborhood methods for private blocking has so far not been studied.

We propose an efficient three-party blocking technique for PPRL based on the
sorted neighborhood approach using a combination of two privacy techniques:
k-anonymous clustering [13] and public reference values [14]. The aim of this
approach is to efficiently create k-anonymous clusters represented by reference
values from which candidate record pairs are generated, without revealing any
information that can be used to infer individual records and their values.

The contributions of this paper are (1) an efficient blocking technique for
PPRL based on the sorted neighborhood approach; (2) two variations to gener-
ate k-anonymous clusters; (3) an analysis of our solution regarding complexity,
privacy, and quality; and (4) an empirical evaluation using real-world datasets.
We compare our approach with two state-of-the-art three-party private blocking
techniques, which are Karakasidis et al.’s [15] approach based on k-nearest neigh-
bor clustering, and Durham’s [16] approach based on Hamming based locality
sensitive hashing.

The remainder of this paper is structured as follows. In the following section,
we provide an overview of related work in private blocking. In Sect. 3 we describe
our protocol using two small example datasets. In Sect. 4 we analyse the protocol
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and in Sect. 5 we validate these analyses through an empirical study. Finally we
summarize our findings and provide directions for future research in Sect. 6.

2 Related Work

The use of a blocking technique is crucial in PPRL applications to make the link-
age across large databases scalable [3]. Several approaches have been proposed
for private blocking. Most work in PPRL that has investigated scalability has
employed the basic standard blocking approach [17–20]. In traditional standard
blocking, all records that have the same blocking key value (the value of a single
attribute or a combination of attributes) are inserted into the same block, and
only the records within the same block are compared in detail with each other in
the comparison step. Each record is inserted into one block only [3]. Al-Lawati
et al. [17] explored three methods of token blocking to group hash signatures
of the TF-IDF distances of attribute values. Karakasidis et al. [20] proposed
phonetic based private blocking where an encoding function, such as Soundex
or NYSIIS [1], is used to group records that have similar (sounding) values into
the same block. Generalization techniques, such as value generalization hierar-
chies [18], k-anonymity [13] and binning [21], have been used for private blocking
to generalize records with similar characteristics into the same blocks.

Mapping based blocking [8] is another technique that has been employed in
PPRL. Scannapieco et al. [22] and Yakout et al. [23] used a multi-dimensional
embedded space into which attribute values are mapped while preserving the
distances between these values. A clustering or nearest neighbor approach is then
applied on these multi-dimensional objects to extract candidate record pairs.

Karakasidis et al. [15] used the k-nearest neighbor clustering algorithm to
group records such that similar records are put into the same clusters, and
each cluster consists of at least k elements to provide a k-anonymous privacy
guarantee. Initially clusters are generated for a set of reference values that are
shared by the database owners, such that each cluster consists of at least k
reference values. Each database owner assigns their records into these clusters
based on their similarity. These clusters are sent to a third party that merges
the corresponding clusters to generate candidate record pairs.

Locality sensitive hashing (LSH) has recently been investigated as an efficient
technique for scalable record linkage [10, 16]. LSH allows hashing of values in
such ways that the likelihood that two similar values are hashed into the same
block can be specified through the use of certain hashing functions. Durham [16]
investigated how LSH can be applied in Bloom filter based PPRL to reduce the
number of record pair comparisons. A Bloom filter is a bit array data structure
where hash functions are used to map a set of elements (q-grams extracted from
attribute values) into the bit array. For private blocking, an iterative pruning
approach is employed, where random bits are sampled at each iteration from
the Bloom filters and sent to a third party. The third party then uses Hamming
based LSH functions to compute the Hamming distance that allows efficient
generation of candidate record pairs.
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Fig. 1. Example databases held by Alice (DA) and Bob (DB) with surname and given
name attributes and their sorting key values (SKVs), and a list of reference values (R′)
along with their position values, used to illustrate the protocol described in Sect. 3

3 Sorted Neighborhood Based Private Blocking

In this section we describe the steps of our sorted neighborhood clustering (SNC)
based private blocking method, and illustrate it with an example consisting of
two small databases with given names and surnames, as shown in Fig. 1. Assume
Alice and Bob are the two owners of their respective databases DA and DB, and
Carol is the trusted third party. Alice and Bob share the sorted reference list
R′ containing nR reference values selected from the publicly available reference
dataset R. Fig. 2 illustrates the three-party setting for private blocking.

DA DB

R

k−anonymous
clusters clusters

record pairs record pairs

Alice Bob

Carol

k−anonymous

Agree on parameters
1

7 7

5 5

CandidateCandidate

Fig. 2. Three-party private blocking. Numbers given correspond to the steps described
in Sect. 3 that involve an exchange of data between parties

The two database owners Alice and Bob perform the following steps:

1. Agree upon the list of attributes to be used as the sorting keys, the reference
dataset R, the number of reference values to be used nR, the minimum
number of elements in a cluster k, a similarity function sim(·, ·) to compare
reference values, and the minimum similarity threshold st used to decide if
two clusters are to be merged in the SNC-Sim approach described in Step 4.

2. Alice and Bob each selects and sorts nR (nR ≤ |R|) reference values. The
value for nR can be chosen as nR = min(|DA|, |DB|)/k, so that each cluster
will contain roughly around k database records. It is important to note that
both Alice and Bob have the same list of sorted reference values R′ at the
end of this step. A secret random seed shared by Alice and Bob (but not
known to Carol) can be used to select the same set of values from R into R′

by both Alice and Bob.
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Fig. 3. Insertion of SKVs into the sorted list of reference values where each cluster is
represented by one reference value (shown in italics font), and merging of clusters to
create k-anonymous clusters (clusters that contain at least k SKVs) where each cluster
is represented by one or more reference values (in this example, k = 3).

3. Alice and Bob individually insert their records based on the records’ sort-
ing key values (SKVs) into the sorted list of reference values to create SNC
clusters, as shown in Fig. 3. An inverted index data structure can be used to
efficiently insert records where the keys are the reference values and the cor-
responding values contain a list of SKVs which are lexicographically sorted
before the reference value.

4. The next step is to create k-anonymous clusters. After inserting records into
the sorted reference values there will be nR clusters each represented by
one reference value. However, to provide a k-anonymous privacy guarantee,
each database owner has to merge their clusters in such a way that each
cluster contains at least k database records. Cluster IDs are assigned to the
merged clusters such that they consist of the position values of the reference
values that reside in the merged clusters. We use cluster IDs of the form
‘c x (x+1) · · · (x+y)’, where x is the position value of the first reference
value of the sorted reference values in the corresponding cluster, and (y+1)
is the number of reference values in that cluster. The merging of clusters to
create k-anonymous clusters is shown in Fig. 3. This merging process can be
done in two different ways.

(a) SNC-Sim: Clusters are merged until the number of elements in them be-
comes greater than or equal to k and the similarity between reference val-
ues of adjacent clusters becomes less than the threshold st. This approach
follows recent work on adaptive sorted neighborhood for duplicate detec-
tion [12]. Algo. 1 shows the main steps involved in this method. The clus-
ters are merged until their size becomes greater than or equal to k (line 5
in Algo. 1). If the size of the (merged) cluster is greater than k, we compute
the similarity of the next cluster’s reference value ri+j+1 with the current
cluster’s reference value ri+j , and if this similarity value sim(ri+j+1, ri+j)
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Algorithm 1. Merging Clusters using Sim

Input:
- R′: List of sorted reference values (r1, . . . , rnR

)
- S: Set of clusters (c : [v1, . . . , vl])
- Minimum number of elements in a cluster k
- Minimum similarity threshold st
- Similarity comparison function sim(·, ·)
Output:
- O: Set of k-anonymous clusters
(‘c x . . . (x + y)′ : [v1, . . . , vk])

1: i = 0
2: while i < nR do
3: clus vals = []; clus id = ‘c ’
4: num vals = 0; sim val = 0.0; j = 0
5: while (num vals ≤ k and i+ j < nR)

or (sim val ≥ st and i + j < nR) do
6: ri = R′[i+ j]; b = S[ri+j]
7: num vals += len(b)
8: clus vals += b
9: sim val = sim(ri+j , ri+j+1)
10: clus id += str(i+j)+‘ ’
11: j += 1
12: O[clus id] = clus vals
13: i += j

Algorithm 2. Merging Clusters using Size

Input:
- S: Set of clusters (c : [v1, . . . , vl])
- Minimum number of elements in a cluster k

Output:
- O: Set of k-anonymous clusters
(‘c x . . . (x + y)′ : [v1, . . . , vk])

1: ids = []; sizes = []
2: for (r, b) ∈ S do
3: ids += [r]; sizes += [len(b)]
4: min size = min(sizes)
5: while min size < k and len(ids) > 1 do
6: min size clus=S.getID(len(b)=min size)
7: clus vals=S[min size clus]
8: i = ids.getindex(min size clus)
9: prev clus = ids[i-1]; next clus = ids[i+1]
10: if len(S[prev clus]) < len(S[next clus])
11: clus id = min size clus + prev clus
12: clus vals += S[prev clus]
13: else
14: clus id = min size clus + next clus
15: clus vals += S[next clus]
16: update(sizes); min size = min(sizes)
17: O[clus id] = clus vals

is greater than or equal to st, then we continue to merge the next clus-
ter with the current cluster. Lines 5-11 show this loop of merging. In line
12, the values in the merged cluster are stored in the output set of k-
anonymous clusters with its cluster ID. This method inserts similar values
into one cluster, at the cost that the resulting larger clusters will generate
more candidate record pairs.

(b) SNC-Size: Clusters are merged until the minimum size of the clusters
becomes greater than or equal to k by iteratively identifying the smallest
cluster. Algo. 2 provides an overview of this method. In lines 2-4, we find
the cluster with the smallest number of elements, and if this number is
less than k (line 5) we merge it with the smaller of its two neighboring
clusters. We repeat this merging (lines 5-17) until the minimum cluster
size is at least k. The values in the merged cluster are stored in the output
set of k-anonymous clusters in line 17 along with its cluster ID. Compared
to SNC-Sim, this method results in a smaller number of records in most
clusters. However, true matches might be missed depending on the value
for k, because the similarity between values is not considered.

5. Once the k-anonymous clusters are created, they need to be sent to a third
party, Carol, to generate candidate record pairs. The values in the clusters
are replaced by their (encrypted) record IDs.

Carol receives the k-anonymous clusters from Alice and Bob and performs the
following steps:

6. Find corresponding clusters from Alice and Bob based on the reference po-
sition values in the cluster IDs to generate candidate record pairs as is illus-
trated in Fig. 4.
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Fig. 4. The merging of corresponding clusters from Alice and Bob to generate candidate
record pairs (made of record IDs) as conducted by Carol in Step 6 of the protocol

Algorithm 3. Generating Candidate Record Pairs

Input:

- OA: Alice’s set of k-anonymous clusters

- OB: Bob’s set of k-anonymous clusters

Output:
- C: Set of candidate record pairs

1: for (iA, bA) ∈ OA do

2: ref pos vals alice = get ref pos vals(iA)

3: bob clusters = []; bB = []
4: for ref pos ∈ ref pos vals alice do

5: bob clusters += OB.getIDs(ref pos ∈ ID)

6: bB += OB[bob clusters]

7: for alice rec ID ∈ bA do

8: for bob rec ID ∈ bB do
9: C += [alice rec ID,bob rec ID]

This process is explained in Algo. 3. From the cluster IDs, Carol extracts
the position values of the reference values that reside in the corresponding
clusters (line 2). In lines 3-6, Carol finds for each of Alice’s clusters all of
Bob’s clusters that need to be merged by extracting the position values from
Alice’s cluster IDs. Carol then performs a nested loop (lines 7-9) over Alice’s
clusters and Bob’s corresponding clusters, and stores the record pairs from
Alice’s and Bob’s records in the output set of candidate record pairs.

7. Carol sends the record IDs of the candidate pairs C back to Alice and Bob
which then employ a PPRL protocol on each block individually [14, 21, 24].

4 Analysis of the Protocol

In this section we analyse our SNC private blocking approach in terms of com-
plexity, privacy, and quality.

1. Complexity: Assuming both databases contain n records (n = nA =
nB) and nR reference values are selected from the reference dataset, sorting
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these nR reference values is of O(nR log nR) complexity, and inserting the n
database records into the sorted list of reference values is of O(n) complexity.
At the end of the insertion of records into the sorted list, there will be nR
clusters each represented by one reference value. Merging clusters to create
k-anonymous clusters requires a loop over nR clusters, which is of O(nR)
complexity, and results in less than or equal to nR merged clusters.

Sending these clusters to Carol is of O(n) communication complexity.
Carol performs a loop over the clusters (a maximum of nR clusters) to merge
and generate candidate record pairs from Alice’s and Bob’s records. The
computation complexity of this step is O(n2R).

The overall complexity of our approach is linear in the size of the databases
n and quadratic in the number of reference values nR. The number of re-
sulting clusters will be on average n/k. Assuming each cluster contains k
records, the number of candidate record pairs generated by our approach is
n
k × k2 = n k.

2. Privacy: We assume that all parties that participate in the protocol follow
the ‘honest but curious’ (HBC) adversarymodel [4, 5], in that they try to find
out as much as possible about the data from other parties while following the
protocol. Since each cluster consists of at least k elements, it is difficult for
Carol to perform an attack to infer individual records. The value for k has
to be chosen carefully. A higher value for k provides stronger privacy guaran-
tees but more candidate record pairs will be generated. The variance between
the cluster sizes generated with our approach is very low compared to other
private blocking techniques. Therefore, Carol cannot learn the frequency dis-
tribution of the clusters generated to conduct a frequency attack. We present
the cluster sizes generated on some real databases in Sect. 5.

Merging the blocks to create k-anonymous clusters makes the protocol
more secure and harder for a frequency attack. Further, Carol does not
know how the reference values R′ were selected from the reference dataset
R (R′ ∈ R), and therefore she cannot learn the clustering details. However,
as with other three-party protocols, collusion between the third party and
one of the database owners with the aim to identify the other database
owner’s data, is a privacy risk in this approach as well [4, 5].

3. Quality: A good blocking technique should have two properties [3]: (1)
effectiveness - all similar records should be grouped into the same cluster,
and (2) efficiency - the number candidate record pairs should be as small as
possible while including all true matching record pairs. SNC-Sim retrieves
more similar records compared to SNC-Size as similarity is used in SNC-Sim
to determine the maximum size of a cluster. However, SNC-Sim is more likely
to group more records into one cluster. This results in higher effectiveness
and lower efficiency for the SNC-Sim method comparatively.

The value of k also determines the effectiveness and efficiency of blocking.
A higher value for k results in a more effective but less efficient blocking. An
optimal value for k needs to be set such that high values for both effectiveness
and efficiency are achieved while k guarantees sufficient privacy as well.
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Table 1. The number of records in the datasets used for experiments, and the number
of records that occur in both datasets of a pair (i.e. the number of true matches)

Dataset sizes 25% overlap 50% overlap 75% overlap

1730 / 1730 446 897 1310

17,294 / 17,294 4365 8611 12,973

172,938 / 172,938 42,980 86,363 129,542

1,729,379 / 1,729,379 432,538 864,487 1,297,029

5 Experimental Evaluation

We conducted experiments using a real Australian telephone database contain-
ing 6,917,514 records. We extracted four attributes commonly used for record
linkage: Given name (with 78,336 unique values), Surname (with 404,651 unique
values), Suburb (town) name (13,109 unique values), and Postcode (2,632 unique
values). To generate datasets of different sizes, we sampled 0.1%, 1%, 10% and
100% of records in the full database twice each, and stored them into pairs of
files such that 25%, 50% or 75% of records appeared in both files of a pair.
Table 1 provides an overview of the twelve pairs of datasets we generated.

The record pairs that occur in both datasets are exact matches. To investigate
the performance of our protocol in the context of ‘dirty data’ (where attribute
values contain errors and variations), we generated another series of datasets
where we modified each attribute value by applying one randomly selected char-
acter edit operation (insert, delete, substitute, or transposition) [25]. As it turns
out, there is no difference in the performance of our protocol with modified and
not modified datasets, and we therefore only report averaged results.

We prototyped the protocol using the Python programming language (version
2.7.3). We also implemented prototypes of Karakasidis et al. [15]’s k-anonymous
nearest neighbor clustering and Durham [16]’s Hamming based locality sensitive
hashing for comparative analysis and evaluation. We name these two techniques
as k-NN and HLSH in the results, respectively.We used parameter settings for the
k-NN and HLSH methods in a similar range as used by the authors of these two
state-of-the-art private blockingmethods. For k-NN, k is set to 3 and the similarity
threshold is set as st = 0.6. In the HLSHmethod, the number of iterations is set to
μ = 20, the number of hash functions is 30, and the number of bits to be sampled
from the Bloom filters at each iteration is φ = 24. The parameters for the SNC
approacheswere set as k = 100 and st = 0.9.All tests were run on a compute server
with 64 bit Intel Xeon (2.4 GHz) CPUs, 128 GBytes of main memory and running
Ubuntu 11.04. The prototype and test datasets are available from the authors.

Fig. 5 shows the total time required for private blocking of the four approaches.
As can be seen from the figure, the SNC approach (both variations of SNC-Sim
and SNC-Size) requires nearly two magnitudes less time by the database owners
than the other two approaches (i.e. around 100 times faster) and is also linear
in the size of the databases. We were unable to conduct experiments for the
HLSH and k-NN approaches on the 1,729,379 datasets due to their memory
requirements. The k-NN approach requires less time for the third party than
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Fig. 5. Total time of the four blocking approaches required by database owners (left)
and third party (right) averaged over the results of all variations of each dataset
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Fig. 6. RR and PC values for the k-anonymous SNC blocking approaches with the
17,294 datasets (left plot) and total time of the SNC approaches for different k against
the dataset size (right plot) averaged over the results of all variations of each dataset

the SNC approaches, because a smaller number of candidate record pairs are
generated with the k-NN approach at the cost of much reduced number of true
matched record pairs (as is illustrated in the right plot in Fig. 7).

Reduction Ratio (RR) and Pairs Completeness (PC) can be used to assess
the efficiency and effectiveness of blocking, respectively [3]. RR is the fraction
of record pairs that are removed by a blocking technique and PC is the fraction
of true matching record pairs that are included in the candidate record pairs
generated by a blocking technique. The SNC approaches achieve high values for
both PC and RR even when k = 100, which gives a strong privacy guarantee
(Fig. 6 left plot). As discussed in Sect. 4, the effectiveness of blocking increases
with k while efficiency decreases. As expected, the SNC-Sim approach provides
a relatively higher PC than the SNC-Size. The right plot in Fig. 6 shows the
scalability of our approach with different values for k.

The size of the clusters generated by the four approaches and the resulting PC
and RR values are presented in Fig. 7. The SNC approaches have lower variances
between the cluster sizes which makes a frequency attack by Carol harder. As
illustrated in the left plot, the SNC approaches generate nearly uniform distri-
butions of clusters. The k-NN approach has a higher RR but lower PC, while
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and below the mean of the distribution (left plot); and RR and PC values of the four
approaches (right plot) using the 17,294 and 172,938 datasets

a lower RR and higher PC are achieved with the HLSH approach. The SNC
approach performs superior compared to the other two approaches by achieving
higher results for both RR and PC.

6 Conclusion

In this paper, we proposed an efficient private blocking technique that can be
used to make privacy-preserving record linkage applications scalable to large
databases. Our method is based on the sorted nearest neighborhood clustering
approach, and uses a combination of the privacy techniques reference values and
k-anonymous clustering. Experiments conducted on real-world large databases,
each containing nearly 2 million records, validate that our approach is scalable
and effective in generating candidate record pairs while preserving k-anonymity
privacy characteristics. Our approach also outperforms two existing state-of-the-
art private blocking techniques in terms of speed, efficiency, and effectiveness.

As discussed earlier, three-party solutions are often susceptible to collusion
between parties. As future work, we aim to study how the sorted neighborhood
clustering can be used for private blocking in a two-party context. Theoretically
analyzing and modelling the privacy, complexity, and quality of our solution is
another direction for future research.
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Abstract. Recent work showed the necessity of incorporating a user’s
background knowledge to improve the accuracy of estimates from noisy
responses of histogram queries. Various types of constraints (e.g., lin-
ear constraints, ordering constraints, and range constraints) may hold
on the true (non-randomized) answers of histogram queries. So the idea
was to apply the constraints over the noisy responses and find a new set
of answers (called refinements) that are closest to the noisy responses
and also satisfy known constraints. As a result, the refinements expect
to boost the accuracy of final histogram query results. However, there
is one key question: is the ratio of the distributions of the results after
refinements from any two neighbor databases still bounded? In this pa-
per, we introduce a new definition, ρ-differential privacy on refinement,
to quantify the change of distributions of refinements. We focus on one
representative refinement, the linear refinement with linear constraints
and study the relationship between the classic ε-differential privacy ( on
responses) and our ρ-differential privacy on refinement. We demonstrate
the conditions when the ρ-differential privacy on refinement achieves the
same ε-differential privacy. We argue privacy breaches could incur when
the conditions do not meet.

Keywords: differential privacy, linear constraint, refinement, background
knowledge.

1 Introduction

Research on differential privacy [1, 2] has shown that it is possible to carry out
data analysis on sensitive data while ensuring strong privacy guarantees. Differ-
ential privacy is a paradigm of post-processing the output of queries. Differential
privacy is defined as a property of a query answering mechanism, and a query
answering mechanism satisfying differential privacy must meet the requirement
that the distribution of its noisy query responses change very little with the
addition or deletion of any record, so that the analyst can not infer the presence
or absence of some record from the responses. Formally, differential privacy uses
a user-specified privacy threshold ε to bound the ratio of the probabilities of the
noisy responses from any two neighbor databases (differing one record).

Recent work [3–5] showed the necessity of incorporating a user’s background
knowledge to improve the accuracy of estimates from noisy responses of his-
togram queries. Various types of constraints (e.g., linear constraints, ordering
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constraints, and range constraints) may hold on the true (non-randomized) an-
swers of histogram queries. So the idea was to apply the constraints over the
noisy responses and find a new set of answers (called refinements) that are clos-
est to the noisy responses and also satisfy known constraints. As a result, the
refinements expect to boost the accuracy of final histogram query results.

However, there is one key question: is the ratio of the distributions of the
results after refinements from any two neighbor databases still bounded? In this
paper, we introduce a new definition, ρ-differential privacy on refinement, to
quantify the change of distributions of refinements. We focus on one represen-
tative refinement, the linear refinement with linear constraints and study the
relationship between the classic ε-differential privacy (on responses) and our
ρ-differential privacy on refinement. We demonstrate the conditions when the
ρ-differential privacy on refinement achieves the same ε-differential privacy. We
argue privacy breaches could incur when the conditions do not meet.

2 Differential Privacy Revisited

We revisit the formal definition and the mechanism of differential privacy. We
denote the original database as D, and its neighboring database as D′. We will
concentrate on pairs of databases (D,D′) differing only in one row, meaning one
is a subset of the other and the larger database contains just one additional row.

Definition 1. (ε-differential privacy) [1]. A mechanism K is ε-differentially pri-
vate if for all databases D and D′ differing on at most one element, and any
subsets of outputs S ⊆ Range(K),

Pr[K(D) ∈ S] ≤ eε × Pr[K(D′) ∈ S] (1)

Theorem 1. [1] For f : D → Rd, the mechanism Kf that adds independently
generated noise with distribution Lap(Δf/ε) to each of the d output terms satis-
fies ε-differential privacy, where the sensitivity, Δf , is Δf = maxD,D′‖f(D)−
f(D′)‖1 for all D, D′ differing in at most one element.

The mechanism for achieving differential privacy computes the sum of the true
answer and random noise generated from a Laplace distribution. The magnitude
of the noise distribution is determined by the sensitivity of the computation and
the privacy parameter specified by the data owner. Differential privacy maintains
composability, i.e., differential privacy guarantees can be provided even when
multiple differentially-private releases are available to an adversary, and can
extend to group privacy, i.e., changing a group of k records in the data set
induces a change of at most a multiplicative ekε in the corresponding output
distribution [6].

3 ρ-Differential Privacy on Refinement

In this section, we first describe the notations and then formally define refinement
based on background knowledge. We present definitions of unbiased refinement
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and constrained refinement. We finally introduce our key concept, ρ-differential
privacy on refinement, and use an illustrating example to show the differ-
ence between the proposed ρ-differential privacy on refinement and the classic
ε-differential privacy.In a differentially private query answering mechanism, the
analyst submits queries, the mechanism generates true values for the query, and
perturbs them with calibrated noise to derive the responses, then returns the
responses to the analyst. Usually, the analyst may possess some background
knowledge about the database. With background knowledge, the analyst can
refine the responses given by the mechanism, and may obtain more accurate
values for his queries.

3.1 Definition

We denote the original database as D, and its neighboring database as D′ which
differs from the original database by a single record. The vector-valued query is
denoted as Q, Q = (q1, q2, · · · , qn)T . We denote the true value from database
D for the query as μ, μ = (μ1, μ2, · · · , μn)T , and the response from database D
for the query as X , X = (X1, X2, · · · , Xn)

T . And we denote the true value from
database D′ for the query as μ′, μ′ = (μ′1, μ

′
2, · · · , μ′n)T , and the response from

database D′ for the query as X ′, X ′ = (X ′
1, X

′
2, · · · , X ′

n)
T . The randomization

mechanism satisfies ε-differential privacy, i.e., for an arbitrary set of integers
S = {i, j, . . . , k} ⊆ {1, . . . , n},

e−ε ≤ Pr[XS ]

Pr[X ′
S ]

≤ eε (2)

Assume that the user knows some background knowledge about D and D′

denoted by B and B′ respectively. For database D, we denote the estimated
value as X̂ derived by the analyst from the response using background knowl-
edge, X̂ = (X̂1, X̂2, · · · , X̂n)

T , for database D′, we denote it as X̂ ′, X̂ ′ =

(X̂ ′
1, X̂

′
2, · · · , X̂ ′

n)
T .

Definition 2. (Refinement) Given the background knowledge B on database

D, the refinement X̂ = (X̂1, . . . , X̂n)
T is the user’s estimation on the true value

of query Q(D) based on the response X: X̂ = rf(X |B,D).

Similarly, given response X ′ from D′, the refinement to estimate Q(D′) is X̂ ′ =
rf(X ′|B′,D′).

Definition 3. (UnbiasedRefinement)The refinement X̂ is unbiased ifE(X̂) =
μ stands for any μ.

Definition 4. (Constrained Refinement) The refinement X̂ is a constrained

refinement if X̂ always satisfies the background knowledge B for any response X.

The two refinements, X̂ = (X̂1, . . . , X̂n) from D and X̂ ′ = (X̂ ′
1, . . . , X̂

′
n) from

D′, may be mapped to two disjoint spaces by the refinement function rf(). In this
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case, either the numerator or the denominator of ratio Pr(X̂=x)

Pr(X̂′=x)
is 0. However,

this difference is due to the refinement strategy and does not disclose any privacy
information.

Definition 5. (ρ-differential privacy on refinement) Given the refinements

X̂ and X̂ ′ and an arbitrary set of integers S = {i, j, . . . , k} ⊆ {1, . . . , n}, define

X̂S = (X̂i, X̂j, . . . , X̂k) and X̂
′
S = (X̂ ′

i, X̂
′
j , . . . , X̂

′
k).

Let RS and R′
S be the sets of all possible values of X̂S and X̂ ′

S respectively.
The refinement satisfies differential privacy, if RS ∩R′

S 
= ∅ and for any subset
Ω ⊆ R ∩R′ the following inequality stands

e−ρ ≤ Pr[X̂S ∈ Ω]
Pr[X̂ ′

S ∈ Ω]
≤ eρ. (3)

3.2 An Illustrating Example

Example 1. The analyst submits a vector-valued query Q, Q = (q1, q2)
T ,

max |μ − μ′| = 1, and σ = 1
ε . The analyst has the background knowledge that

μ1+μ2 = c and μ′1+μ
′
2 = c′. One method to refine the response is shown in (4):

X̂1 =
1

2
(X1 + c−X2), X̂2 =

1

2
(X2 + c−X1). (4)

Equivalently expressed in matrix:(
X̂1

X̂2

)
=

(
1
2 − 1

2
− 1

2
1
2

)(
X1

X2

)
+

(
1
2
1
2

)
c (5)

The refinement in (5) belongs to constrained refinement. So we can calculate the

ratio Pr(X̂1 = x1)/Pr(X̂
′
1 = x1) to obtain the bound. First, from formula (5),

we derive the probability density function of X̂1 and X̂ ′
1, shown in (6) and (7).

fX̂1
(x1) =

1

2σ

∫
R

exp

{
−|2x1 + x2 − c− μ1|+ |x2 − μ2|

σ

}
dx2 (6)

fX̂′
1
(x1) =

1

2σ

∫
R

exp

{
−|2x1 + x2 − c′ − μ′1|+ |x2 − μ′2|

σ

}
dx2 (7)

Without loss of generality, we assume that μ1 − μ′1 = 1. When x1 is sufficiently
large, we can simplify formulas (6) and (7) to formulas (8) and (9) respectively.

fX̂1
(x1) =

1

2σ
(σ + 2x1 − 2μ1) exp

{
−2(x1 − μ1)

σ

}
(8)

fX̂′
1
(x1) =

1

2σ
(σ + 2x1 − 2μ′1) exp

{
−2(x1 − μ′1)

σ

}
(9)



On Linear Refinement of Differential Privacy-Preserving Query Answering 357

The ratio of the two PDFs can then be calculated as shown in (10), which tends
to be e2ε for large value of response X1.

fX̂1
(x1)

fX̂′
1
(x1)

=
(σ + 2x1 − 2μ1)

(σ + 2x1 − 2μ′1)
exp

{
2(μ1 − μ′1)

σ

}
=

(σ + 2x1 − 2μ1)

(σ + 2x1 − 2μ′1)
e2ε → e2ε (as x1 → ∞) (10)

So we can conclude that the ratio between the distributions of refinements for
databases D and D′ could be different from the ratio between the distributions of
responses. In this example, the classic ε-differential privacy incurs 2ε-differential
privacy on refinement. �

4 Background Knowledge and Refinement Analysis

In this section, we formally the linear constraint based background knowledge
and conduct theoretical analysis on how refinement strategies affect differential
privacy on refinement. We will use the following scenario as a running example
throughout this section. Consider that a data publisher (such as a school) has
collected grade information about a group of students and would like to allow
the third party to query the data while preserving the privacy of the individuals
involved. Assume the analyst submits a simple vector query:Q =(qA, qB , qC , qD,
qF , qp, qt). qA, qB, qC , qD, and qF represent the numbers of students receiving
grades A, B, C, D, and F respectively; qp represents the number of passing
students (grade D or higher) and qt represents the query for the number of all
the students. ⎧⎪⎨⎪⎩

μA + μB + μC + μD − μp = 0

μF + μp − μt = 0

μA + μB = 80

(11)

The analyst may have the background knowledge in terms of the linear con-
straints shown in (11). The first two constraints are by the definition and inde-
pendent of the underlying database whereas the third constraint holds specifi-
cally on the current database.

The analyst may have the background knowledge in terms of the ordering
constraint, e.g., μA ≤ μp. Ordering constraint can also be enforced when the
user submits the vector query. For example, the analyst may submit a simple
ascending ordering query that shows the number of students in each category.
In other words, the analyst knows for sure that μ1 ≤ μ2 ≤ ... ≤ μn although the
responses may not hold the order constraints due to calibrated noises. Similarly
the range constraint denotes the true answer of a particular query is within some
finite range, e.g., μA ∈ [1, 10]. Range constraints are often implicitly used in the
post-process of noisy output. For example, users apply non-negative constraints
when dealing with responses with negative values for attributes like age or salary.
We will study these types of background knowledge in our future work.
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4.1 Refinement with Linear Constraint

Assume that the user knows m linear combinations of the true answers:

b1iμ1 + b2iμ2 + · · ·+ bniμn = ci, i = 1, . . . ,m.

Equivalently, bTi μ = ci, where bji is the j-th entry of bi. Let B = [b1, . . . , bm]
and c = (c1, . . . , cm)T .

Definition 6. (Linear Constraint) The background knowledge with linear
constraint can be expressed as

BTμ = c,

where B is an n×m matrix and c is an m-dimensional constant vectors.

Under the linear constraint based background knowledge, a constrained refine-
ment X̂ must satisfy BT X̂ = c for any response X .

Definition 7. (Refinement with Linear Constraint) The refinement X̂ is
linear if it can be expressed as

X̂ = AX +Dc+ h, (12)

where A and D are n × n and n × m matrices respectively, and h is an n-
dimensional constant vector.

4.2 A General Result

Theorem 2. Suppose that the user possesses the linear background knowledge
BTμ = c and BTμ′ = c′ for database D and D′ respectively, and he implements
some constrained linear refinement as shown in (12) to estimate μ. Assume
rank(B) = m and rank(A) = r = n−m. Let U = (U1,U2) ,V = (V1,V2) , Σ =(
Σ1 0
0 0

)
,be the SVD of A: A = UΣV T , and A∗ = V

(
Σ−1

1 0
0 Im

)
UT . Adding

noise from distribution Lap(σ), σ = ΔQ/ε, would result in

ρ =
ε‖A∗D(c− c′)− (μ− μ′)‖1

‖μ− μ′‖1
,

where μ and μ′ are from the two databases that achieves ‖μ− μ′‖1 = ΔQ.

Proof. Let Ω = {ω1, . . . , ωk} ⊆ {1, 2, . . . , n}, and PΩ be the n × k matrix with
P (ωi, i) = 1 and 0 elsewhere. Similarly, Ω̄ = {1, . . . , n} − Ω. with n × (n − k)
matrix PΩ̄ defined likewise. We can rewrite the refinement function to

X̂ = UΣV TX +Dc+ h.

Let Z =
(
Z1

Z2

)
=
(
Σ1 0
0 I

)
V TX . With V T = V −1 and |V | = 1, we can have that

the PDF of Z is

fZ(z) =
1

|Σ1|
fX(V Σ∗z), where Σ∗ =

(
Σ−1

1 0
0 I

)
.
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Let W = UZ, S = X̂ − Dc − h = U1Z1, and T = U2Z2. Then, W = S + T ,
S ∈ U∞, S ∈ U∈, and the PDF of W is given by

fW (w) =
1

|Σ1|
fX(V Σ∗UTw) =

1

|Σ1|
fX(A∗w).

Notice that S and T are actually the projection of W onto the space spanned
by U1 and U2 respectively, and the two spaces are orthogonal. For any s ∈ U∞
and t ∈ U∈, W = s+ t would always give S = s. Therefore, if s ∈ U∞, the PDF
of S is given by

fS(s) =
1

|Σ1|

∫
U∈

fX [A∗(s+ t)]dt =
1

|Σ1|

∫
fX
[
A∗ (s+ U

(
0
z2

))]
dU
(

0
z2

)
=

1

|Σ1|

∫
fX (A∗s+ V2z2) dz2.

Hence, the PDF of X̂ can be given by

fX̂(x) =
1

|Σ1|

∫
fX [A∗(x−Dc− h) + V2z2] dz2,

if UT
2 (x−Dc− h) = 0, and fX̂(x) = 0 otherwise.

Similarly, the PDF of X̂ ′ is given by

fX̂′(x) =
1

|Σ1|

∫
fX′ [A∗(x−Dc′ − h) + V2z2] dz2,

if UT
2 (x−Dc′ − h) = 0, and fX̂(x) = 0 otherwise.

Notice that X̂Ω = PT
Ω X̂ , X̂Ω̄ = PT

Ω̄
X̂ and X̂ = PΩX̂Ω + PΩ̄X̂Ω̄. The PDF of

X̂Ω can be expressed as

fX̂Ω
(xΩ) =

1

|Σ1|

∫∫
D(xΩ)

dz2dxΩ̄fX [A∗ (PΩxΩ + PΩ̄xΩ̄ −Dc− h) + V2z2] ,

(13)

where D(xΩ) = {xΩ̄ : UT
2 (PΩxΩ + PΩ̄xΩ̄ −Dc− h) = 0}.

The PDF of X̂ ′
Ω can be derived in a similar manner. When the ratio of the

integral kernels in (13) is bounded, i.e.,

e−ε ≤ fX [A∗(x−Dc− h) + V2z2]

fX′ [A∗(x−Dc′ − h) + V2z2]
≤ eε, (14)



360 X. Ying, X. Wu, and Y. Wang

the ratio of the integrals, fX̂Ω
(xΩ)/fX̂′

Ω
(xΩ), is also bounded by [e−ε, eε]. Note

that fX and fX are the Laplace distribution p.d.f., and hence

fX̂Ω
(xΩ)

fX̂′
Ω
(xΩ)

≤ fX [A∗(x−Dc− h) + V2z2]

fX′ [A∗(x−Dc′ − h) + V2z2]

≤
exp{ 1

σ ‖A∗(x−Dc− h) + V2z2 − μ‖1}
exp{ 1

σ‖A∗(x−Dc′ − h) + V2z2 − μ′‖1}

≤ exp

{
± 1

σ
‖A∗D(c− c′)− (μ− μ′)‖1

}
.

Therefore, when the noise is added according to the classical schema , i.e., take
σ = ΔQ

ε = 1
ε‖μ−μ′‖1, we can have fX̂Ω

(xΩ)/fX̂′
Ω
(xΩ) is bounded by e±ρ where

ρ =
ε‖A∗D(c− c′)− (μ− μ′)‖1

‖μ− μ′‖1
. ��

A special case of the above result is that ρ = ε when c = c′ (no difference
on constants of linear background constraints over two neighbor databases).
However, in practice, c could be different from c′ (refer to the example shown in
Appendix), the ρ-differential privacy on refinement is generally different from the
ε-differential privacy. A direct result from the above theorem is that, in order
to guarantee e−ε ≤ fX̂Ω

(xΩ)/fX̂′
Ω
(xΩ) ≤ eε, we can choose σ = 1

ε maxD,D′

‖A∗D(c− c′)− (μ− μ′)‖1.

4.3 The Best Linear Refinement

Consider the following least square refinement based on the linear background
knowledge:

min ‖X̂ −X‖2 s.t. BT X̂ = c. (15)

Theorem 3. The least square refinement from the optimization problem in (15)
is given by

X̂ =
[
I −B(BTB)−1BT

]
X +B(BTB)−1c. (16)

The refinement shown in (16) is a constrained unbiased refinement. It has the

minimum variance of X̂i, i = 1, . . . , n, among all linear unbiased refinements.

Proof. The Lagrange function of (16) is

L = (X̂ −X)T (X̂ −X)− 2Λ(BT X̂ − c).

Taking ∂L
∂X̂

= 0, we can have X̂ = X +BTΛ, and hence

BT X̂ = BT (X +BΛ) = c

Λ = (BTB)−1(c −BTX)

X̂ = X +B[(BTB)−1(c−BTX)]
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Equivalently, X̂ can be expressed as follows:

X̂ = [I −B(BTB)−1BT ]X +B(BTB)−1c.

Next, we show that X̂ is a unbiased constrained refinement:

BT X̂ = BTX −BTB(BTB)−1BTX +BTB(BTB)−1c = c.

E(X̂) = [I −B(BTB)−1BT ]E(X) +B(BTB)−1c

= μ−B(BTB)−1BTμ+B(BTB)−1c = μ.

Next, we prove the minimal variance property. We use M to denote the matrix
I − B(BTB)−1BT . Then we have M = MT , MMT = M . We can further
show that (A− I)M = 0. Notice that the following equalities stand for any μ,

E(X̂) = AE(X) +Dc+ h ⇒ μ = Aμ+DBTμ+ h.

We can thus have I −A = DBT and h = 0. Therefore,

(A− I)M = −DBT [B(BTB)−1BT − I] = 0.

Since Cov(X̂) = ACov(X)A′ = 2σ2AAT , V(X̂i)/2σ
2 is the i-th diagonal entry

of matrix AAT . With MMT = M and (A− I)M = 0, we can have

AAT = [(A−M) +M ][(A −M)T +MT ] = (A−M)(A −M)T +M .

Since (A−M)(A−M)T is the semi-positive definite matrix, and the the diagonal
entries are non-negative, and hence (AAT )ii ≥ Mii with A = M minimizes
(AAT )ii, i = 1, . . . , n.

5 Conclusion and Further Discussion

In this paper we have introduced a new definition, ρ-differential privacy on re-
finement, to quantify the change of distributions of results after refinements.
We focus on one representative refinement, the linear refinement with back-
ground knowledge as linear constraints and investigate the relationship between
the classic ε-differential privacy (on responses) and our ρ-differential privacy on
refinement.

Three techniques were proposed to use constraints to boost accuracy of an-
swering range queries over histograms [3–5]. The refinement approach (also called
constrained inference) [3] focused on using consistency constraints, which should
hold over the noisy output, to improve accuracy for a variety of correlated his-
togram queries. The idea was to find a new set of answers q̄ that is the closet set
to the set of noisy answers q̃ and that also satisfies the consistency constraints.
The proposed approach, the minimum least squares solution, was a special case
of our linear refinement with linear constraints presented in this paper. Hay et al.
in [3] also showed that the inferred q̄ based on the minimum L2 solution satisfies
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ε-differential privacy. In our work, we introduced the general linear refinement
and showed the conditions on when the refinement based on the general linear
constraints achieves the same ε-differential privacy as defined over distributions
of responses. The authors extended to refine degree distribution of networks un-
der the context of publishing private network data [7]. Xiao et al. in [4] proposed
an approach based on the Haar wavelet. In [5], the authors unified the two ap-
proaches [3, 4] in one general framework based on the matrix mechanism that
can answer a workload of predicate counting queries.

One key question is whether background knowledge can be exploited by ad-
versaries to breach privacy. It is well known that for the pre-processing based
privacy preserving data mining models, several works [8, 9] showed the risks of
privacy disclosure by incorporating a user’s background knowledge in the rea-
soning process. In contrast, in the context of differential privacy, the authors
in [1, 2] stated that differential privacy provides formal privacy guarantees that
do not depend on an adversary’s background knowledge (including access to
other databases) or computational power. In [10], the authors gave an explicit
formulation of resistance to background knowledge. The formulation follows the
implicit statement: Regardless of external knowledge, an adversary with access
to the sanitized database draws the same conclusions whether or not my data
is included in the original data. They presented a mathematical formulation of
background knowledge and belief. The belief is modeled by the posteriori distri-
bution: given a response, the adversary draws his belief about the database using
Baye’s rule to obtain a posterior refinement. In [3–5], the authors also stated that
the refinement has no impact on the differential privacy guarantee. This is be-
cause the analyst performs the refinement without access to the private data,
using only the constraints and the perturbed responses. The perturbed responses
are simply the output of a differentially private mechanism and post-processing
of responses cannot diminish the rigorous privacy guarantee.

In [11], the authors examined the assumptions of differential privacy from the
data generation perspective and proposed a participation-based guideline - does
deleting an individual’s tuple erase all evidence of the individual’s participation
in the data-generation process? - for determining the applicability of differential
privacy. They showed that the privacy guarantee from differential privacy can
degrade when applied to social networks or when deterministic statistics (of a
contingency table) have been previously released. The deterministic statistics
can be modeled as linear constraints with fixed c values. In this case, c could be
different from c′. Based on our Theorem 2, the ρ-differential privacy on refine-
ment is different from the ε-differential privacy and we have to add larger noise
to prevent privacy breaches. In practice, the adversary may possess any kind of
background knowledge, which may even include the a-priori knowledge of the
exact values of all other n−1 individuals. We refer readers to the example shown
in Appendix where the adversary can exploit the background knowledge of the
other n− 1 individuals in the database to infer the value of a specific individual.
We argue that the privacy breach is caused by the combination of the random-
ization mechanism and the background knowledge. In our future work, we would



On Linear Refinement of Differential Privacy-Preserving Query Answering 363

explore whether refinements with some particular background knowledge (e.g.,
ordering or range constraints) can incur privacy breaches, i.e., enabling the ad-
versary to draw significantly different beliefs about the databases.
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A Appendix

A.1 Example When c �= c′

Database D with n records is obtained by adding one record to database D0.
Every record in D belongs to one of two categories. The attacker knows that
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in D0, kμ1 = μ2, where μi denotes the count of category i in D0, i = 1, 2.
The added record belongs to either of the two categories, denoted by D′ and

D′′ respectively. Let μ′ =
(

μ′
1

μ′
2

)
and μ′′ =

(
μ′′
1

μ′′
2

)
be the counts of D′ and D′′

respectively. The background knowledge can be expressed as:

if D′ is true: kμ′1 − μ′2 = BTμ′ = c′ = k,

if D′′ is true: kμ′′1 − μ′′2 = BTμ′′ = c′′ = −1,

where B =
(

k
−1

)
.

Response X = (X1, X2) is obtained by adding noise Lap(2ε ). Next, we show

that, forD′ andD′′, the refinements X̂ ′ and X̂ ′′ do not satisfy differential privacy.
Consider the following refinement:

For D′ : X̂1 =
X1 +X2 + k

k + 1
, and X̂2 = X2; (17)

For D′′ : X̂1 =
X1 +X2 − 1

k + 1
, and X̂2 = X2. (18)

Comparing (17) and (18) with the general linear refinement formula in (12), we
can have

A =

(
1

k+1
1

k+1

0 1

)
, D =

(
1

k+1

0

)
, and h =

(
0
0

)
.

When X1 satisfies x1 ≥ μ′
1+μ′

2+k
k+1 , we can have

fX̂′
1
(x1) =

∫
R

fX1(z)fX2 [(k + 1)x1 − k − z]dz

∝
∫
R

exp

{
−|z − μ′1|+ |z − (k + 1)x1 + k + μ

′
2|

σ

}
dz

=exp

{
n+ k − (k + 1)x1

σ

}
[(k + 1)x1 − k − n]

(note n = μ′1 + μ
′
2).

For D′′, we can similarly have that when x1 ≥ μ′′
1 +μ′′

2 −1
k+1 ,

fX̂′′
1
(x1) ∝ exp

{
n− 1− (k + 1)x1

σ

}
[(k + 1)x1 + 1− n].

With σ = 2
ε (satisfying ε-differential privacy), we can have:

lim
x1→∞

fX̂′
1
(x1)

fX̂′′
1
(x1)

= exp

[
(k + 1)ε

2

]
.

Therefore, the ratio fX̂′
1
/fX̂′′

1
reaches e

(k+1)ε
2 for sufficiently largeX1+X2, which

indicates the adversary can tell which database of D′ and D′′ the response is
from. In other words, the adversary can derive the value of the added record by
refinement.
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Abstract. Recommender systems are very useful due to the huge vol-
ume of information available on the Web. It helps users alleviate the
information overload problem by recommending users with the person-
alized information, products or services (called items). Collaborative fil-
tering and content-based recommendation algorithms have been widely
deployed in e-commerce web sites. However, they both suffer from the
scalability problem. In addition, there are few suitable similarity mea-
sures for the content-based recommendation methods to compute the
similarity between items. In this paper, we propose a hybrid recom-
mendation algorithm by combing the content-based and collaborative
filtering techniques as well as incorporating the coupled similarity. Our
method firstly partitions items into several item groups by using a cou-
pled version of k-modes clustering algorithm, where the similarity be-
tween items is measured by the Coupled Object Similarity considering
coupling between items. The collaborative filtering technique is then
used to produce the recommendations for active users. Experimental
results show that our proposed hybrid recommendation algorithm effec-
tively solves the scalability issue of recommender systems and provides
a comparable recommendation quality when lacking most of the item
features.

Keywords: Recommender systems, collaborative filtering, coupled ob-
ject similarity, clustering algorithm.

1 Introduction

A recommender system is an important intelligent tool due to the huge volume
of information on the Web. A recommender system overcomes the information
overload problem by providing users with the personalized information, products
or services (in this paper, we call them ‘items’), which satisfy the user taste and
preferences. In our daily life, typical applications of recommender systems includ-
ing Amazon, Last.fm and MovieLens, recommend products, radios and movies,
respectively. In addition, more and more e-commerce sites deploy recommender
systems to attract public users, and therefore prompt their sale revenues.
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Collaborative Filtering (CF) [1] is one of the most widely used techniques
for building recommender systems with a great success in e-commerce for its
high recommendation quality. CF algorithms recommend items (e.g., products
and movies) based on the opinions of other users that have the similar taste
or preferences, rather than the content of items. However, CF algorithms suffer
from the scalability problem [1].

Alternatively, content-based filtering (CBF) [2,3] make recommendations by
analyzing the content of users or items. Balabanović et al. [2] and Melville et al.
[3] have empirically shown that CBF techniques produce significant improvement
against CF techniques in terms of the prediction quality. However, for CBF, it
is hard to extract the reasonable features associated with items [1]. Moreover,
CBF requires appropriate metrics to compute the similarity between items. But
the existing metrics are not well-defined and not effective [4]. In addition, CBF
also faces the serious scalability problem. The computational complexity expo-
nentially rises when the number of users and items increase dramatically.

In order to overcome those challenges and solve the above issues, in this pa-
per, we propose a hybrid recommendation algorithm by combining collaborative
filtering with content-based filtering techniques. Our method firstly partitions
items into several item groups by using a coupled version of the k-modes clus-
tering algorithm, where the similarity between items is measured by the Coupled
Object Similarity (COS) [4], which considers the coupling relation between items
[5]. Then, CF is used to provide recommendations for active users. The key con-
tributions are as follows: (1) we capture the correlation among items based on
COS, which has been evaluated to outperform other similarity measures (e.g.,
SMS [6],ADD [7]) for categorical data. By this means, we overcome the similarity
measure problem in content-based filtering; (2) we apply an effective clustering
algorithm to group items, and compute the prediction within a small range of
the item neighborhood. By applying the clustering algorithm, we solve the scal-
ability problem in recommender systems; (3) we evaluate our proposed method
on MovieLens data set in terms of the scalability and recommendation quality.

This paper is organized as follows. Section 2 briefly reviews the related work.
The notations used in this paper are presented in Section 3. Section 4 describes
the framework of our proposed hybrid recommendation algorithm combining
the content-based with collaborative filtering techniques. The coupled similarity
based k-modes clustering algorithm is proposed in Section 5. Experiments are
evaluated in Section 6. Finally, we conclude this paper in Section 7.

2 Related Work

Generally, recommender systems can be classified into three classes [1]: collabo-
rative filtering (CF) approaches, content-based filtering (CBF) approaches and
hybrid approaches.

CF [8,9] approaches produce recommendations or predictions based on the
assumption that similar users have similar tastes. The similarity between users
is measured according to their history rating behaviors. CBF [2,3] approaches
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recommend items for users by analyzing the content of items and the profiles
of users. Typical CBF recommender system such as InforFinder [10]. However,
pure content-based recommendation algorithms suffer from feature extraction
problem [1].

Both CF and CBF approaches have limitations, since they make recommen-
dations only relying on user-item matrix or features of users and items, respec-
tively. Hybrid approaches by combining CF and CBF techniques help avoid
certain limitations of CF with CBF approaches. For example, Balabanović et
al.[2] proposed the recommender system Fab, which maintains user profiles based
on content analysis, and then use CF techniques to find similar users for col-
laborative recommendation. Melville et al. [3] presented a content-boosted CF
algorithm, which uses a content-based predictor to enhance existing user rating
data and then makes prediction using a weighted person correlation-based CF
algorithm. They are different from our proposed method, in which the similarity
between items is measured through COS when a recommender system analyzes
the content of items.

In addition, several clustering algorithms have been applied in recommender
systems. Rashid et al. proposed CLUSTKNN [11], which uses a variant of ba-
sic k-means algorithm to partition users into clusters, and then leverages a CF
algorithm to produce recommendations. Xue et al. proposed CBSMOOTH [12],
which uses the clusters as the computed groups and smoothes the unrated data
for individual users. Unlike our focus here, these algorithms group users or items
over a user-item matrix, while ours groups items over the set of items. Further-
more, in order to group items, our hybrid recommendation algorithm adopts a
coupled version of k-modes clustering algorithm, which outperforms other vari-
ants of k-modes clustering algorithms for categorical data sets.

3 Preliminaries

In a typical scenario, a recommender system consists of a set of n users U =
{u1, u2, ..., un}, and a set of m items O = {o1, o2, ..., om}. Each user ui ∈ U
expresses his/her preferences by rating a subset of items on a scale from one to
five. This set of items rated by the user ui is denoted as Oui(Oui ⊆ O). Each
item oj ∈ O is represented as a feature vector oj = {aj1 , aj2 , ..., ajl}, and those
features extracted from all the items are categorical. For example, if the item
set O represents a collection of movies, then the features, i.e., director, actor,
genre etc., are extracted to express a movie item. In addition, those features
have categorical values, such as “Koster”,“Grant” and “Comedy” etc. for the
feature genre.

Generally, user preferences on items are usually converted into a user-item
matrix R, with n rows and m columns. Each element rij of R represents the
rating given by user ui on item oj . The integer value of ratings falls into [0,5],
in which 0 indicates that the user has not rated the item. The higher rating
corresponds to the better satisfactory.
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In essence, the objective of recommender systems is to predict the rating on
the specified item oj for an active user ua, by leveraging all the various data
mining and machine learning techniques.

4 Integrating Content-Based and CF Recommendation
Algorithms

Our proposed approach is a hybrid recommendation algorithm by combining
the content-based and collaborative filtering techniques. The framework of our
proposed recommendation algorithm is presented in Fig.1. Our proposed recom-
mendation algorithm consists of four major components: (1) Data Extraction:
extract user-item matrix R and the set of items O from data source; (2) Item
Neighborhood Formation: partition the set of items O into several clusters by
applying a coupled version of k-modes clustering algorithm; (3) Model Building:
compute the similarity between each pair of items in the same cluster and store
these similarities in a model, namely a HashMap; (4) Prediction Computation:
based on the trained model, use a nearest neighbor algorithm to produce recom-
mendations for active users. We describe these four components in detail below.

Fig. 1. The framework of our proposed hybrid recommendation algorithm

Data Extraction

In this component, our proposed hybrid recommendation algorithm extracts
user-item matrix R and movie item set O from data source, which are used
by movie item neighborhood formation and prediction computation component,
respectively.

Item Neighborhood Formation and Model Building

1. Randomly select k distinct items from O.

2. Conduct the CK-modes algorithm on the set of items O, until the loss
function converges or the number of iterations reaches the specified num-
ber of times. Once this CK-modes algorithm stops, the set of items O
is divided into k disjoint clusters {O1, O2, ..., Ok}(1 ≤ i ≤ k). Formally,
O = O1 ∪O2 ∪ ... ∪Ok, where Oi ∩Oj = Ø(1 ≤ i, j ≤ k, i 
= j).
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3. For each cluster, compute the similarity between each pair of items according
to COS, and then store the pairs (e.g. < itemid1, < itemid2, similarity >>)
in the HashMap model, where itemid1 is the key of the pair and < itemid2,
similarity > is the corresponding value. By using the map model, we quickly
obtain the coupled similarity between itemid1 and itemid2.

Prediction Computation
Once the model with the coupled pairwise similarity has been built, the pre-
diction method of the item-based collaborative filtering is adopted to generate
the prediction on item oi for an active user u. It takes the weighted sum of the
ratings given by the active user u on the items similar to item oi as the pre-
diction. Weight measures the coupled similarity between the target item oi and
its similar item. Formally, the prediction Pu,oi on item oi for active user u is
computed by the following formula.

Pu,oi =

⎧⎨⎩
∑

∀Nj∈N (simoi,Nj
∗Ru,Nj

)∑
∀Nj∈N (|simoi,Nj

|)
∑

(|simoi,Nj |) > 0

ru
∑

(|simoi,Nj |) = 0
(1)

where N is the intersection of items rated by the active user u and items grouped
by the CK-modes algorithm, Ru,Nj represents the rating on item Nj given by
the user u. simoi,Nj is the coupled similarity between item the oi and the item
Nj . ru is the average of the active user’s ratings.

5 Coupled Similarity Based K-Modes Algorithm

In this section, we present the coupled variant of k-modes clustering algorithm
(CK-modes), which is used in our proposed recommendation algorithm to group
items, by taking into account the coupling relationship among their features. In
the recommender system, the features of items are categorical. For example, we
use the categorical features (i.e. director, actor, genre and country) to represent
a movie. K-modes [13], an extension of the basic k-means algorithm, is designed
to deal with the categorical data sets. However, the similarity measure in k-
modes is too rough to capture the closeness of two items. Hence, we decide to
adapt the basic k-modes clustering algorithm to cluster items by incorporating
the coupled similarity measure. The main difference between the basic k-modes
algorithm and the adapted k-modes algorithm lies on the similarity measure and
the method of updating modes. We further discuss these difference below.

5.1 Similarity Metric

For two items described by the categorical features, the k-modes clustering algo-
rithm employs the Simple Matching Similarity [6] (SMS, which only uses 0 and
1 to distinguish similarities between distinct and identical categorical values) to
compute the similarity feature values. However, SMS fails to capture the genuine
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relationship between categorical feature values. In contrast, we adopt the Cou-
pled Object Similarity (COS )∈ [0,1] to measure the similarity between items,
which is more accurate than SMS. COS [4] considers both the intra-coupled sim-
ilarity within a feature and the inter-coupled similarity between features, which
has been evaluated to outperform other similarities (e.g. SMS [6],ADD [7]) in
term of clustering quality.

Formally, the Coupled Object Similarity (COS ) between categorical items X
and Y is defined as follows.

COS(X,Y ) =
n∑

j=1

δAj (Xj , Yj), (2)

where Xj and Yj are the values of feature j for X and Y , respectively; and δAj
is Coupled Attribute Value Similarity( CAVS ).

The CAVS consists of the Intra-coupled Attribute Value Similarity (IaAVS)
measure δIaj (Xj , Yj) and the Inter-coupled Attribute Value Similarity (IeAVS)

measure δIej (Xj , Yj) for feature j. The definition of CAVS between attribute
values Xj and Yj of feature j is as follows.

δAj (Xj , Yj) = δ
Ia
j (Xj , Yj) · δIej (Xj , Yj) (3)

IaAVS measures the feature value similarity by considering the feature value
occurrence frequencies within a feature, while IeAVS measures the feature value
similarity by taking the feature dependency aggregation into account [4].

5.2 Updating Modes

Let S be a cluster generated by the previous partition of k-modes algorithm.
There aremm items described by categorical features {aj1 , aj2 , ..., ajl} belonging
to the cluster S. A mode of the cluster S is a item vector Q = [q1, q2, ..., ql] to
maximize the sum of the similarity between each element of S and Q. The classic
k-modes clustering algorithm updates the mode Q of cluster S by reassigning
each component of Q with the corresponding feature value that occurs the most
among all those values of the items in S.

In our proposed adapted k-modes algorithm, we update the mode of each
cluster according to the following definition.

Definition 1. The mode of item set S with mm items is a vector Q = [q1, q2,
..., ql] that maximizes:

Sim(Q,S) =

mm∑
i=1

COS(Si, Q) (4)

Since the latter method needs to compute the similarity between each pair of
items, it causes a high computation cost. The former method is more efficient
than the latter one. However, in order to group items for recommender system,
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we have to select the latter way. In recommender system, a movie item always
has more than one genres. We extend the features of the movie item with t
additional genre features, if the total number of genres of all the movies is t.
In other words, a movie item is described by features {a1, a2, ..., al, g1, g2, ...gt }.
When a movie item has the genre gi(1 ≤ i ≤ t), we assign 1 to the corresponding
value of the movie feature gi, and otherwise 0. After the extension of features, the
former mode updating method does not work well. The reason is that sparsity of
genres: one movie has several genres, but the number of genres of all the movies
is rather large, which leads to the phenomena that the occurrence frequency of
0 in feature gi is much higher than that of 1. Hence, most of the corresponding
mode values of gi(1 ≤ i ≤ l) are 0, resulting in the inaccurate description of the
modes.

Therefore, we take advantage of the latter method formalized in Definition 1
in our proposed recommendation algorithm.

5.3 Coupled Similarity Based K-Modes

By using the coupled similarity measure and the method of modes updating
described in the above sections 5.1 and 5.2, we design the Coupled similarity
based k-modes clustering algorithm (CK-modes) described in Algorithm 1.

Algorithm 1. The Coupled Similarity Based K-modes Algorithm (CK-modes)

Input:
K : the number of clusters.
O : the set of m items.

Output:
a set of K clusters are generated when the loss function value converges.

1: Randomly select K initial modes from O
2: Allocate each item to the nearest mode, and the similarity between each item and

the mode is measured by COS. At the same time, accumulate the loss function
value when each item is assigned to a cluster.

3: Once each item is allocated to the corresponding cluster, update the modes of
clusters according to the principle described in Section 5.2.

4: Reallocate every item against the current modes, and accumulate a new loss func-
tion.

5: Repeat (2) and (3) until the loss function value converges.

6 Experiments and Evaluation

In this section, we conduct several experiments to show the accuracy and the
scalability of our proposed hybrid recommendation algorithm.

6.1 Data Set and Evaluation Metric

We use MovieLens data set in our evaluation, which has been widely used in
collaborative filtering research in the last decade. MovieLens data set contains
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100,000 ratings from 943 users and 1,682 movies, and users with less than 20
ratings have been removed. MovieLens data set was converted into a user-item
matrix R with 943 rows (users) and 1682 columns (movies).

Since our proposed approach is a hybrid of collaborative filtering and content
based recommendation algorithm, we extract features of movie from MovieLens
data set, and present each movie item as a feature vector o = (mid, director,
actor, country, genre). In addition, MovieLens data set lacks of director, actor
and country etc. features, we only retain genre in feature vector o. Particularly,
a movie item has several genres, such as movie titled ’Toy Story’ is both an
animation and a comedy. In order to make use of these genres to group movie,
we extend the features of movie item with t additional genre features, if the total
number of genres of all the movies in data set is t. In other words, a movie item is
described by features {g1, g2, ...gt }. When a movie item has genre gi(1 ≤ i ≤ t),
we assign 1 to the corresponding feature value gi, and otherwise 0.

We choose MAE to evaluate experimental results, as MAE metric is simple
to calculate and intuitive to interpret. Formally,

MAE =

∑N
i=1 |pi − qi|
N

(5)

where pi and qi are the real rating and the corresponding prediction, respectively,
and N denotes the total number of predictions generated for all active users.
The lower the MAE, the better the recommendation algorithm generates the
predictions for users.

6.2 Experimental Settings

Benchmark Recommendation Algorithms. We evaluate several widely dis-
cussed algorithms in the recommender system research, including user-based
collaborative filtering algorithm [8], item-based collaborative filtering algorithm
[9] and CLUSTKNN [11]. Each benchmark recommendation algorithm has been
tuned to produce the best prediction quality according to the principles described
in the corresponding literature.

We conduct a five-fold cross validation over the MovieLens data set by ran-
domly extracting different training and test sets each time, which accounts for
80% and 20%, respectively. Finally, we use the average of MAE and the run
time costs over the five folds to present the experimental results.

6.3 Experimental Results

In this section, we firstly determine the sensitivity of some parameters of our
proposed hybrid recommendation algorithm and then compare with other bench-
mark recommendation algorithms. The parameters in our proposed algorithm
include the number of clusters K and the number of neighbors that are selected
to compute predictions for the target movie items.
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Sensitivity of the Number of Clusters K. We perform a group of exper-
iments to evaluate the prediction quality on the number of clusters K, ranging
from 5 to 150 with a step of 10. Fig.2 reports the results. We observe that the
number of clusters K does have an impact on the prediction quality. As K in-
creases from 5 to 20, the prediction quality downgrades. After that, the MAE
fluctuates; and then the curve tends to be flat. The best prediction quality is
MAE = 0.73, when the number of clusters K equals to 5. Thus, we select K = 5
as the optimal choice in our following experiments.

Fig. 2. Impact of K on our proposed rec-
ommendation algorithm

Fig. 3. Impact of the number of neigh-
bors on our proposed recommendation al-
gorithm

Sensitivity of the Neighborhood Size. We conduct another group of ex-
periments to assess the prediction quality on the size of neighborhood used to
produce the recommendation, ranging from 5 to 40 with a step of 5. Fig.3 de-
scribes that MAEs decrease as the number of neighbors increases from 5 to 30,
and then MAEs remain stable. That is to say, our proposed method achieves
a better prediction quality when more similar items are taken into account.
Therefore, we select 30 as the optimum item neighborhood size.

From Fig.3, we observe that the more neighbors involved in making recommen-
dation, the better the recommendation quality. There are two reasons: (1) the
average size of neighborhoods decreases as the number of clusters K increases;
(2) the intersection between the item neighborhood generated by the CK-modes
algorithm and the set of items rated by the active user becomes smaller as the
value of K increases. As a result, our proposed recommendation algorithm takes
average of the active user’s ratings as the prediction value when there are no
neighbors for the target item.

Prediction Quality Comparisons. Once we determine the optimal parame-
ters, we compare our proposed algorithm with those selected benchmark recom-
mendation algorithms in terms of the prediction quality.

Table 1 presents the results of the best prediction quality by using different
recommendation algorithms. It can be observed from Table 1 that the item-
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based algorithm outperforms other recommendation algorithms, and followed by
CLUSTKNN recommendation algorithm. The prediction qualities of the user-
based and our proposed hybrid recommendation algorithm are comparable to
the item-based recommendation algorithms (i.e., MAE =0.73). However, The
difference between our proposed algorithm and the item-based algorithm is small
and is not statistically significant. In fact, our proposed hybrid recommendation
algorithm depends on the features of items, and does not work not well when
most of the important features are missing. Only the genres of movie has been
extracted from the MovieLens data set, and other features, such as director,
actor and country, are missing. Thus, the lacking of information limits of our
proposed hybrid recommendation algorithm to some extent.

Table 1. Comparison of prediction quality of recommendation algorithms

Recommendation algorithm MAE

User-based CF 0.730

Item-based CF 0.72

CLUSTKNN 0.725

Our proposed algorithm 0.730

Performance. Here, we focus on the overall performance of the system. We de-
note the throughput as the number of recommendations generated per second.
Fig.4 shows the throughputs of both our proposed recommendation algorithm
and other benchmark recommendation algorithms. Note that the user-based rec-
ommendation algorithm scans the whole user-item matrix R, its throughput do
not change with the number of clusters. However, the throughput of the item-
based recommendation algorithm varies with the number of neighbors selected
to produce predictions. We plot the throughput of the item-based recommenda-
tion algorithm when the number of neighbors is 30, where it generates the best
prediction quality.

As we can clearly see from Fig.4, clustering based recommendation algorithms
(i.e., CLUSTKNN and our proposed hybrid recommendation algorithm) outper-
form both the user-bused and the item-based recommendation algorithms. The
throughputs of both the CLUSTKNN and our proposed hybrid algorithm are
substantially higher than other approaches at all values of the number of clusters.
We can observe that for the number of clustersK = 20, our proposed recommen-
dation algorithm produces a throughput rate of 12492 while the user-based and
the item-base recommendation algorithms produce only 1333 and 2564, respec-
tively. In addition, increasing the number of clusters corresponds to scanning
the decreasing movie item neighborhood. Fig.4 also shows that the throughput
of our proposed method increases rapidly as the number of clusters goes up. By
contrast, the throughput of CLUSTKNN drops down as the number of clusters
grows. The reason is that the CLUSTKNN takes centroids of clusters as the
neighbors of the active user. Then, it takes more neighbors into account as the
number of clusters increases.



A Coupled Clustering Approach for Items Recommendation 375

Fig. 4. Throughput of the selected recommendation algorithms

We make the following conclusions from the above experimental evaluation.
First, the CK-modes algorithm is applied to divide the set of items O into several
clusters, and then the rating predictions are computed within a small neighbor-
hood. Hence, our proposed recommendation algorithm is highly scalable, which
gives a quick response for active users. Second, the prediction quality of the
hybrid recommendation algorithm is comparable with other classic recommen-
dation algorithms. Only a minor difference on the prediction quality is observed.
Finally, only the genres of movie are available in the MovieLens data set. Lack-
ing of features information limits the accuracy of our hybrid recommendation
algorithm. We regard that this hybrid recommendation algorithm will produce
a better prediction quality when more features of movie item are available. As a
matter of fact, finding similar movie items by using the movies’ content is more
reasonable and intuitive than by using the users’ rating behaviors.

7 Conclusion and Future Work

Recommender systems play an important role in e-commerce for both users
and businesses. It provides personalized recommendations for better business
revenue. In this paper, we propose a hybrid recommendation algorithm by com-
bining the content-based and the collaborative filtering techniques. This hybrid
recommendation algorithm firstly partitions the items into several groups by
using the coupled version of k-modes clustering algorithm. Then it uses the col-
laborative filtering technique to produce the recommendations for active users.
Experimental results show that our proposed hybrid recommendation algorithm
effectively solves the scalability issue of recommender systems with a comparable
recommendation quality under the condition of lacking of most of the features.

We plan to extract more features of items to improve our proposed hybrid rec-
ommendation algorithm. We will also extend other recent clustering algorithms,
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such as spectral clustering algorithm, to speed up the process of model building
and improve the prediction quality.
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Abstract. Location recommendation is a popular service for location-based so-
cial networks. This service suggests unvisited sites to the users based on their 
visiting history and site information.  In this paper, we first present how to 
build the temporal and spatial probability distribution functions (PDF) to model 
the temporal and spatial checkin behavior of the users. Then we propose two 
recommender algorithms, Probabilistic Category Recommender (PCR) and 
Probabilistic Category-based Location Recommender (PCLR), based on the pe-
riodicity of user checkin behavior. PCR uses the temporal PDF to model the pe-
riodicity of users’ checkin behavior. PCLR combines the temporal category 
model used in PCR with a geographical influence model built on the spatial 
PDF. The experimental results show that the proposed methods achieve better 
precision and recall than two well-known location recommendation methods. 

Keywords: Recommender system, Location-based Social Networks, Location-
Category, probability model. 

1 Introduction 

In location-based social networks (LBSN), people share location-related information 
with each other, and also leverage collaborative knowledge learned from user-
generated and location-related content. Among various LBSN services, the location 
recommendation service suggests unvisited sites to the users based on the information 
collected on LBSNs, such as checkins, social ties, user profiles and location profiles.  

The location recommendation has been an active research area. The existing me-
thods focus on the “geographical influence” and the “social influence” on users 
checkin behavior [1, 2, 4]. Modeling the geographical influence, the recommender 
finds the probability of a user visiting locations based on the distance of the locations 
to the user’s home [2] or to the previously visited locations by that user [1]. The chal-
lenge of the existing geographical influence-based methods is that they do not consid-
er temporal effect on human checkin behaviors. Given a user’s checkin history, the 
methods would recommend the same set of locations regardless of noon or midnight. 
The other attempt in the literature is to make use of the social ties among users. The 
assumption is that people have the similar checkin patterns with their friends. Howev-
er, only 10~30% of the checkins are influenced by social links [2]. 



378 S.M. Rahimi and X. Wang 

In this paper, we approach the problem from an activity-based perspective. We be-
lieve that people behave on a periodic pattern. In the other words, people are more 
likely to conduct the same activity around the similar time of the day. Such temporal 
pattern exists but it is different from one person to another. Since the category of a 
location reflects the activities happening in that location, we believe a similar tempor-
al pattern exists for the location categories. After analyzing checkin data of a real 
LBSN, we find such a pattern for the categories of locations. We also find that the 
further a location is away from the home location of the user, the lower chance he or 
she will visit that location.  The probability decreases exponentially as the distance 
increases. But the degree of the decrease varies for different reaching distances. Thus, 
we could make better location recommendation if we divide the reaching distance of 
the user into home and away zones and find the spatial probability distribution func-
tions for each zone separately. 

In this paper, we combine the periodicity of user’s behavior and the geographical 
influence into location recommendations. Specifically, our contributions in this study 
include: 

─ We present how to build the temporal and spatial probability distribution functions 
(PDF) to model the temporal and spatial checkin behavior of the users. The tem-
poral PDF models the periodic pattern of user checkins. It is discovered in tempor-
al analysis of the checkins. The spatial PDF is discovered in the spatial analysis of 
the checkins and models the probability of checking in to a location as a function 
of the distance of that location to user’s home. 

─ We propose a category recommender algorithm called Probabilistic Category Re-
commender (PCR).  It recommends category of locations to the users at a given 
time using the temporal PDF and the checkin history of those users.  

─ Based on PCR, we propose a location recommender algorithm called Probabilistic 
Category-based Location Recommender (PCLR) which uses the PCR’s category 
model along with a spatial model. The spatial model is built upon the spatial PDF 
and measures the probability of checking in to a location based on the distance of 
that location to user’s home. PCLR combines the probabilities of PCR’s category 
model and the spatial model to find the probability of checking in to a location.  

─ We conduct the experiments on a real LBSN checkin dataset to evaluate the per-
formance of the PCR and PCLR algorithms. We discover that the category recom-
mendation (PCR) is more effective compared to the exact location recommenda-
tion (PCLR). In addition, PCLR outperforms two existing well-known location re-
commenders, PMM and USG. 

The paper is organized as follows: in Section 2, we give a literature review on loca-
tion recommendation algorithms for LBSNs. Section 3 introduces the dataset used in 
this paper and confirms the assumptions used in the algorithms through the data anal-
ysis. In Sections 4 and 5, we propose PCR and PCLR algorithms, respectively. The 
experimental results are presented in Section 6. Finally, we conclude the study in 
Section 7. 
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2 Related Works 

The location recommendation is an active research area. Zheng et al. [5] recommend 
locations to the users based on the real-world location history of the users collected in 
GPS trajectories. Park et al. [6] proposed a method of providing personalized location 
recommendation to the users based on the location history of the users. Simon et al. 
[7] and Beeharee et al. [8] used the mobile tour guide systems which collect real-time 
location of the users for location recommendations. Zhou et al. [4] proposed a method 
called probabilistic latent semantic analysis (PLSA). It first trains a latent semantic 
model, and then it uses that model to find the probability of a user checking in to a 
given location. However, none of these methods consider the fact that human checkin 
behavior is influenced by the distance of user to the location of checkin. To add on, 
they do not use the temporal patterns of human checkin behavior for location recom-
mendation. 

Ye et al. [1] proposed a fusion framework USG consisting of three different mod-
els 1) a user-based collaborative filtering (CF) model, 2) a social influence model and 
3) a geographical influence model. The user-based CF model estimates the implicit 
preference of a user for a location combining the behavior of similar users. The social 
influence model, which also is a CF model, estimates the implicit preference of a user 
by aggregating the behavior of his or her friends. Finally, the geographical influence 
model uses a power law distribution to find the probability of checkin at given dis-
tances from the users previously visited locations. The method builds different models 
for different aspects of location recommendation and provides a fusion framework for 
combining these models. However, applying the CF method for location recommen-
dation may not be suitable since the similar users in a location recommendation ap-
proach might be in different locations.  Therefore, recommending one’s behavior to 
the other is not appropriate. Another trend in the recent research is making prefe-
rence-aware recommendations using the location categories. Bao et al. [10] make 
recommendations using the checkin history of the local experts. Local experts are 
users with high expertise in user’s preferred categories and the venues in the geospa-
tial range of the user. However, their method lacks the temporal feature for recom-
mendation which can be modeled using a periodic movement model for the users. 

In the more recent researches the periodicity of the human behavior has gained the 
attention of researchers [2, 9, 11, 12, 13]. Eagle et al, [13] model the behavior of an 
individual using the weighted sum of a set of characteristic vectors called “eigenbe-
haviors”. Li et al. [10, 11] define the periodic behavior of a moving object as “the 
repeating activities at certain locations with regular time intervals.” and then mine the 
periodic movements of moving objects. Cho et al. [2] propose a location recommen-
dation method based on the periodicity of the human movement. They propose two 
methods PMM (Periodic Mobility Model) and PSMM (Periodic Social Mobility 
Model). In PMM the user can be in home or work states and being in different states 
is defined using a temporal probability distribution function. The PSMM is based on 
PMM and adds the effect of social ties to it. However, the two methods assign the 
training checkins to different states randomly and iterate until an optimal classifica-
tion is reached. Therefore, the checkins classified as work or home state might be 
belonging to the other group.  
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3 Dataset Description and Data Analysis 

In this section, we will first describe the Gowalla data used in the paper.  Then we 
will confirm two assumptions used by our location recommendation algorithms with 
the Gowalla data and illustrate how to build the probability distribution functions 
based on the data analysis.  

The dataset used in this paper is collected from Gowalla, which was one of the 
popular online LBSN services until it was closed in 2012 (for details of the data craw-
ler and data collection see [4].) The dataset contains 5462 users, 5999 locations and 
104851 checkins. A checkin indicates a user has visited a location at certain time. In 
our dataset, a checkin includes user-id, spot-id, spot-latitude, spot-longitude, spot-
category and timestamp. Spot-latitude and spot-longitude are the latitude and longi-
tude of the checked-in location. Spot-category is the category of the checkin location, 
for example, “Coffee shop” or “Office”. Finally, the timestamp of the checkin shows 
the date and time the user visited the spot.  

Before introducing our algorithms, we will confirm two underlying assumptions of 
our algorithms on Gowalla dataset. These two assumptions are: 1) People have tem-
poral patterns for their daily activities and checkins (confirmed in temporal analysis); 
2) People visit locations closer to their home with a higher probability compared to 
the further locations (confirmed in spatial analysis). 

3.1 Temporal Analysis 

We believe that people have a periodic behavior for visiting similar type of locations. 
For example, a person might go to coffee shops everyday at 8am but she might go to 
different coffee shops on different days. To test this, we first find the pairs of checkins 
to the same category of location from the same user, and then we plot the frequency 
of checkin pairs based on the time interval of those checkins. Fig. 1 shows the plot of 
frequency of checkin to the same category at given time differences using 1 hour time 
window.  

 

Fig. 1. Frequency of checkins to locations of the same category to the time difference of those 
checkins using 1 hour time window 
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As shown in Fig. 1, using the one-hour time window the probability of checkin is 
the highest (about 15%) for 0 hour time difference and it declines as the absolute val-
ue of the time difference increases. Adding up the frequency of checkins from -2 to 2 
hour time difference, we find out that the probability of checking in to the locations 
from the same category is about 45% for the mentioned 5-hour time window. As an 
example, if a user checks in to a coffee shop at 8 am, the chance that she will checkin 
to a coffee shop (the same coffee shop or a different one) between 7:30am to 8:30am 
in the coming days is 15%, and the probability that she will checkin to a coffee shop 
between 5:30am and 10:30am in the coming days is about 45%. 

After plotting the frequency of checkin to the same category given the time differ-
ence, we can make a temporal Probability Density Function (PDF) based on the plot. 
This PDF helps us quantify the probability of checkin to different categories at differ-
ent times of the day. To do so, we first define the function F, consisting of 24 differ-
ent constant outputs and the values of the outputs based on the checkin plot. For ex-
ample the F(Δt) for Fig. 1 is defined as: 

ሻݐ߂ሺܨ ൌ ۔ۖەۖ
ۓ . 15, ⌊ݐ߂⌋ ൌ 0. 07, ⌊ݐ߂⌋ ൌ 1. 085, ⌊ݐ߂⌋ ൌ െ1…. 0018, ⌊ݐ߂⌋ ൌ 12 ,                                           ሺ1ሻ 

where Δt is the time difference and ⌊Δt⌋ indicates the floor of t. Based on this, we can 
define the temporal probability distribution function TP for a given set of checkins as: ܶܲሺݐ; ሻߤ ൌ ݐ⌋ሺܨ  െ  ሻ,                                                      ሺ2ሻ⌊ߤ

where t is the time we compute the probability for and ߤ is the average time of the 
checkins in the subset. 

3.2 Spatial Analysis 

We believe the probability of a user visiting a location closer to their home location is 
higher than the probability of visiting locations farther from their homes. However, 
the home locations of the users are usually not given in the dataset.  To find the home 
location, we assume that user checkins are centered at his home location. We are find-
ing the home location of a user by averaging the locations visited by the user. But this 
estimation could be affected by some checkin locations when the user was on a trip, 
especially for the users with small number of checkins. To solve this problem, we first 
divide the surface of the earth into small non-overlapping regions and then find the 
region with the most number of checkins [2]. We consider the average point of the 
locations in that region as the candidate home location of the user. However, because 
we use fixed regions and average the locations in each of those regions, there’s a 
chance that we are missing the actual home location. To solve this, we select all the 
checkins by the user in 100km radius of the candidate home location. 100 km is used 
as the human reach distance based on [1]. Finally, we average all the locations in this 
selected set of checkins to find the home location of the user. 
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Algorithm 1 shows the steps of finding the home location of the user using the us-
er’s checkin history. It first groups the checkins based on their regions (lines 1 to 3). 
In line 4 we select the region with maximum number of checkins, and find the aver-
age location of the checkins in the region as the candidate home location (line 5). 
Then we find all of the checkins in the reaching distance of the candidate home loca-
tion (lines 6 to 10) and return the average of those locations as the home location of 
the user (line 11). 

After having the home location of users, we will test whether the frequency of 
checking in to locations decreases as the distance to a user’s home location increases. 
To do so, we first calculate the distance between locations checked in by the users and 
their home location and then compute the frequency of checking in at any distance of 
their home location. Fig. 2 shows the logarithmic scale plot of the probability of 
checkin over the distance to the home location of the user. 

Algorithm 1 findHomeLocation (checkins) 
// checkins is a set of checkins of a user 
Begin 
01-for each (c in checkins) 
02-  region[c].add(c);  
03-end for 
04-selectedRegion <- maximumSized(region); 
05-candidateHomeLocation <- average(checkins In selectedRegion); 
06-for each (c in checkins) 
07-  if (c is in reachingDistance of candidateHomeLocation) 
08-   selectedCheckins.add(c); 
09-  end if 
10-end for 
11-return average(selectedCheckins); 
End. 

Fig. 2 shows that: first, the checkin frequency values for distances greater than 50km 
vary randomly (shown as triangular points), which means that 50km is the range of 
human checkin behavior for our dataset and checkins happen on distances greater than 
50km when the user is on a trip. Second, based on the slope of the linear relationship, 
we can separate the less than 50km part into two different parts, less than 16km (shown 
as diamond shaped points) and greater than 16km (shown as rectangular points). We can 
tell that the probability decreases more slowly in less than 16km part. In this case, we 
assume that the area within 16km radius of the user’s home location is his home zone 
and the outside area is the away zone. Based on these findings we should use different 
PDFs for each of these zones in order to have a better fitting model. 

To find the spatial PDF, we use exponential estimation to find the relationship of 
frequency and distance in each of the mentioned zones. Based on Fig. 2 we define the 
spatial probability distribution (SP) for Gowalla dataset as: 

ܵܲሺ݈; ݄ሻ ൌ ቐ 0.0886݁ି଴.ଵ଺଺כௗ௜௦௧௔௡௖௘ሺ௟,௛ሻ,                             ݀݅݁ܿ݊ܽݐݏሺ݈, ݄ሻ ൑ ݉ܭௗ௜௦௧௔௡௖௘ሺ௟,௛ሻ,           16כ0.3122݁ି଴.ଶ଴ସ݉ܭ16 ൏ ,ሺ݈݁ܿ݊ܽݐݏ݅݀ ݄ሻ ൑ ݉ܭ50                                                                     ,0      ,݉ܭ50 ൏ ,ሺ݈݁ܿ݊ܽݐݏ݅݀ ݄ሻ       (3) 

where l is the location for which we want to find the probability of checkin and h is 
the home location of the user. 
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4 Probabilistic Category Recommender 

As discussed in Section 3.1, users are more likely to checkin to the locations of the 
same category around the same time of the day. Based on this, the user’s checkin 
behavior and their checkin location categories can be used to predict the category of 
the location the user is going to visit. Additionally, this can be used to assign catego-
ries to uncategorized locations in dataset based on the behavior of the user explored 
those locations. 

In this section, we describe how we build a temporal model based on the user be-
havior and how it is used for recommending the categories of locations. The temporal 
model is a user-specific model. Each user has a different model that is trained based 
on their checkins. For a given user and a given time of the day, this model will return 
a list of categories and the probability values that user will visit a location belonging 
to each of those categories. 

 

Fig. 2. Logarithmic scale of the frequency of checkins to the distance to user’s home 

To make this model, we start with the checkin history of the users. Then in order to 
find the similar checkins we separate the checkins into subsets based on their category 
and time. Doing this, we find checkin subsets where each subset contains checkins 
which have happened to locations of the same category and the timestamps showing 
the same time window. For example, all checkins to the coffee shops that happened 
between 4:00pm-4:59pm are put in one subset and checkins to coffee shops happened 
between 8:00am-8:59am are put in another subset. In order to build the temporal PDF 
introduced in the previous section, we need to find the average time of the checkins in 
each subset of checkins. Because we have one temporal PDF for each of the checkin 
subsets, we need a weighting value to normalize these temporal PDFs so that the 
whole model satisfies the second axiom of probability. 

The average time of each subset helps us find the central point of the checkins of 

that specific type. The average time of the subset ݏ௜ is calculated as ߤ௦೔ ൌ ∑ ௧೎ೕ೎ೕאೞ೔|௦೔| , 
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where ݏ௜ is a subset of checkins by a user. ௝ܿ is a checkin selected from ݏ௜. ߤ௦೔  is the 
average time of the checkins in ݏ௜ and ݐ௖ೕ is the time of checkin ௝ܿ. The weight of 

each subset is the number of checkins in that subset divided by the whole number of 

checkins by that user. The weight of the subset  ݏ௜ is defined as ݓ௦೔ ൌ |௦೔||௖௛௘௖௞௜௡௦ ௕௬ ௨|, 
where |ݏ௜| the number of checkins in ݏ௜. A larger value of weight shows that more 
checkins are assigned to that subset and hence that subset is of more importance. 

Next, we calculate the probability of checkin to the category of that subset based 
on the temporal PDF. 

The probability of user u checking in a location of category c at time t is: ܶሺݑ, ሻݐ| ܿ ൌ ෍ ௦೔ݓ כ ܶܲ൫ݐ; ௦௨௕௦௘௧௦ሾ௨ሿ|௖௔௧௘௚௢௥௬ሾ௦೔ሿ ୀ ௖ሽאא௦೔൯ሼ௦೔ߤ .                                   ሺ4ሻ 

This equation shows how to compute the temporal probability of a given category. The 
probability of checking in to a category is the summation of the weight of all subsets by 
that user matching the given category multiplied by the temporal probability of that 
subset at the given time. In this equation ݏ௜ is i-th subset of checkins with category c 
and ݓ௦೔  is the weight of subset ݏ௜. TP is the temporal probability distribution function 
introduced in Eq. 2. Finally, ߤୱ౟ is the average time of the checkins in subset ݏ௜. 
Algorithm 2 buildCategoryModel (checkins, u) 
// checkins is a set of checkins of an user u 
Begin  
1- For each (c in checkins) 
2-  category <- getLocationCategory(c); 
3-  h <- getHourOfDay(c.time); 
4-  addToSubset(u.subsets[category,h],c); 
5- endfor; 
6- For each (s in u.subsets) 
7-  Weight[s] <- size(s)/size(checkins); 
8-  Average[s] <- averageTimeOfCheckins(s); 
9- End for; 
End.  

Algorithm 3 calculateCategoryProbability (u, category, time) 
Begin  
1- P <- 0; 
2- For each (s in u.subsets) 
3-  If (category (s) = category ) 
4-   P <- P + weight[s] * F ([time – average[s]]); 
5-  End if 
6- End For 
7- Return P; 
End.    

Algorithm 4 PCRrecommendCategories (u, time, k) 
Begin  
1- for each (c in categories) 
2-  probability[c] <- calculateCategoryProbability(u , c , time); 
3- end for 
4- sortedCategories <- sort(categories based on probability); 
5- return sortedCategories[1] ... [k]; 
End. 
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The algorithms for building the model and finding the probability of checkins are 
given in Algorithm 2, 3 and 4. The buildCategoryModel algorithm (Algorithm 2) 
is responsible for making the temporal probability model and it is the starting point of 
the PCR method. As stated earlier, the first step in building the PCR model is to group 
the checkins into subsets of checkins with the same category and the same time win-
dow. So the first loop (lines 1 to 5) separates the checkins into subsets based on the 
category and the time. The next step is to find the weight of the subsets and average 
time of the checkins in each subset. The second loop (lines 6 to 9) is responsible for 
this task. 

In order to find the probability of each category at given times, we need to calcu-
late the temporal probability introduced in Eq. 4. The Algorithm 3 calculateCate-
goryProbability finds the probability of checkins to a specific category at a given 
time for an individual user. The algorithm needs to first find the subsets belonging to 
the given category for the user. The loop starting on line 2 loops over all subsets, and 
using an If-statement finds the satisfying subsets. In line 4, the probability is com-
puted using the Eq. 4.  

Now we have the methods for building the model and calculating the probability of 
each category we can make the recommender algorithm (Algorithm 4). To make the 
category recommendation, we loop over all categories and calculate the probability of 
checkin to that category at the given time (lines 1 to 3). Then we sort the categories 
based on the probability (line 4) and return the top-k categories to the users (line 5). 

Example: Consider a user with checkins to 8 locations. 3 of them to coffee shops 
around 8:15, 2 of them to coffee shops around 17:20 and the remaining three to fast 
food restaurants around 17:20. This user requests for recommendation at 18:01 on 
Sept 21st 2012. To recommend a category based on his checkin history, the first step 
is to build the PCR model using the Algorithm 2. So first we separate his checkin 
history into three different subsets (s1:”Coffee shop, around 8:15”,s2:Fast food 
around 12:30. and s3:Coffee shop, around 17:20). Then we find the weight and aver-
age time of each subset: w1 = 3/8, w2=3/8, w3 = 2/8, ߤଵ = 8:15, ߤଶ = 12:30 and ߤଷ = 
17:20. Now we have the PCR temporal model. The next step is finding the probability 
of different categories for the given time. Following the steps of Algorithm 3 the 
probability of checkin to a coffee shop and a fast food can be calculated as follows: ܲሺ݄݊݋ܬ, ሻݐ| ݌݋݄ݏ ݂݂݁݁݋ܿ ൌ ଵݓ  כ ܶܲሺ݁݉݅ݐ; ଵሻߤ ൅ ݓଷ כ ܶܲሺ݁݉݅ݐ; ଷሻൌߤ  .375 כ :ሺ⌊18 ܨ 01 െ 8: 1⌋ ൅ .25 כ :ሺ⌊18ܨ 01 െ 17: 20⌋ሻ ൌ  0.0425  ܲሺ݄݊݋ܬ, ሻݐ| ݀݋݋݂ ݐݏ݂ܽ ൌ ଶݓ  כ ܶܲሺ݁݉݅ݐ; ଶሻߤ ൌ  .375 כ :ሺ⌊18 ܨ 01 െ 12: 30⌋ሻ ൌ  0.013  
5 Probabilistic Category-Based Location Recommender 

In this section, we propose a new location recommendation algorithm called Probabil-
istic Category-based Location Recommender (PCLR). PCLR extends from PCR and 
it combines the geographical influence and the recurring pattern of the user activities 
to improve the location recommendation. The idea of PCLR is to first find the loca-
tions the user is most likely to visit based on the geographical influence and then, in 
order include the effect of time, weight those locations using the probability values of 
the category of those locations which is done using the PCR algorithm. 
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The spatial component of the PCLR algorithm which is responsible for the geo-
graphical influence is based on the probability distribution suggested in Eq. 3; it also 
uses the PCR algorithm to weight the recommended locations found using their geo-
graphical influence. Combining these two, the probability of user (u) checkin to the 
location (l) at the given time (t) is defined as: ܲሺݑ, ሻݐ| ݈ ൌ ܵܲሺ݈; ௨ሻ݁݉݋݄ כ Tሺݑ, ܿ௟|ݐሻ,                         (5) 

where ݄݁݉݋௨ is the home location of user u and ܿ௟ is the category of location l. SP is 
the spatial probability of visiting location l given the home location of the user (Eq. 3) 
and T is the temporal probability of checking in the category of location l at given 
time t (Eq. 4).  

For the previous example, if a coffee shop is in the distance of 5km from user’s 
home location. The spatial probability that the user checks in that location is 0.024. 
The temporal probability of checkin to a coffee shop as we computed in the previous 
section is 0.0425. Then the probability of the sample user checking into that specific 
coffee shop is: ݌ݏ כ ݌ݐ ൌ 0.024 כ 0.0425 ൌ 0.00102 

The PCLR algorithms are shown in Algorithms 5, 6 and 7. The buildPCLRModel 
algorithm (Algorithm 5) is responsible for making the PCLR model. It first makes the 
PCR model in line 1, and then finds the home location of the user using Algorithm 1 
(line 2). 

Algorithm 6 calculateLocationProbability computes the probability of a 
checkin for an individual user to a certain location at a given time using Eq. 5. The 
first line of this algorithm finds the spatial probability of location using the Eq. 3. The 
second line calls the calculateCategoryProbability to find the probability the 
user will checkin to a location of the same category as location l. Line 3 finds the 
probability of checkin to the location by multiplying these two probabilities as is sug-
gested earlier in Eq. 5. 

The PCLR location recommender  (Algorithm 7). first finds the probability of the 
user checking in to candidate locations (lines 1 to 3) and recommends the top-k loca-
tions to the user (lines 4 and 5). 

Algorithm 5 buildPCLRModel ( checkins , u) 
// checkins is a set of checkins of user u 
Begin   
1- buildCategoryModel( chechins, u) 
2- home[u] <- findHomeLocation( checkins ) 
End. 

Algorithm 6 calculateLocationProbability (u, l, t) 
// Returns the probability user u check in to location l at time t 
Begin    
// SP is the PDF introduced in the section 3.2. 
1- spatialProbability <- sp(l;h); 
2- tp <- calculateCategoryProbability (u, category[l], t); 
3- return spatialProbability * tp; 
End. 
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Algorithm 7 PCLRrecommendLocations (u, time, k) 
Begin  
1- for each (l in locations) 
2-  probability[c] <- calculateLocationProbability (u , l , time); 
3- end for 
4- sortedLocations <- sort(locations based on probability); 
5- return sortedLocations[1] ... [k]; 
End. 

6 Experiments 

We implement the algorithms in Java and use a Mac with 8GB of ram and a 2.3GHz, 
Intel Core i5 CPU for the experiments. We divide the Gowalla data described in Sec-
tion 3 into the training and testing datasets. To do so, we randomly move one of the 
checkins of every user to the testing dataset and leave the rest in the training dataset. 
As the result, the training dataset contains 99389 checkins and the testing dataset 
contains 5462 checkins.  We randomly generated 5 groups of different training and 
testing datasets and report the average performance from five runs. 

To evaluate the performance of the algorithm, we use Precision and Recall. Preci-
sion is the ratio of the number of relevant instances to the number of retrieved in-
stances, while recall is the ratio of the number of relevant instances retrieved to the 
number of relevant instances. They are defined as: 

݊݋݅ݏ݅ܿ݁ݎܲ ൌ ݊݋݅ݐܽ݀݊݁݉݉݋ܿ݁ݎ ݂݋ ݎܾ݁݉ݑܰݏ݊݋݅ݐܽ݀݊݁݉݉݋ܿ݁ݎ ݐܿ݁ݎݎ݋ܿ ݂݋ ݎܾ݁݉ݑܰ   

ܴ݈݈݁ܿܽ ൌ ݏݎ݁ݓݏ݊ܽ ݐܿ݁ݎݎ݋ܿ ݂݋ ݎܾ݁݉ݑܰݏ݊݋݅ݐܽ݀݊݁݉݉݋ܿ݁ݎ ݐܿ݁ݎݎ݋ܿ ݂݋ ݎܾ݁݉ݑܰ   

We compare the performance of our proposed algorithms with two existing methods, 
Periodic Mobility Model (PMM) proposed by Cho et al. [2] and the USG model pro-
posed by Ye et al [1]. However, because these two methods do not provide a category 
recommender, we modify them in order to have a fair comparison with the PCR algo-
rithm. We change the two methods to return the categories of the top locations instead 
of the exact location itself. We call the new PMM and USG methods PMM+c and 
USG+c, respectively. Fig. 3 shows the precision and recall values of different recom-
mender algorithms. 

From Fig. 3, we can tell that both PCR and PCLR perform better than competing 
methods. Considering the exact location recommender algorithms, we find out that 
PCLR outperforms both PMM and USG regardless precision and recall (Fig.3. (a) and 
(b)). This proves that using the location categories and periodic user behavior help 
improve the location recommendation. We also discover that PMM outperforms 
USG. This could be the result of PMM benefited from a periodic model of human 
movements which USG did not. 
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Fig. 3. Comparison of different recommender algorithms on Gowalla checkins. (a) Precision of 
PCLR, PMM and USG location Recommenders. (b) Recall of PCLR, PMM and USG location 
Recommenders.  (c) Precision of category recommender algorithms. (d) Recall of category 
recommender algorithms. 

As for the category recommender algorithms, PCR performs better than PMM+c 
and USG+c with a big margin considering both precision and recall (Fig. 3 (c) and 
(d)). The reason is that PCR is specifically built for category recommendation. It uses 
the temporal PDFs derived from the dataset for the categories.  We also observe that 
PMM+c performs better than USG+c. Again we think this is because PMM+c uses a 
periodic model. 

7 Conclusions and Future Work 

In this paper, using the data collected from Gowalla, we discover that users have a 
recurring behavior of visiting locations over time. We also find that users are more 
likely to visit locations near their home. Based on these findings, two recommenders, 
a category recommender (PCR) and a location recommender (PCLR), are proposed. 
PCR provides suggestions with the location category for the next user visit.  PCLR 
provides recommended locations to the users at a given time of the day. Experimental 
results show that the recommending location category to the user is more effective 
than the exact location. Our proposed algorithms perform much better than the exist-
ing well-known methods. 

In the future, we will build more complicated models for both spatial and temporal 
components. We will evaluate our algorithms on larger datasets and compare it with 
other existing models as well. To add on, we are also planning to study the relation-
ship of the social ties and the user checkin behaviors in order to improve our current 
models. 
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Abstract. In a recommendation system, user preference patterns and
the preference dynamic effect are observed in the user× item rating ma-
trix. However, their value has barely been exploited in previous research.
In this paper, we formalize the preference pattern as a sparse matrix and
propose a Preference Pattern Subspace to iteratively model the personal
and the global preference patterns with an EM-like algorithm. Further-
more, we propose a PrepSVD-I algorithm by transforming the Top-N
recommendation as a pairwise preference learning process. Experiment
results show that the proposed PrepSVD-I algorithm significantly out-
performs the state-of-the-art Top-N recommendation algorithms.

1 Introduction

Although recommendation system research has seen the development of tech-
niques about rating prediction, the majority of commercial recommender sys-
tems aims to generate a list of recommended items, which is the task of Top-N
recommendation [9].

Various techniques have been proposed for Top-N recommendations. Most
of them are based on the modelling of user rating patterns by analysing the
user × item rating matrix. These methods show improved performance, but
their abilities in Top-N recommendations are still limited by the availability
of user ratings. Specifically, most of the available ratings are given to a small
fraction of items, and this is known as the long tail effect [2]. As shown in Fig. 1c,
33% of ratings are observed from only around 5.5% of items in the MovieLens
data set. These items are referred as popular items, while the other 94.5% are
referred as unpopular or long tail items [4]. Thus, the long tail effect indicates
that ratings on long tail items are much fewer. Consequently, these analysing
methods for rating patterns are naturally limited by the long tail effect.

In this work, we observe that each user has a preference pattern that is different
from his/her rating pattern, and the preference pattern tends to change over
time. For example, Fig. 1a and 1b show the user preference patterns and the
temporal dynamics observed on a real movie recommender system, MovieLens.
Specifically, Fig. 1a shows that fresh users tend to rate movies from a larger
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Fig. 1. Preference dynamics in MovieLens. a) genre difference by user age; b) user
distribution over genre difference; c) rating distribution over item popularity.

range of genres than experienced users. Fig. 1b shows that, about 80% of users
rated movies that spread over at least 3.5 genres on average during every two
consecutive weeks. These observations indicate the existence of patterns on user
preference styles, as well as their dynamics. In this paper, we name this new effect
as the preference dynamic effect. Please note that the temporal characteristic in
user preference patterns is different from the one observed by Koren [12], which
is the temporal dynamics in user rating patterns.

In this paper, we focus on the modelling of the preference dynamic effect with
the Preference Pattern Subspace. The basic idea is to model the user prefer-
ence styles and their temporal dynamics by constructing a low-rank subspace.
Firstly, a low-rank subspace is built to capture the global preference patterns for
all users; then, the projection for each personal preference pattern on the sub-
space is individually refined based on his/her own preference styles. After that,
the refined user projections on the subspace are used to improve the modelling of
the global preference patterns. Iteratively, we can obtain a well-trained low-rank
subspace to model both the user preference styles and their temporal dynam-
ics. Based on the model, we formulate Top-N recommendation as a pairwise
preference learning process, and propose a PrepSVD-I algorithm. Experimental
results show that PrepSVD-I significantly outperforms the state-of-the-art Top-
N recommendation techniques, especially when recommending long tail items.
The contributions of this paper are as follows:

– For the first time, the preference dynamic effect is proposed to capture the
personal and temporal characteristics of user preferences.

– We propose a novel Preference Pattern model and a subspace approach,
Preference Pattern Subspace, to model the preference dynamic effect.

– Based on the Preference Pattern Subspace, we formulate Top-N recommen-
dation as a pairwise preference learning process.

The rest of this paper is organized as follows. In Section 2, the Preference Pattern
is proposed. In Section 3, we present Preference Pattern Subspace. We present
the results of the experiment in Section 4, and the conclusion in Section 5.
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2 The Preference Pattern

In this section, we propose a novel Preference Pattern model to capture the pref-
erence dynamic effect. Notations used in this paper are summarized in Table 1.

Table 1. Symbols

Symbol Description
ua the active user for whom the recommendations are generated
rxl the rating on an item tl by user ux

R the user × item rating matrix
TN (ux) the list of Top-N items recommended to user ux

U = {u1, · · · , um} a set of m users
T = {t1, · · · , tn} a set of n items
C = {c1, · · · , cq} a set of q categories

px the preference pattern for user ux

P = {p1, · · · ,pm} the preference patterns for m users
vx the projection of px

V = {v1, · · · ,vm} the projection of P on a low-rank subspace

Definition 1. A preference pattern is a sequence of personal preference styles
aligned in a time order. Precisely, for user ux, the preference pattern is denoted
as px = [px1, · · · , pxi]T , where pxi = [p1xi, · · · , p

q
xi] denotes the preferences of ux

at time i over category C = [c1, · · · , cq], and pjxi denotes the preference of ux at
time i on cj.

The preference pattern has two key characteristics, personalization and time.
All preference styles within a preference pattern come from the same user, and
are sorted in a time order. For a particular user ux, a preference style refers
to his/her preferences over a range of categories (e.g. genre in movies/songs) of
items at a particular time. The preference style at time i can be represented as
a q-D vector pxi, which is defined as a preference pattern vector. Its value at
position j, pjxi, indicates the preference of user ux over category j at time i. For

the value of pjxi, we approximate it as a function of the implicit rating history

of user ux. Formally, pjxi is defined as follows:

pjxi =

n∑
l=1

bjxl, (1)

where n is the number of items, and

bjxl =

{
1

|Cl|
rxl 
= �, tl ∈ cj , rxl is given at time i

0 otherwise,
(2)

where rxl 
= # denotes that rxl is available, Cl denotes a set of categories to
which tl belongs, and tl ∈ cj denotes that item tl belongs to category cj . Please

note that there is an inverse relationship between bjxl and |Cl| in Eq. 2.
The preference pattern is defined for each user in a way to naturally integrate

a user’s various needs with the corresponding dynamics. The preference pattern



Top-N Recommendations by Learning User Preference Dynamics 393

vectors within a preference pattern captures the user’s corresponding preference
styles, and the differences in two consecutive preference pattern vectors imply
the dynamics of a user’s preference styles. If all values in each preference pattern
vector are available, the preference pattern is complete, otherwise it is incomplete.
In a real recommender system, as many missing values exist within the preference
patterns, the modelling of preference patterns is a challenge.

3 The Preference Pattern Subspace

In this section, we build a Preference Pattern Subspace to model the preference
patterns for each user, then propose the PrepSVD-I algorithm by formulating
the task of Top-N recommendation as a pairwise preference learning process.

3.1 Learning the Preference Pattern Subspace

To model the user preference patterns, we propose a Preference Pattern Subspace
by applying the Singular Value Decomposition (SVD). Conventionally, the SVD
of the preference patterns P is the factorization of the form: P = U ·Σ ·VT , where
U is an m×m orthogonal matrix, Σ is an m×n diagonal matrix containing the
singular values of P on the diagonal, V is an n× n orthogonal matrix.

According to the Eckart-Young theorem [7], it is well-known that the best
rank-k approximation of matrix P can be achieved by SVD. However, con-
ventional SVD is defined without considering the existence of missing values.
Therefore, as P is highly incomplete, SVD can not be directly applied to analyse
preference patterns P . To overcome this problem, we propose an EM-like learn-
ing algorithm to capture as much as possible the main variance of the highly
incomplete preference patterns P . Specifically, px can be divided into two parts,
pa
x and pm

x , representing the available part and the missing part of px, respec-
tively. We estimate P using SVD to construct a low rank k subspace:

P̂ = Uk ·Σk · VT
k , (3)

where Uk contains the first k columns of U , Σk is a k × k diagonal matrix that
contains the first k singular values of P , and Vk contains the first k columns of
V . Consequently, the reconstruction p̂x of px is defined as:

p̂x = Uk ·Σk · vT
x , (4)

where vx is the xth row of Vk, and denotes the projection of px for user ux on
the low rank k subspace. Similarly, the reconstruction p̂x can also be divided
into two parts p̂a

x and p̂m
x , representing the reconstruction of pa

x and pm
x , respec-

tively. The SVD guarantees to produce the best k-rank approximation of P with
minimal reconstruction errors. However, as P is highly incomplete, we change
the modelling objective to minimize the reconstruction error on the available
preferences in P . This is defined as the squared distance between the original
available part of P and their reconstructions:

εa =
1

m

m∑
x=1

(pa
x − p̂a

x)
T · (pa

x − p̂a
x), (5)

where m is the number of users.
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To build the representative subspace, an EM-like algorithm is introduced as
follows: first, the missing values of P are replaced with their corresponding values
in μ = 1

m

∑m
x=1 px. Then, in the j-th iteration, the standard SVD algorithm is

applied to calculate a low-rank subspace defined by Uk and Σk. After that, the
reconstruction p̂x of px can be calculated with Eq. 4. However, as only a small
fraction of preferences are available in px ∈ P , its projection vx can not be
directly estimated from Eq. 3. Please note that we can estimate vx from part of
px, e.g, the available part pa

x, and this estimation method has been widely used
in the field of multimedia research [6]. Thus, we estimate vx as the least squares
solution for the following equation:

(Uk ·Σk) · vT
x = [px]

a, (6)

where [px]
a denotes px in the current iteration step but only has values on the

positions corresponding to pa
x. After vx is estimated, the reconstruction p̂x of

px can be calculated using Eq. 4. pm
x will then be updated with p̂m

x , and the
new μ(j+1) in the next (j + 1)-th iteration will be calculated with the updated
px accordingly. With the updated P and the new mean vector μ(j+1), the SVD
algorithm is once again applied to calculate Uk and Σk. This iterative process
will continue until the reconstruction error εa is below a pre-defined threshold.
The proof for the convergence of this training algorithm is provided as follows.

Proof 1. In the j-th iteration, the reconstruction p̂x of px is defined as: p̂j
x =

(Uk ·Σk)
j ·vT

x , where (Uk ·Σk)
j denote Uk and Σk in the j-th iteration. We denote

p̂j
x obtained with (Uk ·Σk)

j as f jp̂x
(Uk ·Σk)

j . Please note that f jp̂x
(Uk ·Σk)

j and

the data in the next iteration, pj+1
x , share values on missing part of px, thus the

reconstruction error on pj
x is represented as:

(εax)
j = d

(
f j
p̂x

(Uk ·Σk)
j ,pj+1

x

)
, (7)

where d(·, ·) is the Euclidean distance between two vectors.
If we use (Uk ·Σk)

j to calculate the reconstruction of pj+1
x , we obtain

d
(
f j+1
p̂x

(Uk ·Σk)
j ,pj+1

x

)
≤ d

(
f j
p̂x

(Uk ·Σk)
j ,pj+1

x

)
, (8)

because the orthogonal property of (Uk ·Σk)
j makes it sure that f j+1

p̂x
(Uk ·Σk)

j

and pj+1
x have the minimum Euclidean distance.

In the (j + 1)-th iteration, after applying SVD to the updated training data
pj+1
x , we observe the minimum reconstruction error by obtaining (Uk ·Σk)

j+1:

d
(
f j+1
p̂x

(Uk ·Σk)
j+1,pj+1

x

)
≤ d

(
f j+1
p̂x

(Uk ·Σk)
j ,pj+1

x

)
. (9)

For the reconstruction error in the (j + 1)-th iteration, we obtain

(εax)
j+1 = d

(
f j+1
p̂x

(Uk ·Σk)
j+1,pj+1

x

)
≤

(
f j+1
p̂x

(Uk ·Σk)
j ,pj+1

x

)
≤ (εax)

j . (10)

(εa)j+1 =
1

m

m∑
x=1

(εax)
j+1 ≤ 1

m

m∑
x=1

(εax)
j = (εa)j . (11)

Thus, the algorithm will converge to minimize εa. �
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The modelling process is an iterative refinement of the global and the personal
preference patterns. One advantage of this EM-like learning algorithm is that the
well-trained Preference Pattern Subspace can model both the personal preference
patterns and the global preference patterns simultaneously.

3.2 Recommendation Generation

After learning the well-trained Preference Pattern Subspace, we propose a
PrepSVD-I algorithm to generate Top-N recommendations. In this paper, we
apply the latent factor model to estimate the ratings r̂xl for user ux on item tl:

r̂xl = ρTx ρl, (12)

where ρx and ρl are the user factors and the item factors, and can be learnt with
stochastic gradient descent method by looping through available ratings.

Given the user factors and the item factors, TN(ux) can be generated by
estimating ratings for un-known items with Eq. 12, then formed with the Top-N
ranked ones. For tl ∈ TN (ux), tl can be temporarily absorbed into ux’s preference
pattern vector pxi, and a tentatively changed preference pattern vector p̃xi is
available. Please note that because we only want to measure the degree to which
the recommendations match ux’s preference styles captured by the Preference
Pattern Subspace, we initialize p̃xi as empty while keeping the other part the
same as px. The value at the jth position of p̃xi is then defined as:

p̃jxi =

{
1

|Cl|
tl ∈ cj , cj ⊆ Cl

0 otherwise,
(13)

where Cl denotes a set of categories that tl belongs to, tl ∈ cj denotes that
tl belongs to category cj . The reconstruction error for tl to ux at time i is
defined as the squared distance between the changed preference pattern and its
reconstruction:

εatl = (p̃a
x − p̂a

x)
T · (p̃a

x − p̂a
x), (14)

where p̃a
x is the available part of p̃x, p̂x is the reconstruction of p̃x and is

calculated with Eq. 6 and Eq. 4, while p̂a
x is the available part of p̂x.

Moreover, the observed preference dynamic effect implies one constraint to
the objective function of recommendation generations. It can be formulated as:

∀tl ∈ TN(ux), ε
a
tl
≤ ε̄aux

, (15)

where ε̄aux
= 1

|S(ux)|
∑

tl′∈S(ux)
εatl′ and S(ux) is the set of items liked by ux.

Following this, we formulate the Top-N recommendation generation as a pairwise
preference learning problem [8], and utilize the user average reconstruction ε̄aux

as the negative preference:

min
θ,ξ

∑
x

ξx + λ(
∑
ux∈U

‖ρx‖2 +
∑
tl∈T

‖ρl‖2) (16)

s.t.:εatl − ε̄aux
≥ 1− ξx and ξx ≥ 0

where ξx is a non-negative value measuring the degree of violating the constraint
in Eq. 15, λ is the regularization weight determined by cross validation.
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We apply a simple gradient descent algorithm to optimize the objective func-
tion defined in Eq. 16. Moreover, as there is an inverse relationship between bjxl
and |Cl| in the approximation of preference values in Eq. 2, we name this pro-
posed algorithm as the PrepSVD-I algorithm. It loops on all TN (ux), ∀ux ∈ U ,
and updates the user factors and the item factors by following the negative
gradient:

ρl = ρl − γ(h′(ρTx ρl)ρx + λρl) (17)

ρx = ρx − γ(
∑

tl∈TN (ux)

h′(ρTx ρl)ρl + λρx), (18)

where γ is the learning rate, h′ = − |TN (ux)|Δ−1
|TN (ux)|−1 H(1− εatl + ε̄

a
ux
), Δ = |εatl − ε̄

a
ux

|,
andH(z) = 1 if z > 0 and 0 otherwise, denoting the Heaviside function [1]. When
the training process is completed, we can calculate the predicted rating r̂xl for
each unknown item tl to user ux, then recommend the top ranked N items to ux
with Eq. 12. Here the proposed PrepSVD-I algorithm takes both the personal
preference patterns and the global preference patterns into consideration.

4 Experiment and Analysis

The datasets we experimented with were the popular MovieLens dataset and
Netflix dataset. MovieLens includes around 1 million ratings collected from
6, 040 users on 3, 900 movies. Following literature [13], the Netflix dataset is
a subset extracted from the Netflix Prize dataset, in which each user rated at
least 20 movies, and each movie was rated by 20− 250 users. For each dataset,
we split it into two subsets, the training set and the test set. Following the work
of [3, 4, 11], we reasonably assume that 5-star rated items are relevant to the
active user, and adopt a similar strategy to conduct experiments. Specifically,
we randomly select 2% of ratings and use all 5-star selected ratings to form the
test set, and make sure that at least one 5-star rating exists for each individual
user. The remaining ratings in the data set form the training set. After training
the model on the training set, we randomly select 1000 additional items that
are not rated by the active user, then predict ratings on the test item and addi-
tional 1000 selected items. These items are then ranked and the top ranked N
items are selected as Top-N recommendations for the active user. This testing
strategy is common for Top-N recommendations research and has been adopted
by [3,4,11]. To examine the algorithm performance thoroughly, we set up a series
of configurations with different data sparsity levels. Specifically, on MovieLens
data set, we keep the test set the same, but vary the percentage of observed rat-
ings for each user in the training set, from 10% to 100% with a 10% step. These
configurations are called as Given10% to Given100% accordingly. Moreover, as
recommending popular items is trivial [4], we will focus on recommending long
tail items and all items that include both popular and unpopular items.
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4.1 Comparison and Evaluation

We examine the performance of the proposed PrepSVD-I algorithm by compar-
ing it with 7 other Top-N recommendation algorithms, including PureSVD [4],
SLIM [13], BPTF [14], itemKNN [5], NNcosNgbr [4], Top Popular (TopPop) [3,
4] and Movie Average (MovieAvg) [11]. Please note BPTF considers the time
information [14]. In PureSVD, the number of factors is set to 50. In SLIM, we
set β = 0.1 and λ = 0.1. The number of the nearest neighbors in NNcosNgbr is
set to 200, and the number of neighbors in itemKNN is set to 20. For BPTF, we
set lrate = 0.001, D = 200 and the number of samples to 50. For our method,
to train the Preference Pattern Subspace, we set k = 50, β = −1, and set the
max iteration of training to 50, the error threshold to 10−6. For PrepSVD-I,
γ = 0.0001, λ = 0.03, and the factors for both users and items are set to 50.

The quality of Top-N recommendations is measured by the recall (or Hit
Rate), the precision and the fall-out [4, 5, 10]. For the active user, if the Top-N
recommendation list contains the test item, we call this a hit. Therefore, recall,
precision and fall-out are defined as follows:

recall =
#hits

|X| , precision =
#hits

N · |X| , fall-out =
|X| ·N −#hits

|irrelevant| ,

whereX is the test set and |irrelevant| is the number of all non-relevant items. A
higher recall or precision value indicates better Top-N recommendations, while
a lower fall-out value means better recommendations.

4.2 Performance on Different Datasets

To fully examine the performance of the proposed model, we conduct experi-
ments on two well-known data sets, MovieLens and Netflix. Table 2 shows the
results on these datasets when N = 20. It is observed that PrepSVD-I outper-
forms all the compared algorithms on both data sets for both long tail and all
items recommendations in all the measurement metrics. Specifically, on Movie-
Lens for long tail item recommendations, when measuring in recall, PrepSVD-
I obtains a recall at 0.5389, which outperforms the best result 0.4987 (from
PureSVD) by 8.06%; when measuring in precision, PrepSVD-I achieves a pre-
cision at 0.0269 that also outperforms all the other compared algorithms; for
all items recommendations, PrepSVD-I also achieves better performance in re-
call and precision. On Netflix, when measuring in recall, PrepSVD-I achieves a
better recall at 0.6361 and 0.7526 for long tail and all items recommendations,
respectively. When measuring in fall-out, it seems that, PrepSVD-I, PureSVD
and SLIM show similar performance. The main reason behind this is that, ac-
cording to the definition of fall-out, when the number of irrelevant items is
large, the fall-out value tends to be small, and this diminishes the difference be-
tween the performance of compared algorithms. Nevertheless, PrepSVD-I still
achieves comparable performance to the compared algorithms. This indicates
that the proposed Preference Pattern model can benefit Top-N recommenda-
tions for both long tail and all items recommendations. This is mainly because
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Table 2. Performance on MovieLens and Netflix when N = 20

MovieLens Netflix
items Algorithm recall precision fall-out recall precision fall-out
long tail PrepSVD-I 0.5389 0.0269 0.0195 0.6361 0.0318 0.0194

PureSVD 0.4987 0.0249 0.0195 0.6165 0.0308 0.0194
SLIM 0.4527 0.0226 0.0195 0.5987 0.0299 0.0194
NNcosNgbr 0.4518 0.0226 0.0195 0.4988 0.0249 0.0195
itemKNN 0.3273 0.0164 0.0197 0.4393 0.0220 0.0196
BPTF 0.1992 0.0100 0.0198 0.2960 0.0148 0.0197
TopPop 0.0096 0.0005 0.0200 0.2041 0.0102 0.0198
MovieAvg 0.0818 0.0041 0.0199 0.0312 0.0016 0.0200

MovieLens Netflix
items Algorithm recall precision fall-out recall precision fall-out
all items PrepSVD-I 0.6928 0.0346 0.0193 0.7526 0.0376 0.0192

PureSVD 0.6709 0.0335 0.0193 0.7193 0.0360 0.0193
SLIM 0.6794 0.0340 0.0193 0.7295 0.0365 0.0193
NNcosNgbr 0.4962 0.0248 0.0195 0.5258 0.0263 0.0195
itemKNN 0.5625 0.0281 0.0194 0.6436 0.0322 0.0194
BPTF 0.3389 0.0169 0.0197 0.3837 0.0192 0.0196
TopPop 0.3857 0.0193 0.0196 0.5000 0.0250 0.0195
MovieAvg 0.1734 0.0087 0.0198 0.0589 0.0029 0.0199

the Preference Pattern is based on users’ personal preference styles, and also be-
cause it takes the global preference patterns into consideration. Therefore, it can
lead to better recommendations regardless of whether the target item is popular
or not.

4.3 Performance on long tail Item Recommendations

As recommending popular items is trivial [4], here we examine the proposed
PrepSVD-I by comparing it with 7 other state-of-the-art recommendation algo-
rithms under various data sparsity levels on long tail recommendations.

Table 3 shows the recall performance of the examined algorithms when N
equals 10 and 20. It is clear that the proposed PrepSVD-I algorithm signifi-
cantly outperforms all of the compared algorithms under all sparsity conditions
except on Given10% when N = 10 with BPTF obtaining a slightly higher re-
call. However, BPTF performs badly on all other sparsity levels. For example, on
Given90% when N = 20, BPTF only obtains a recall at 0.1824, which is much
worse than all the other personalized algorithms, e.g. PrepSVD-I, itemKNN,
NNcosNgbr and SLIM. Moreover, PrepSVD-I performs steadily through var-
ious sparsity levels, and always achieves better performance. Specifically, on
Given50%, when N = 20, PrepSVD-I achieves a recall of 0.3147, which out-
performs the best compared result of 0.2751 (from PureSVD) by 14.39%. This
is, as expected, because the proposed Preference Pattern Subspace is capable
of capturing user preference styles and the corresponding dynamics, and is not
affected by whether the item is popular or not. Moreover, it is also observed
that the sparser the training data set, the larger the improvements. For exam-
ple, when N = 10, the improvement on Given100% is 12.66%, and increases to
29.76% on Given40% data set. The reason behind this is that when the training
set is sparser, the long tail effect indicates that available ratings on long tail
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Table 3. recall when N = 10 and N = 20 on long tail Items

Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD-I 0.0388 0.0903 0.0677 0.1490 0.1092 0.2112 0.1526 0.2728 0.1851 0.3147
PureSVD 0.0299 0.0818 0.0525 0.1311 0.0848 0.1815 0.1176 0.2353 0.1474 0.2751
SLIM 0.0000 0.0000 0.0000 0.0004 0.0058 0.0167 0.0270 0.0623 0.0587 0.1188
NNcosNgbr 0.0230 0.0598 0.0371 0.0785 0.0552 0.1141 0.1037 0.1949 0.1156 0.2257
itemKNN 0.0267 0.0501 0.0517 0.0901 0.0726 0.1321 0.0935 0.1673 0.1112 0.1970
BPTF 0.0491 0.0873 0.0484 0.0910 0.0549 0.1064 0.0673 0.1265 0.0738 0.1359
TopPop 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001
MovieAvg 0.0036 0.0232 0.0073 0.0367 0.0095 0.0431 0.0165 0.0586 0.0169 0.0560

Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD-I 0.2275 0.3701 0.2614 0.4088 0.3100 0.4559 0.3479 0.4957 0.3995 0.5389
PureSVD 0.1801 0.3198 0.2091 0.3568 0.2515 0.4035 0.2988 0.4502 0.3546 0.4987
SLIM 0.1048 0.1938 0.1532 0.2679 0.1959 0.3151 0.2451 0.3741 0.3229 0.4527
NNcosNgbr 0.1429 0.2531 0.1872 0.3034 0.2272 0.3562 0.2666 0.3889 0.3293 0.4518
itemKNN 0.1256 0.2204 0.1414 0.2417 0.1616 0.2702 0.1816 0.2954 0.2086 0.3273
BPTF 0.0796 0.1490 0.0873 0.1600 0.0984 0.1733 0.1032 0.1824 0.1196 0.1992
TopPop 0.0000 0.0002 0.0000 0.0002 0.0001 0.0003 0.0001 0.0029 0.0013 0.0096
MovieAvg 0.0245 0.0673 0.0281 0.0716 0.0289 0.0745 0.0303 0.0755 0.0318 0.0818

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

N

re
ca

ll

Long Tail

 

 
PrepSVD−I
PureSVD
SLIM
NNcosNgbr
itemKNN
BPTF
TopPop
MovieAvg

(a) Given40%

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

N

re
ca

ll

Long Tail

 

 
PrepSVD−I
PureSVD
SLIM
NNcosNgbr
itemKNN
BPTF
TopPop
MovieAvg

(b) Given60%

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

N

re
ca

ll

Long Tail

 

 PrepSVD−I

PureSVD

SLIM

NNcosNgbr

itemKNN

BPTF

TopPop

MovieAvg

(c) Given80%

Fig. 2. recall at N on long tail

items will be much more limited. Consequently, the user rating patterns will be
extremely incomplete, and solely modelling them does not lead to good recom-
mendations. In this case, the preference dynamic effect becomes more valuable to
predict users’ preferences on items. Therefore, the proposed Preference Pattern
Subspace will show high effectiveness for recommendation purposes.

To thoroughly examine the performance of PrepSVD-I, we vary the N value
from 1 to 20, and report the results on Given40%, Given60% and Given80%
as shown in Fig. 2. We observe that PrepSVD-I outperforms all compared al-
gorithms at all N values on all the data sets. This indicates that PrepSVD-I
is effective in recommending the desired items at the top of the recommenda-
tion list. The experiment results show that, when recommending long tail items,
PrepSVD-I is robust to the data sparsity issue, and can significantly outperforms
state-of-the-art Top-N recommendation algorithms in terms of accuracy.

4.4 Performance on all items Recommendations

we also conduct experiments on recommending all items, including both popular
and long tail items. Table 4 shows the recall performance of all compared algo-
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Table 4. recall when N = 10 and N = 20 on All Items

Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD-I 0.1421 0.2300 0.1926 0.3007 0.2363 0.3585 0.2826 0.4165 0.3267 0.4637
PureSVD 0.1310 0.2102 0.1716 0.2701 0.2115 0.3205 0.2471 0.3698 0.2840 0.4131
SLIM 0.2032 0.3059 0.2221 0.3238 0.2392 0.3472 0.2811 0.3960 0.3211 0.4462
NNcosNgbr 0.2027 0.2990 0.2052 0.3095 0.2096 0.3248 0.2532 0.3709 0.2617 0.3818
itemKNN 0.0290 0.0548 0.1383 0.2032 0.2252 0.3223 0.2748 0.3855 0.3042 0.4265
BPTF 0.1014 0.1756 0.1285 0.2065 0.1475 0.2332 0.1653 0.2549 0.1803 0.2736
TopPop 0.2088 0.3080 0.2247 0.3222 0.2256 0.3251 0.2332 0.3320 0.2413 0.3410
MovieAvg 0.0036 0.0443 0.0152 0.0812 0.0235 0.1003 0.0353 0.1198 0.0451 0.1253

Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD-I 0.3821 0.5242 0.4322 0.5746 0.4819 0.6213 0.5229 0.6588 0.5678 0.6928
PureSVD 0.3267 0.4592 0.3721 0.5090 0.4275 0.5640 0.4939 0.6226 0.5534 0.6709
SLIM 0.3785 0.5090 0.4277 0.5640 0.4588 0.5897 0.5017 0.6273 0.5668 0.6794
NNcosNgbr 0.2796 0.3905 0.3112 0.4156 0.3374 0.4426 0.3558 0.4553 0.4036 0.4962
itemKNN 0.3360 0.4594 0.3595 0.4832 0.3836 0.5094 0.4128 0.5360 0.4423 0.5625
BPTF 0.1930 0.2884 0.2026 0.3003 0.2127 0.3118 0.2196 0.3221 0.2381 0.3389
TopPop 0.2484 0.3480 0.2559 0.3564 0.2661 0.3658 0.2717 0.3724 0.2860 0.3857
MovieAvg 0.0585 0.1456 0.0710 0.1631 0.0691 0.1629 0.0691 0.1613 0.0742 0.1734

rithms across various sparsity levels on all item recommendations. We can ob-
serve that PrepSVD-I achieves the best recall on all data sets, except Given10%,
Given20% and Given30% (on N = 10). It is unexpected that TopPop achieves
the highest recall values on Given10% and Given20% (on N = 10). This is
mainly because when the training set is very sparse, the majority of available
ratings are given for popular items. Therefore, the popularity of items will bias
the performance of algorithms. This is consistent with the findings in [4]. SLIM
achieves the best recall on Given20% (on N = 20) and Given30% (on N = 10).
However, both TopPop and SLIM become almost useless in recommending long
tail items on the same data sets, as shown in Table 3, which confirms the
popularity-related bias.

On the other hand, it is also clear that PrepSVD-I outperforms all com-
pared algorithms on 7 out of 10 data sets, including TopPop and SLIM. Specif-
ically, when N = 20 on Given40% data set, PrepSVD-I achieves a recall at
0.4165 which outperforms the best compared results of 0.3960 (from SLIM ); on
Given100% data set, PrepSVD-I obtains a recall at 0.6928 that outperforms the
best compared results of 0.6794 (from SLIM ). This indicates that the Preference
Pattern Subspace can also benefit all items recommendations, including popular
items.

In terms of accuracy on recommending both all items and long tail items, it
is clear that PrepSVD-I performs better than all compared state-of-the-art Top-
N recommendation algorithms. Although TopPop and SLIM achieve a slightly
better recall values on Given10%, Given20% and Given30% when recommend-
ing all items, they perform badly on the same data set when recommending long
tail items, as shown in Table 3. This will limit their recommendation abilities.
However, PrepSVD-I can perform very well on both all items and long tail item
recommendations. This means PrepSVD-I possesses a better recommendation
ability than other rating-pattern-based techniques.
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5 Conclusion

This paper introduces a novel preference dynamic effect in the context of recom-
mender systems, and proposes a Preference Pattern Subspace approach to model
this effect. The basic idea is to build a low-rank subspace to capture the personal
preference patterns together with their temporal dynamics by refining the global
and the personal preference patterns iteratively with an EM-like algorithm. Ex-
periment results show that the proposed PrepSVD-I significantly outperforms
the other state-of-the-art Top-N recommendation techniques in terms of accu-
racy, and is robust to challenge the data sparsity issue.
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Abstract. To digest tremendous documents efficiently, people often
resort to their titles, which normally provide a concise and semantic
representation of main text. Some titles however are misleading due to
lexical ambiguity or eye-catching intention. The requirement of reference
summaries hampers using traditional lexical summarisation evaluation
techniques for title evaluation. In this paper we develop semantic title
evaluation techniques by comparing a title with other sentences in terms
of topic-based similarity with regard to the whole document. We further
give a statistical hypothesis test to check whether a title is favourable
without any reference summary. As a byproduct, the top similar sentence
can be recommended as a candidate for title. Experiments on patents, sci-
entific papers and DUC’04 benchmarks show our Semantic Title Evalua-
tion and Recommendation technique based on a recent Segmented Topic
Model (STERSTM), performs substantially better than that based on
the canonical model Latent Dirichlet Allocation (STERLDA). It can also
recommend titles with quality comparable with the winners of DUC’04
in terms of summarising documents into very short summaries.

Keywords: Topic models, semantic, evaluation, hypothesis test.

1 Introduction

Text mining techniques have been sought after in order to make informed de-
cisions efficiently based on tremendous textural information [1]. For a lot of
documents, a good title, which gives a concise and semantic representation of
contents in main text, often provides a shortcut for readers to digest docu-
ments. However, due to various reasons like lexical ambiguity (say, polysemy),
eye-catching intention or being prepared by an inexperienced writer, a lot of
documents come with titles whose semantics are away from their main texts.
For example, “Learning to fly” can be a title of a book for flight training or an
autobiography for Victoria Beckham. These motivate us to develop automatic
techniques to evaluate to what degree a title captures the main contents of its
associated document. As a byproduct, our title evaluation techniques can be
used to recommend a title-worthy sentence from which a quality title could be
generated.
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Two issues hamper adjusting traditional document summarisation evaluation
techniques including ROUGE for title evaluation. To evaluate a title, these tech-
niques require a, normally human generated, reference summary [12]. In addition,
the evaluation is mainly based on whether words in a title appear or not in the
reference summary. It is often not enough, especially considering polysemy and
synonymy. To overcome these two issues, we will propose to compute semantic
similarity in a space spanned by latent topics learnt by topic models, and then
to use a statistical hypothesis test to check or classify whether a title is poor.

Our title evaluation and recommendation techniques are relevant to ex-
tractive text summarisation. Extractive summarisation only chooses informa-
tion (words/sentences) from documents to compose concise representation for
them [13]. There are mainly two types of approaches [13]. One type of ap-
proaches first derive an intermediate representation like topic words, TF*IDF,
Latent Semantic Analysis (LSA), and Bayesian topic models, for documents that
captures the contents in main text. Sentences are then scored for importance.
Because of their modelling generalisability to unseen documents and short tex-
tual units [2, 8, 9], we choose topic models to learn a topic representation of a
document and its sentences/title. In this way, not only can one handle polysemy
and synonymy [5], but also make a title, sentences, a document directly com-
parable. We will develop and compare two semantic title evaluation techniques
based on either a recent Segmented Topic Model (STM) [9] or the standard
Latent Dirichlet Allocation (LDA) [2].

In the second type of summarisation approaches, indicator representation ap-
proaches, the text is represented by a diverse set of possible importance in-
dicators that do not aim at discovering topicality [13]. These indicators are
combined, using graph-based ranking methods, say PageRank [10] or machine
learning techniques, say classification [6], to score the importance of each sen-
tence. Different from Bayesian topic models, these approaches normally require
extra information [10, 13, 14, 15], such as costly training data [6, 14], Word-
Net [6], Wikipedia [14, 15], or search query logs [14]. Our experiments show
our title recommendation techniques can give very short summaries with quality
comparable with the winners of DUC’04, including [6, 10].

The basic procedure of our Semantic Title Evaluation and Recommendation
(STER) techniques is as follows. (1) We use topic models to generate latent top-
ics, each of which is a probability distribution over words, from documents as
well as sentences/titles in them. Based on two topic models STM and LDA,
we have STERSTM and STERLDA techniques respectively. (2) Each docu-
ment/sentence/title is represented as a mixture of latent topics. (3) Semantic
similarity values are calculated between documents and its sentences/title based
on their topic distributions. (4) Being compared with other sentences in a doc-
ument, a title with a statistically significantly low similarity is regarded as un-
favourable. The top similar sentence is recommended as a title worthy sentence.

In Section 2, we first brief Bayesian topic modelling techniques. Section 3
presents STERSTM and STERLDA. Experimental results of STERSTM, and
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Fig. 1. LDA [2], hierarchical structure within a document, and STM [9]

comparison with STERLDA and the methods participated in DUC’04 are re-
ported in Section 4, followed by concluding comments in Section 5.

2 Background of Bayesian Topic Modelling Techniques

In order to estimate semantic coverage of a title, we need to compute semantic
similarity between a title and its whole document in the same latent topic space.
Because of better generalisation capability to unseen documents and short tex-
tual units than LSA and its variants [9], we learn this topic space using Bayesian
topic models that specify a probabilistic process by which text documents can
be generated.

The canonical topic model, LDA [2], is a latent variable model of documents,
where a document is regarded as a mixture of K latent topics, each of which
is a probability distribution over words. Following [9], documents are indexed
by i (i = 1, · · · , I), and words w are observed data, each is indexed by l ((l =
1, · · · , L)). The latent variables are μi (the topic distribution or topic proportion
for a document) and z (the topic assignments for observed words), and the
model parameter of φk’s (per-topic word distributions). This generative model,
as illustrated in Fig. 1(a), is as follows:

φk ∼ DirichletW (γ) ∀ k; μi ∼ DirichletK (α) ∀ i;
zi,l ∼ MultinomialK (μi) ∀ i, l; wi,l ∼ MultinomialW

(
φzi,l

)
∀ i, l.

DirichletK(·) is a K-dimensional Dirichlet distribution, and W is the number of
different words. The hyper-parameters γ and α are Dirichlet priors for word and
topic distributions respectively.

Since LDA was introduced, topic models have been widely extended in the
text mining community (see [5, 8] and references therein). Topic models have
been successfully used in document summarisation [13], opinion mining [16],
sequential topic evolution [8, 7], etc. Via leveraging hierarchical structure within
a document, such as a document consisting of sentences (Fig. 1(b)), STM can
generate much more accurate topics than LDA and its variants [9]. In addition,
it models a document and its sentences in the same topic space, which is required



Semantic Title Evaluation and Recommendation Based on Topic Models 405

by our semantic title evaluation. In fact, in STM, topic proportions of sentences
distribute around the topic proportion of the whole document, as it is described
by a Poisson-Dirichlet Process (PDP). Conditioned on the model parameters
α,γ,Φ and PDP parameters a, b (called discount and strength respectively, 0 ≤
a < 1, b > −a), STM that we used in this paper assumes the following generative
process (graphical view see Fig. 1(c)):

1. For each document documents Di (i ∈ {1, · · · , I}), draw a document topic
proportion or distribution μi ∼ DirichletK(α)

2. For each sentence Si,j (j ∈ {1, · · · , Ji})
(a) Draw sentence topic proportion νi,j around μi, i.e., νi,j ∼ PDP(a, b,μi)
(b) For each word wi,j,l, where l ∈ {1, . . . , Li,j}

i. Select a topic zi,j,l ∼ MultinomialK(νi,j)
ii. Generate a word wi,j,l ∼ MultinomialW (φzi,j,l)

3 Semantic Title Evaluation and Recommendation

The procedure of our semantic title evaluation methods is given as follows. It first
represents a document, its sentences and title using the same set of latent topics
learned by a topic model. The semantic similarity between a title/sentence and
the document is computed based on their topic proportion (i.e., distributions)
vectors. Via comparing the title’s similarity value with those of sentences in main
text, we use a hypothesis test to compute p-Value to check how semantically
good a title is. As a byproduct, p-Values for those sentences can also be used to
recommend a top one for a title candidate, from which a title can be generated
quickly.

Algorithm 1 outlines our Semantic Title Evaluation and Recommendation
method based on STM (STERSTM). In the preprocessing step (Step 1), a doc-
ument is first split into its constituent sentences by a Perl programme (Lin-
gua:en:sentence package) [3] based on a regular expression and a list of abbre-
viations. Hereinafter, a title is treated as a separate sentence for the sake of

Algorithm 1 STERSTM

Input: One corpus D with one or multiple documents, and the number of topics K.

1. Document preprocessing: Split documents Di (∈ D) into sentences Si,j , and
then split sentences Si,j into words wi,j,l; remove most and least frequent words

2. Build a STM, and estimate its parameters using the collapsed Gibbs sampler in [9]
3. Infer topic proportions μi for documents and νi,j for sentences based on STM
4. FOR each document Di in D DO
5. Compute similarity si,j between Di and sentence Si,j using μi and νi,j

6. Fit a GEV distribution G(s;θi) over si,j via maximising likelihood
7. Compute p-Value G(si,j ;θi) for each sentence Si,j /*Hypothesis test*/
8. Categorise and rank sentences based on their p-Values

Output: p-Value for titles, and the sentence with largest p-Value for each document
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Fig. 2. Semantic title evaluation result of STERSTM for Patent US07475110

simplicity. Sentences are then split into words. After that, all stop-words, ex-
tremely frequent (e.g., top 30 in our experiments) words, and least frequent
(e.g., less than 5 times) words are removed. We do not stem words in order to
keep post-processed sentences with an acceptable length.

After having the word list wi,j,l for each sentence Si,j in document Di, we
run the efficient collapsed Gibbs sampling algorithm [9] to estimate parameters
in STM (Step 2). In Step 3, with a sufficient number of samples being drawn
from the converged Markov chain for STM, topic distributions of documents
and sentences can be estimated by a fixed point estimation with inverting the
generative process in Section 2.

Step 5 calculates the semantic similarity between a document and its sentences
using their topic proportion vectors μi and νi,j . The widely used cosine similarity
measures similarity between two vectors by calculating the cosine of the angle
between them:

si,j = cosine similarity (μi,νi,j) =

∑K
k=1(μi,k × νi,j,k)√∑K

k=1 μ
2
i,k ×

√∑K
k=1 ν

2
i,j,k

(1)

Because a topic proportion vector also indicates a multinomial distribution, we
can also use the Hellinger distance or Kullback-Leibler divergence, which quan-
tify the similarity between two probability distributions [13, 7]. As our prelim-
inary title evaluation experimental results show there is little difference among
these similarity metrics, we will only present results for the cosine similarity. Ex-
amples of cosine similarities of sentences within two patents and one conference
paper could be found in Figs. 2(a) and 3.
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Before introducing Steps 6-8, we show that it is not easy to specify a constant
threshold for semantic similarities for determining a favourable title through ex-
amples in Fig. 3. Similarities for different documents have different value ranges.
Comparing with other sentences in a document, 0.95 is reasonably good for the
patent’s title while just average for the paper’s title in Fig. 3(a). Similarly, because
the numbers of sentences in a document can range from a few dozens to several
thousands, it is difficult to specify a threshold for rank based on similarity or rel-
ative rank (e.g., rank of title divided by the total number of sentences within a
document). Rank 34th is possibly favourable for a title within a very long docu-
ment, but doubtable for a short one in Fig. 3(a). A lot of sentences arguably have
high semantic similarity with a document. A small change on the title’s similarity
value may lead to a big change on its rank as well as its relative rank.

We give a statistical mechanism to specify document-specific ‘thresholds’, as
Generalised Extreme Value (GEV) distribution is able to fit well these similarity
values in Figs. 2(a) and 3. In the extreme value theorem, the GEV distribution
is a limited distribution of properly normalized minima of a sequence of inde-
pendent and identically distributed random variables [4]. It is a family of contin-
uous probability distributions, and it is a general distribution family, including
Weibull and Gumbel distribution families. The GEV distribution we used has a
cumulative distribution function:

G(x; θ) = exp

{
−
[
1− θ3

(
x+ θ1
θ2

)]−1/θ3
}

(2)

for 1 − θ3(x + θ1)/θ2 > 0 , where θ1 ∈ R is the location parameter, θ2 > 0 the
scale parameter and θ3 ∈ R the shape parameter.

In Step 6, parameter θ of the GEV distribution are estimated via maximising
likelihood of all the similarity values within the same document. The parameter
estimation can be visually validated via such as probability plot, quantile (Q-
Q) plot, density plot or return level plot [4]. Diagnosis plots for a fitted GEV
distribution for similarity values in Fig. 2(a) are exemplified in Fig. 2(b).

Step 7 in Algorithm 1 computes p-Values of all the sentences within a docu-
ment. The p-Values for a sentence/title here can be used for fulfilling a statistical
hypothesis test. The p-Value is the probability of the similarity observation un-
der the null hypothesis (H0) which hypothesises that its similarity value based
on topics is not extreme in comparison with counterpart sentences. We can reject
the null hypothesis if and only if the p-Value is less than the significance level
threshold. We will use a conservative threshold, say, 10% in this work. Therefore,
if the p-Value for a title is less than the threshold, we reject the null hypothe-
sis and draw a statistically sound conclusion that the title is not semantically
good enough (in comparison with other sentences in the associated document).
In other words, we can categorise such a title as ‘Unfavourable’. Our experiment
results, some presented in Section 4.2, show that the sentences with large seman-
tic similarity values can summarise the whole document excellently. As a matter
of factor, STERSTM is very close to the runner-up of Task 1 (summarising an
English document into a very short summary) in the Document Understanding
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Conference (DUC) in 2004 [6]. Thus, we may categorise a title as ‘Excellent’ if
its p-Value is larger than 90%. Other titles, with moderate p-Value ranging from
0.10 to 0.90, will be categorised as ‘Average.’ Step 8 conducts this categorisation.
It also sorts sentences of a document based on their p-Values (equivalently, their
semantic similarities). Finally, the p-Values of titles generated by STERSTM
can evaluate titles in a statistically sound way without a reference summary.
The top sentences with highest p-Value from STERSTM can be recommended
as the title-worthy sentence or a title candidate for the document.

Steps of Algorithm 1 could be independently replaced with other techniques to
develop new methods. For example, Step 5 can be replaced with other sentence
scoring techniques [10, 13]. Steps 2 and 3 can be replaced with a modelling
technique as soon as it can represent documents and sentences in the same
semantic space. When steps 2 and 3 are replaced with LDA, we call the new
method STERLDA. LDA does not consider document structure as STM does.
In order to derive topic distributions for both documents and their sentences,
we need to run LDA twice, one on the document level, another on the sentence
level. However, these two LDAs will come up with two different sets of latent
topics due to unsupervised learning. To tackle this problem, the topics generated
on the document level are used and fixed in training LDA on the sentence level.

4 Experimental Setting and Results

STERSTM can run on a single document, while STERLDA cannot. To facilitate
a fair comparison, we ran both of them on a set of documents. We set the number
of topics K = 50, and priors α = 0.05 and γ = 0.01 for both STM and LDA,
and a = 0.02 and b = 10 for STM in our experiments in this paper.

4.1 Semantic Title Evaluation Experiments

We used two sets of documents for title evaluation experiments. One is Patents-
99, where 99 U.S. patents were randomly selected from 5000 U.S. patents 1

granted between Jan. and Mar. 2009 under the class “computing; calculating;
counting” with international patent classification (IPC) code G06. After prepro-
cessing, the numbers of post-processed sentences in these patents range from 60
to 2163. The second data set is NIPS-100, in which 100 papers were randomly
selected from NIPS conference papers in 2004. These papers contain a lot of
equations, which make the preprocessing step harder. The numbers of sentences
range from 68 to 207.

As we discussed in Section 3, p-Value from a GEV distribution can give us
more informative evaluation than ranks etc. When the similarity value of a title
has a high rank, it often has a low p-Value. Though the rank and the p-Value are
negatively correlated, p-Value takes into account of similarity values of other sen-
tences within the same document, and becomes more informative. For example,

1 All patents are from Cambia, http://www.cambia.org/daisy/cambia/home.html

http://www.cambia.org/daisy/cambia/home.html
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Fig. 3. Semantic similarity, rank, and p-Value got by STERSTM for two documents

for NIPS paper 579, its title “Validity estimates for loopy Belief Propagation on
binary real-world networks” has the semantic similarity of 0.921, and is ranked
only 116th in comparison with the 131 sentences from the paper, and looks really
unfavourable. However, p-Value of 0.417 does not provide evidence statistically
significantly to claim this title is unfavourable. Another similar example could
be found in Fig. 3(b).

Fig. 3 illustrates semantic similarities between sentences/title and a whole
document based on topics learned by STM. For Paper 642 from NIPS’04, the
title “Integrating Topics and Syntax” has the similarity value of 0.9993, and it
is ranked 34th in comparison with 155 sentences from the paper. Its p-Value
from the GEV distribution is 0.970. That means this is an excellent title. From
Fig. 3(b), we can see the title “Web page performance scoring” has the semantic
similarity of 0.9247. It is ranked as 388th in comparison with other 650 sentences
from the patent. Its p-Value is 0.319, which says the title is not excellent from
the viewpoint of covering the whole patent semantically. From its abstract2, we
can see it could be improved if some word related with ‘tool ’ or ‘browser-based
tool ’ is appended to the title. As another evidence, the top semantically similar
sentence chosen by STERSTM is “More particularly, the invention relates to

2 Abstract A browser-based tool is provided that loads a Webpage, accesses the docu-
ment object model (DOM) of the page, collects information about the page structure
and parses the page, determines through the use of heuristics such factors as how
much text is found on the page and the like, produces statistical breakdown of the
page, and calculates a score based on performance of the page. Key to the operation
of the invention is the ability to observe operation of the Webpage as it actually
loads in real time, scoring the page for several of various performance factors, and
producing a combined score for the various factors.
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Table 1. Categorisation of titles for two sets of documents based on p-Values

Title Categorisation Unfavourable Average Excellent

p-Value range [0,0.1] (0.1,0.9] (0.9,1.0]

Patents-99
STERSTM 0 49 50
STERLDA 6 57 36

NIPS-100
STERSTM 0 55 45
STERLDA 11 66 23

a tool which analyses the content and structure of Web pages in real time and
produces statistics and a performance score.”

Fig. 4(a) illustrates the semantic similarity values of titles from NIPS-100.
The 100 similarity values of these titles generated by STERSTM range from
0.86 to almost 1. They are normally quite high. The similarities by STERLDA
range from almost 0 to 0.996 and have a broader value range. It seems that
STERLDA generates less reliable evaluation than STERSTM in terms of sim-
ilarity values. For this document set, according to STERSTM, 45 out of 100
papers have excellent titles, including the one in Fig. 3(a). STERSTM doesn’t
find any unfavourable title, which is not surprised as all the papers were pre-
pared by experienced researchers. STERLDA surprisingly finds 11 unfavourable
titles, and only 23 excellent ones as summarised in Table 1. For example, the
title “Methods Towards Invasive Human Brain Computer Interfaces” of Paper
443 in NIPS’04 has the p-Value of 0.058 and is inappropriately regarded as
unfavourable by STERLDA.

Fig. 4(b) gives the p-Values of these titles within the document set Patents-99.
The p-Values of the 99 titles based on STERSTM range from 0.22 to very close
to 1. STERSTM finds 45 excellent titles, and it does not find any unfavourable
patent titles, as we would expect. In comparison, p-Values from STERLDA range
from 0 to close to 1. It finds only 23 excellent titles and 11 unfavourable titles.
Thus, STERSTM can evaluate titles more reliably than STERLDA based on the
two document sets.

4.2 Semantic Title Recommendation Experimental Results

In this section, we empirically check whether our proposed techniques can rec-
ommend a title worthy sentence from the viewpoint of capturing the main idea of
a document [11]. Due to limitation of space, we only report results on one set of
documents, DUC-2004. DUC-2004 is the benchmarks used for Task 1 (generating
a very short summary from a document) in NIST’s DUC’043. The corpus con-
sists of 50 sets of documents each contains 10 same topic documents on average.
The documents came from the AP newspapers and New York Times newspapers.
The short summary generated is peer summary and it is automatically evacu-
ated by one of widely used document summarisation metrics, Recall-Oriented

3 http://www-nlpir.nist.gov/projects/duc/guidelines/2004.html

http://www-nlpir.nist.gov/projects/duc/guidelines/2004.html
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Fig. 4. Topic similarities values or p-Values from STERSTM and STERLDA

Understudy for Gisting Evaluation (ROUGE) [12]. ROUGE essentially calcu-
lates n-gram overlaps between given summaries and previously-written human
summaries. A high level of overlap should indicate a high level of shared concepts
between the two summaries. There are four reference summary (or model sum-
mary) per document in DUC-2004. ROUGE can evaluate a short given summary
by comparing it with up to four reference summaries.

We report evaluation results based on ROUGE-1, i.e., checking unigram over-
lap between a given summary and a reference summary, partially because both
STM and LDA are trained with unigrams. In particular, we use F-measure,
which is a weighted harmonic mean of recall and precision.

F-measure =
2 · precision · recall
precision+ recall

, (3)

where the recall is the proportion of words in the reference summary appearing in
the given sentence, and precision is the proportion of words in the given sentence
appearing in the reference summary. Both precision and recall are based on an
understanding and measure of relevance. An F-measure score reaches its best
value at 1 and worst score at 0.

As we mentioned in Section 3, to facilitate fair comparison, a sentence was
trimmed (removing duplicate words, frequent words, and semantically less impor-
tant words which are not in top 100 word lists of in topic-word distributions) as
ROUGE truncates summaries longer than the target length of 75 bytes (alphanu-
merics, whitespace, and punctuation included) before evaluation for DUC-2004.

For this corpus, the average recall, precision and F-measure of STERSTM
are 0.218, 0.250, and 0.232, respectively. For STERLDA, they are 0.182, 0.160,
and 0.169, respectively. STERSTM obviously outperforms STERLDA. In com-
parison with 40 participation methods in the DUC’04 conference, STERSTM
did quite well in terms of all the three measures. It is ranked as 7th, 9th and
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(a) Average recall (b) Average F-measure

Fig. 5. Title recommendation results of 42 methods for DUC-2004

5th in terms of average recall (Fig. 5(a)), precision, and F-measure (Fig. 5(b)).
One DUC’04 participation method [6] that requires training data and WordNet,
has F-measure of 0.234, which is the runner-up in Fig. 5(b). Its average recall
is 0.217, quite close to that of STERSTM. The another graph-based document
summarisation technique, the winner of several tasks in DUC’04, LexRank [10]
has F-measure of 0.208 for this task and is 13th in Fig. 5(b). Thus, in terms of
quality of very short summaries generated for DUC-2004, STERSTM is compa-
rable with the top methods participated in the DUC’04 conference.

5 Conclusion and Discussion

Based on a recent topic modelling technique, Segmented Topic Model (STM),
this work has presented one Semantic Title Evaluation and Recommendation
(STER) technique, STERSTM. Through comparing title/sentences with the
whole document in the topic space created by STM, STERSTM computes the
semantic similarity of title/sentences, which can estimate the semantic coverage
of a title/sentence. Via fitting a Generalised Extreme Value (GEV) distribu-
tion over the similarity values of sentences and a title within a document and
calculating p-Value under the distribution, STERSTM is able to identify excel-
lent and unfavourable titles without extra information like a human generated
reference summary. The sentence with top p-Value is recommended as a title
candidate. Experimental results on several different document sets have shown
STERSTM can pick up some improvable titles, statistically significantly outper-
form STERLDA, a counterpart based on the canonical topic model LDA, and
generate very short summaries with quality comparable with various document
summarisation techniques.

There are several possible extensions of this work. Better trimming techniques
to shorten a sentence to a concise and readable title could improve title recom-
mendation [11]. It is appealing to explore more reliable statistical distributions
for semantic similarity values, especially for those for small documents. We are
also going to extend the proposed techniques for multiple relevant documents,
embedding key words or other meta data.



Semantic Title Evaluation and Recommendation Based on Topic Models 413

Acknowledgements. Huidong Jin was financially supported by the Environ-
mental and Agricultural Informatics program, CSIRO Mathematics, Informatics
and Statistics. Lan Du was supported under the Australian Research Coun-
cil’s Discovery Projects funding scheme (project numbers DP110102506 and
DP110102593). The authors are grateful to the anonymous reviewers and Dr
Peter Caley for their constructive comments.

References

[1] Aggarwal, C., Zhai, C.: Mining Text Data. Springer-Verlag New York Inc. (2012)
[2] Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet allocation. J. Mach. Learn.

Res. 3, 993–1022 (2003)
[3] Clough, P.: A perl program for sentence splitting using rules. University of Sheffield

(2001)
[4] Coles, S.: An introduction to statistical modeling of extreme values. Springer

(2001)
[5] Crain, S., Zhou, K., Yang, S., Zha, H.: Dimensionality Reduction and Topic Mod-

eling: From Latent Semantic Indexing to Latent Dirichlet Allocation and Beyond.
In: [1], ch. 5, pp. 129–161 (2012)

[6] Doran, W., Stokes, N., Newman, E., Dunnion, J., Carthy, J., Toolan, F.: News
story gisting at university college dublin. In: The Proceedings of the Document
Understanding Conference, DUC (2004)

[7] Du, L., Buntine, W., Jin, H.: Modelling sequential text with an adaptive topic
model. In: Proceedings of the 2012 Joint Conference on Empirical Methods in
Natural Language Processing and Computational Natural Language Learning,
pp. 535–545. Association for Computational Linguistics (2012)

[8] Du, L., Buntine, W., Jin, H., Chen, C.: Sequential latent Dirichlet allocation.
Knowledge and Information Systems 31(3), 475–503 (2012)

[9] Du, L., Buntine, W., Jin, H.: A segmented topic model based on the two-parameter
Poisson-Dirichlet process. Machine Learning 81, 5–19 (2010)

[10] Erkan, G., Radev, D.: LexRank: Graph-based lexical centrality as salience in text
summarization. J. Artif. Intell. Res. (JAIR) 22, 457–479 (2004)

[11] Jin, R., Hauptmann, A.G.: A new probabilistic model for title generation. In:
COLING 2002, pp. 1–7 (2002)

[12] Lin, C., Och, F.: Automatic evaluation of machine translation quality using longest
common subsequence and skip-bigram statistics. In: ACL 2004, p. 605. Association
for Computational Linguistics (2004)

[13] Nenkova, A., McKeown, K.: A Survey of Text Summarization Techniques. In: [1],
ch. 3, pp. 43–76 (2012)

[14] Svore, K., Vanderwende, L., Burges, C.: Enhancing single-document summariza-
tion by combining RankNet and third-party sources. In: EMNLP-CoNLL 2007,
pp. 448–457 (2007)

[15] Xu, S., Yang, S., Lau, F.: Keyword extraction and headline generation using novel
word features. In: AAAI 2010, pp. 1461–1466 (2010)

[16] Zhai, Z., Liu, B., Xu, H., Jia, P.: Constrained LDA for grouping product features
in opinion mining. In: Huang, J.Z., Cao, L., Srivastava, J. (eds.) PAKDD 2011,
Part I. LNCS, vol. 6634, pp. 448–459. Springer, Heidelberg (2011)



Video Quality Prediction over Wireless 4G

Chun Pong Lau, Xiangliang Zhang, and Basem Shihada

CEMSE, King Abdullah University of Science and Technology, Saudi Arabia
{lau.pong,xiangliang.zhang,basem.shihada}@kaust.edu.sa

Abstract. In this paper, we study the problem of video quality predic-
tion over the wireless 4G network. Video transmission data is collected
from a real 4G SCM testbed for investigating factors that affect video
quality. After feature transformation and selection on video and network
parameters, video quality is predicted by solving as regression problem.
Experimental results show that the dominated factor on video quality is
the channel attenuation and video quality can be well estimated by our
models with small errors.

Keywords: VideoQuality Prediction,Wireless 4G, Superposition Coded
Multicasting.

1 Introduction

Fourth generation (4G) of mobile communication standards, such as Long Term
Evolution Advanced (LTE-Advanced) and Worldwide Interoperability for Mi-
crowave Access Release 2 (WiMAX2), provide high speed and large range of
wireless connectivity. Because of the large coverage of a base station (BS), users
within the coverage area result in different channel quality causing the multi-
users diversity problem. In order to provide a reliable video multicast/broadcast
service by high speed wireless channels, She et al. proposed Superposition Coded
Multicasting (SCM) method in [1]. In this scheme, a scalable video bitstream
consists of two different quality layers that are modulated into two signals by
two different modulations. These two signals are then superimposed into one
broadcasting signal for all receivers under the BS coverage. Since the transmis-
sion of superimposed signal can be affected by wireless channel conditions, the
quality of received video is key concern for both the providers and receivers.

From the video providers’ point of view, the Quality of Service (QoS) is
determined by the quality of video that customers will receive. If the quality
of video can be predicted according to network conditions and video parame-
ters, providers can guarantee certain level of service by taking effective actions.
On the one hand, before broadcasting a video, providers can set the input fea-
tures/parameters to achieve the targeted video quality. On the other hand, dur-
ing video transmission, operators can adjust the video and network parameters
according to this prediction model for various conditions.

There are three main challenges facing the accurate prediction of video quality
over wireless channels. First, the behavior of wireless signal is difficult to predict
and measure, since it fluctuates and can be significantly affected by complex

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 414–425, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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and mixed factors, such as attenuation, fading, and interference [2]. Attenuation
happens due to the distance between transmitter and receiver. Fading may vary
over time, position or radio frequency due to multi-path propagation. Second,
multi-user channel diversity challenge where users at different geographic loca-
tions within the same BS coverage area have different channel quality [3]. Third,
collecting data for analysis and prediction is expensive. In order to accurately
predict the video quality, all possible conditions that may affect video quality
must be considered, and all corresponding data should be collected. Construct-
ing an emulation testbed with implementation of SCM is often expensive. To
the best of our knowledge, the testbed used in this paper is the first built emula-
tion testbed on this research area. This work assists research work without real
testbed by building a practical prediction model. It helps to reduce the depen-
dence on the expensive testbed system through estimating transmission results,
instead of conducting real experiments.

Video quality prediction can be formalized as a regressionproblem.Video trans-
mission is described by a set of features, including video and network parameters.
Video quality, measured by a common quality metric called Peak Signal-to-Noise
Ratio (PSNR), is the target for prediction [4]. Given a raw data, feature selection is
first used for selecting the useful features from the data set. Three popular regres-
sion approaches, k -nearest neighbor algorithm (k -NN), Support Vector Machines
(SVM) and Neuron Network (NN) are employed for prediction. Nominal type fea-
ture (modulation) and a ratio type feature (power boosting) are transformed to-
gether into one ratio type feature. The improved results from advance approaches
including the transformed feature demonstrate the main factors affecting video
quality and should gain more attention in video transmission.

The rest of this paper is organized as follows. Section 2 introduces the back-
ground and related work of video quality prediction problem. Section 3 describes
the methodology for prediction, which consists of data collection on real testbed,
feature transformation and selection, and employed prediction techniques. Section
4 reports experimental results. Section 5 finally concludes and gives perspectives.

2 Background

Researchers face many challenges on video quality prediction. One of the difficul-
ties is the videos are affected by numerous parameters. Through collecting data
from simulations of 3G and WLAN network, Khan et al. predicted the video
quality with both application and network level parameters [5]. However, this
was limited to four parameters, which are frame rate, send bitrate, packet error
rate, and link bandwidth. These limited number of features cannot represent the
network condition well especially when network condition becomes complex in
the wireless 4G.

Garcia et al. proposed a framework to find a parametric content description
of videos [6]. Assuming that video content influences the video quality, they
proposed to decompose the input video to spatial and temporal features which
highlight a strong adequation with the perceived video quality. However, predic-
tion of video quality was not quantified in their approach.
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Dalal et al. investigated the feature selection for predicting video quality after
network transmission [7]. Network statistic such as packet lost rate and error
rate were considered as features. Two methods correlation ranking and principal
component analysis (PCA) were investigated. However, video they studied were
collected from a wired network.

Liu et al. proposed a framework for video prediction after encoding process,
which can reduce time cost for choosing correct parameters for video encod-
ing process [8]. Their approach was simple and efficient. However, they did not
consider the parameters of network transmission for the prediction.

All of the above reported studies omitted the wireless network characteristics
and assumed a simulation based data. Therefore, we attempt to collect real-
life data and perform more accurate prediction considering the wireless network
characteristics. In the next section, we introduce our methodology.

3 Methodology

This section introduces our proposed approach of video quality prediction. We
first introduce the testbed for data collection. Then, as pre-processing is a cru-
cial part of prediction, we introduce feature transformation, normalization and
ranking mechanisms. Finally, k -NN, SVM and NN are introduced to build the
regression models for video quality prediction.

3.1 Testbed Description and Data Collection

Video data in this paper is collected by a real-time SCM testbed, which con-
sists of two network emulators, two personal computers (PC) and one variable
attenuator. In the transmitter side, one PC is connected to one network emula-
tor acted as the video server and BS. The other PC is connected to the second
emulator acted as the mobile receiver and mobile device. Videos are transmitted
over the emulators connected by coaxial radio frequency cables through the vari-
able attenuator acting as the wireless channel with different values of channel
attenuation. The emulators are implemented by National Instruments NI PXIe-
1062Q chassis with embedded controller PXIe-8130, IF transceiver PXIe-5641R,
RF Up converter PXIe-5610 and RF Down converter PXIe-5600. Figure 1 shows
the system architecture of SCM with transmitter on the top. The video data
passes through all layers and become superposition coded signal broadcast over
the emulated wireless channel. Receiver receives the broadcasting signals that
go through all the layers to reconstruct the video data.

Video streams are encoded as H.264-SVC [9] bitstream, and are stored in
the video server. Each video sequence consists of two layers, base layer and
enhancement layer. Base layer contains most of the important information of
the video and should be correctly received and decoded in order to reconstruct
the video after transmission. Enhancement layer is additional information of
the base layer to improve the video quality when successfully decoded. It is
expected that enhancement layer bitrate is higher than base layer bitrate since
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Fig. 1. SCM System Architecture

the encoding quantization parameters (QP) of enhancement layer is lower than
the base layer QP. Different number of group of pictures (GOP) and intra period
are considered as the video features/parameters in the system.

From the network prospective, transmission power, and reception power sensi-
tivity are controlled by the transmitter and receiver emulators in physical layer.
Channel attenuation is controlled manually by the variable attenuator. Assume
that during each of the transmission, the attenuation value is constant to re-
main a static transmission environment to reduce complexity. Carrier frequency,
modulation, power boosting, cyclic prefix and bandwidth are selected from the
MAC layer control software.

A video transmission, when completed, is described by a set of video and
network features. The first three columns of Table 1 show the features considered
in this work. The last row is the prediction target PSNR, which is commonly used
to measure the quality of the reconstructed video after network transmission. It
is calculated by comparing the video frame by frame and pixel by pixel between
the received video and the original video before encoding and transmission. A
higher PSNR value introduces a higher video quality received. Given a video with
its known feature values, our target is to predict the PSNR after it is received.

In our experiments throughout the paper, the video transmitted is a 40 sec-
onds length movie trailer, which is a standard video provided by Durian Open
Movie project named as “Sintel” [10]. Each test of experimental operation takes
around 2 minutes. In addition, calculating the PSNR value between received
video with original video requires 1 to 2 minutes. 985 testes were conducted in
total. Ten random chosen examples are shown in Table 2.

3.2 Feature Transformation

Two network features called Base Layer Modulation and Enhancement Layer
Modulation are of our interest while predicting video quality. The possible values
of these two features are BPSK, QPSK, 16QAM and 64QAM, which are difficult
to be directly used for prediction. Therefore, Base Layer Modulation and Base
Layer Power Boosting are transformed to Base Layer Probability of transmitted
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Table 1. Video and network features, with statistic, Pearson correlation coefficient
and P-value w.r.t. target PSNR

Features Type Min Max Range Co- Pearson P-value
unt Corr. Coef.

Video

Base bitrate Ratio 399.5 739 339.5 7 0.116650 2.4360e-4
Enh. bitrate Ratio 777.88 3074.25 2296.4 7 0.101631 1.4037e-3
Overall bitrate Ratio 1189.3 3473.7 2284.3 6 0.109720 5.6144e-4
Base Encoding QP Interval 20 28 8 3 -0.107587 7.1926e-4
Enh. Encoding QP Interval 35 40 5 2 0.028953 3.6404e-1
Group of Pictures Interval 2 8 6 3 -0.074944 1.8652e-2
Intra Period Interval 2 32 30 5 -0.114500 3.1721e-4

Network

Transmission Power Ratio 0 0 0 1 NaN NaN
Reception Power Sen. Ratio -10 0 10 2 -0.028953 3.6404e-01
Attenuation Ratio 2 21 19 18 -0.502685 3.3726e-64
Carrier Frequency Ratio 2.51 2.51 0 1 0.000000 1
Base Modulation Nominal BPSK BPSK N/A 1 Transformed Transformed
Base Power Boosting Ratio -3 2 5 4 Transformed Transformed
Base Prob. of Tx Sym. Err Ratio 2.328e-4 0.8858 0.0884 9 -0.190526 1.6672e-9
Enh. Modulation Nominal QPSK 16QAM N/A 2 Transformed Transformed
Enh. Power Boosting Ratio -11 0 11 7 Transformed Transformed
Enh. Prob. of Tx Sym. Err Ratio 0.0789 0.5253 0.4465 9 0.151654 1.7421e-6
Cyclic Prefix Interval 0.25 0.25 0 1 NaN NaN
Bandwidth Interval 5 10 5 2 0.145872 4.2871e-6

Target PSNR Ratio 25.26 66.91 41.64 461

Table 2. Examples of video records
Base Enh. Overall B. E. GOP I. Tx Rx At. Freq. B. B. E. E. CP BW PSNR
Bitrate Bitrate Bitrate QP QP P. P. P. Mod PB Mod PB

520.63 1686.87 2207 25 35 2 4 0 0 2 2.51 BPSK -1 QPSK -7 1/4 10 58.5195

520.63 1686.87 2207 25 35 2 4 0 0 9 2.51 BPSK -1 QPSK -11 1/4 10 55.2172

739. 1634.75 2373 25 35 2 2 0 0 7 2.51 BPSK 2 16QAM 0 1/4 10 58.9206

442. 1201.25 1643 25 35 4 8 0 0 7 2.51 BPSK 2 16QAM 0 1/4 10 58.9995

415.13 991.62 1406.75 25 35 8 32 0 0 4 2.51 BPSK 2 16QAM 0 1/4 10 56.7126

411.5 777.88 1189 28 35 4 16 0 0 2 2.51 BPSK -1 QPSK -7 1/4 5 56.3021

410.63 1221.5 1189 25 35 4 16 0 0 2 2.51 BPSK -1 QPSK -7 1/4 10 55.9479

411.5 777.88 1189 28 35 4 16 0 0 11 2.51 BPSK -1 QPSK -11 1/4 5 47.0903

411.5 777.88 1189 28 35 4 16 0 0 5 2.51 BPSK -1 QPSK -5 1/4 5 55.5979

399.5 3074.25 3473 20 40 4 4 0 -10 10 2.51 BPSK -1 16QAM -5 1/4 10 52.9213

symbol error. Similarly for Enhancement layer, Enhancement Layer Modulation
and Enhancement Layer Power Boosting are transformed to Enhancement Layer
Probability of transmitted symbol error. The idea of the transformation is con-
sidering the transmitted symbol energy and the receiver symbol decision area.
Probability of symbol error means a transmitted symbol falls into other symbols
decision area with the amount of Gaussian noise added onto it. The probability of
symbol error is calculated as follows according to [11]. Assuming that base layer
modulation is always BPSK, the probability of correctly detecting the abscissa
of each SPC symbol in the ith region is:

Pi,1 = Q

(
−μyi
σyi

)
(1)
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where μyi is the mean for received symbol abscissa coordination and σyi is the
variance. Base layer probability of transmitted symbol error is:

Pb = 1− 2
√
m2

M

√
m2−1∑
i=0

Pi,1 (2)

where M = m1 ×m2, m1 is the base layer modulation number and m2 is the
enhancement layer modulation number.

After the symbol is decoded on base layer by successive interference cancel-
lation (SIC), the remained symbol will be decoded by enhancement layer de-
modulator. The standard symbol error equation for m2-QAM demodulation is
expressed as follow:

Pm2QAM = 2

[
2

(
1− 1

√
m2

)
Q

(√
3

m2 − 1

E2

N0

)]

−
[
2

(
1− 1

√
m2

)
Q

(√
3

m2 − 1

E2

N0

)]2
(3)

whereQ(.) is known as Q-function, E2 is the remained energy after SIC of symbol
for enhancement layer decoding process, N0 is the Gaussian noise power.

Finally the probability of enhancement symbol error is calculated as follow:

Pe = 1− (1− Pm2QAM )(1− Pb) (4)

Transformed feature Pb and Pe range from 0.00024 to 0.08858 for base layer and
0.0789 to 0.5253 for enhancement layer.

3.3 Feature Normalization

Since values of raw video features are on different scale, normalization is per-
formed to linearly scale them to unit range. An original value x of a feature is
normalized to be x∗:

x∗i =
xi − xmin

xmax − xmin
(5)

where xmin is the smallest value and xmax is the largest value of the feature. To
further investigate the improvement that can be made by normalization, original
and normalized data are compared in the experimental results.

3.4 Feature Ranking

In order to eliminate irrelevant and redundant features in the raw data, supervised
feature selection is performed in data preprocessing phase. Features are ranked
by their Pearson correlation coefficients Rf with respect to the target PSNR in
training data. As a measure of the linear dependence of a feature and the target,
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Rf = +1 indicates a strong linear relationship between them,Rf = −1 represents
a negative linear relationship and Rf = 0 shows the independence of them. For a
feature Xf , its coefficient w.r.t. target Y is defined as:

Rf =
cov(Xf , Y )√
var(Xf )var(Y )

(6)

Features with Rf close to 0 will be eliminated when learning a prediction model.

3.5 Regression Models

Three regression algorithms are employed in this paper for predicting video
quality, k -Nearest Neighbor, Support Vector Machine and Neural Network.

k -Nearest neighbor algorithm (k -NN) is a lazy learning method. The quality
of a testing video is estimated based on its k nearest neighbors in training data,
which have similar feature values to the testing video. Assuming that its k most
similar videos have PSNR value Tj , j = 1...k, the quality of the video i is

Ti =

∑k
j=1 wi,j × Tj∑k

j=1 wi,j

(7)

where wi,j is the weight function inversely proportional to the distance of the
training object j. It is defined as: wi,j = 1

c+(di,j)2
where c is the kernel width

parameter and di,j is the distance between video i and j. Considering the feature

correlation coefficients, we define distance di,j by di,j =
√∑

f Rf × (xi,f − xj,f )2
where xi,f and xj,f is the value of feature f in video i and j.

To acquire the best results, the number of nearest neighbors k is set from 1 to
10, and the parameter c is tested by values in [10−4−10−3] stepped by 5×10−5.

Support Vector Machine (SVM) is considered as one of the most robust and
powerful algorithms for classification and regression. In this work, Epsilon-SVR,
the regression model of LIBSVM 3.12 [12], is employed for video quality pre-
diction. After testing of various kernel functions, Radial Basis Function (RBF)

kernel is selected for its best performance: φ(x, xi) = e−γ‖x−xi‖2

. The setting
of SVM parameters C (cost) and kernel parameter γ (gamma) are explored
by searching in [1 − 100] for C and in [10 − 400] for γ. Experimental results
on different settings of C and γ will be demonstrated in Figure 3 of the next
section.

Neural Network (NN) has been widely used in predicting video quality based
on application and network parameters [5,13,14]. Given enough hidden units,
any continuous function can be uniformly approximated to arbitrary accuracy
[15]. We applied two to three hidden layers NN with back-propagation learning
algorithm. Different numbers of hidden neurons are evaluated ranged from 1×F
to 3×F , where F is the number of features. Results of NN with different topology
settings will be reported in next section.



Video Quality Prediction over Wireless 4G 421

4 Experimental Results

This section presents the experimental results on 985 video testings. 5-fold cross
validation is applied for reliable evaluation reason. In order to investigate the
impact of feature normalization and transformation introduced in last section,
four different cases summarized in Table 3 are evaluated and compared.

Table 3. Experimental Evaluation Cases

Modulation and boosting
Excluded Transformed

Normalization
Without Case 1 Case 3
With Case 2 Case 4

Root Mean Squared Error (RMSE) and Coefficient of Determination (R2) are
considered as the criteria to evaluate the performance of the prediction methods.
RMSE is used to quantify the difference between the predicted and actual PSNR
value. A smaller value indicates a better result with higher accuracy. RMSE is

calculated as
√∑N

i=1(Ti − Ti−act)2/N , where Ti and Ti−act are the predicted

and actual PSNR respectively, and N is the number of testing videos.
R2 is another performance measurement of prediction. It is calculated by R2 =

1− SSE
SST , where the total sum of square SST =

∑N
i=1(Ti−act − 1

N

∑N
i=1 Ti−act)

2

and sum of squares error SSE =
∑N

i=1(Ti−act − Ti)2. R2 is in [0 1], where the
maximum value 1 indicates the best prediction model.

4.1 Feature Ranking

As introduced in section 3.4, each feature is ranked by its Pearson correlation
coefficient Rf . The last two columns of Table 1 show the Rf and corresponding
P-values of all features. Those features with −0.03 < Rf < 0.03 or NaN1 are
eliminated, such as Enhancement Encoding QP (0.028953), Transmission Power
(NaN), Reception Power Sensitivity (-0.028953), Carrier Frequency (0.000000),
and Cyclic Prefix (NaN). Their large P-values (> 0.05) also confirm that these
feature and the target value have no significant correlation.

4.2 Importance of Transforming Modulation and Power Boosting

To investigate the importance of transforming modulation and power boosting
features presented in Section 3.2, we compare results of Case 1 and 2 with that
of Case 3 and 4.

Figure 2a and 2b show the RMSE and R2 of k -NN on each case. The best
setting of kernel parameter c when calculating wi,j was exhaustively explored.
Figure 2 presents the results with the best setting. As we can see for all values

1 The 0 or NaN of Rf for some features is caused by their single distinct value, as
given in the 7th column (Count) of Table 1.
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(a) k -NN - Root Mean Square Error
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(b) k -NN - Coefficient of determination

Fig. 2. Prediction performance of k -NN on each case with the best setting of c

of k, Case 3 and 4 are significantly better than Case 1 and 2 with lower RMSE
values and higher R2. We can then conclude that feature transformation plays
a very important role on correctly predicting video quality.

Figure 3 presents the prediction performance of SVM. As observed in k -NN,
better results are obtained from Case 3 and 4 rather than Case 1 and 2. The
setting of SVM parameter C and γ is tested by combinations of values indexed
by k on x-axis. The best prediction is on Case 4 when C = 9 and γ = 120 (k =
332) resulting RMSE = 3.218 and R2 = 0.7669.
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(a) SVM - Root Mean Square Error
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(b) SVM Coefficient of determination

Fig. 3. Prediction performance of SVM on each case (sampled C and γ setting combi-
nations)

Figure 4 shows the results of NN with different network topology setting
indexed by k, e.g., k = 1 when NN has F × F neurons (2 hidden layers, each of
which has F hidden neurons), k = 5 when NN has F ×F ×F neurons (3 hidden
layers), where F is the number of features after selection. The same observation
can be found that Case 3 and 4 perform better than Case 1 and 2. The best
prediction results with lowest RMSE and highest R2 happened on Case 3 when
NN has 3F × 3F neurons (k = 4).
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Fig. 4. Prediction performance of NN with different combination of hidden layers and
neurons

Results of k -NN, SVM and NN consistently show that prediction excluding
modulation and power boosting features (Case 1 and 2) gives worse results than
transforming them into probability of symbol errors (Case 3 and 4). In other
words, transformation of modulation and power boosting is essential.

4.3 Effects of Normalization of Data

Since Case 3 and 4 achieve better prediction results, we study the normalization
effect on these two cases in this subsection (Case 1 and 2 are exempted). In
k -NN, normalization does not make significant effect. In Figure 2, normalized
data (Case 4) performs exactly the same as original data (Case 3) when k is
less than 4. Normalized data (Case 4) leads to better results than original data
(Case 3) when k increases.

Normalization stabilized the performance of SVM when varying parameter
setting. Fluctuating curves of Case 3 and smoothing curves of Case 4 in Figure
3 indicate that normalized data can produce better (lower RMSE and higher
R2) and more stable results. However, NN does not significantly benefit from
normalization.

In summary, normalization can generally further improve the prediction per-
formance.

4.4 Comparison of Regression Models

Table 4 compares the prediction performance of k -NN, SVM, and NN on Case 3
and Case 4. Case 1 and 2 are excluded because their prediction results are much
worse than that of Case 3 and 4. The best RMSE and R2 value of each model
were presented when its model parameters are set appropriately. In general, three
models give similar results, and they all produce small RMSE and high R2. SVM
on Case 4 can lead to the smallest RMSE and the highest R2.

Figure 5 shows the predicted and actual PSNR values for the best prediction
of all models, k-NN on Case 4 when k=10,c=0.0002, SVM on Case 4 when C=9,
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Table 4. The best predictions of k -NN, SVM, and NN on Case 3 and 4

k-NN SVM NN

RMSE
Case 3 3.32864 3.27009 3.34251
Case 4 3.30163 3.21764 3.36173

R2 Case 3 0.75914 0.75922 0.75707
Case 4 0.76283 0.76689 0.75371

γ=120, and NN on Case 3 when topology is 3F × 3F = 30× 30, where F is the
number of features after feature transformation and selection. Videos on x-axis
are ordered by their actual PSNR values. We can observe that all prediction
methods can give good prediction when actual PSNR is high. Especially, the
prediction of SVM is more accurate when actual PSNR is larger than 54dB. The
prediction deviates more from the true target when actual PSNR is relatively
low. However, the deviation is only around 5% of the target on average. These
less accurate predictions are due to the lack of effective learning examples. Videos
with low PSNR have worse quality. In a well-developed transmission system, the
number of damaged videos is smaller than the number of undamaged videos.
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(a) k -NN at k=10,c=0.0002
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(b) SVM at C=9, γ=120
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Fig. 5. Comparison of predicted PSNR and actual PSNR

5 Conclusion

This paper studies the problem of video quality prediction in wireless 4G net-
work transmission. A real testbed is built for collecting videos transmitted under
various network conditions. The raw transmission data is pre-processed by fea-
ture transformation, normalization and ranking. Regression models are learned
by three different algorithms and used for predicting the quality of video.

The first motivation of this work is to investigate which features are strongly
correlated to video quality. From the feature ranking results, we find that atten-
uation and base layer probability of symbol error are the two important features
that highly correlated to the PSNR (target of prediction) with the correlation
coefficient Rf= -0.5027 and -0.1905, P-value = 3.372e-64 and 1.667e-9, respec-
tively. In addition, according to the evaluation results, we observe that feature
transformation of modulation and power boosting for both base layer and en-
hancement layer significantly affected the prediction accuracy of video quality.

Through pre-processing raw data and exploring the most suitable parameter
setting, we built prediction models based on three different regression algorithms.
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The experimental results demonstrate that these models can accurately predict
video quality with small errors and high relevance with target values.

This first attempt of video quality prediction in wireless 4G opens several
perspectives for further research. First, the models are useful to reduce the time
spent on running real experiments. As we mentioned in the introduction, imi-
tating all of the different channel conditions and conducting video transmitting
experiments are very time consuming. Our discovery of key features and pre-
diction model can be used to guide the design of experiments. Second, we will
enhance the prediction models to make them perform well on more complex
channel conditions.
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Abstract. Manifold ranking (MR), as a powerful semi-supervised learning al-
gorithm, plays an important role to deal with the relevance feedback problem in 
content-based image retrieval (CBIR). However, conventional MR has two main 
drawbacks: 1) in many cases, it is prone to exploit “unreliable” unlabeled images 
when deployed in CBIR due to the semantic gap; 2) the performance of MR is 
quite sensitive to the scale parameter used for calculating the Laplacian matrix. 
In this work, a self-immunizing MR approach is presented to address the draw-
backs. Concretely, we first propose an elastic kNN graph as well as its con-
structing algorithm to exploit unlabeled images “safely”, and then develop a local 
scaling solution to calculate the Laplacian matrix adaptively. Extensive experi-
ments on 10,000 Corel images show that the proposed algorithm is more effec-
tive than the state-of-the-art approaches. 

Keywords: content-based image retrieval, relevance feedback, self-immunizing 
manifold ranking, elastic kNN graph, local scaling. 

1 Introduction 

With the ubiquitous use of digital images in a large number of practical applications, 
Content-Based Image Retrieval (CBIR) has drawn substantial research attention in 
many computer communities during the past two decades [2]. A main challenge in 
CBIR is the so-called semantic gap, i.e. the low-level visual features are not sufficient 
to characterize the high-level semantics of images. Relevant feedback has been shown 
as a powerful tool for bridging the semantic gap by exploiting the user’s interaction 
with CBIR system. During the past years, a wide variety of relevant feedback tech-
niques have been proposed, most of which belong to the family of supervised learning 
[14, 2].  

One critical research topic related to relevance feedback is to learn with few labeled 
training examples, as few users are patient to label a lot of images during the interac-
tion. To this end, semi-supervised learning [1] has been applied to relevance feedback 
[3, 4, 8, 9, and 13]. A popular semi-supervised learning method used in CBIR is the 
manifold ranking (MR) that aims to learn a ranking function by making use of the 
underlying geometrical structure of the given image database. Previous studies have 
shown that MR is one of the most promising and successful semi-supervised learning 
techniques for relevance feedback [3, 7, 10 and 11]. 
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Fig. 1. An illustration of our motivation: (a) The adjacency matrix of a kNN graph built on a set 
of 10,000 images, each consecutively-numbered 100 images in which belong to the same se-
mantic category; (b) The “trusted” interval of a labeled image; and (c) An example of a labeled 
image with “unreliable” unlabeled nearby neighbors. 

However, it has been found that the performance of semi-supervised learning may 
be even worse than the supervised learning when “unreliable” unlabeled data is ex-
ploited [5]. Taking MR as an example, it assumes that a labeled example and its (un-
labeled) nearby neighbors trend to have similar properties, and thus their ranking scores 
should be approximate, but this assumption may not be true in CBIR due to the semantic 
gap. To verify the efficacy of this assumption, we conducted an empirical study on a set 
of 10,000 images, each consecutively-numbered 100 images in which belong to the 
same semantic category. Given the image set, a kNN graph is constructed and corres-
ponding adjacency matrix is shown by Figure 1a. Ideally, for each image i , we expect 
its k nearest neighbors appear within a “trusted” interval 

( )floor 100 100,i × ( )floor 100 100 100i × +   (e.g., if an image id is 1588, its 

“trusted” interval should be [1501, 1600]), since the images within this interval belong 
to the same class as illustrated in Figure 1b, where ( )floor •  denotes the integer op-

eration. Figure 1a shows that most nonzero elements distribute around the principal 
diagonal of the adjacency matrix, which means most neighbor points are inside their 
trusted interval. But there are still many nonzero elements far away from the principal 
diagonal, i.e. the neighbor points are outside the trusted interval (an example is illu-
strated by Figure 1c), and, in this case, the performance of MR may degenerate. 
Moreover, the performance of MR is sensitive to the scale parameter used for calculating 
the Laplacian matrix. Such a parameter is usually hard to tune with very few labeled 
examples [11], which is a common issue in graph-based semi-supervised learning. 

To address the above problems, this paper presents a Self-immunizing manifold 
ranking (Simar) approach for relevance feedback in CBIR, which is able to exploit 
unlabeled images “safely” and tune the scale parameter adaptively. Concretely, we first 
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propose a new graph structure named elastic kNN graph and corresponding constructing 
algorithm. In this structure, the creditable relationship between each labeled image and its 
nearby neighbors can be dynamically adjusted by monitoring the change of retrieval 
performance. Also, a local scaling solution is employed by Simar to tune the scale pa-
rameter for Laplacian matrix calculation, which is beneficial to the data distribution with 
multi-scales, e.g. image database. Our empirical study shows encouraging results in 
comparison to some existing semi-supervised learning algorithms widely used in 
CBIR.  

The remainder of this paper is organized as follows. Section 2 elaborates the pro-
posed Simar approach. Section 3 shows experimental evaluations. Finally, section 4 
concludes this paper. 

2 The Proposed Simar Approach 

In this section, we first formulate relevance feedback in CBIR as a semi-supervised 
graph-based ranking problem, and then present an elastic kNN graph structure and a 
local scaling method to facilitate the setting of parameters. 

2.1 Preliminaries 

Let { }1 n= , ,X x x  denote an image database, where each 
i

d∈x   represents an 

image by a d-dimensional feature vector. To discover the geometrical structure of the 
given image database, a graph (such as kNN graph) is usually built on X  and we 

define n n×∈W   as corresponding adjacency matrix with element ijw  saving the 

weight of the edge between point i  and j . Normally the weight can be calculated 

using a Gaussian kernel 

( )( )2 2exp i jij d ,w σ−= x x  (1) 

if ( )
j ikN∈x x  or ( )i jkN∈x x , otherwise 0ijw = , where ( )kN x  denotes the set 

of the k nearest neighbors of x , and ( )i jd ,x x  is a distance metric (such as L1 dis-

tance) between ix  and jx . Finally, we define a label vector as [ ]1
, ,

n

T
y y=y   to 

record the user’s judgment in relevance feedback loops, in which an element 1iy =  if 

ix  is the query or labeled as positive, 1iy = −  if ix  is labeled as negative, and 

0iy =  otherwise. 

Given W  and y , the goal of our Simar approach is to learn a ranking function 

f : →X   that assigns each image 
i

x  a ranking score 
i

f  according to its relevance 

to user’s query. Similar to other MR methods, Simar aims to find an optimal f *  by 
solving the following optimization problem: 
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( )
2

2

1 1

1 1 1
O f

2

n n

ij i j i i
i ,j= i=ii jj

w f f f y
D D

μ
 
 = − + −  
 
   (2) 

where 0μ >  is the regularization parameter and D is a diagonal matrix with 

1

n

ii ijj=
D = w . The first term is a smoothness constraint that makes the nearby images 

share close ranking scores. The second term is a fitting constraint which means the 
ranking result should fit to the label assignment. By minimizing ( )O f , we get the 

optimal f by the following closed form 

( ) 1
f *

n α −= − yI S  (3) 

where ( )1 1+μα = , nI  is an identity matrix with n n× , and 1 2 1 2− −=S D WD  is the 

symmetrical normalization of W. In large scale problems, we prefer to use the iteration 
scheme: 

( ) ( ) ( )f 1 f 1t+ t +α α= −S y . (4) 

During each round of iteration, each data point receives information from its 
neighbors (first term). And retains its initial information (second term). The iteration 
process is repeated until convergence.  

As illustrated by Eq. (3) and (4), one of the key issues is to design an appropriate S , 
and more precisely to design W , which depends on two key parameters: the number of 
the nearest neighbors k used for constructing kNN graph and the scale parameter σ  
used by Gaussian kernel. We will discuss how to tune the parameters in the following 
subsections. 

2.2 Constructing an Elastic kNN Graph 

Constructing an appropriate graph is one of the keys to develop a high-performance 
MR scheme. As mentioned, the kNN graph is a popularly used structure, but it is prone 
to exploit “unreliable” unlabeled images, as illustrated by Figure 1. To “safely” exploit 
unlabeled images, we expect that the constructed graph could dynamically update the k 
value in a query session, in order to maintain a relatively confidential connecting 
relationship between each labeled image and its nearby unlabeled neighbors. To this 

purpose, for each image 
i

x , we suggest using a large k in our approach when its most 

neighbors are inside its “trusted” interval because corresponding (unlabeled) nearby 
neighbors are “reliable” in this case. Conversely, a small k is preferable in order to 
reduce the likelihood of exploiting the “unreliable” neighbors. At worst, no unlabeled 
images are considered and our Simar approach will degenerate to a supervised ranking 
method. In this way, we can guarantee that our semi-supervised ranking method will 
never worse than a supervised one. 

Given the labeled image set, a challenge is to probe whether most of their (unla-
beled) nearby neighbors are inside the corresponding “trusted” intervals, since the 
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images are not indexed by semantic in real-world applications. Considering this, Simar 
adopts an indirect strategy, that is, in each round of feedback the “reliability” of the 
unlabeled images used by current ranker is evaluated by monitoring the changes in its 
retrieval performance. Concretely, the retrieval performance is measured by using the 

precision rate defined as Number of  postive retrievals
Number of total retrievals 100%Precision = ×  via the user’s feedback 

on image retrievals. If the current precision curPrecision  is greater than the previous 

precision prePrecision , then the “reliability” of the unlabeled images exploited cur-

rently is enhanced, and the value of k should be enlarged. On the other hand, if 

cur prePrecision Precision< , then it means that the “reliability” of the unlabeled images 

exploited currently is receded, and the value of k should be decreased. With these 
considerations, we adaptively tune the parameter k according to 

( )( )floor 1cur pre cur prek k Precision Precision= + − . (5) 

to “safely” exploit the unlabeled images.  
Note that the Precision mentioned here is calculated with the number of relevant 

images that appear in a fixed number of retrievals. Suggested by Luxberg [6], the initial 
value of k, used at the first round of feedback, is set to ( )floor log n  for the asymptotic 

connectivity purpose. 

2.3 Local Scaling 

As mentioned before, the performance of MR is sensitive to the scale parameter σ . Some 
previous works [3, 7 and 10] suggested running their MR algorithms repeatedly for a 
number of σ  values and selecting the one leading to the highest average precision. 
However, the performance of this approach is heavily depended on the testing data and the 
range of values to be tested still has to be set manually. What is worse, there may not be a 
single value of σ  that works well for all data points when the input data with different 
local statistics, which is the common case in the image database. Therefore, we try to 
address this shortcoming from a local scaling view, i.e. calculating a local scale parameter 
for each image, instead of selecting a single scale parameter for all images. 

Inspired by the self-tuning spectrum clustering technique [12], the scale parameter 
can be regarded as some measure when two data points are considered similar. This 
provides an intuitive way for selecting possible σ . Let iσ  and jσ  denote the local 

scaling parameters of image ix  and jx  respectively. The distance from ix  to jx  as 

‘seen’ by ix  can be defined as ( )i j id , σx x  while the converse is ( )j i jd , σx x . 

Hence, the square distance 2d  between two images can be generalized as: 

( ) ( ) ( )2
i j j i i j i j i jd , d , = d ,σ σ σ σx x x x x x , (6) 

and the weight of the edge between a pair of images, i.e. Eq. (1), can be rewritten as: 

( ) ( )( )2exp i j i jij d= ,w σ σ− x x . (7) 
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Intuitively, a small iσ  is preferable when ix  is residing in a tight local region, 

while a large iσ  is preferable when ix  is residing in a sparse local region. To this 

purpose, the selection of the local scale iσ  can be done by studying the local statistics 

of the neighborhood of ix . Considering the efficiency, we use the distance from ix  to 

its k-th nearest neighbor ikx  to represent the local statistic, i.e. iσ =  ( )i ikd ,x x  

where ( )floor logk n=  that gave good result in our experiment. 

2.4 Implementation Issues 

For the real-time response purpose, previous work suggested using a sparse represen-
tation for the affine matrix W  and calculating it off-line [3]. However, different from 
conventional MR, Simar requires updating matrix W  on-line because elastic kNN 
graph is considered. Our idea is to calculate an initial affine matrix with a large k value 
off-line, and then add or remove elements into/from the matrix according to the 
changes of k values on-line. In the way, we can update matrix W  with low computa-
tional cost. The key steps are summarized as follows. 

Step 1 (off-line): Starting with a large 
0

k (=100) value, for each image, we search its 

0k  nearest neighbors from database and store their identities in a matrix G  0n k×∈ , 

where each element ijg  denotes the identity of the j-th nearest neighbor of image ix . 

Based on G , the initial affinity matrix 0W  is calculated by Eq. 7. 

Step 2 (off-line): In the first round of feedback, given ( )1 floor logk n= , the affinity 

matrix 1W  (initialized by n n×0 ) is generated based on 0W  and G  by copying ele-

ments from 0W  to 1W . For example, given image ix , the identity of its j-th nearest 

neighbor is ijg , and corresponding affinity between ix  and its j-th nearest neighbor 

can be gained by: ( ) ( )1 0, ,ij iji g i g←W W . 

Step 3 (on-line): After the second round of feedback, the affinity matrix curW  used 

currently is updated by monitoring the changes of retrieval performance. In details, 

curk  is first calculated by Eq. 5; then, based on 0W  and G , we add elements into 

curW  when cur prek k> , while remove elements from curW  when cur prek k< . The de-

tailed updating rules can be described as: 

if cur prek k>  then  /* adding elements into curW  */ 

for 1i =  to n  

    for 1prej k= +  to curk  

      ( ) ( )0, ,cur ij iji g i g←W W ; 

    end for 

end for 
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else  /* removing elements from curW  */ 

for 1i =  to n  

    for prej k=  to 1curk +  with step=-1 

      ( ), 0cur iji g ←W ; 

    end for 

end for 

end if 

Another issue is with respect to the out-of-sample search. If the query image is not in 

the database, we first connect the query with its 
0

k  nearest neighbors from database 

images, meanwhile, add a new row to G , with each element store the identify of the 
corresponding neighbor. Then, we calculate the edge weights by Eq. 7 and add one row 
and one column to 0W , with each element equal to the corresponding edge weight. All the 

other operations will be performed similarly using the enlarged matrix 0W  and G . 

3 Experimental Study 

In this section, we show several experimental results and comparisons to evaluate the 
effectiveness of Simar scheme on a real world image database. All algorithms in ex-
periments are implemented in MATLAB 2008 and run on a PC with Intel Core (TM) 
Duo 2.93 GHZ processor and 2GB RAM. 

3.1 Experimental Setup 

Experiments are performed on a set of 10,000 images picked from the Corel database. 
These images belong to 100 semantic classes, each of which has 100 images.  

Three different features are used to represent the images, including a 64-dimensional 
color histogram, an 18-dimensional wavelet-based texture and a 5-dimensional edge 
direction histogram. At last, each image is represented as an 87-dimensional feature 
vector.  

We use PR-graph and P@TopN to evaluate the effectiveness of image retrieval 
methods. PR-graph depicts the relationship between precision and recall of a specific 
retrieval method. In general, a PR-graph can also be summarized into one statistic 
value, i.e. MAP (mean average precision). However, PR-graph can hardly reflect the 
changes of retrieval performance caused by feedbacks directly. P@TopN emphasizes 
the retrieval performance at a particular scope N, which describes the relationship 
between precision and round of feedback at top N retrieval results. Thus it can com-
pensate for the deficiency of PR-graph. 

3.2 Comparison Methods 

To examine the efficacy of the proposed Simar approach, several existing 
semi-supervised learning solutions for relevance feedback in CBIR are compared in our 
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empirical study. (1) Conventional MR [3] serves as a baseline method that applies 
regular MR algorithm to learn a ranking function. The setting of parameters is consis-
tent with [3], i.e. 0.99=α , 0.05=σ and 200k= . (2) Co-training [15] first trains two 
independent rankers using different distance metrics, and then each ranker labels for the 
other ranker its two most confident images from unlabeled data for the purpose  
of enriching the training set. (3) SemiBoost [8] iteratively learns an ensemble of  
SVMs using a similar procedure of boosting algorithm. In particular, both labeled and  

 

(a)

(b) 

(c)

Fig. 2. PR-graphs of the proposed method 
compared with some existing methods at the 
(a) 1st, (b) 2nd and (c) 3rd round of feedback. 

(a)

(b) 

(c)
Fig. 3. Precisions of the proposed method 
compared with some existing methods at the 
Top (a) 20, (b) 60 and (c) 100 retrievals.
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unlabeled images are exploited in the boosting procedure. The SVM is implemented 

using  LIBSVM toolbox. Furthermore, in order to study whether the elastic kNN graph is 

useful, a degenerated variant of Simar, termed SimarDeg, is evaluated in the comparison. 

(4) SimarDeg is almost the same as Simar except that the former use the fixed kNN graph 

( ( )floor logk n= ), instead of the elastic kNN graph, to calculate the Laplacian matrix. 

3.3 Performance Evaluation 

To evaluate the average performance, we conducted every experiment on a set of 200 
random queries sampled from our image dataset. At the beginning of retrieval, the 
database images are ranked according to their Euclidean distances to the query image 
and top ten images are labeled as the initially labeled training data. Then, various 
methods are then applied to rerank the database images. For each compared method, 
after obtaining a query, several rounds of feedback were performed, and in each round 
the user labeled ten images as the feedback. 

 

Fig. 4. MAP of the proposed method com-
pared with its degenerated variant. 

 

Fig. 5. P@Top 20 of the proposed method 
compared with its degenerated variant. 

Table 1. MAPs of the four compared methods 

 Simar MR Co-training SemiBoost 

Round 1 0.287 0.062 0.156 0.081 

Round 2 0.324 0.113 0.25 0.177 

Round 3 0.338 0.152 0.303 0.234 

At first, the performance of Simar, MR, Co-training and SemiBoost are compared. 
The PR-graph at the 1st, 2nd, and 3rd round of feedback are shown in Figure 2, and the 
corresponding MAP statistic is tabulated in Table 1, where the best performance has 
been boldfaced. The precision curve at top 20, top 60, and top 100 retrieval results are 
presented in Figure 3. Several observations can be drawn from the experimental results. 
First, by comparing the two MR approaches, the performance of Simar is much better 
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than conventional MR. Note that the main difference between them is that Simair 
calculates the Laplacian matrix using an adaptive scale parameter while conventional 
MR does this using a fixed scale parameter, which verifies the usefulness of our local 
scaling solution. Furthermore, in most cases, Simar outperforms Co-training and Se-
miBoost, especially at the first round of feedback, which is meaningful to the real world 
applications because it is not practical to require the user to provide many rounds of 
feedback and therefore the retrieval performance at the 1st round of feedback is the most 
important. Finally, it is impressive that at all rounds of feedback, the MAP of Simar is 
always the best. That means the MR approach is more effective than other 
semi-supervised ranking methods when the parameters are tuned appropriately. 

In order to study whether the elastic kNN graph employed in our approach is bene-
ficial or not, Simar is compared with its degenerated variant SimarDeg. Figure 4 and 
Figure 5 print the MAP and the P@Top20 of the two algorithms at 1st to 5th round of 
feedback, respectively. As can been seen, the performance of Simar and SimarDeg are 
close to each other at the first two rounds of feedback, and then Simar growingly 
outperforms SimarDeg with the increase of the rounds of feedback. It is conjectured 
that the number of labeled images is small at the first two rounds of feedback, the 
probability of exploiting the “unreliable” unlabeled images (the nearby neighbors of the 
labeled images) would be low, and thus the impact of the elastic kNN graph is trivial. 
By gradually adding the user’s feedbacks, the elastic kNN graph is increasingly helpful 
to Simar. 

4 Conclusions 

In this paper, we presented a novel MR approach for relevance feedback in CBIR, 
which addressed the two main drawbacks of regular MR algorithm. In particular, we 
employed an elastic kNN graph in MR to reduce the risk of exploiting “unreliable” 
unlabeled data, and developed a local scaling solution to facilitate the setting of the 
scale parameter used for calculating Laplacian matrix. We conducted extensive expe-
riments to evaluate the performance of our techniques for relevance feedback in CBIR, 
from which the promising results showed the advantages of the proposed approach in 
comparison to several existing methods. In the future work, we will take more visual 
features into consideration and evaluate our method on other databases. 
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Abstract. Recently, image classification has been an active research topic due
to the urgent need to retrieve and browse digital images via semantic keywords.
Based on the success of low-rank matrix recovery which has been applied to
statistical learning, computer vision and signal processing, this paper presents a
novel low-rank matrix recovery algorithm with discriminant regularization. Stan-
dard low-rank matrix recovery algorithm decomposes the original dataset into a
set of representative basis with a corresponding sparse error for modeling the raw
data. Motivated by the Fisher criterion, the proposed method executes low-rank
matrix recovery in a supervised manner, i.e., taking the with-class scatter and
between-class scatter into account when the whole label information is available.
The paper shows that the formulated model can be solved by the augmented La-
grange multipliers, and provide additional discriminating ability to the standard
low-rank models for improved performance. The representative bases learned by
the proposed method are encouraged to be structural coherence within the same
class, and as independent as possible between classes. Numerical simulations on
face recognition tasks demonstrate that the proposed algorithm is competitive
with the state-of-the-art alternatives.

1 Introduction

With the ever-growing amount of digital image data in multimedia databases, there is
a great requirement for algorithms that can provide effective semantic indexing. Cate-
gorizing digital images only using keywords is the quintessential, but not always ex-
ecutable example in image classification tasks. Face recognition (FR) is one typical
image classification problem. Several aspects contribute to the difficulty of FR prob-
lem including the large variability in variance, illumination, pose, occlusion and even
disguise of different subjects.

To design realistic FR systems, researchers usually focus on feature extraction of
facial images and the generalization of classifiers. The testing sample from the same
subjects will be used to evaluate the associated identification or verification perfor-
mance. Although the testing sample might be corrupted, the training data sets are
commonly assumed to be well taken in some desired conditions including reasonable
illumination, pose, variations and without occlusion or disguise. When applying exist-
ing face recognition methods for practical scenarios, we will need to throw away the
corrupted training images, and we might thus encounter small sample size and over-
fitting problems. Moreover, the disregard of corrupted training face images might give
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up some valuable information for recognition. Inspired by the sparse coding mechanism
of human vision system [1][2], and with the rapid development of �1-norm minimiza-
tion techniques in recent years, the sparse representation classification (SRC) ideas have
been successfully used in various machine vision and pattern recognition applications
[3][4][5][6]. Though interesting classification results have been reported in documen-
tations, more investigations need to be made in order for a clearer understanding about
the relationship between object representation and classification. Since SRC requires
the training images to be well aligned for reconstruction purposes, [7] and [8] further
extend it to deal with face misalignment and illumination variations. [5] also proposes
modified SRC-based framework to handle outliers such as occlusions in face images.
However, the above methods might not generalize well if both training and testing im-
ages are corrupted.

To address this issue, we propose formulating the face recognition problem under a
matrix completion framework fueled by the recent advances in low-rank (LR) matrix
recovery [9][10][11], together with the discriminant regularization denoted by within-
class scatter and between-class scatter [12]. In this paradigm, low-rank matrix approxi-
mation is solved in a supervised manner as the whole label information of the training
database is accessible. That is, we regularize the representative basis derived from stan-
dard LR matrix recovery using class-specific discriminant criterion which is motivated
by Fisher criterion, and plays an important role in face recognition tasks [12][13][14].
By introducing this type of regularization, our matrix completion algorithm is able to
capture discriminative portions extracted from different classes.

2 Related Works

2.1 Discrimination in Face Recognition

The face recognition literature is fairly dense and diverse and thus cannot be surveyed
in its entirety in this limited space. In this paper, we focus on the class of face recogni-
tion approaches called subspace methods that are more closely related to our method. A
prime instance of such methods is Eigenfaces [15], which attempts to group images by
minimizing data variance. Fisherfaces [12], due to finding a subspace that minimizes
the within-class distances while maximizing the between-class distances at the same
time, achieves much better classification performance than Eigenfaces in face recog-
nition problem. Some other subspace methods are geometrically inspired where the
emphasis is on identifying a low dimensional sub-manifold on which the face images
lie. The most successful of these methods include those which seek to project images
to a lower dimensional subspace such that the local neighborhood structure present
in the training set is maintained. These include Laplacianfaces [16], Locality Preserv-
ing Projections (LPP) [17], Orthogonal Laplacianfaces [18], Marginal Fisher Analysis
(MFA)[19] etc.. Over time, improvements on discrimination of these methods have ap-
peared in [20][21][22][23][24]. These generalizations seriously make the discriminant
regularization as an indispensable part of their models, and therefore great improve-
ments can be witnessed.
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2.2 Sparse Representation-Based Classification

Recently, Wright et al [4] proposed a sparse representation-based classification algo-
rithm for face recognition. In SRC-based algorithms, each testing image is regarded as
a sparse linear combination of the whole training data by solving an �1 minimization
problem, and very impressive results were reported in [4]. Several works have been pro-
posed to further extend SRC-based algorithms for improved performance. For example,
[25] utilizes a LASSO type regularization for computing the joint sparse representa-
tion of different features for visual signals. Jenatton et al. [26] utilizes a tree-structured
sparse regularization for hierarchical sparse coding. Although promising face recogni-
tion results were reported by SRC-based algorithm, it still requires clean face images
for training and thus might not be preferable for real-world scenarios. If corrupted train-
ing data is presented, SRC-based algorithms tend to recognize testing images with the
same type of corruption and thus lead to poor performance. In the following section, we
will introduce our proposed method for robust face recognition, in which both training
and testing data can be corrupted.

2.3 Matrix Recovery via Rank Minimization

Low-rank matrix recovery is a procedure for reconstructing an unknown matrix with
low-rank or approximately low-rank constraints from a sampling of its entries. This
problem is motivated by the requirement of inferring global structure from a small num-
ber of local observations. [10], a breakthrough in matrix completion algorithms, states
that the minimization of the rank function under broad conditions can be achieved us-
ing the minimizer obtained with the nuclear norm (sum of singular values). Since the
natural reformulation of the nuclear norm gives rise to a semi-definite program, exist-
ing interior point methods can only handle problems with a number of variables in the
order of the hundreds. Recently, Robust PCA method [9] has been proved to achieve
the state-of-the-art performance using Augmented Lagrange Multipliers (ALM) method
[11]. The proposed algorithm is also solved within the framework of ALM due to its
fast efficiency. In the context of computer vision and pattern recognition, minimization
of the nuclear norm in matrix completion has been applied to several problems: struc-
ture from motion [27], RPCA [9][28], subspace alignment [29], subspace segmentation
[30] and signal denoising [31] etc..

3 Proposed Algorithm

3.1 Problem Setting

Given the original dataset X = [x1, x2, . . . , xn] ∈ RD×n consists of n columns, each
column denotes a sample. Low-rank matrix recovery decomposes X into the following
form

X = A + E, (1)

where A is a low-rank matrix, and E is a sparse matrix. The dimension of matrices A
and E is the same as X. According to [10], the solution of eq(1) can be solved by ALM
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[11] method by optimizing the following model

arg min
A,E
‖A‖∗ + λ‖E‖1, s.t. X = A + E, (2)

where ‖‖∗ denotes nuclear norm, and ‖‖1 denotes �1 norm.

3.2 Within-Class and Between-Class Scatters

Assume that all the labels of data X are available. Specifically, let xs
i denote the i-th

sample of the s-th class. We derived with-in class scatter and between class scatter
matrices in the following manner which is different from Fisherfaces [12].

Let ws denote the within-class scatter of class s. Define it as

ws =

cs∑

i=1

‖xs
i − x̄s‖22, s = 1, . . . , c. (3)

Let Xs = [xs
1, x

s
2, . . . , x

s
cs

] denote the s-th class data matrix, cs is the number of samples
in class s, and ecs denote all-one column vector of length cs. Then we have x̄s = 1

cs
Xsecs .

Rewriting eq(3) shows

ws =

cs∑

i=1

(xs
i − x̄s)(xs

i − x̄s)T

= Tr{
cs∑

i=1

xs
i (xs

i )T } − 2Tr{
cs∑

i=1

xs
i (

1
cs

Xsecs )
T } + Tr{( 1

cs
Xsecs )(

1
cs

Xsecs )
T }

= Tr(XsX
T
s ) − 2

cs
Tr{Xsecs (ecs )

T XT
s } +

(ecs )
T ecs

c2
s

Tr{Xsecs (ecs)
T XT

s },

(4)

where Tr denotes trace operator of matrix. Thus we have

ws = Tr{XsDsX
T
s }, (5)

where Ds = Is − 2
cs

ecs (ecs )
T +

(ecs )T ecs

c2
s

ecs (ecs )
T .

Next, we can define the between-class scatter of s-th class with the other classes

βs =

c∑

j=1, j�s

‖x̄s − x̄ j‖22, (6)

where c is the number of classes. Following similar formulations from eq(3) to (5), we
can rewrite eq(6) as

βs =

c∑

j=1, j�s

(x̄s − x̄ j)(x̄s − x̄ j)T

=

c∑

j=1, j�s

Tr{x̄s ¯(xs)T − 2x̄s ¯(x j)
T
+ x̄ j ¯(x j)

T }

=
c − 1

c2
s

Tr{Xsecs (ecs)
T XT

s } − 2Tr{x̄s
c∑

j=1, j�s

x̄ j} + Tr{
c∑

j=1, j�s

x̄ j ¯(x j)
T }

= Tr{XsB1XT
s } − Tr{XsB2} + B3,

(7)
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where B1 =
c−1
c2

s
ecs (ecs )

T , B2 =
2
cs

ecs

∑c
j=1, j�s x̄ j and B3 = Tr{∑c

j=1, j�s x j(x j)T }.

3.3 Low-Rank Matrix Recovery Discrimination

Although low-rank matrix recovery decomposes the original data X and produces a low-
rank matrix A together with a sparse error matrix E for better representation purpose, as
shown in eq(1), the derived low-rank matrix A might not contain sufficient discriminat-
ing information. Assume that the original X represents face image data, we can rewrite
it into class-wise form X = [X1, X2, . . . , Xc].

Based on the within-class scatter and between-class scatter matrices shown in eq(5)
and (7), it is a natural idea of adding a discriminant regularization to the low-rank matrix
recovery problem shown in eq(1)

arg minA,E
∑c

s=1{‖As‖∗ + λ‖Es‖1 + γ(ws(As) − βs(As))}
s.t. Xs = As + Es,

(8)

which is a class-wise optimization problem. In eq(8), ws(As) and βs(As) are the within-
class scatter and between-class scatter of s-th class, respectively. Like LDA or Fish-
erfaces [12], to make projected samples favor of classification in feature space, we
expect that the samples within the same class cluster as close as possible and samples
between classes separate as far as possible in the learned low-rank matrix A. The term
‖As‖∗+λ‖Es‖1 shown in eq(8) performs the standard low-rank decomposition of the data
matrix X. The term γ(ws(As) − βs(As)) is our discriminant regularizer based on within-
class and between-class scatters, which is penalized by the parameter γ balancing the
low-rank matrix approximation and discrimination. We refer to eq(8) as low-rank ma-
trix recovery with discriminant regularization.

Meanwhile, we can rewrite (ws(As) − βs(As)) into the following form

ws(As) − βs(As) = Tr{AsDsA
T
s } − Tr{AsB1AT

s } + Tr{AsB2} − B3

= Tr{As(Ds − B1)AT
s } + Tr{AsB2} − B3

≤ ‖As‖F‖(Ds − B1)‖F‖As‖F + ‖As‖∗‖B2‖2 − B3

= b1 < As, As > +b2‖As‖∗ − b3,

(9)

where
b1 = ‖(Ds − B1)‖F , b2 = ‖B2‖2 and b3 = B3. (10)

As b3 is irrelevant to As, the optimization of eq(8) can be rewritten as

arg minAs,Es ‖As‖∗ + λ‖Es‖1 + γ(b1 < As, As > +b2‖As‖∗)
s.t. Xs = As + Es.

(11)

The optimization of eq(11) can be solved by ALM [11]. The general method of ALM
is introduced for solving the following constrained optimization problem

min f (X) s.t. h(X) = 0. (12)

The corresponding ALM function of eq(12) is defined as

L(X, Y, μ) = f (X)+ < Y, h(X) > +
μ

2
‖h(X)‖2F , (13)
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Algorithm 1 General Method of ALM
1: ρ ≥ 1.
2: while not converged do
3: solve Xk+1 = arg minX L(Xk,Yk, μk)
4: Yk+1 = Yk + μkh(Xk)
5: update μk to μk+1

6: end while
7: Output: Xk

where Y is a Lagrange multiplier matrix and μ is a positive scalar. The solution to
eq(13) is outlined as Algorithm1.

In the proposed eq(11), let X = (As, Es), then

f (X) = ‖As‖∗ + λ‖Es‖1 + γ(b1 < As, As > +b2‖As‖∗),
h(X) = Xs − As − Es

(14)

respectively. The ALM function of our eq(11) is

L(As, Es, Ys, μ, γ) = ‖As‖∗ + λ‖Es‖1 + γ(b1 < As, As > +b2‖As‖∗)
+ < Ys, Xs − As − Es > +

μ

2
‖Xs − As − Es‖2F .

(15)

To solve eq(15), we can optimize As, Es and Ys iteratively.

– Updating As:
When updating As, we have to fix Es and Ys to solve the following problem based
on eq(15), and the 3rd iteration of Algorithm(1) evolves

Ak+1
s = arg min

Ak
s

L(Ak
s, E

k
s , Y

k
s , μ

k, γ)

= arg min
Ak

s

(1 + b2)‖Ak
s‖∗ + (γb1 +

μk

2
) < As, As > +μ

k < Xk
s − Ek

s +
1
μk

Yk
s , A

k
s >

= arg min
Ak

s

ε‖Ak
s‖∗ +

1
2
‖Xa − Ak

s‖2F ,
(16)

where ε = 1+b2

2γb1+μk and Xa =
μk

2γb1+μk (Xk
s − Ek

s +
1
μk Yk

s ). Introducing the following
soft-thresholding operator

S ε [x] �

⎧⎪⎪⎪⎨⎪⎪⎪⎩

x − ε, i f x > ε
x + ε, i f x < −ε
0, otherwise

, (17)

then we have the solution of eq(16) [11]

Ak+1
s = US s[S ]VT , (18)

where US VT is the SVD of Xa.
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– Updating Es:
When updating Es, we have to fix As and Ys. The eq(15) can be derived as

Ek+1
s = arg min

Ek
s

η‖Ek
s‖1 +

1
2
‖Xe − Ek

s‖2F , (19)

where η = λ 1
μk and Xe =

μk

2γb1+μk (Xk
s − Ak+1

s + 1
μk Yk

s ).

Once we obtain As and Es, Ys can be updated using the 4th iteration of Algorithm1. The
whole method we proposed is described in Algorithm2.

Algorithm 2 Low-rank Matrix Recovery with Discrimination
1: Input observation matrix X, λ.
2: Input μ0 > 0, ρ > 1 and η.
3: Compute Y∗0 = sgn(X)/J(sgn(D)).
4: while not converged do
5: Ak+1

0 = Ak
∗, Ek+1

0 = Ek
∗ , j = 0 and b1,2 shown in eq(10);

6: while not converged do
7: (U, S ,V) = svd(Xk

s − Ek
s +

1
μk Yk

s );

8: Ak+1
j+1 = US ε[S ]VT ;

9: Ek+1
j+1 = S η(Xk

s − Ak+1
s + 1

μk Yk
s );

10: j← j + 1
11: end while
12: Y∗k+1 = Y∗k + μk(Xs − Ak+1

∗ − Ek+1
∗ )

13: update μk to μk+1

14: end while
15: Output: (Ak

∗, E
k
∗).

3.4 LR with Discrimination for Face Recognition

Occlusion is a common challenging encountered in face recognition tasks, such as eye-
glasses, sunglasses, scarves and some objects placed in front of the faces. Moreover,
even in the absence of an occluding object, violations of an assumed model for face
appearance may act like occlusions: e.g., shadows due to extreme illumination. Robust-
ness to occlusion is therefore essential to practical face recognition system. If the face
images are partially occluded, popular recognition methods based on holistic features
such Eigenfaces [15], Fisherfaces [12] and Laplacianfaces [16] would lead to unaccept-
able performance due to the corruption of the extracted features. Although SRC-based
algorithm [28] achieves better results in recognizing occluded testing images, it still
requires unoccluded face images for training and thus might not be preferable for real
application scenarios.

Low-rank matrix recovery has been applied to alleviate the aforementioned problems
by decomposing the collected data matrix into two different parts, one is a representa-
tion basis matrix of low rank and the other is the corresponding sparse error, as shown
in Fig.1.
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(a) The original face images

(b) The standard low-rank recovery of (a) (c) The standard sparse error of (a)

(d) The low-rank recovery of our method (e) The sparse error of our method

Fig. 1. The results of low-rank matrix recovery with and without discrimination

We can find out from Fig.1 that when the standard low-rank matrix recovery is com-
bined with discrimination, the face images within the recovered representation basis
matrix tend to be more similar to each other for the same subject, which means more
compactness exists within the same classes and dissimilarity between different classes.
In addition, we also can conclude from Fig.1 that the sparse error with discrimination
can remove more sparse noise. As a result, the representation basis matrix of low-rank
recovery with discrimination has a better representative ability than the original version.
Since the face images usually lie in high dimensional spaces, traditional dimensionality
reduction techniques, like PCA or LDA, can be performed on the recovered representa-
tion basis matrix. As a result, the derived subspace can be applied as the dictionary for
training and the testing purposes. In the recognition stage, one can also use SRC-based
classification strategy to identify the input image. Our scheme for face recognition is
described as Algorithm3.

Algorithm 3 LR with Discrimination for Face Recognition
1: Input training data X = [X1, X2, . . . , Xc] and a testing image y.
2: Use Algorithm2 on X to compute the representation basis matrix A.
3: Calculate the projection matrix of P of A.
4: Compute the projection of X and y:

Xp = PT X, and yp = PT y.
5: Perform SRC-based classification on yp:

arg minα ‖yp − Xpα‖22 + λ‖α‖1,
for i = 1 : c

err(i) = ‖yp − Xi
pαi‖22

end for
6: Output: label(y) = mini err(i).

4 Experiments

In this section, we perform the proposed method shown in Algorithm3 on publicly
available databases for face recognition to demonstrate the efficacy of the proposed
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classification algorithm. We will first examine the role of feature extraction within our
framework, comparing performance across various feature spaces and feature dimen-
sions, and comparing to several popular methods. Meanwhile, We will then demonstrate
the robustness of the proposed algorithm to corruption and occlusion. Finally, the ex-
perimental results demonstrate the effectiveness of sparsity as a means of validating
testing images.

Besides the standard low-rank matrix recovery without discrimination and our pro-
posed method, we also consider Nearest Neighbor (NN), SRC [4], and LLC [32] for
comparisons. Note that LLC can be regarded as an extended version of SRC exploiting
data locality for improved sparse coding, and the classification rule is the same as that of
SRC. To evaluate our recognition performance using data with different dimensions, we
project the data onto the eigenspace derived by PCA using our LR with discrimination
models. For the standard LR approach, the eigenspace spanned by LR matrices without
discrimination is considered, while those of other SRC based methods are derived by
the data matrix X directly. We vary the dimension of the eigenspace and compare the
results in this section.

4.1 Two Databases

– The Extended Yale B database consists of 2, 414 frontal face images of 38 indi-
viduals around 59 − 64 images for each person [33]. The cropped and normalized
192 × 168 face images were captured under various laboratory-controlled lighting
conditions. Some sample face images of the Extended Yale B are shown in Fig.2(a).

– The AR database consists of over 4, 000 frontal images for 126 individuals [34].
For each individual, 26 pictures were taken in two separate sessions. In Fig.2(b),
the left and right ones are some images collected in two sessions.

(a) (b)

Fig. 2. Some sample images of Extended Yale B and AR

4.2 Results

On the Extended Yale B Database. For each subject, we randomly select 10, 20 and
30 images of each subject for training respectively, and the left images for testing. Ran-
domly choosing the training set ensures that our results and conclusions will not depend
on any special choice of the training data. We vary the dimension of the eigenspace as
25, 50, 75, 100, 150, 200, 300 and 400 to compare the recognition performance between
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Table 1. 10 training samples

METHOD 25 50 75 100 150 200 300
LR+SRC 67.3 75.7 79.1 82.2 83.4 84.6 86.8

SRC 61.8 69.6 76.9 82.1 83.3 85.8 86.2
LLC+SRC 44.6 62.5 68.7 73.4 75.7 77.3 78.6

NN 30.7 42.8 45.6 49.7 53.4 56.1 58.3
OURS 72.4 77.2 81.4 83.8 86.5 86.9 86.8

Table 2. 20 training samples

METHOD 25 50 75 100 150 200 300
LR+SRC 75.4 82.3 85.7 87.2 89.6 90.5 91.9

SRC 67.3 74.9 80.6 85.8 87.2 90.5 91.1
LLC+SRC 51.7 66.8 72.4 78.3 81.6 85.8 87.2

NN 38.1 45.7 52.2 58.4 62.4 66.3 69.8
OURS 82.4 84.6 86.3 89.1 92.9 93.1 93.5

Table 3. 30 training samples

METHOD 25 50 75 100 150 200 300
LR+SRC 86.9 93.3 94.7 95.4 96.1 96.5 96.4

SRC 80.3 88.6 92.9 94.5 95.4 96.1 96.6
LLC+SRC 62.4 79.6 86.4 89.7 92.5 93.8 94.5

NN 45.1 56.0 63.3 66.8 69.4 73.2 76.7
OURS 90.5 94.3 95.8 96.2 97.1 97.5 97.5

different methods. All experiments run ten times and the average results are shown in
Table1-3.

It is clear from those Tables mentioned above that the proposed method consistently
achieves higher recognition rates than other NN and SRC-based approaches. For exam-
ple, at dimension = 100, our method achieves a better recognition rate at 96.2%, and
those for LR, SRC, LLC, and NN are 95.4%, 94.5%, 89.7%, and 66.8%, respectively
(see Table3). Repeating the above experiments using different training images for each
person, we can confirm from these empirical results that the use of LR method allevi-
ates the problem of severe illumination variations even when such noise is presented in
both training and testing data. Furthermore, when discrimination is taken into account
as proposed in the paper, LR method exhibits enhanced classification capability and
thus outperforms the standard LR algorithm.

On AR Database. In the experiment, a subset of the dataset consisting of 50 male
subjects and 50 female subjects was chosen. The images are cropped with dimension
165 × 120. Different from [4], for each subject, both neutral (four neutral faces with
different lighting conditions and three faces with different expressions) and corrupted
images (three faces with sunglasses and three faces with scarfs) taken at session 1 are
used for training, and session 2 for testing. Specifically, we consider the following sam-
ple selection for training: 7 neutral images plus 3 sunglass images; 7 neutral images
plus 3 scarf images; 7 neutral images plus 3 sunglass images and 3 scarf images. We
vary the dimension of the eigenspace as 25, 50, 75, 100, 150, 200, 300 and 400 to com-
pare the recognition performance between different methods. The experimental results
are visualized in Fig.3.
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Fig. 3. Recognition rate on AR. (a)7 neutral + 3 sunglass images. (b)7 neutral + 3 scarf images.
(c)session 1 as training set.
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From these three figures, we see that the proposed method outperforms all other
algorithms across different dimensions. It is worth noting that with the increase of oc-
clusion (from sunglass ro scarf), the recognition rates of all the approaches are severely
degraded, which can be seen from Fig.3(a) and Fig.3(b). In addition, with the increase
of occluded images in the training set, the performances of all the approaches are also
severely degraded which can be seen from Fig.3(c). These two cases indicate that the
direct use of corrupted training image data will remarkably make the recognition results
worse.

5 Conclusions

In this paper, a low-rank matrix recovery algorithm with discriminant regularization is
proposed. The discrimination regularizer is motivated by Fisher criterion which plays
an important role in classification tasks. The introduction of this kind of regularizer into
low-rank matrix recovery promotes the discrimination power in the learned representa-
tion basis. We also show that the proposed optimization algorithm can be formulated by
augmented Lagrange multipliers. When applied to face recognition problem, the pro-
posed algorithm demonstrates robustness to severe occlusions of face images even in
the training set. The experiments has shown that our method achieves the state-of-the-
art recognition results.
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Abstract. Manifold Ranking (MR) is one of the most popular graph-
based ranking methods and has been widely used for information re-
trieval. Due to its ability to capture the geometric structure of the image
set, it has been successfully used for image retrieval. The existing ap-
proaches that use manifold ranking rely only on a single image manifold.
However, such methods may not fully discover the geometric structure of
the image set and may lead to poor precision results. Motivated by this,
we propose a novel method named Multi-Manifold Ranking (MMR)
which embeds multiple image manifolds each constructed using a differ-
ent image feature. We propose a novel cost function that is minimized
to obtain the ranking scores of the images. Our proposed multi-manifold
ranking has a better ability to explore the geometric structure of image
set as demonstrated by our experiments. Furthermore, to improve the
efficiency of MMR, a specific graph called anchor graph is incorporated
into MMR. The extensive experiments on real world image databases
demonstrate that MMR outperforms existing manifold ranking based
methods in terms of quality and has comparable running time to the
fastest MR algorithm.

Keywords: Image retrieval, integrated features, manifold ranking.

1 Introduction

Traditional image retrieval techniques rely on the semantic labels attached to the
images such as image annotations [13] and tags [7]. However, a severe drawback
of such techniques is that the manual labelling is laborious, expensive and time-
consuming. Another disadvantage is that such techniques do not consider the
content of the images and this may lead to poor results especially if the quality
of the labelling is poor.

To address the issues mentioned above, content-based image retrieval (CBIR)
[10,5,12] may be used which utilizes the low-level features (e.g., color, shape,
texture) for image retrieval. These low-level features can be extracted automati-
cally and remain consistent for each image in contrast to the manually attached
labels. However, it is difficult to choose an ideal descriptor for the images be-
cause the low-level features may not represent the same semantic concepts. For
example, two images having similar color visualization may have totally different
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semantic meanings (e.g., a green apple and a tennis ball as shown in Fig. 1). This
is one of the main challenges CBIR needs to address.

query Top Rank Bottom Rank

Fig. 1. If only the color feature is used, the most relevant results include a green tennis
ball and a green angry bird instead of the red apple. Hence, a single feature may not
provide desired results.

To address this challenge, He et al. [4] used manifold ranking that uses low-
level features as well as the intrinsic structure of the images. The basic idea
behind the manifold ranking is as follows. A weighted graph is constructed where
the vertices represent the images and, for each vertex, its near by vertices are
connected to it by weighted edges. The queries are assigned a positive ranking
and the remaining vertices are ranked with respect to the queries. The vertices
spread their ranking scores to their neighbors via the weighted graph. The spread
process is repeated until convergence. This approach has been shown to yield
better retrieval results because it utilizes the intrinsic structure of the image
set. Xu et al. [18] proposed a faster manifold ranking approach that uses anchor
graphs [8] to approximate the original graph and provides the results of similar
quality.

The above mentioned manifold ranking techniques use a single feature. In
other words, these techniques utilize the intrinsic structure of the images based
only on a single feature. The ranking based on the single manifold may have low
precision especially if the selected feature is not very representative. Motivated by
this, in this paper, we propose a technique called multi-manifold ranking (MMR)
that ranks the images by considering multiple manifolds each constructed using a
different feature. MMR demonstrates excellent ability to retrieve relevant images
because it considers multiple intrinsic structures of the images. We propose a
novel cost function that is minimzed to obtain the ranking scores of the images.
Our proposed approach provides better results than the existing techniques.
Furthermore, we present efficient techniques to create the multiple manifolds.

We remark that Huang et al. [6] also utilizes more than one low-level features.
However, they construct only one manifold by using average manifold distance
of multiple features. Since only a single manifold is used, the proposed approach
does not preserve the original geometric structure of any of the features. In
contrast, our approach constructs multiple manifolds and utilizes the geomet-
ric structure of each feature. This enables our approach to yield better results
as demonstrated in our experiments. Furthermore, we show that our proposed
approach is more efficient and can be used on large image databases.

Our contributions in this paper are summarized below.

• We propose multi-manifold ranking (MMR) that utilizes multiple intrinsic
structures of the images to provide a better ranking of the images.
• To handle large image databases, we improve the efficiency of MMR by using
singular value decomposition [1] as well as anchor graphs.
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• Our extensive experimental results on real world image databases demonstrate
that our algorithm provides better retrieval results than state of the art existing
techniques (MR [4], ADF [6] and EMR [18]) that use a single manifold for image
retrieval. Furthermore, the running time of our algorithm is similar to that of
EMR and is significantly lower than those of MR and ADF. We also present
simple extensions of MR and EMR that use more than one manifolds. Although
these extended versions demonstrate better retrieval results than the original
versions, our proposed multi-manifold ranking performs significantly better.

The rest of the paper is organized as follows. Related work is reviewed in Sec-
tion 2. The details of multi-manifold ranking are presented in Section 3. Exten-
sive experimental study on real world image databases is presented in Section 4.
Section 5 concludes the paper.

2 Related Work

Zhou et al. [20] explored the importance of intrinsic geometrical structure of the
data. They propose manifold ranking [21] that considers the intrinsic structure
of the data for the ranking. Manifold ranking has been successfully used on
various data types such as text [15], image [4] and video [19]. He et al. [4]
are the first to use manifold ranking for image retrieval. While the proposed
approach demonstrates good quality results, it is computationally expensive. Xu
et al. [18] propose a more efficient approach that can efficiently handle large
image databases. They replace the original image graph with anchor graph [8]
which is significantly smaller in size but provides the results of similar quality.
Huang et al. [6] use a probabilistic hypergraph for image retrieval. They construct
a single manifold using the average manifold distance of multiple features.

All of the above manifold ranking based approaches consider geometric struc-
ture of a single image manifold which may not precisely represent the image
content. Motivated by this, we propose a multi-manifold ranking based method
for image retrieval which exploits the geometric structure of multiple manifolds
each constructed using a different feature. Our idea for MMR is inspired by
[3], which addresses the problem of video annotation through multi-graph using
different video features.

3 Multi-Manifold Ranking

3.1 Preliminaries

Let X be a set containing n images, i.e. X = {x1, x2, · · · , xn}. Multi-manifold
ranking assigns each image xi a ranking score Fi. F = {F1, F2, · · · , Fn} is the
ranking score vector containing the score of each image. L = {L1, L2, · · · , Ln} is
an indicator label vector where Li = 1 if xi is the query image, otherwise Li = 0.

Multi-manifold ranking (MMR) constructs N graphs each using a different
feature. Gk denotes a s-NN graph constructed on X using kth feature. Specif-
ically, Gk is constructed by connecting every two vertices xi and xj if one is
among the s nearest neighbors of the other. Here, the nearest neighbors are
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computed using Euclidean distance between the kth feature vectors of the im-
ages. The Euclidean distance between the kth feature vectors of xi and xj is
denoted as ||xi, xj ||k.
W k denotes the edge affinity matrix of Gk. Each entry W k

ij in W k represents

the similarity between xi and xj according to the kth feature vector. W k
ij is

defined by a Gaussian kernel and is set to exp(−||xi, xj ||2k/2σ2) if there is an
edge in Gk between xi and xj . Otherwise,W k

ij is zero. Dk is the diagonal matrix

of Gk where each element Dk
ii is defined as Dk

ii =
∑n

j=1W
k
ij .

3.2 Objective Cost Function

In this section, we propose a novel cost function, inspired by [3], to obtain the
ranking scores of the images in X . The cost function O(F ) considers N image
manifolds each constructed using a different feature. The ranking score vector
F is obtained by minimizing the cost function O(F ) given in Eq. 1.

O(F ) =
1

2

N∑
k=1

(
n∑

i,j=1

W k
ij(

1√
Dk

ii

Fi − 1√
Dk

jj

Fj)
2 + λ

n∑
i=1

(Fi − Li)
2) (1)

The first term ensures that nearby points (i.e., similar images in the multiple
image manifolds) are assigned similar ranking scores. The second term is the
fitting constraint which ensures that the ranking results should fit the initial label
assignment. λ is the regularization trade-off parameter for the fitting constraint.

We minimize O(F ) by setting ∂O(F )
∂F = 0, which leads to the following equa-

tion.

N∑
k=1

((I−(Dk)−
1
2W k(Dk)−

1
2 )F+λ(F−L)) =

N∑
k=1

((1+λ)F−SkF−λL) = 0 (2)

where Sk = (Dk)−
1
2W k(Dk)−

1
2 . Note that Eq. 2 is equivalent to the following

equation.

N∑
k=1

(F − Sk

1 + λ
F − λ

1 + λ
L) = 0 (3)

Let α = 1
1+λ . Eq. 3 is equivalent to

∑N
k=1(I − αSk)F = N(1− α)L. Hence, the

final optimal ranking score vector denoted by F ∗ can be obtained as follows.

F ∗ = (

N∑
k=1

(I − αSk))−1N(1− α)L (4)

where I is the identity matrix. Since both (1 - α) and N remain the same for
all the images, they do not affect the retrieval results. Therefore, F ∗ can be
obtained as follows.

F ∗ = (

N∑
k=1

(I − αSk))−1L (5)
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Eq. 5 is the closed form for the optimal solution F ∗. In large scale problems,
the iteration scheme is preferred [18]. Therefore, we also consider the iterative
form which is given below.

F (t+ 1) = F (t) + μ
N∑

k=1

(F (t) − SkF (t) + λ(F (t) − L)) (6)

where F (t) is the ranking score vector at time stamp t. By setting μ = − 1
N(1+λ) ,

the following equation can be obtained.

F (t+1) = F (t)− 1

N(1 + λ)

N∑
k=1

((1+λ)F (t)−SkF (t)−λL) =

∑N
k=1(αS

kF (t) + (1− α)L)

N

(7)

Since N remains constant for all images, it is sufficient to consider the following
equation which omits N .

F (t+ 1) =

N∑
k=1

(αSkF (t) + (1 − α)L) (8)

The above iterative form can be used in the iterative scheme. During each it-
eration, each vertex (i.e., image) receives information from its neighbors (the
first term) and retains its initial information (the second term). The iteration
process is repeated until convergence. By following the arguments similar to [21],
it can be shown that Eq. 8 is converged to the following equation when F (0) is
initialized to L.

F ∗ = lim
t→∞

F (t) = N(1− α)(I − αS)−1L (9)

Note that both N and (1− α) can be omitted from Eq. 9 without changing the
final retrieval results because they are constant for all images. Therefore, the
optimal ranking results can be obtained as follows.

F ∗ = lim
t→∞

F (t) = (I − αS)−1L (10)

We remark that although Eq. 10 may assign negative scores to some of the
images, the relative ranking order of the images is preserved. Nevertheless, if
desired, the scores of all the images may be normalized (e.g., by shifting) such
that each image gets a positive score.

3.3 Improving the Efficiency of MMR

The approach we mentioned in the previous section has two major limitations.
Firstly, the time complexity for constructing the affinity matrix for n data points
using s nearest neighbors is O(sn2) [8]. Secondly, the inverse matrix computation
in Eq. 5 requires O(n3). Clearly, the cost of constructing the affinity matrix and
inverse matrix computation is prohibitive for large image databases. Hence, this
approach is not suitable for the large image databases.
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The first limitation can be addressed by using anchor graphs [8] in a similar
way as used in [18]. This reduces the cost from O(sn2) to O(dmn) where m� n
and d� n. Next, we use singular decomposition to address the second limitation
and reduce the cost from O(n3) to O(m3) where m� n.

Let Ir denote an identity matrix of size r × r. Before we present the details
of efficient matrix inversion, we prove that the following equation holds.

(NIn − αHHT )−1 =
In −H(HTH − N

α Im)−1HT

N
(11)

Proof. We prove the correctness of the equation by showing that R.H.S. divided
by L.H.S. equals to an identity matrix.

(NIn − αHHT )(
In−H(HT H−N

α Im)−1HT

N )

=
NIn−αHHT −(NH−αHHT H)(HT H−(N

α Im))−1HT

N

=
NIn−αHHT +αH(−N

α Im+HT H)(HT H−N
α Im)−1HT

N

= NIn−αHHT +αHHT

N = NIn
N = In

(12)

�
Based on Eq. 11, we show that the cost of the matrix operation can be reduced.
Let Hk be defined as following.

Hk = (Dk)−
1
2Zk(Λk)

1
2 (13)

The following equation can be verified.

Hk(Hk)T = (Dk)−
1
2W k(Dk)−

1
2 (14)

Recall that R.H.S. of Eq. 14 equals to Sk (see Eq. 2 in Section 3.2).

Sk = Hk(Hk)T (15)

We replace Sk in Eq. 5 with its value in Eq. 15 which yields the following.

F ∗ = (NI − α
N∑

k=1

Hk(Hk)T )−1L (16)

Note that each Hk(Hk)T is a symmetric matrix. Hence,
∑N

k=1H
k(Hk)T is also a

symmetric matrix. Without loss of generality, we set S =
∑N

k=1H
k(Hk)T which

is a n× n gram matrix.

F ∗ = (NI − αS)−1L (17)

We decompose S by using singular value decomposition [1] S = UΛUT such that
UTU = In. Note that the decomposition takes O(n3) but it can be efficiently
approximated in O(m3) by using the techniques presented in [16]. Assume that
we have obtained the approximate decomposition of S as follows.

S = UmΛmU
T
m (18)
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where Um is a n×m matrix formed by the first m normalized eigenvectors of U
and m equals to the number of anchor images. Λm is the diagonal matrix with m
diagonal elements (sorted in decreasing order from left to right) and correspond
to the m largest eigenvalues of S. Eq. 18 is equivalent to the following equation.

S = UmΛ
1
2
mΛ

1
2
mU

T
m = Y Y T (19)

where Y = UmΛ
1
2
m. By combining Eq. 17 and Eq. 19, we obtain the following

equation.

F ∗ = (NIn − αS)−1L = (NIn − αY Y T )−1L =
In − Y (Y TY − N

α Im)−1Y T

N
L

(20)
Since N remains constant for all of the images, the optimal ranking score vector
F ∗ can be obtained as follows.

F ∗ = (In − Y (Y TY − N
α
Im)−1Y T )L (21)

Note that Eq. 21, requires the inversion of a m×m matrix in contrast to Eq. 5
that requires the inversion of a n × n matrix. Hence, Eq. 21 reduces the cost
from O(n3) to O(m3).

4 Experimental Results

In this section, we evaluate the performance of our proposed approach (MMR) by
using several real world image databases. All the experiments are implemented in
Matlab R2009a and C++. First, we present the experimental setup in Section 4.1.
Then, in Section 4.2, we evaluate the performance of our proposed approach.

4.1 Experimental Setup

Data Sets. We evaluated the performance of MMR on the following data sets.
• COREL: It is composed of 7700 images divided into 77 categories.
• Caltech101: This image database contains 8677 images from 101 different cat-
egories.
• MSRC: The data set contains 18 different categories and consists of approxi-
mately 4300 images.

Competitors. We compare our proposed approach with several manifold rank-
ing based algorithms. Below are the details.
•MR. This is the first work [4] that applied manifold ranking (MR) for image
retrieval.
•EMR. This is the algorithm proposed by Xu et al. [18]. While MR demon-
strated good quality results, it is not suitable for large scale image databases
because of its high computational cost. EMR proposes interesting techniques to
improve the efficiency of MR and demonstrates that it retrieves the results of
similar quality.



456 Y. Wang et al.

•ADF. This algorithm is proposed in [6]. ADF uses multiple features to con-
struct a single image manifold.

Recall that our proposed approach uses multiple features to construct multiple
image manifolds. We argue that using multiple image manifolds yield better
results than the previous techniques. A natural question is whether previous
approaches (e.g., MR and EMR) can perform better if they also utilize more than
one features. To answer this question, we extend the previous techniques such
that they utilize multiple features. Below are the details of how each technique
is extended.
•MR+N . N denotes the total number of features used by the algorithm. Let F k

i

be the ranking score of xi computed by MR [4] using kth feature. The final score

of each image xi is
∑N

k=1 F
k
i . MR+N ranks the images according to the final

scores. Note that MR+1 is the same as original MR algorithm proposed in [4].
•EMR+N . Similar to MR+N , EMR+N computes the score of each image ac-
cording to each feature. The images are then ranked according to their final
scores. We remark that EMR+1 is the original EMR algorithm proposed in [18].

Later, we show that these extended versions retrieve better results than their
respective original versions. Moreover, the quality of the retrieved results im-
proves as the value of N increases. Similar to the notations used for extended
version of MR and EMR, we use MMR+N to denote that our algorithm MMR
was run using N features. Similarly, ADF+N denotes that ADF was run using
N features.

Features used by the algorithms. We use some of the most popular features
in the algorithms. More specifically, we use DoG-SIFT (Scale-Invariant Feature
Transform) [9], HOG (Histogram of Oriented Gradients) [2], LBP (Local Binary
Patterns) [11], Centrist [17] and RBG-SIFT [14]. Table 1 shows these features
in a particular order. Any algorithm using N features uses the first N features
shown in Table 1. For example, MMR+3 is our algorithm and uses the first three
features (DoG-SIFT, HOG and LBP). Similarly, EMR+2 denotes that EMR was
run using first two features (DoG-SIFT and HOG). ADF+5 denotes that ADF
was run using all of the features. We remark that this order of the features best
suits EMR+N which is our main competitor.

Table 1. Features used by the algorithms

1 2 3 4 5
Feature DoG-SIFT HOG LBP Centrist RGB-SIFT

Evaluation metric. Each image in the image databases has its own category la-
bel (e.g., car, aeroplane etc.). A query is randomly selected from these databases
and a retrieved result is considered correct if its label matches with the query
label. For each query, we retrieve top-K results where the default value of K is
10 unless mentioned otherwise. We use precision as the main evaluation metric
which corresponds to the number of correct results in the top-K retrieved results
divided by K. Since K is fixed for all competitors, the recall value is directly
related to the precision, i.e., if precision is high then the recall is also high and
vice versa. Hence, we use precision as the only evaluation metric.
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Recall that our algorithm (MMR) samples m anchor points and, for each
image xi, xi is connected to its d nearest neighbors. We set m to 500 and d to 5
because our preliminary experimental evaluation demonstrated that these values
of m and d give a reasonable trade-off between the precision and efficiency of
the algorithm.

4.2 Performance Comparison

In this section, we compare the performance (precision and efficiency) of our
algorithm with the other competitors. At the end, we present a case study where
we show the top-10 results returned by MMR, EMR and ADF for three queries.

Precision. In Fig. 2, we increase the number of features used by each algorithm
and study its affect on the precision. Note that the performance of each algo-
rithm improves as it uses more features. However, the precision obtained by our
algorithm (MMR+N ) is the highest. This is because our algorithm constructs
multiple manifolds and minimizes the cost function to obtain the ranking scores
in contrast to the other algorithms that use multiple features (manifolds) some-
what trivially. Note that the improvement in precision is less significant when
N > 3. Since the running time increases with the increase in N , we choose N = 3
for rest of the experiments (unless mentioned otherwise).
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Fig. 2. Effect of number of features and K on precision.

As noted in [18] and observed from Fig. 2 (a), the precision of EMR+N and
MR+N is quite similar. Furthermore, EMR+N is more efficient than MR+N as
we demonstrate later. Therefore, for a clearer illustration of results, in the rest
of the experiments we exclude MR+N . In Fig. 2 (b), we issue top-K queries and
vary K from 10 to 70 and study its affect on the precision. We observe that the
precision of each of the algorithms remain unaffected with the increase in K.
Also, note that our algorithm consistently gives better results than the other
competitors.

In Fig. 3, we study the precision at a more detailed level. More specifically, we
randomly choose 90 categories from the three image databases. For each category,
we randomly choose one image as the query. For each query, we obtain top-10
results and record the precision. Fig. 3 shows the precision of each algorithm
for the queries selected from each of the 90 categories. It can be observed that
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Fig. 3. Precision of top-10 images for randomly selected queries from each category

our approach MMR+3 consistently performs better than the other methods.
The EMR proposed in [18] (shown as EMR+1) has the lowest precision. However,
EMR+3 that uses three manifolds has better retrieval performance than ADF+N .

Running Time. In Fig. 4(a), we increase the number of features used by each
algorithm and study its affect on the running time. Note that the running times
of ADF+N and MR+N are much higher than the running time of our algorithm
(MMR+N ) and EMR+N . This is because MMR+N and EMR+N present efficient
techniques for matrix inversion and use the anchor graphs to approximate the
large image graphs. Also, note that EMR+N and MMR+N scale better as the
number of features increases. The cost of MR+N is the highest. In order to
better illustrate the performance of other approaches, we do not display the cost
of MR+N when N > 2.

In Fig. 4(b), we increase the size of image databases and study its affect
on the running times of all algorithms. It can be observed that ADF+N and
MR+N cannot handle large scale databases (e.g., the running time is more than
80 seconds when the image database contains 8000 images). On the other hand,

1 2 3 4 5
0

10

20

30

40

50

60

70

80

Number of Features

R
un

ni
ng

 T
im

e 
(S

ec
on

ds
)

 

 
MMR+N

EMR+N

MR+N

ADF+N

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 104

0

10

20

30

40

50

60

70

80

90

100

Image Scale

R
un

ni
ng

 T
im

e(
S

ec
on

ds
)

ADF
MR

EMR

MMR

+3

+3

+1

+1

(a) (b)

Fig. 4. Effect of number of features and image database size on running time



Multi-Manifold Ranking: Using Multiple Features for Better Image Retrieval 459

EMR +3

EMR+3

EMR +3

ADF

ADF

ADF

MMR

MMR

MMR

+3

+3

+3

+3

+3

+3

Fig. 5. Three queries are issued and top-10 results returned by MMR+3, ADF+3 and
EMR+3 are displayed. The irrelevant images retrieved by our algorithm are marked
with red square. It can be noted that MMR+3 returns more relevant results than the
other two algorithms.

our proposed algorithm scales better and can handle large scale image databases.
The cost of EMR+1 is the lowest. This is because it uses a single image manifold
whereas our algorithm MMR+3 uses three image manifolds. Nevertheless, the
running times of both of the algorithms are quite close to each other.

A case study. In this section, we display the top-10 results returned by MMR+3,
ADF+3 and EMR+3 for three different queries. Fig. 5 displays the results re-
turned by each of the algorithms. Irrelevant results returned by our algorithm
are denoted by red square. Note that our algorithm returns more relevant results
than the other two algorithms.

5 Conclusion

In this paper, we propose a novel method name multi-manifold ranking (MMR)
which uses multiple image manifolds for image retrieval. We conduct extensive
experimental study on real world image databases and demonstrate that MMR
provides better retrieval results than state of the art techniques. Our experi-
mental results demonstrate that our algorithm is much more efficient than two
existing algorithms and is comparable to the most efficient existing approach.
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Abstract. In this research we present a novel approach to the concept change
detection problem. Change detection is a fundamental issue with data stream
mining as models generated need to be updated when significant changes in the
underlying data distribution occur. A number of change detection approaches
have been proposed but they all suffer from limitations such as high computa-
tional complexity, poor sensitivity to gradual change, or the opposite problem of
high false positive rate. Our approach, termed OnePassSampler, has low computa-
tional complexity as it avoids multiple scans on its memory buffer by sequentially
processing data. Extensive experimentation on a wide variety of datasets reveals
that OnePassSampler has a smaller false detection rate and smaller computational
overheads while maintaining a competitive true detection rate to ADWIN2.

Keywords: Data Stream Mining, Concept Drift Detection, Bernstein Bound.

1 Introduction

Data stream mining has been the subject of extensive research over the last decade or
so. The well known CVFDT [1] algorithm is a good example of an early algorithm that
proposed an incremental approach to building and maintaining a decision tree in the
face of changes or concept drift that occur in a data stream environment. Since then
there has been a multitude of refinements to CVFDT (such as [2]) and to other methods
[3] [4] that perform other types of mining such as a clustering and association rule
mining.

The fundamental issue with data stream mining is to manage the sheer volume of
data which grows continuously over time. A standard method of coping with this issue
is to use a fixed size window of width w, where only the most recent w instances are
used to update the model built [5]. While this method is conceptually appealing, the
major limitation is that concept change can occur at intervals that are quite distinct from
the window boundaries. If rapid changes occur within a window, then these multiple
changes will be undetected by the mining algorithm thus reducing the effectiveness of
the model generated. Ideally a data stream algorithm should use long periods of stability
to build a more detailed model whereas in time of rapid change the window needs to be
shrunk at each change, the data representing the old concept be purged and the model
updated with the new concept. Concept change detection with variable-sized adaptive
windows has received very little attention compared to the well established area of
algorithm development for data stream mining.
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The methods proposed for concept change detection with adaptive windows all suf-
fer from limitations with respect to one or more key performance factors such as high
computational complexity, poor sensitivity to gradual change or drift, or the opposite
problem of high false positive rate. In this research we propose a novel concept change
detection method called OnePassSampler and compare it with the state-of-the-art con-
cept change detector, ADWIN2 [6]. Our empirical results show that OnePassSampler
has a lower false positive rate and significantly lower computational overheads than
ADWIN2. OnePassSampler, as its name suggests makes only a single pass through
its memory buffer and employs a simple and efficient array structure to maintain data
about the current window. With ADWIN2 every new data block that arrives triggers
a reassessment of candidate cut points previously visited, thus making it a multi-pass
algorithm with respect to its internal memory buffer.

The major contributions made by this research are: a robust one pass algorithm for
concept drift detection that has low memory and run time overheads while offering a
rigorous guarantee on the false positive rate. The rest of the paper is as follows. Section
2 reviews the major research relating to concept drift detection. In Section 3 we describe
our novel approach to drift detection with the formulation of a model, the derivation of
a test statistic and the one pass algorithmic approach that is the key to low overheads.
Section 4 presents a conceptual comparison between OnePassSampler and ADWIN2.
Section 5 presents our empirical results and we conclude in Section 6 with a summary
of the research achievements and some thoughts on further work in the area of concept
change detection.

2 Related Work

The concept drift detection problem has a classic statistical interpretation: given a sam-
ple of data, does this sample represent a single homogeneous distribution or is there
some point in the data (i.e the concept change point) at which the data distribution has
undergone a significant shift from a statistical point of view? All concept change de-
tection approaches in the literature formulate the problem from this viewpoint but the
models and the algorithms used to solve this problem differ greatly in their detail.

Sebastiao and Gama [7] present a concise survey on change detection methods. They
point out that methods used fall into four basic categories: Statistical Process Control
(SPC), Adaptive Windowing, Fixed Cumulative Windowing Schemes and finally other
classic statistical change detection methods. Early Drift Detection Method (EDDM) [8]
works on the same basic principle as the authors earlier work but uses different statistics
to detect change. More recently Bifet et al [6] proposed an adaptive windowing scheme
called ADWIN that is based on the use of the Hoeffding bound to detect concept change.
The ADWIN algorithm was shown to outperform the SPC approach and has the attrac-
tive property of providing rigorous guarantees on false positive and false negative rates.
ADWIN maintains a window (W ) of instances at a given time and compares the mean
difference of any two sub windows (W0 of older instances andW1 of recent instances)
from W . If the mean difference is statistically significant, then ADWIN removes all
instances ofW0 considered to represent the old concept and only carriesW1 forward to
the next test.



One Pass Concept Change Detection for Data Streams 463

An improved version of ADWIN called ADWIN2[6] was also proposed by the same
author which used a variation of exponential histograms and a memory parameter, to
limit the number of hypothesis tests done on a given window. ADWIN2 was shown
to be superior to Gama’s method and fixed size window with flushing [9] on perfor-
mance measures such as the false positive rate, false negative rate and sensitivity to
slow gradual changes [6]. Despite the improvements made in ADWIN2, some issues
remain namely, the fact that multiple passes on data are made in the current window
and an improvement in the false positive rate for noisy data environments.

3 The One Pass Sampler Concept Change Detector

We start by defining in formal terms the problem that we address in this research. We
then describe some generic principles that govern our change detector model. A test
statistic is then derived that will be used in the change detector algorithms that we pro-
pose. We present a memory management strategy that supports incremental sampling
with the use of a fixed size buffer in the form of a reservoir.

3.1 Change Detection Problem Definition

Concept Change Detection. Let S1 = (x1, x2, ..., xm) and S2 = (xm+1, ..., xn)
with 0 < m < n represent two samples of instances from a stream with population
means μ1 and μ2 respectively. Then the change detection problem can be expressed
as testing the null hypothesis H0 that μ1 = μ2 that the two samples are drawn from
the same distribution versus the alternate hypothesisH1 that they arrive from different
distributions with μ1 
= μ2. In practice the underlying data distribution is unknown
and a test statistic based on the sample means needs to be constructed by the change
detector. If the null hypothesis is accepted incorrectly when a change has occurred then
a false negative is said to have taken place. On the other hand if H1 is accepted when
no change has occurred in the data distribution then a false positive is said to have
occurred. Since the population mean of the underlying distribution is unknown, sample
means need to be used to perform the above hypothesis tests. The hypothesis tests can
be restated as: Accept hypothesis H1 whenever Pr(| ˆμS1 − ˆμS2 |) ≥ ε) > δ, where δ
lies in the interval (0, 1) and is a parameter that controls the maximum allowable false
positive rate, while ε is a function of δ and the test statistic used to model the difference
between the sample means.

Detection Delay. Due to the use of sample data to infer changes in the population,
detection delay is inevitable in any concept change detector and is thus an important
performance measure. Detection Delay is the distance between (m+1) andm

′
, where

m
′

is the instance at which change is detected. In other words, detection delay equals:(
m

′ − (m+ 1)
)

.

3.2 OnePassSampler Conceptual Change Detection Model

Our change detector is designed to widen its applicability to streams with different char-
acteristics while yielding comparable performance, accuracy and robustness to methods
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such as ADWIN2. OnePassSampler has the following properties, as illustrated in our
experimentation: (1) is oblivious to the underlying data distribution, and (2) is inexpen-
sive in terms of computational cost and memory.

Core Algorithm Overview. We first provide a basic sketch of our algorithm before
discussing details of hypothesis testing. We use a simple example to illustrate the work-
ing of the algorithm. OnePassSampler accumulates data instances into blocks of size b.
When attached to a classifier that uses OnePassSampler to detect change points, input
data instances consists of a binary sequence of bits where binary 1 denotes a misclassi-
fication error and binary 0 denotes a correct classification decision. We use a block of
data instances as the basic unit instead of instances as it would both be very inefficient
and unnecessary from a statistical point of view to test for concept changes at the arrival
of every instance.

Suppose that at time t1 blocksB1 andB2 have arrived. OnePassSampler then checks
whether a concept change has occurred at the B1|B2 boundary by testing H1 above.
If H1 is rejected then blocks B1 and B2 are concatenated into one single block B12

and H1 is next tested on the B12|B3 boundary. In this check the sample mean of sub-
window B12 is computed by taking the average value of a random sample of size b
from the sub-window of size 2b. This sample mean is then compared with the sample
mean computed from block B3, also of size b. This process continues until H1 is ac-
cepted, at which point a concept change is declared; instances in the left sub-window
are removed and the instances in the right sub-window are transferred to the left. At
all testing points equal sized samples are used to compare the sample means from the
two sides of the window. The use of random sampling accelerates the process of the
computation of the sample mean while maintaining robustness. The use of the aver-
aging function as we shall see from our experimentation helps to smooth variation in
the data and makes OnePassSampler more robust to noise than ADWIN2. In essence,
OnePassSampler does a single forward scan through its memory buffer without the use
of expensive backtracking as employed ADWIN2. While the use of random sampling
ensures that sample means can be computed efficiently, a memory management strategy
is required to ensure efficient use of memory as the left sub-window has the potential to
grow indefinitely during periods of long stability in the stream.

Use of Bernstein Bound. Our approach relies on well established bounds for the differ-
ence between the true population and sample mean. A number of such bounds exist that
do not assume a particular data distribution. Among them are the Hoeffding , Chebyshev
, Chernoff and Bernstein inequalities [10]. The Hoeffding inequality has been widely
used in the context of machine learning but has been found to be too conservative [6],
over estimating the probability of large deviations for distributions of small variance. In
contrast , the Bernstein inequality provides a tighter bound and is thus adopted in our
work.

The Bernstein inequality states the following:

Pr

(∣∣∣ 1
n

n∑
i=1

Xi − E[X ]
∣∣∣ > ε) ≤ 2 exp

( −nε2
2σ̂2 + 2

3ε(c− a)

)
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where X1, ..., Xn are independent random variables, E[X ] is the expected value or
population mean,Xi ∈ [a, c] and σ̂ is the sample variance.

Memory Management in OnePassSampler. As OnePassSampler never re-examines
previous candidate cut points it does not need to maintain a history of such cut-points
and thus does not need to store memory synopses in the form of exponential histograms
as ADWIN2 does. Instead, OnePassSampler only requires the means of its left and
right sub-windows. In order to efficiently support the computation of sample averages
a random sampling strategy is employed.

In addition to improving efficiency, random sampling is also necessary to satisfy the
independence requirement for data used in the computation of the Bernstein bound. In
a data stream environment independence between data instances in the same locality
may not always be true as changes in the underlying data causes instances arriving after
such a change to have very similar data characteristics, thus violating the independence
property. One simple and effective method of addressing this dependence effect is to
perform random sampling.

Our memory management strategy is based on the use of arrays to store blocks of
data. An array enables fast access to specific data blocks that are sampled via the use
of random sampling. The array is used to capture data in OnePassSampler’s memory
buffer. The memory buffer is divided into a left sub-window and a right sub-window,
each of which uses an array for storage. When a new data block arrives, the block is
temporarily inserted into the right sub-window and the sample means from the two
sub-windows are compared to check for statistically significant differences. If no such
difference exists, data in the right sub-window is copied into the left sub-window and
is then removed from the right sub-window. Essentially this means that the left sub-
window consists of a set of largely homogeneous blocks. In this context, it is more
efficient from a memory point of view to slide the oldest w

b block from the sub-window,
where w is the width of the window and b is the data block size.

In certain circumstances the right sub-window may hold more than one data block.
This happens when OnePassSampler enters a warning state after which newly arriving
data blocks are added to the right sub-window instead of the left sub-window. A warn-
ing state is triggered when the mean of the data block in the right sub-window is not
significantly different from the mean in the left sub-window on the basis of the drift
confidence value 1− δdrift but is significantly different with respect to a warning con-
fidence value 1− δwarning . In cases when a warning state is entered a sliding window
scheme is used for the right sub-window as well.

Given the OnePassSampler’s worst case memory requirements are bounded above by
2w as two memory buffers are allocated of size w for each of the two sub-windows. We
experimented with different values of w and show that the quality of change detection
(false positive rate, false negative rate and detection delay) is largely insensitive to the
size of w, provided that w exceeds the block size b.

3.3 Computation of Cut Point Threshold ε

We now establish the value of the cut threshold against a null hypothesis that the
data in the left and right sub-windows are drawn from the same population. Our null
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hypothesis is expressed as: H0 is H0 : μl = μr = μ and the alternate hypothesis as
H1 : μl 
= μr. Let Sl = a random sample {z1, z2, . . . , zl}of size l from {x1, x2, ..., xm}
which comprise the m blocks in the left sub-window and let Sr = a random sam-
ple {z1, z2, . . . , zr} of size r from {xm+1, xm+2, . . . , xn} which comprises the (n-m)
blocks in the right sub-window. With the application of the union bound on expression
(1), we derive the following for every real number k ∈ (0, 1):

Pr [|μ̂l − μ̂r| ≥ ε] ≤ Pr [|μ̂l − μ| ≥ kε] + Pr [|μ− μ̂r| ≥ (1− k) ε] (1)

Applying the Bernstein inequality on the R.H.S of Equation 1, we get:

Pr [|μ̂l − μ̂r| ≥ ε] ≤ 2 exp
(

−b(kε)2

2σ2
s

2
3kε(c−a)

)
+2 exp

(
−b((1−k)ε)2

2σ2
s+

2
3 (1−k)ε(c−a)

)
(2)

In the classification context, the bounds a and c for the Bernstein bound take values
a = 0, c = 1. Substituting this in (2) we get:

Pr [|μ̂l − μ̂r| ≥ ε] ≤ 2 exp
( −b(kε)2
2σ2s +

2
3kε

)
+ 2 exp

( −b((1− k)ε)2
2σ2s +

2
3 (1− k)ε

)
(3)

The probability Pr [|μ̂l − μ̂r| ≥ ε] represents the false positive rate δ and hence we
have:

δ = Pr [|μ̂l − μ̂r| ≥ ε] ≤ 2 exp
( −b(kε)2
2σ2s +

2
3kε

)
+ 2 exp

( −b((1− k)ε)2
2σ2s +

2
3 (1− k)ε

)
(4)

We now need to minimize the RHS of (4) in order to minimize the upper bound δ for the
false positive rate. Given the two exponential terms, the RHS of (4) can be minimized
when:

−b(kε)2
2σ2s +

2
3kε

=
−b((1− k)ε)2
2σ2s +

2
3 (1− k)ε

(5)

The variable k above represents the proportion of instances among the left and right sub-
windows. OnePassSampler uses equal sized samples across the sub-windows, giving
k = 1

2 . We note that k = 1
2 satisfies (5) above. Substituting k = 1

2 in (4) gives:

δ ≤ 2 exp
( −b 14ε2

2σ2s +
2
3 .

1
2ε

)
+ 2 exp

( −b 14ε2

2σ2s +
2
3 .

1
2ε

)
(6)

Solving (6) to find ε gives:

ε =
2

3b

{
p+
√
p2 + 18σ2sbp

}
(7)

where p = ln
(
4
δ

)
. If |μ̂l − μ̂r| ≥ ε, concept change is declared at instance (m + 1)

and Sl, Sr can be considered to be from different distributions with probability (1− δ),
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otherwise, hypothesisH0 is accepted that there is no concept change in the window of
instances Sn.

A change detection algorithm by its very nature needs to test multiple cut points be-
fore an actual change point is detected. Each test involves a hypothesis test applied at
a certain confidence level. The effect of multiple tests is to reduce the confidence from
δ to δ

′
which represents the effective (overall) confidence after n successive hypothesis

tests have been carried. However, we note that the hypothesis tests in the change de-
tection scenario are not independent of each other as the probability of a false positive
(i.e incorrectly accepting hypothesis H1 that the means across the left and and right
sub-windows are different) at a particular test has an influence on whether a false posi-
tive occurs at subsequent tests and hence methods such as Bonferroni do not apply. We
use our own error correction factor, δ

′
= 2 δ

(1− 1
2
n)

. The derivation of δ
′

is omitted due

to space constraints. Thus, in our model the change and warning significance levels,
δChange and δWarning are set to δ

′
Change and δ

′
Warning respectively to control the false

positive probability. We observe that the the correction factor above converges to 2δ for
large values of n.

3.4 OnePassSampler Change Detection Algorithms

This section presents the core algorithms used in our change detector system. Sr and Sl
denote the right and left sub windows. Algorithm (1) decides the change type given the
mean values μ̂r and μ̂l of Sr and Sl respectively, εchange (the threshold mean differ-
ence for δchange) and εwarning (the warning threshold mean difference for δwarning).
εchange and εwarning are calculated using the equation (7). Though OnePassSampler
detects drifts in any variation in the mean, algorithm (1) only reports the change when
mean increases (μ̂r > μ̂l). In the event of a concept change Algorithm (2) transfers
the contents of the right sub-window into the left. When a warning state is triggered it
increases the sample size, in expectation of a subsequent concept change. This increase
has the effect of increasing precision in sampling and the algorithm may become more
sensitive to slow gradual change.

Input: μ̂l,μ̂r,εChange ,εWarning
Output: Change || Warning || Internal
if εWarning ≤ |μ̂l − μ̂r | then

if εChange ≤ |μ̂l − μ̂r | then
if μ̂r > μ̂l then

return Change;
end
return Internal;

end
return Warning;

end
return None;

Algorithm 1. GetDriftType()

Input: An instance(Ins), BlockSize, Sl,
Sr

Output: True/False
Increment the instance counter;
Sl = Sr ∪ {Ins};
if At the block boundary then

ChangeType = GetDriftType();
if (DriftType is Change or Internal ) then

Remove all elements from Sl;
Copy all elements of Sr to Sl;
Remove all elements from Sr;
Set SampleSize to BlockSize;
if (DriftType is Change) then

return True;
end
return False;

end
else if (DriftType is Warning) then

Double the sample size;
return False;

end
Copy all elements of Sr to Sl;
SampleSize = BlockSize;
return False;

end

Algorithm 2. IsDrift()
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4 OnePassSampler versus ADWIN2: Similarities and Differences

Two major design differences exist between the two change detectors. The first lies in
the policy used in determining cuts. When new data arrives, ADWIN2 creates a new
bucket and adds it to its memory buffer. It then searches through all buckets currently
stored in its memory buffer for a possible cut point. A cut point in ADWIN2 lies on
the boundary between buckets. With N buckets currently in storage, ADWIN2 will ex-
amine a total of (N − 1) possible cut points. Furthermore, as each new bucket arrives
previous bucket boundaries that were examined before will be re-examined for possi-
ble cuts. Effectively, ADWIN2 makes multiple passes through its memory buffer. In
contrast, OnePassSampler never re-examines previous block (equivalent of ADWIN2’s
bucket) boundaries for cuts and only examines the boundary between the newly arrived
block and the collection of blocks that arrived previously for a possible cut. In this
sense, OnePassSampler can be said to do a single pass through its memory buffer when
searching for cuts, and hence its name.

The second major difference lies in the estimation strategy for assessing means of
data segments. ADWIN2 relies on exponential histograms for estimating mean values,
whereas OnePassSampler uses random sampling base on an efficient array structure to
estimate means. The problem with exponential histograms is that some of the buckets,
typically the more recent ones may be too small in size to yield accurate estimations
for mean values. This is due to the fact that in ADWIN2 a bucket is created whenever a
1 appears in the stream, and when data has high variation bucket size will vary widely.
For buckets that are too small in size to support accurate estimation, ADWIN2 will end
up overestimating the true mean and false positives may then result.

5 Empirical Study

Our empirical study had two broad objectives. Firstly, we conducted a comparative
study of OnePassSampler with ADWIN2 on key performance criteria such as the true
positive rate, the false positive rate, the time delay in detecting changes and the exe-
cution time overheads involved in change detection. We used Bernoulli distribution in
all experiments to simulate classifier outputs though OnePassSampler is a general drift
detector for any distribution.

In the second part of our experimentation we conducted a sensitivity analysis of the
effects of block size, warning level and sliding window size on the delay detection time
for OnePassSampler.

5.1 Comparative Performance Study

One first experiment was designed to test OnePassSampler’s false positive rate vis-a-vis
ADWIN2. We used a stationary Bernoulli distribution for this and tested the effect of
various combinations of mean values (μ) and confidence values (δ) as shown in Table
1. For this experiment the block size for OnePassSampler was set to its default value of
100 and ADWIN2’s internal parameter M was also set to its default value. We conducted
a total of 100 trials for each combination of μ and δ and the average false positive rate
for each combination was recorded.
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Table 1. False Positive Rate for stationary Bernoulli distribution

One Pass Sampler ADWIN2
μ δ =0.05 δ =0.1 δ =0.3 δ =0.05 δ =0.1 δ =0.3

0.01 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.1 0.0000 0.0000 0.0000 0.0001 0.0002 0.0018
0.3 0.0000 0.0000 0.0001 0.0008 0.0017 0.0100
0.5 0.0000 0.0000 0.0001 0.0012 0.0030 0.0128

Table 1 shows that both OnePassSampler and ADWIN2 have good false positive
rates that are substantially lower than the confidence level set. However, we observe that
as the variance in the data increases with the increase in the μ value (for a Bernoulli dis-
tribution, the variance is μ×(1−μ)) that ADWIN2 starts to register false positives. The
ADWIN2 false positive rate increases progressively with the increase in the variance as
well as the lowering of confidence (ie higher δ values). On the other hand OnePass-
Sampler retains a virtually zero false positive rate except when the confidence is low
at 0.3 when it registers a rate of 0.01%, compared to the ADWIN2 rate of 1.28% at
μ = 0.5 and δ = 0.3. As the confidence becomes lower the ε value decreases and this
results in an increase in the false positive rate for ADWIN2. However, OnePassSampler
is virtually insensitive to the decrease in ε due to the fact that the mean value can be
estimated more accurately through the combined use of random sampling and the use
of the aggregated running average mechanism.

The second experiment was designed to test the true positive (detection) rates of
OnePassSampler and ADWIN2 over data that was also generated from a Bernoulli dis-
tribution. We generated four different data streams of length L = 10, 000, 50,000,
100,000 and 1,000,000 bits from a Bernoulli distribution. The data generated was sta-
tionary with mean 0.01 in the first L− 2300 time steps and we then varied the distribu-
tion in a linear fashion with different gradients in the last 2300 time steps. A total of 100
trials were conducted for each combination of data length and slope values. We tracked
key performance indicators such as the true detection rate, average execution time and
the detection delay time. Both OnePassSampler and ADWIN2 managed to achieve a
true detection rate of 100% for all combinations of data length and change gradients.

Fig. 1. Comparative Change Detection Performance of OnePassSampler and ADWIN2

Figure 1 also illustrates that ADWIN2 was much slower in stream processing than
OnePassSampler. Furthermore, the gap between the two processing times becomes
wider as the length of the stable segment of the stream becomes longer. This was ex-
pected as ADWIN2 spends much time doing repeated scans through the histogram and
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examines every possible combination of cuts defined by the buckets. OnePassSampler,
on the other hand does a single pass through the window segment and at each block
of data it assesses whether the newly arrived block is sufficiently different from the
previous blocks in its memory buffer.

However, it is clear from Figure 1 that ADWIN2 has better mean detection delay
when compared to OnePassSampler. OnePassSampler needs a relatively larger window
segment before it can decide whether a newly arrived block is sufficiently different
due to the sampling strategy that it uses. As expected, the delay times reduced with
increasing gradient of change, although we observe that OnePassSampler reduces at a
faster rate than ADWIN2 with the gap between the two closing for higher gradients of
change. Section 5.2 shows that OnePassSampler’s detection delay can be reduced with
proper use of warning level and particularly block size on which it is most sensitive
with respect to delay.

The final part of our experimentation involved an investigation of the sensitivity of
OnePassSampler’s key parameters on detection delay time. From previous experimen-
tation with Bernoulli data it was observed that OnePassSampler had a higher detection
delay time than ADWIN2 and thus the motivation was to determine parameter settings
that minimize OnePassSampler’s detection delay time.

5.2 Sensitivity Analysis on OnePassSampler

In the first experiment we investigated the effect of block size on Bernoulli data streams
with different gradients. Section 5.1. Figure 2 shows that as block size increases, delay
time initially decreases, reaches a minimum value and then starts to rise once again. In
order to detect changes in data distribution a sample of sufficient size is required, which
in turn is determined by the block size. If the size of the block (sample size) is too low,

Fig. 2. Effects of Block Size and Warning Level on Detection Delay Time for OnePassSampler

then in common with other statistical tests of significance, a statistical difference cannot
be determined until a greater change occurs with time, thus delaying the detection. On
the other hand, if the block size is too large then the probability increases that a change
occurs too late within a given block for the change to be detected and so the change
will go undetected until at least a new block arrives, thus giving rise to an increased
detection delay. A block size of 200 appears to be optimal across a range of different
change gradients, except when the change is very gradual , in which case 500 gives a
slightly lower delay.
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We next checked the effect of warning level on delay. Figure 2 shows that warning
level has a much smaller effect on delay than block size. With a slope of 1.00E − 04
the warning level setting has a negligible effect on delay and thus a pragmatic setting
that is twice the significance level should suffice in most cases to reduce the delay.

Next, we assessed the effect of sample size increment. Whenever the warning level is
triggered the sample size is incremented in the hope of trapping an impending change
earlier. We investigated a range of increments and as Figure 3 shows, a doubling of
sample size produces optimal results across the entire spectrum. As with the warning
level, too large an increase results in an increase in the detection delay.

Fig. 3. Effects of Sample Size Increment on Detection Delay Time for OnePassSampler

Overall, it appears that block size is of prime importance in minimizing delay time;
a block size of 200 works well for a range of datasets with different change dynamics.
The other two parameters have a much smaller effect in general but can also contribute
to smaller delay times with settings that we discussed above, especially in the case of
slowly varying data.

Finally, we assessed the effects of the sliding window size on true positive rate,
false positive rate and delay time. We varied the sliding window size in the range 500
to 10,000. For each window size, 30 trials were conducted on data from a Bernoulli
distribution and the average for each of the performance measures were recorded. Due
to space constraints we show the detection delay for the smallest change gradient of
1.00E − 4; the results for the other change gradients followed very similar trends. As
Table 2 shows, the detection delay is largely insensitive to window size. In addition,
all window sizes recorded a true positive rate of 100%. The false positive rate was
in line with the other two measures, virtually no change in rate was observed across
the entire range of window sizes used. Once again space constrains prevent us from
showing the entire set of results; we only show the case with mean value 0.3 and delta
0.3. All other combinations of mean and delta returned virtually identical results. These
results indicate that window size when set at a reasonable multiple of block size has
no significant effect on key factors such as the true positive rate and delay time. These
results are to be expected as data that is slid out of the window consists of a set of
homogeneous instances from OnePassSampler’s left sub-window.

Table 2. Detection delay for varying window sizes

Sliding Window Size 500 1000 2000 4000 6000 8000 10000
True Positive Rate 100 100 100 100 100 100 100
Delay Time 1300 1330 1350 1320 1350 1370 1330
False Positive Rate 0.00000 0.00001 0.00000 0.00000 0.00000 0.00000 0.00000



472 S. Sakthithasan, R. Pears, and Y.S. Koh

6 Conclusions and Future Work

This research has shown that a concept change detector based on a sequential hypothe-
sis testing strategy based on use of the Bernstein bound as a test statistic yields excellent
performance in terms of false positive rate, true positive rate and processing time. Our
comparative study with ADWIN2 clearly shows that a single pass strategy can pro-
duce competitive false positive and true positive rates to ADWIN2, with much lower
computational overheads.

The use of sequential hypothesis testing combined with an efficient incremental strat-
egy that updates statistics on the memory buffer were the two major factors behind the
greatly reduced computational overheads over ADWIN2. Despite lower computational
overheads, OnePassSampler has a higher detection delay time in certain cases and our
future work will focus on improving this aspect. By means of a mechanism that moni-
tors change in the running average of data arriving in the window an alternate candidate
cut point can be defined at a point further downstream than the current block boundary.
The system would then check both the current block boundary as well as the alternate
point. This modification would result in trading off computational overhead with an
improvement in detection delay for datasets with small gradients of change.
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Abstract. Sharing URLs has recently emerged as an important way for
information exchange in online social networks (OSN). As can be per-
ceived from our investigation toward several social streams, the percent-
age of messages with URL embedded ranges from 54% to 92%. Due to the
extremely high volume of evolving messages in OSN, finding interesting
and significant URLs from social streams possesses numerous challenges,
such as the real-time need, noisy contents, various URL shortening ser-
vices, etc. In this paper, we propose the Significant URLs MINing algo-
rithm, abbreviated as SURLMINE, to produce the up-to-date ranking
list of significant URLs without any pre-learning process. The key strat-
egy of SURLMINE is to incrementally update the significance coefficients
of all collected URLs by four pivotal features, including Follower-Friend
ratio, language distribution, topic duration and period and decay model.
Moreover, its capability of incremental update enables SURLMINE to
achieve the real-time processing. To evaluate the effectiveness and ef-
ficiency of SURLMINE, we apply the proposed framework to Twitter
platform and conduct experiments for 30 days (over 75 million tweets).
The experimental results show that the precision of SURLMINE can
reach up to 92%, and the execution performance can also satisfy the
real-time requirements in large-scale social streams.

Keywords: Significant URLs mining, incremental scheme, large-scale
social streams, real-time processing.

1 Introduction

Due to the exploding popularity of online social networks (OSN) and micro-
blogging platforms, such as Facebook, Twitter, LinkedIn, and Google+, spread-
ing information with URLs has become a general phenomenon in social interac-
tions. According to our observation by randomly sampling 140 million Twitter
messages related to ”YouTube”, as high as 91.8% of messages contain at least
one URL. Moreover, other similar experiments also indicate a high frequency of
URL attachment in messages with certain keywords, such as 75.8% in ”Google”,
60.7% in ”News”, and 54.2% in ”Obama”. Since the data generation rate on OSN
is very high, it is challenging to efficiently deal with real-time social streams. As
far as Facebook is concerned, there are more than 900 million users, and in each

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 473–484, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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day, over 3 billion comments and 300 million photos are added and uploaded in
this platform1. On the other hand, from the report of mediabistro.com2, over
500 million accounts have registered on Twitter in March 2012, and the num-
ber of tweets per day has reached 400 million3. It can be perceived that social
streams are now a large-scale data warehouse with a great wealth of real-time
information [1], such as news, blog articles, interesting facts, comments, and
multimedia content. Although there are several existing services (e.g., Twitter
Search, Google, and Bing) offering the social streams searching function based
on the similarity between text content and query keywords, the results are often
not well-organized and thus cannot provide users concise and meaningful infor-
mation. For example, if a user intends to query social messages about specific
breaking news, it is impossible for him/her to explore all related contents which
are unstructured and generated rapidly. Furthermore, users may desire to know
what time-sensitive news and hot topics are widely discussed at this moment.
These functionalities cannot be provided by existing systems and are not yet
fully explored in the literature.

In this paper, we focus on mining significant URLs which attract much at-
tention and are highly discussed on OSN. We aim to monitor social streams
containing a specific keyword and return the top-k up-to-date ranking list of
significant URLs. The motivations of focusing on URLs are as follows. First,
with the text length restriction, people are only allowed to write limited charac-
ters in a social message. Thus, to provide more complete information and share
news with friends, attaching URLs has become a common approach in OSN
and micro-blogging platforms [2, 3]. Second, URL is a universal locator that is
language-independent, which means that people using different languages may
still share identical URL. Third, since URL is a convenient cross-platform linker,
it is helpful for celebrities or companies to find out which mediums are often in-
cluded and highly correlated to them. However, although URL provides many ad-
vantages, discovering significant URLs possesses numerous challenges. The first
challenge comes from the wide use of URL shortening services, which greatly
increases complexity and difficulty when dealing with various kinds of URLs.
Second, some URL shortening services have the time limit, which means URL
shorteners could be invalid after a period of time. Third, since social streams are
dynamic and ever-increasing, designing an efficient and real-time mining scheme
for dealing with such large-scale and noisy data is a challenging task.

To the best of our knowledge, there is no existing mechanism which considers
all above issues and fully explores the discovery of significant URLs on large-
scale and real-time social streams. In this paper, we propose the Significant URLs
MINing algorithm (abbreviated as SURLMINE) that incorporates a variety of
social features to determine the significance and popularity of URLs. In addition,
each post will just be analyzed once so as to reduce computation time and
enable real-time processing to users. To verify the effectiveness of the proposed

1 http://twopcharts.com/twitter500million.php
2 http://www.mediabistro.com/alltwitter/twitter-active-total-users_b17655
3 http://techglimpse.com/index.php/facebook-901-million-user-accounts.php

http://twopcharts.com/twitter500million.php
http://www.mediabistro.com/alltwitter/twitter-active-total-users_b17655
http://techglimpse.com/index.php/facebook-901-million-user-accounts.php
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algorithm, we collect more than 75 million tweets in 30 days from May 6th
to June 6th in year 2012 with the specific keywords. The experimental results
show that the proposed scheme not only is able to extract significant URLs with
high precision, but also satisfies real-time need in large-scale social streams. The
rest of this paper is outlined as follows. Section 2 reviews the related studies
on searching and recommendation techniques in micro-blogging platforms. We
elaborate the details of our data crawling scheme and observation in Section
3, while Section 4 introduces the proposed SURLMINE algorithm. Extensive
experiments and performance evaluation are presented in Section 5. Finally,
concluding remarks are given in Section 6.

2 Related Work

Mining in OSN has been widely discussed in recent years due to its rapid growth.
One major advantage of discovering knowledge from OSN is that social messages
generally reflect most recent news and topics, and it is hardly to be accomplished
by directly applying traditional algorithms, such as PageRank. The reason is
that several related algorithms typically suffer the cold start problem, indicating
that time-sensitive and relevant contents cannot be discovered in time to pro-
vide latest information [4]. Therefore, some researchers aim to extract interesting
contents and rank them based on certain query inputs. In [5], Duan et al. used
Rank-SVM technique to obtain critical features for selecting the candidate set,
and the tweets are ranked according to the relevance of topics. The three pivotal
features in [5] are: whether a tweet contains one or more URLs, the length of a
tweet (number of characters), and the authority of user accounts. Phelan et al.
[6] proposed a novel news recommendation technique called Buzzer, which har-
nesses real-time Twitter data as the basis for ranking and recommending articles
from the collection of RSS feeds. Dong et al. [7] exploited Gradient Boosted De-
cision Tree algorithm to improve receny ranking from real-time Twitter streams.
Another research direction is the burst detection. In [8], Mathioudakis et al.
attempted to catch the vocabularies which suddenly appear with an unusually
high rate. They also showed that the proposed approach has good performance
in extracting trending topics from real-time information streams.

Note that most prior studies have all encountered the challenge of not being
able to process large-scale datasets [9, 10] due to the high cost of computation
time. In order to reduce the amount of data returned by each query, some re-
searches proposed to narrow down search range by considering a small group
of people among friends and the friends of friends [3, 10]. However, the main
weaknesses of those methods are that results may be affected by preconception,
and the quality of results also highly depends on the user’s social communities.
Moreover, even if bursty events can be precisely detected, further description
and details are still unable to be given just by a set of words. Considering the
period of presidential election, the names of president candidates will appear
very frequently in social discussion, but further analysis is required to find out
what do users talk about and which articles are representative ones. The most
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important thing is that the information diffusion patterns and behaviors of par-
ticipants toward various topics have been confirmed as different [3]. Therefore,
it is challenging to design a universal mining scheme which covers various topics
in such large-scale data streams.

Our work builds on earlier contributions in three key respects. First, due
to the diversity of URL shortening services and the time limitation of URL
shorteners, most previous works only tracked one format of URL shorteners. For
example, in [7] and [11], the authors focus on tinyURL and bit.ly respectively.
In this paper, we consider involving all kinds of URL shorteners, and thus more
complete information is covered for mining significant URLs. Second, micro-
blogging is a constantly evolving medium where users often leave and join, and
relationships between users may also change anytime. Thus, in order to obtain
more information, our crawling has included a more wide range of global real-
time streams that could be spread from any person and in any language, which
is much bigger than crawling from user communities. Third, since social stream
is a Big Data with high volume of noise and fast data generation rate, in order
to be applicable in such context, each post will be regarded as an impact to
certain URLs. Even if a post is a spam message, our algorithm is still able
to determine the negative influence and incrementally updates the significant
coefficients toward certain URL without any prior learning process.

3 Data Crawling and Pre-processing

In this paper, we evaluate our scheme with Twitter platform, since it is the
most popular micro-blogging website with more than 140 million active users4.
After gathering a large amount of Twitter data, URLs can be directly extracted
and expanded from shortened forms to original forms. In Section 3.1, we first
introduce two common approaches for crawling social messages from Twitter
information streams. Next, we explain the procedures of expanding various URL
shorteners and provide detailed analysis in Section 3.2.

3.1 Real-Time Crawling

There are two main approaches for collecting Twitter data, which are REST
API5 and streaming API6. Although both methods allow developers to access
Twitter data, they are still several different properties between them. REST API
provides simple interfaces for most Twitter functionality, and up to a maximum
of 100 tweets will be returned per query. Twitter also applies a rate limitation
to REST API where at most 350 requests are permitted per hour7. On the other
hand, streaming API requires keeping a permanent HTTP connection open, and
it randomly returns tweets containing a specific search keyword with the total

4 http://blog.twitter.com/2012/03/twitter-turns-six.html
5 https://dev.twitter.com/docs/api
6 https://dev.twitter.com/docs/streaming-apis
7 https://dev.twitter.com/docs/faq#6861

http://blog.twitter.com/2012/03/twitter-turns-six.html
https://dev.twitter.com/docs/api
https://dev.twitter.com/docs/streaming-apis
https://dev.twitter.com/docs/faq#6861


Incremental Mining of Significant URLs 477

Table 1. The number of tweets crawled by streaming API and REST API

Keyword
Streaming API REST API Multiple

Total TPS* Total TPS (S/R)*

YouTube 143,869,821 30.28 6,306,355 1.33 22.81
News 41,482,108 8.73 7,906,215 1.66 5.25
Google 28,720,525 6.04 7,474,687 1.57 3.84
Obama 8,503,834 1.79 5,271,187 1.11 1.61

*TPS: Tweets Per Second *S/R: Streaming/REST

quantity never exceeding 1% of all public data streams. Without the overhead
and duplication issues caused by polling REST API at endpoint, streaming API
is able to crawl a larger number of tweets. Table 1 shows the information of the
data quantity by both APIs from May 6th to June 30th (55 days) in year 2012.

3.2 URL Statistics

By employing the above-mentioned crawling mechanism, we are able to deter-
mine the percentage of URLs in Twitter data and the proportional distributions
of various URL shortening services. As shown in Table 2, among the specified
four keywords, more than 54.22% of tweets attach at least one URL, in par-
ticular for tweets that mention ”YouTube”, where the URL attachment rate is
as high as 90.80%. This statistic indicates that the popularity of URL shorting
services may vary with different topics. Moreover, there are still many other ser-
vices which are not so well-known and are infeasible to enumerate all of them.
Therefore, developing a universal expanding method is desirable for covering
more complete information.

Table 2. The distribution of various URL shortening services

Keyword original bit.ly tinyurl ow.ly goo.gl others URL%

YouTube 96.49% 0.95% 0.14% 0.10% 0.12% 2.20% 90.80%
News 37.92% 17.92% 1.10% 0.00% 2.17% 40.89% 75.77%
Google 54.49% 16.30% 0.98% 2.28% 4.12% 21.83% 60.67%
Obama 30.20% 23.33% 2.27% 2.62% 2.87% 38.71% 54.22%

To resolve this difficulty, we devise a subroutine to expand all kinds of URL
shorteners to their original forms by recursively tracking their redirections. To
enable the real-time processing, this subroutine will be executed immediately
whenever a URL is detected. With original URLs expanded by the devised pro-
cedure, we are able to calculate the average number of URLs embedded in a
tweet and the frequency of URL occurrence more accurately. As can be seen
in Figure 1, most tweets tend to attach only one URL, and tweets that contain
more than three URLs are less than 0.1%. In addition, Figure 2 shows the cumu-
lative distribution function (CDF) of the frequency of URL occurrence, which
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addresses that only a very small number of URLs are posted frequently, and
most URLs are just attached in one message. It is worthy to notice that most
frequently attached URLs do not always imply they are significant or popular
ones that interest users. It is because in order to gain more focus, spammers
usually attempt to continuously post a large number of advertise links or phish-
ing links to defraud audience. Moreover, some ordinary URLs with very high
frequency is just owing to their inherent function, such as www.google.com. Ta-
ble 3 gives instances of top-5 URLs with the most frequency of occurrence in
messages containing keywords ”Google” and ”News”, respectively.

Table 3. An example of top-5 most frequent URLs related ”Google” and ”News”

Keyword URL

Google

http://itunes.apple.com/app/rage-of-bahamut/id506944493?mt=8

https://play.google.com/store/apps/details?id=com.ruckygames.gunmaapps

https://play.google.com/store/apps/details?id=com.ruckygames.otherjp

http://www.google.com

http://www.google.com/intl/en/ipv6/

News

http://www.billboard.com/bbma/news/justin-bieber-usher-billboard-music-awards-cover-story

http://www.goal.com/

http://mobile.gungho.jp/news/sengoku/root.html

http://www.thedailymash.co.uk/news/international/greeks-apologise-with-huge-horse-20120515

http://news-discussions.com/

4 Significant URLs Mining

As mentioned previously, the frequency of URL occurrence cannot be directly
exploited to guarantee the quality of links due to some malicious operations
and inherent characteristics. To better identify the significance of each URL, we
devise SURLMINE algorithm to estimate the significance coefficients of URLs
by measuring several characteristic features of social messages (i.e. tweets). In
Section 4.1, we introduce four pivotal features that are considered in SURLMINE
algorithm, and the details of SURLMINE are described in Section 4.2.
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4.1 Characteristic Features of Social Messages

There are four characteristic features used to estimate the significance coefficients
of URLs. They are (1) Follower-Friend ratio, (2) language distribution ratio, (3)
duration and period, and (4) decay model, which are explained as follows.

Follower-Friend Ratio. Nowadays most of OSNs support non-reciprocal re-
lationships to manage the social circles of users. The characteristic of non-
reciprocal relationships is that it allows users to add anyone into their circles
without their approval. For instance, users on Twitter and Google+ are allowed
to directly add celebrities, such as Barack Obama or Lady Gaga, into their social
circles without any permission. Thus, we can determine the ratio of followers to
friends to quantify the user popularity. Let S = {u1, u2, u3, ...} denote the set of
distinct URLs in real-time social streams. For each URL ui ∈ S , the Follower-
Friend ratio εi is defined as follows.

εi =
Ci

follower

Ci
friend

(1)

In above equation, Ci
follower and Ci

friend respectively represent the number of
followers and friends of the author who spreads the URL ui. As discuss in [12],
the ratio ε directly reflect an author’s popularity, for a user who has ε ≥ 2, it
means that he/she is a popular person, and lots of people want to hear what
he/she said. Oppositely, if ε < 1, it shows this person is a knowledge seeker but
not getting much attention. Therefore, in our scheme, so as to mining those URL
that concerned by most of people, if a URL posted by a high Follower-Friend
ratio author, the URL will be regarded as more significant.

Language Distribution. In SURLMINE, for a URL ui, let l1, l2, l3, ..., l
i
mi

represent the number of messages used in mi kinds of languages. We first use
mi for comparing global popularity. Once the mi is equal to other URLs, the
language distribution ratio ξi will be determined as follow by using average
standard deviation.

ξi =

∑mi

j=1 |mi · lij −
∑mi

j=1 l
i
j|

mi
2 ·
∑mi

j=1 l
i
j

(2)

It can be noticed from above equation that if the language distribution of URL
ui is balanced, the value of ξi will approach zero. Oppositely, if the distribution
is uneven, the value of ξi will be much larger. Since each URL definitely links to
a web page, if users attach an identical URL with different languages, it can be
inferred that this URL probably contains international insights. Moreover, owing
to the fact that most spam messages are spread in one particular language, the
probability of a spam URL mentioned by several different languages must be
very low. In this way, we perceive that language distribution not only reflects
global popularity, but also simultaneously contributes to resolve the problem of
spam links.
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Duration and Period. In our scheme, we use both duration and period to
differentiate various URL influences and behaviors. By enforcing the limitation
of both period and duration, we can rapidly eliminate outdated URLs and the
URLs just discussed in a flash of time. Let T =

{
ui1, u

i
2, u

i
3, ..., u

i
ki

}
denote the

set of URLs that point to identical web page with ui in S. For each URL ui ∈ S,
the duration di and period pi are formulated as follows.

pi =
di
ki

=
Σki

j=1(t
i
j − tij−1)

ki
(3)

In Eq. 3, tij represents the timestamp of URL uij in Ti, and ki is the frequency
of occurrence of URL ui in S at that time. That is, the duration di is the time
between ti1 to tik, and the period pi is the specific value of duration di to the
frequency of occurrence ki.

Decay Model. In addition, a decay function model has been applied to deter-
mine the decay ratio λik for each u in Ti, which is defined as follows.

λik =

⎧⎪⎪⎨⎪⎪⎩
1 , i < ρ

1− ρ2(tik−tik−1)
2

η(tiρ−ti1)
2 , λik ≥ minDecay

minDecay , otherwise

(4)

In above equation, ρ is a constant value used to determine the average period of
first ρ URLs in Ti, and η is a threshold that determines the multiple of average
period for decay cycles. Note that the minimum decay λik is experimentally set as
0.01 since if a URL is unfrequented for a long time (more than η times as many
as the average period), the value of tik − tik−1 will be large. In such situation,
the decay ratio λik will be very small or negative, and this situation must be
prevented. Oppositely, if URL has just been attached, the difference of tik and
tik−1 will be small, and the decay ratio λik will approach to 1, indicating a weak
decay.

4.2 SURLMINE Algorithm

δik =
k∏

j=1

εj · λij = εk · λik ·
k−1∏
j=1

εj · λij = εk · λik · δik−1 (5)

By considering above-mentioned features, the goal of SURLMINE is to incre-
mentally update the significance coefficient of a URL so as to immediately output
the results. Let δi1, δ

i
2, δ

i
3, ..., δ

i
k denote the significance coefficients for any URL

ui in T . The significance coefficient δik of URL ui is formulated in Eq. 5. For
any significance coefficient δik, it only requires the Follower-Friend ratio (i.e. ε)
and the decay ratio (i.e. λik) to determine significance coefficient δik, where δ

i
k−1

is the previous state of δik that is kept in memory.
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Algorithm 1. Significant URLs MINing Algorithm (SURLMINE)

Input: u, A URL extracted from social streams;
Result: R, Update the set of the URL significance coefficients;
Data: S, The set of existing distinct URLs;

K, The set of the frequency of all URL occurrence;
ũ = Expand URL u;
ε = Compute Follower-Friend ratio of user α by Eq. 1;
if ũ /∈ S then /* If ũ has not been quoted before*/

Insert URL ũ to set S;
Insert the value 1 as the frequency of occurrence of ũ in K;
Set significance coefficient δ of URL u as ε;

else
α = Get user ID who attaches URL u;
A = Get the user list which has attached URL ũ before;
if α /∈ A then /* If ũ is mentioned by a new user */

Insert user α to set A;
Add the value 1 to the frequency of occurrence of ũ in K;
λ = Compute decay ratio of ũ with its creation time by Eq. 4;
δ = Get previous state significance coefficient of URL ũ from R;
Set significance coefficient δ as δ · ε · λ by Eq. 5;

end

end
ξ = Compute language distribution ratio of ũ based on Eq. 2;
Insert both δ and ξ of URL ũ to R in decreasing order;
Compute period p and duration d of ũ with its creation time by Eq. 3;
if d < minDuration or p > maxPeriod then Set URL ũ as unavailable;

For each incoming URL u, SURLMINE first expands u to the original form
ũ, and next identifying whether URL ũ has been quoted before by examining if
URL ũ is an element of S. If it is not, this implies ũ is a new URL and the sig-
nificance coefficient δ of S will be directly assigned as its Follower-Friend ratio.
Otherwise, if it is the first time that author α attaches URL ũ, the significance
will be incrementally determined with the previous state of significance coeffi-
cient by Eq. 5. Finally, significance coefficient will be inserted into the set R
in decreasing order. When doing insertion, once the significance coefficients are
equal, URL that has higher language distribution ratio will be regarded more
significant. The two thresholds of minDuration and maxPeriod are separately
set as 1 and 0.5 to filter those immature URL. It indicates even a URL u has a
high significance coefficient, the URL can be outputted if and only if duration di
is larger than minDuration and period pi is less than maxPeriod. Overall, with
the incremental characteristic, SURLMINE is able to maintain an up-to-date
ranking list of significant URLs in the environment of fast-pacing social streams.
Moreover, since SURLMINE is unnecessary to scan past data for updating sig-
nificance coefficients, and thus large storage space and computation time can be
saved.
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5 Experiments

In this paper, we conduct a series of experiments to verify the effectiveness of
SURLMINE on a personal computer with 3.4 GHz CPU and 4 GB main mem-
ory. The implementation and experimental design are described in Section 5.1.We
then present the performance evaluation of precision and efficiency in Section 5.2.

5.1 Experimental Design

In order to make experiments more extensible and modular, we divide the im-
plementation into two parts. The first part is the data crawling through Twitter
streaming API. The major task of this data crawler is maintaining a connection
with Twitter servers to continuously access tweets that contain the specified key-
words. The second part is responsible for significant URLs mining that outputs
up-to-date top-k URLs, where k is defined as 0.01% of URLs collected in that
day. In our experiments, we additionally implement Boolean Spreading Activa-
tion algorithm and Burst Detection algorithm [8] (abbreviated as BSA and BD
respectively) for comparing purpose. The BSA has been widely used in areas
such as information retrieval and epidemic models, where its ranking strategy
is mainly based on the frequency of occurrence. On the other hand, the BD
outputs the URLs that suddenly appear with an unusually high rate by contin-
uously tracking period of URLs. To judge the precision of different algorithms,
since the preference for information may differ from person to person, evaluating
URL significance through manual study by a specific group of people may be
biased. To better solve this problem, we focus on the social streams of Twitter
that mention the keyword ”YouTube” and attach at least one URL. YouTube is
well-known for being the busiest video sharing site, where the total number of
views in each day has exceeded 4 billion. Moreover, since each video on YouTube
has its own statistics about audience rating, we can validate video significance by
considering following conditions (1) more than 500,000 of view counts; (2) more
than 1,000 of views per day after 24 hours with present view count growing rate;
(3) the ratio of like and dislike is more than 100. If one of the above conditions
is satisfied, a video will be identified as a significant video, and the precision is
the percentage of significant video URLs.

5.2 Precision and Efficiency Issues

The experiments have been continuously executed for 30 days from May 6th to
June 6th in year 2012. During this period, we snapshot our data warehouse at
several time points with different durations. As shown in Table 4, after 30 days,
there are totally 41 million videos mentioned in 75 million tweets. Moreover,
since we only focus on social messages with URL attachment, an additional
search term ”http” will be automatically appended for any querying topics before
crawling. Thus, around 99% of tweets contain at least one valid URL, except
some special cases, such as the tweets containing the term ”http” but with no
URL attached. The results of precision evaluation are shown in Figure 3. It
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Table 4. Summary information of dataset with different durations

Duration Tweet URL Video URL%

6 hours 651,815 645,792 353,119 99.08%
12 hours 1,228,422 1,217,244 681,778 99.09%

1 day 2,782,752 2,754,090 1,508,690 98.97%
7 days 19,830,243 19,637,890 11,020,784 99.03%

15 days 37,506,988 37,195,680 20,505,978 99.17%
30 days 75,500,079 74,865,879 41,408,318 99.16%

can be seen that SURLMINE is more precise than BSA and BD algorithm.
On average, the precision can reach up to 92%. By further analyzing the output
URLs of these three algorithms, we notice that most advertising and noisy URLs
are unable to be excluded by BSA algorithm. In general, these tweets are posted
frequently and swiftly accumulate a high frequency of occurrence in a short time.
This situation causes that based only on the frequency of occurrence, unwanted
URLs always rank high and are hardly to be replaced by new ones. The similar
problem has occur in BD algorithm as well. Although BD algorithm has better
precision than BSA algorithm, the main weakness of BD algorithm is that it
needs more time to become stable. This is because if the frequency of URL
occurrence is not large enough for detecting bursty events, the precision of BD
algorithm could be lower.

On the other hand, regarding the efficiency issue, SURLMINE only takes
about 140 nanoseconds to incrementally include a new URL. Note that the time
for the URL expansion step is not covered. Moreover, Figure 4 shows the com-
parison of cumulative computation time with the number of URLs increasing.
It can be seen that the total computation time for analyzing the whole data
warehouse (up to 75 million URLs) is only about 11 seconds. Furthermore, al-
though SURLMINE considers more characteristic features and employs more
advanced processing, the execution time is not significantly larger than that of
BSA, which is solely based on the frequency of occurrence. These evaluations
verify that SURLMINE can deal with large-scale and real-time social streams
and can be applicable to real applications.
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6 Conclusion
In this paper, to enable the real-time processing of significant URLs extraction
from OSNs, we proposed an efficient and effective algorithm named SURLMINE.
The up-to-date ranking list of significant URLs are produced by incrementally
updating the significance coefficients of all collected URLs with four pivotal fea-
tures, including Follower-Friend ratio, language distribution, topic duration and
period and decay model. In our experiments, the collected datasets with over
75 million messages from Twitter cover various kinds of languages, and URLs.
With such general settings and such a large quantity of tweets, the precision
of SURLMINE can still reach up to 92%, which verifies the effectiveness of the
proposed scheme. Moreover, the experimental results also validate that the incre-
mental capability of SURLMINE greatly enhances the efficiency performance.
Consequently, these evidences indicate that SURLMINE can be applicable to
large-scale and real-time social streams.
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Abstract. In data streams analysis, detecting concept-drifting is a very
important problem for real-time decision making. In this paper, we pro-
pose a new method for detecting concept drifts by measuring the dif-
ference of distributions between two concepts. The difference is defined
by approximation accuracy of rough set theory, which can also be used
to measure the change speed of concepts. We propose a concept-drifting
detection algorithm and analyze its complexity. The experimental re-
sults on a real data set with a half million records have shown that the
proposed algorithm is not only effective in discovering the changes of
concepts but also efficient in processing large data sets.

Keywords: Categorical Data, Evolving, Concept-drifting.

1 Introduction

Many real world applications generate continuously arriving data, such as busi-
ness transactions, web logs, sensors networks, etc. This type of data is known
as data streams [1]. Generally speaking, a data stream can be considered as a
sequence of items of structural information in which each item is stamped with
a time point. As the arrival items change with time, the data distribution of the
underlying structural information may change as well. Usually, the cause of the
change is unknown. To understand the behaviors of data streams, it is important
to investigate the changes of the distributions and the causes of the changes.

Semantically, the distribution of the structural information at a particular
time point in a data stream is referred to as representation of a concept. A
concept is defined by its intension and extension. Intension is the representation
schema of structural information while extension refers to the set of objects
represented by the schema. A concept often contains a set of sub-concepts. In
machine learning, we can learn the intensions of concepts or sub-concepts from
a set of objects. In supervised learning, every object is labeled with a class in
the target variable. The set of objects in the same class is referred to as a sub-
concept. In unsupervised learning, the classes of objects can be obtained with a
clustering algorithm. In this case, a cluster is a sub-concept.
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As the arrival items change over time, the change of data distribution can
be used to induce the change of a concept. In real applications, the change of
a concept is mainly caused by emerging new sub-concepts or fading old sub-
concepts or both. A radical change of a concept is often known as concept drift
[2]. Two kinds of concept drift are illustrated in literature [3]. One is sudden
(abrupt) concept drift and the other is gradual concept drift. Sudden concept
drift is described as that the data distribution is dramatically changed in a
short time period. Gradual concept drift is considered that the change of a
concept occurs gradually over time. For example, in social network analysis,
different groups of people are interested in different topics. Some people may
gradually change their interests from one topic to another over time and some
may suddenly change their interests to new topics.

To investigate the behaviors of such data streams, we concern whether the
concept at time t2 has drifted from the concept at time t1, where t2 > t1.
Meantime, we are interested in the change speed of concepts.

In this paper, we propose a new method to measure the difference between
two concepts at the different time points. This difference is defined by approx-
imation accuracy of rough set theory. Based on the new measure, we propose
a concept-drifting detection algorithm to detect whether a concept has drifted
or not. We have conducted a series of experiments on the KDD-CUP’99 data.
The experimental results have demonstrated the proposed algorithm is not only
effective in discovering the changes of concepts but also efficient in processing
large data sets.

2 Preliminaries

In this section, we first review the basic concepts in rough set theory [4], such
as indiscernibility relation, lower and upper approximations, approximation ac-
curacy that are used to define the measures of concept change. We then define
the problem of concept-drifting in the categorical time-evolving data.

2.1 Some Basic Concepts of Rough Set Theory

In a relational database, the structural data is stored in a table, where each row
represents an object and each column represents an attribute that describes the
objects. Formally, a data table can be defined as a quadruple DT = (U,A, V, f),
where U is a nonempty set of objects called the universe and A is a nonempty
set of attributes such that for any x ∈ U and a ∈ A, f(x, a) ∈ Va. V =

⋃
a∈A Va

is the union of all attribute domains. If V is represented by continuous values,
then DT is called a numerical data table. For any a ∈ A, if Va is finite and
unordered, then DT is called a categorical data table. Unless otherwise specified,
DT represents a categorical data table in this paper.

Let DT be a categorical data table defined on A and P ⊆ A. P defines an
equivalence relation IND(P ) as:

IND(P ) = {(x, y) ∈ U × U |∀a ∈ P, f(x, a) = f(y, a)}. (1)
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IND(P ) is also called the indiscernibility relation with respect to P . If (x, y) ∈
IND(P ), the objects x and y are said to be indiscernible from each other by the
attributes from P . It is easy to show that IND(P ) is an equivalence relation on
U and IND(P ) =

⋂
a∈P IND({a}). The relation IND(P ) induces a partition of

U , denoted by U/IND(P ) = {[x]P |x ∈ U}, where [x]P denotes the equivalence
class determined by x with respect to P , i.e., [x]P = {y ∈ U |(x, y) ∈ IND(P )}.

As any equivalence relation induces a partition of the universe, these partitions
can be used to build new subsets of the universe. These notions can be formally
expressed as follows.

Let DT = (U,A, V, f) be a categorical data table, P ⊆ A and X ⊆ U . One
can approximate X using only the information in P by constructing the lower
approximation and the upper approximation of X , denoted as PX and PX
respectively, where PX = {x|[x]P ⊆ X} and PX = {x|[x]P

⋂
X 
= ∅}.

The objects in PX can be classified with certainty as members of X on the
basis of knowledge in P , while the objects in PX can only be classified as possible
members of X . The set BNP (X) = PX − PX is called the P -boundary region
of X , and consists of those objects that cannot be decisively classified into X
on the basis of knowledge in P . The set U − PX is called the P -outside region
of X and consists of those objects which can not belong to X certainly. A set is
said to be rough if the boundary region is non-empty.

A rough set can be characterized numerically by the following term

αP (X) =
|PX |
|PX |

. (2)

which is called the approximation accuracy, where |X | denotes the cardinality
of X 
= ∅. Obviously, 0 ≤ αP (X) ≤ 1. If αP (X) = 1, X is said to be crisp with
respect to P , i.e., X is precise with respect to P . Otherwise, if αP (X) < 1, X is
said to be rough with respect to P , i.e., X is vague with respect to P .

2.2 Problem Statement

Similarly, a categorical time-evolving data can also be stored in a table. For-
mally, a categorical time-evolving data table [5] can be formulated as a quin-
tuple TDT = (U,A, V, f, t) , where U , A and V are the same as those in DT .
The information function f : U × A × t → V is a mapping such that for any
x ∈ U and a ∈ A, f(x, a, t) ∈ Va, where t is the arriving time of object x. As the
arrival objects change with time, concepts often change at different time points.
In order to detect the change of concepts, we adopt the sliding window technique
which is used in the numerical data streams [6–8] to partition a categorical time-
evolving data table. Suppose that N is the sliding window size, then the TDT
is separated into several continuous subsets STi(1 ≤ i ≤ $ U

N %) and each subset
STi has N objects. Each subset can also be called a concept. The superscript
number Ti is the identification number of the sliding window and Ti is also called
timestamp. In this work, our goal is to detect the difference between STi+1 and
STi and analyze the speed of the difference.
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3 Concept-Drifting Detecting

In this section, we define the lower approximation and upper approximation of
a set Y with respect to a data set X instead of a universe U in rough set theory.
To enable quantitative analysis of concept drifting for categorical evolving data,
we formulate a set of measures for changes of concepts, including the degrees
and speeds of a new concept emerging and a old concept emerging as well as the
speed of change between two concepts.

3.1 Measures of Concepts Changes

To formulate the change of a concept, we define the lower approximation and
upper approximation of a set as

Definition 1. Let TDT = (U,A, V, f, t) be a categorical time-evolving data ta-
ble, P ⊆ A and X ⊆ U . For any Y ⊆ X and x ∈ X, the lower approximation
and upper approximation of Y with respect to X are defined as

PY = {x|[x]P ⊆ Y } (3)

and

PY = {x|[x]P
⋂
Y 
= ∅}, (4)

where [x]P = {y ∈ X |(x, y) ∈ IND(P )}.

Here, the lower approximation and upper approximation of Y are defined with
respect to X , not to the universe U .

Given a categorical data steam that carries a set of concepts at different time
points, at a particular time point, a concept contains a set of sub-concepts and
the concept changes as sub-concepts change over time. For example, in social
media data streams, a topic may consist of several subtopics at a given time point
and the topic changes as a new subtopic emerges or an old subtopic disappears
at the following time points. We use an intuitive example in Fig.1 to illustrate
three types of concept change.

Assume the two rectangles in each sub figure of Fig.1 represent a concept at
two consecutive time points t1 and t2 from left to right. Each rectangle contains
two or three sub-concepts described by circles in different colors. Fig.1(a) shows
the yellow sub-concept emerged at t2 after t1. Fig.1(b) shows yellow sub-concept
disappeared at t2 from the concept. In Fig.1(c), two old sub-concepts faded and
two new sub-concepts emerged.

Using the definitions of lower approximation and upper approximation in
Definition 1, we define the measures for degrees and speeds of new concept
emerging and old concept fading in categorical evolving data as follows.

Definition 2. Let TDT = (U,A, V, f, t) be a categorical time-evolving data table
and STi , STj ⊆ U , where STi

⋂
STj = ∅ and S[Ti,Tj ] = STi

⋃
STj . The new
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(a) New concept emerging (b)Old concept fading (c) Dual occurring

Fig. 1. Three types of concept change

concepts emerging degree and old concepts fading degree from STi to STj with
respect to A are defined as

NEDA < S
Ti , STj > = 1

|A|
∑

a∈ANED{a} < S
Ti , STj > (5)

and
OFDA < S

Ti , STj > = 1
|A|
∑

a∈AOFD{a} < S
Ti , STj >, (6)

where

NED{a} < S
Ti , STj >=

|{a}STj |
|{a}STj |

,

OFD{a} < S
Ti , STj >=

|{a}STi |
|{a}STi |

.

Here, {a}STm(m = i, j) represents the lower approximation of STm in S[Ti,Tj ]

with respect to attribute a, and {a}STm(m = i, j) represents the upper approxi-
mation of STm in S[Ti,Tj ] with respect to attribute a.

NEDA < S
Ti , STj > and OFDA < S

Ti , STj > are used to measure the degrees
of concept change between two consecutive time points. The higher the value of
NEDA < S

Ti , STj > or OFDA < S
Ti , STj > is, the more dramatic the change

of a concept from STi to STj , either a sub-concept emerged or faded.
According to Eq.(1), the degree of a concept change with respect to an at-

tribute a, NED{a} < STi , STj > or OFD{a} < STi , STj > equals to 1 if

S[Ti,Tj ]/IND({a}) = {X |X = {u}, u ∈ S[Ti,Tj ]}. The degree of a concept change
with respect to an attribute a equals to 0 if S[Ti,Tj ]/IND({a}) = {X |X = S[Ti,Tj ]}.
In other situations, 0 < NED{a} < S

Ti , STj >,OFD{a} < S
Ti , STj > < 1.

Therefore, we have 0 ≤ NEDA < S
Ti , STj >,OFDA < S

Ti , STj > ≤ 1.
The speed of concept drifting was used [9]. In this paper, we use speed to

measure the amount of concept change from t1 to t2. The speeds of new concept
emerging and old concept fading are defined as follows.
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Definition 3. Let TDT = (U,A, V, f, t) be a categorical time-evolving data table
and STi , STj ⊆ U , where STi

⋂
STj = ∅ and S[Ti,Tj ] = STi

⋃
STj . The new

concepts emerging speed and old concepts fading speed from STi to STj with
respect to A are defined as

NESA < S
Ti , STj > = NEDA < S

Ti , STj > × |STj |
tj

(7)

and

OFSA < S
Ti , STj > = OFDA < S

Ti , STj > × |STi |
ti
. (8)

where |STm |
tm

(m = i, j) represents the flowing speed of objects.

By considering the degrees of new concept emerging and old concept fading
together, we define the degree and speed of change between two concepts as:

Definition 4. Let TDT = (U,A, V, f, t) be a categorical time-evolving data table
and STi , STj ⊆ U , where STi

⋂
STj = ∅ and S[Ti,Tj ] = STi

⋃
STj . The degree and

speed of change between STi and STj with respect to A are defined respectively
as

CDA(S
Ti , STj ) = NEDA<STi ,STj>+OFDA<STi ,STj>

2
(9)

and

CSA(STi , STj ) = CDA(STi , STj )× |S[Ti,Tj ]|
ti+tj

. (10)

It is easy to prove that CDA(S
Ti , STj ) is a metric.

Property 1. Let TDT = (U,A, V, f, t) be a categorical time-evolving data table.
For any STi , STj , STk ⊆ U , where STi

⋂
STj
⋂
STk = ∅, we have

(1) Symmetry: CDA(S
Ti , STj ) = CDA(S

Tj , STi);
(2) Nonnegativity: CDA(S

Ti , STj ) ≥ 0; and
(3) Triangle Inequality: CDA(S

Ti , STj ) + CDA(S
Tj , STk) ≥ CDA(S

Ti , STk).

Example 1. We use the simple categorical time-evolving data set in Table 1 to
show the procedure of computing the degree of change between two concepts.
The speed of change can be computed similarly.

In Table 1, data set is X = {x1, x2, . . . , x20} and A = {A1, A2, A3} is the
attribute set. Assume there are 5 records in each sliding window (i.e., the window
size N=5), and totally 4 windows in X , i.e., ST1 = {x1, x2, · · · , x5}, ST2 =
{x6, x7, · · · , x10}, ST3 = {x11, x12, · · · , x15} and ST4 = {x16, x17, · · · , x20}.

Using Definition 1, we calculate

S[T1,T2]/IND({A1}) = {{x1, x5, x6, x8, x10}, {x2, x4, x9}, {x3, x7}},

S[T1,T2]/IND({A2}) = {{x1, x4, · · · , x10}, {x2, x3}},

S[T1,T2]/IND({A3}) = {{x1, x6, x10}, {x2, x3, x4, x7, x9}, {x5, x8}}.

According to Definition 2, we calculate
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Table 1. A categorical time-evolving data table

Object A1 A2 A3

x1 A M C
x2 Y E P
x3 X E P
x4 Y M P
x5 A M D
x6 A M C
x7 X M P
x8 A M D
x9 Y M P
x10 A M C
x11 B E G
x12 X M P
x13 B E D
x14 Y M P
x15 B F D
x16 Y M P
x17 X M P
x18 Z N T
x19 X M P
x20 Y M P

NED{A1} < S
T1 , ST2 >=

|∅|
|{x1, x2, · · · , x10}|

= 0,

NED{A2} < S
T1 , ST2 >=

|∅|
|{x1, x4, · · · , x10}|

= 0,

NED{A3} < S
T1 , ST2 >=

|∅|
|{x1, x2, · · · , x10}|

= 0,

OFD{A1} < S
T1 , ST2 >=

|∅|
|{x1, x2, · · · , x10}|

= 0,

OFD{A2} < S
T1 , ST2 >=

|{x2, x3}|
|{x1, x2, · · · , x10}|

=
1

5
,

OFD{A3} < S
T1 , ST2 >=

|∅|
|{x1, x2, · · · , x10}|

= 0,

Using Definition 3 and Definition 4, we obtain

CDA(S
T1 , ST2) = 1

2 × (NEDA < S
T1 , ST2 > +OFDA < S

T1 , ST2 >)
= 1

2 × 1
3 (0 + 0 + 0 + 0 + 1

5 + 0)
= 0.0333
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With similar computations, we obtain

CDA(S
T2 , ST3) = 0.2507

CDA(S
T3 , ST4) = 0.2381

We can compare the degrees of change at consecutive windows as

CDA(S
T1 , ST2) < CDA(S

T3 , ST4) < CDA(S
T2 , ST3).

If we set 0.2 as a threshold, we can identify that concept has drifted from ST2

to ST3 and from ST3 to ST4 . ST3 and ST4 are considered as concept drifting
windows.

If t1, t2, t3, t4 are the duration times of the 4 sliding windows, we can com-
pute the speeds of changes NESA, OFSA and CSA between consecutive sliding
windows using Definition 3 and Definition 4, as shown in Table 2.

Table 2. The change speed between consecutive sliding windows

Sliding windows NESA ODSA CSA

ST1 −→ ST2 0 0.0667× 5
t1

0.0667× 10
t1+t2

ST2 −→ ST3 0.2845× 5
t3

0.2169× 5
t2

0.2507× 10
t2+t3

ST3 −→ ST4 0.1429× 5
t4

0.3333× 5
t3

0.2381× 10
t3+t4

3.2 Concept-Drifting Detecting Algorithm

From the above definitions, drifting of a concept can be detected by compar-
ing the degree of change against a given threshold. As a result, a concept-
drifting detection algorithm CDDA is developed as shown in Algorithm 1. The
key step of CDDA is to compute the degree of change between two consec-
utive sliding windows CDA(S

Ti , STi+1). The complexity of this computation
is O(|S[Ti,Ti+1]|2|A|). Therefore, the time complexity of CDDA algorithm is

O($ |X|
N %|S[Ti,Ti+1]|2|A|) = O($ |X|

N %4N2|A|) = O(|X |N |A|), where X is the data
set, |A| the number of attributes, and N the size of sliding windows. We can see
that the time complexity of CDDA is linear with respect to the number of the
objects in X .

4 Experimental Results and Analysis

4.1 Data Set

We used the 10% subset version of the KDD-CUP’99 Network Intrusion Detec-
tion stream data set [10] to test the CDDA algorithm. The Network Intrusion
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Algorithm 1. The concept-drifting detection algorithm

1: Input:
2: - TDT = (U,A, V, f, t) : the data set,
3: - N : the size of sliding window,
4: - θ : the specified threshold value,
5: Output: Driftingwindow;
6: Method:
7: Driftingwindow=∅;
8: for i = 1 to $ |U|

N % − 1 do
9: if CDA(S

Ti , STi+1) ≥ θ then
10: Driftingwindow=Driftingwindow

⋃
{i+ 1};

11: end if
12: end for

Detection data set consists of a series of TCP connection records from two weeks
of LAN network traffic data managed by MIT Lincoln Labs. Each record corre-
sponded to either a normal connection or an intrusion (or attack). The attacks
include 22 types. In the following experiments, all 22 attack-types are seen as
“attack”. In this data set, there are 494,021 records and each record contains 42
attributes (class label is included). We discretized the 34 numerical attributes
using the uniform quantization method and each attribute was quantized into 5
discrete values.

4.2 Concept-Drifting Detection

The size of the sliding windows and the given threshold are two parameters
that affect the detection of concept drifting. We conducted a series experiments
to investigate the settings of these two parameters. The experiment results are
presented as follows.

Experiment 1. In this experiment, the threshold was set to 0.01 and the size
of the sliding windows changed from 1000 to 30000 with a step length of 1000.
The variations of the number of drifting-concepts with respect to the class label
and the attribute set are shown in Fig.2.

From Fig.2, we can see that the number of drifting-concepts decreased with
increase of the sliding window size.

Experiment 2. In this experiment, the size of the sliding window was set to
3000 and the threshold changed from 0.01 to 1 with a step length of 0.01. The
number of drifting-concepts changed as threshold changed with respect to the
class label and the attribute set. The result is shown in Fig.3.

From Fig.3, we can see that the change rate on the number of drifting-concepts
over the threshold with respect to the attribute set is greater than that with
respect to the class label. To make the number of drifting-concepts with respect
to the class label as close as possible to the number with respect to the attribute
set, the threshold with respect to the class label should be greater than the
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Fig. 3. The number of drifting-concepts varying with the values of the threshold

threshold with respect to the attribute set. In practice, a user can choose a
threshold according to a prior knowledge or specific requirement.

Experiment 3. The duration of objects was assumed same in each sliding
window and the evolving speeds of concepts in different sliding windows are
shown in Fig.4. In this experiment, the size of the sliding window was set to
3000.

In Fig.4, the values of the change speed drop to zero in the range of 51 to
114, 134 to 149, and 155 to 160 because the records are same in these sliding
windows of each interval.

5 Related Work

Detection of concept drifting has become an interesting research topic recently.
The problem of detecting concept drifts in numerical data was explored in
[11, 12]. As for detection of concept drifting in categorical data, a method was
proposed to determine concept drifts by measuring the difference of cluster distri-
butions between two continuous sliding windows from categorical data streams



A Concept-Drifting Detection Algorithm for Categorical Evolving Data 495

0 20 40 60 80 100 120 140 160
0

0.05

0.1

0.15

0.2

0.25

Different slidling windows

T
he

 d
rif

tin
g 

sp
ee

d

 

 

The change speed of attribute set
The change speed of class label

Fig. 4. The evolving speed on KDD-CUP’99 data set

[13]. The shortcoming of the method is the difficulty to set suitable system
parameters for different applications. In [14], a framework was presented for de-
tecting the change of the primary clustering structure which was indicated by
the best number of clusters in categorical data streams. However, setting the
decaying rates to adapt to different types of clustering structures is very diffi-
cult. Nasraoui [15] presented a framework for mining, tracking, and validating
evolving multifaceted user profiles which summarize a group of users with sim-
ilar access activities. In fact, two continuous sliding windows can be considered
as two concepts. Cao [5] used rough set theory to define the distance between
two concepts as the difference value of the degree of membership of each object
belonging to two different concepts, respectively. This method only requires one
parameter to set, so it is easy to use in real applications. However, the distance
can only detect the change of concepts, and reasons that cause the change are
not considered.

6 Conclusion

In this paper, based on sliding window techniques and approximation accuracy,
the change degree and the change speed of concepts have been defined, and a
concept-drifting detection algorithm has been proposed. The time complexity
analysis and experimental results on a real data set have demonstrated the pro-
posed algorithm is not only effective in detecting concept drifts from categorical
data streams but also efficient in processing large data sets due to its linearity
with respect to input data X .
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ence Foundation under Grant 2012M510046, the Natural Science Foundation
of Shanxi under Grant 2010021016-2.



496 F. Cao and J.Z. Huang

References

1. Babcock, B., Babu, S., Dater, M., Motwanti, R.: Models and Issues in data stream
systems. In: Proc. PODS, pp. 1–16 (2002)

2. Widmer, G., Kubat, M.: Learning in the presence of concept drift and hidden
context. Machine Learning 23, 69–101 (1996)

3. Guha, S., Meyerson, A., Mishra, N., Motwani, R., OCallaghan, L.: Clustering data
streams: theory and practice. IEEE Transactions Knowledge and Data Engineer-
ing 15, 515–528 (2003)

4. Pawlak, Z.: Rough sets. International Journal of Computer and Information Sci-
ences 11, 341–356 (1982)

5. Cao, F.Y., Liang, J.Y., Bai, L., Zhao, X.W., Dang, C.Y.: A framework for clustering
categorical time-evolving data. IEEE Transactions on Fuzzy Systems 18, 872–885
(2010)

6. Aggarwal, C.C., Han, J., Wang, J., Yu, P.S.: A framework for clustering evolving
data streams. In: Proc. Very Large Data Bases Conf. (2003)

7. Chakrabarti, D., Kumar, R., Tomkins, A.: Evloluationary clustering. In: Proc.
ACM SIGKDD. Knowledge Discovery and Data Mining, pp. 554–560 (2006)

8. Gaber, M.M., Yu, P.S.: Detection and classification of changes in evolving data
streams. International Journal of Information Technology and Decision Making 5,
659–670 (2006)

9. Minku, L.L., White, A.P., Yao, X.: The impact of diversity on online ensemble
learning in the presence of concept drift. IEEE Transactions on Knowledge and
Data Engineering 22, 730–742 (2010)

10. UCI Machine Learning Repository (2012),
http://www.ics.uci.edu/~mlearn/MLRepository.html

11. Dai, B.-R., Huang, J.-W., Yeh, M.-Y., Chen, M.-S.: Adaptive clustering for mul-
tiple evolving steams. IEEE Transactions Knowledge and Data Engineering 18,
1166–1180 (2006)

12. Yeh, M.Y., Dai, B.R., Chen, M.S.: Clustering over multiple evolving streams by
events and corrlations. IEEE Transactions Knowledge and Data Engineering 19,
1349–1362 (2007)

13. Chen, H.-L., Chen, M.-S., Lin, S.-C.: Catching the trend: A framework for clus-
tering concept-drifting categorical data. IEEE Transactions Knowledge and Data
Engineering 21, 652–665 (2009)

14. Chen, K.K., Liu, L.: HE-Tree:a framework for detecting changes in clustering struc-
ture for categorical data streams. The VLDB Journal 18, 1241–1260 (2009)

15. Nasraoui, O., Soliman, M., Saka, E., Badia, A., Germain, R.: A web usage mining
framework for mining evolving user profiles in dynamic web sites. IEEE Transac-
tions Knowledge and Data Engineering 20, 202–215 (2008)

http://www.ics.uci.edu/~mlearn/MLRepository.html


Framework for Storing and Processing

Relational Entities in Stream Mining�

Pawel Matuszyk and Myra Spiliopoulou

Otto-von-Guericke-University Magdeburg
Universitätsplatz 2
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Abstract. Relational stream mining involves learning a model on rela-
tional entities, which are enriched with information from further streams
that reference them. To incorporate such information into the entities
in an efficient incremental way, we propose a multi-threaded framework
with a weighting function that prioritizes the entities delivered to the
learner for learning and adaption to drift. We further propose a genera-
tor for drifting relational streams, and use it to show that our framework
reaches substantial reduction of computation time.

1 Introduction

Stream mining algorithms are gaining in importance on many research and appli-
cation fields. However, traditional stream mining makes the limiting assumption
that a data instance is seen only once. In relational learning, the same entity
(a customer, a patient, etc.) is observed many times, each time associated with
additional data that should be taken into account during learning. This raises
new challenges: (a) how to enrich a relational entity with all information known
about it, although space and time are limited? (b) how to choose the entities
that are most important for learning, since we can never consider all of them? In
this study, we propose a multi-threaded framework that prepares and prioritizes
relational entities for stream mining.

Relational learning is a mature field, but has only recently been perceived in
the stream learning context [SS09, FCAM09, SS10, SS11, IDDG11], although
learning on a drifting stream of relational entities is demanded in many ap-
plications. Consider, for example, churn prediction as experienced e.g. in the
telecommunications industry or in banking. Companies attempt to predict the
likelihood that a customer will continue or discontinue a contract. Obviously, this
prediction is regularly done for each customer, each time considering the new
activities of the customer and combining them to past activities. Making the
right prediction for a customer x allows to use the predictor on customers, who
later behave similarly to x. We generalize this example to the Stream Learning
Problem for Relational Entities as follows:

� Part of this work was funded by the German Research Foundation project SP 572/11-
1 IMPRINT: Incremental Mining for Perennial Objects.
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Let T be a stream of relational entities, which are in 1-to-n relation to
instances from further streams T1, . . . , Tm. At timepoint t, learn/adapt
a model ζT (t) on stream T , the target stream, exploiting the related
instances from the other streams that have been seen thus far.

In the churn example, the customers constitute the target stream T ; their service
invocations, hotline requests, money transfers etc. constitute further streams of
activities. These activities are exploited by ζT (t) to predict whether the label of
customer x observed at t is continue or discontinue (i.e. quit the contract).

The stream learning problem for relational entities requires a tight and effi-
cient coupling of stream preparation with stream mining. As mentioned at the
beginning, space is limited and execution speed is an issue: how should a re-
lational entity be expanded with all information seen on it thus far, so that
it is made available to the learner? We propose a four-layer architecture with
parallelizable components. Two layers of the architecture are responsible for
(a) accommodating and (b) fetching relational entities from secondary storage,
whenever activities referencing them are encountered; the other two layers are
responsible for (c) queuing activities and (d) extracting information from the ac-
tivities before discarding them. A core element of the framework is the weighting
scheme responsible for the prioritization of relational entities that are expanded
and delivered to the learner at each moment. The prioritization is motivated by
the fact that the stream learner can never process all entities that have ever been
seen, and by the fact that the model to be learned at a given moment should
not consider entities that have not been referenced for a long while. Hence, our
framework can be coupled with an arbitrary stream learner, whereby it handles
the management and prioritization of past information for the relational stream.

In the next section we explain the context of this publication and related
works. The new framework and its architecture are presented in section 3. Section
4 encompasses evaluation of the new framework and a description of a data
generator, which has been developed for this purpose. In the last section we
conclude and summarize the work and discuss a possible, further development.

2 Related Work

Learning on multiple interrelated streams is a very new problem, mostly called
’relational stream mining’ or ’multi-relational stream mining’. In [SS09], Sid-
diqui et al. stress the fact that the relational entities re-appear, by calling them
perennial, as opposed to the ephemeral transactions that reference these entities.
We adopt this terminology, and use the terms ’perennial entity’, ’perennial’ and
’relational entity (of the target stream)’ interchangeably hereafter; the terms
’instance’ or ’ephemeral instance’ we use for elements of the other streams.

First solutions to the Stream Learning Problem for Relational Entities, as we
described it in the introduction, have been proposed by Siddiqui et al. in [SS09],
where they studied stream clustering, and in [SS10], where they proposed a
decision tree classifier for multi-relational streams. More recently, Ikonomovska
et al. proposed following task: ’For each stream, determine the amount of facts
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that a relational incremental learner needs to observe at any point in time in
order to be able to infer a correct model of the target function’ [IDDG11, page
698]. Their goal is to minimize the information delivered to the learner, while
our goal is to deliver only the entities relevant at some moment - but keep all
information on these entities intact for the learner to exploit. Accordingly, we
concentrate on lossless reconstruction of the relational entities.

However, the demand for recalling past entities does not always appear. For
example, the method of Fumarola et al. on association rules discovery over multi-
relational streams [FCAM09] only deals with the entities that are inside the win-
dow. The demand of recovering past entities emerges through the need to adapt
the model on instances that reference entities seen earlier. For example, consider
a decision tree based stream classifier that distinguishes between low-risk and
high-risk customers. The customers constitute the target stream, the entities
of which should be associated to the fastest transaction stream(s) of the cus-
tomers1 Whenever a new transaction for this customer appears, the customer’s
entity must be reconstructed and and its label must be predicted again, given
the entire information known on this customer - the classifier may then predict
for this customer a different label than it has predicted earlier. Multi-stream
classification algorithms [IDDG11, SS10] either operate on the most recent data
(at the cost of information loss, especially for entities that re-appear at very slow
pace) or require an entity reconstruction algorithm.

Incremental entity reconstruction algorithms have been proposed in
[SS09, SS11]. The former is an incremental version of a join-like operation called
propositionalization [KRv+03], which essentially extends the schema by turning
values into columns/features.

The incremental propositionalization method of [SS09] ensures that the schema
does not grow in an unbounded way by fixing the size of the feature space and
clustering the values of similar entities into the fixed features. The CRMPES
method of [SS11] rather identifies values that predict the label with classifica-
tion rule mining, and uses these values as features. While this method requires
much less space than the former, it is by nature sensitive to drift, and may lose
important information on rarely re-appearing entities. In this study, we focus on
entity reconstruction for multi-stream classification without information loss. We
therefore build upon the former method, by establishing a database architecture
that prepares the interrelated streams for adaptive learning and ranks entities
on their expected importance for adaption.

In studies on database querying over streams, we find heuristics that prioritize
the entities to compute approximate joins [DGR03, XYC05]. These heuristics
predict which of the entities seen thus far will be needed for the join computation
and which will not: the former are retained in the cache, the latter are kept in
secondary storage. Their objective is to minimize the number of accesses to the
secondary storage. Das et al. propose several heuristics that rank entities on
the likelihood of being needed for the join computation [DGR03]: PROB assigns

1 There may be more than one transaction streams: bank account transactions, trans-
actions on loans, transactions with a credit card etc.
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higher rank to those entities of the one stream that are frequently referenced from
the other stream. LIFE [DGR03]computes for each entity the time it will stay
inside the window2; LIFE chooses entities whose expected remaining ’lifetime’
in the window is longer. The ’Heuristic of Estimated Expected Benefit’ HEEB
[XYC05] exploits past knowledge to compute the likelihood that an entity being
observed now will be needed in near future. HEEB comes closest to the demands
of our stream classification scenario: if an entity x of the target stream has
been often referenced from the other streams in the past, it is likely that many
instances refering to it will arrive in the future.

One pitfall of the HEEB weighting scheme is that it does not account for drift.
In this study, we abstract drift as the ageing of some part of the model, until
this part becomes completely obsolete. The anytime stream learner ClusTree
uses an exponentially non-increasing function ω(Δt) = β−λΔt to assign an age-
based weight to micro-clusters [KABS09]. One-stream classifiers based on VFDT
[DH00] discard subtrees that have not received instances for a while [HSD01,
GRM03], while the multi-stream classifier TrIP computes the age of a subtree
on the basis of the age of the entities in it, since entities may re-appear [SS10].
We similarly take account of an entity’s age with help of an exponentially non-
increasing decay function, and re-juvenate entities as they re-appear.

3 Framework

Conventional stream mining algorithms learn a model by sliding a window over
the arriving data instances. For the learning problem introduced in Section 1,
the model is learned on the permanent relational entities and is updated as new
instances referencing these entities arrive. Hence, instead of sliding a window
over the arriving instances, we need to fetch the referenced entities for learning
and adaption. We use a cache to accommodate the referenced entities: if a rela-
tional entity is referenced by an arrived instance, then this entity is fetched from
the database to the cache, and is extended with the information of the arrived
instance. This aggregation of new information is implemented as an incremental
propositionalization mechanism [KRv+03, SS09], which is part of our Four-Layer
Architecture for relational entity preparation. This architecture and the func-
tionalities of its components are depicted in Figure 1 and described below. In
the following, we use the term ’perennial’ for the relational entities of the target
stream, to stress their permanent nature, and ’ephemeral’ for the arriving in-
stances, to stress that they are seen and forgotten, as is the case for conventional
stream data [GMM+03].

3.1 Four-Layer-Architecture

The Ephemeral layer consists of streams of ephemeral instances. It is respon-
sible for supplying the framework with data. This layer can be physically dis-
tributed over many computers in a network. In the churn prediction scenario,

2 As in stream classification, stream join is computed on the content of a window
sliding over the streams.
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Fig. 1. Four-Layer-Architecture: Ephemerals (new data instances) are stored in the
Ephemeral-Queue and propositionalised into perennials (entities). A subset of peren-
nials is stored in the cache for faster access. It also serves as adaption mechanism. The
Database as persistent storage is located in the persistent layer. The Queue layer is an
intermediate layer that is responsible for paralellyzation and for decoupling the work
of single components from each other.

for instance, the ephemerals represent money transfers, transactions or hotline
requests recorded at different servers.

The Queue layer consists of three queues. The ephemerals delivered by the pre-
vious layer are stored in the Ephemeral-Queue, from where they are extracted
by further threads of the framework. The extracted ephemerals are then propo-
sitionalised into the corresponding perennials using the mechanism of [SS09]. A
selection of perennials is stored in the cache and used for model learning; all
other perennials remain stored in the database, and fetched through an update
action (carried out by a further thread group). The Ephemeral-Queue guarantees
the separation of the mining algorithm from the stream management process.
We have further queues, used for actions for adaption and for updating, which
are performed by other threads:

– Actions for adaption encompass learning and forgetting. They process a
perennial that should be presented to the mining algorithm and thus in-
corporated into a mining model, or one that should be forgotten by the
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algorithm and thus, excluded from the model. Such actions are launched
every time a perennial enters or leaves the cache.

– Update actions serve the purpose of updating perennials stored in a database
(cf. persistent layer). Therefore, they consist of a reference to a perennial and
of an ephemeral that has to be aggregated into the referenced perennial.

The Queue Layer is responsible for the parallelization of processes within the
framework. Each queue is served by its own thread group. The distribution of
the tasks among many thread groups leads to the reduction of the computation
time on multi-core processors.

The Cache layer serves following purposes. First, it speeds up the access to
the perennials used for learning; these are selected with help of the weighting
function presented thereafter. By delivering perennials to the learning algorithm,
the cache layer is responsible for the process of model adaption to concept drift.

Second, the cache implements the operation of sliding a window over arriving
stream instances. Since we study a learning problem upon relational entities, we
cannot use a conventional window. Rather, as stream instances, i.e. ephemerals,
arrive, the entities referenced by them (in the churn prediction example: already
seen customers, or new ones) are presented to the mining algorithm. To prevent
cache overflow and stick to the most important entities for learning, we define
a weighting function that decides which perennials should enter the cache and
which ones should be moved to the database.

Our framework allows to define an arbitrary weighting function. For exam-
ple, in the churn prediction scenario, the human expert may decide that the
most important customers for learning are not those observed most recently but
those most active during the whole observation period. In this study, we propose
following exponential function to compute the weight of a perennial p:

fW (p) = (1 − β) · e−pa + β · (−e−ps + 1) (1)

where pa is the age of p, i.e. the elapsed time since the perennial was referenced
for the last time, while ps is the support of p, defined as the number of ephemerals
referencing p thus far. The parameter β expresses the preferences of the analyst
(or the decision maker) regarding relative importance of age versus support.

The Persistent layer is responsible for the management of perennials. The rela-
tional entities seen thus far may not be deleted, but it is not possible to keep all
of them in main memory. Therefore, we use a database as a persistent storage.
When a perennial is referenced by an ephemeral that has just arrived in the
stream, then an ”update action” is created and stored in the Update-Queue.
From there the update actions are extracted by a thread group that is respon-
sible for aggregating new information to the perennials, using the incremental
propositionalization of [SS09]. After such an update, the weight of a perennial
may change. If the new weight is larger than the lowest weight in the cache, then
the perennial with the highest weight in the database replaces the perennial with
the lowest weight in the cache. To avoid too frequent switches between database
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and cache, we perform a ’switch-test’, where we check whether the difference
between the two weights is significant.

Example 1. Consider the aforementioned churn prediction scenario, where the
label of a customer has to be predicted. The challenge is here to combine all
data that comes from multiple streams and relations belonging to this customer
efficiently and learn upon those data in real time.

The process starts at the Ephemeral Layer, i.e. as a new transaction by the
given customer arrives. Subsequently, this ephemeral object is stored in the
Queue Layer, where it awaits the propositionalization. Hence, the correspond-
ing perennial (the customer) has to be retrieved from the cache or from the
database (Persistent Layer) and updated using the new transaction in course of
the propositionalization. After that, the customer object can be stored back into
the cache or into the database. The data mining model is kept consistent with
the data in the cache, which plays the role of sliding window : every change of
the data in the cache has to be followed by an update of the model. Therefore,
an update action is created and stored in the Queue Layer. From there it is re-
trieved and performed by a different, parallel thread. Then, if the weight of the
customer object (cf. Eq. 1) is high, the update action concludes by storing the
object into the cache and incorporating it into the model. Finally, the object’s
label is derived.

3.2 Data Flow within the Framework

After explaining the internal structure and architecture of our framework, we
now focus on the data flow and processes within the framework, as depicted in
Figure 2. The work of the framework starts with the arrival of a new ephemeral
instance, which is subsequently stored in the Ephemeral-Queue. From there it
is extracted by another thread that carries out the propositionalisation. First,
the location of the referenced perennial has to be determined. The thread checks
whether the perennial is in the cache. If this is the case, the propositionalisation is
performed immediately, the weight of the perennial is updated, and the perennial
is saved back into the cache. If the referenced perennial is not in the cache, then
it must be in the database. In this case, an update action has to be created and
stored in the Update-Queue. Another thread group extracts the update actions
from the queue and picks the referenced perennial(s) from the database.

Following case may occur: the perennial has been already moved into the
cache, while the update action was waiting in the Update-Queue. Therefore,
a further check is necessary. Thereafter, the perennial is updated using propo-
sitionalisation, and a switch-test is performed to check whether the perennial
should be moved to the cache.

Cache overflow prevention: If the perennial has high weight (Eq. 1) and must
be kept in the cache, we check whether the cache is overfilled. In such a case, we
move the perennial with the lowest weight back to the database. Additionally, we
launch a forgetting action (stored in the Adaption-Queue), so that this perennial
is no more considered in the current model.
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Fig. 2. Data flow within the architecture; processes can be parallelized (e.g. proposi-
tionalisation of perennials and database accesses can be performed simultaneously)

If a new perennial is saved in the cache, then also an adaption action is put
into the Adaption-Queue. The last group of threads executes the actions in the
Adaption-Queue and predicts the perennials’ labels. This is repeated as long as
there are new unprocessed ephemerals, whereby the threads run in parallel.

4 Experiments

To evaluate the performance of our framework in a controlled way, we developed
a data generator that creates streams that change their speed and exhibit drift.
The generator is presented first. We then present the experiments on execution
speed and result quality, for which we coupled our framework with the relational
stream classifier TrIP [SS10]. We used an Intel i5 with 2.4 GHz (2 cores and 4
parallel threads) and 4 GB RAM.

4.1 Data Generator

Our data generator takes as input a number of perennials and generates a stream
of ephemerals which reference them. Although the streams are by definition
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infinite, an obviously finite number of ephemerals is specified in order to ensure
that the generator terminates its work and results can be seen.

The number of classes of perennials and the number of feature space dimen-
sions are also input parameters. The classes follow the Gaussian distribution.
Furthermore, the generator simulates concept drift by shifting the μ parameter
of the class distribution by a given value. We introduce several parameters to
govern concept drift, and use a simple notation, which we call ’drift string’, to
set them. The parameters are: the time point s when the concept drift starts;
the time point e when the concept drift ends; the velocity of the drift v (number
of units a class center is shifted at each time point); the class c affected by the
drift, and the attribute a affected by the drift. Hence, the drift string has the
form: s < s > e < e > v < v > c < c > a < a >.

4.2 Reducing Computation Time through Multi-threading

To measure how our four-layer-architecture (4LA) reduces computation time,
we implemented a baseline one-thread-architecture (1TA) with the same func-
tionality as 4LA.

The first parameter affecting the computation time of the framework is the
cache size. When the cache is small, then many perennials have to be moved to
the database, thus increasing computation time. The other important parameter
is the number of perennials: if they are only few, then it is more likely that a
new ephemeral will reference a perennial that is already stored in the cache.

In Table 1, we show the impact of the parameters on the computation time
of 4LA and 1TA. Two cases have to be distinguished. In the first case, the
cache is so large that it accommodates all perennials (black numbers, below
the diagonal). In the second case, the number of perennials exceeds cache size
(blue numbers, above the diagonal), so some perennials had to be moved to the
database, increasing computation time. Red numbers denote the best relative

Table 1. Computation time of 4LA and 1TA in milliseconds: lower values are better,
best improvements marked in red. When the cache is too small (above the diagonal),
computation time includes data swapping.

Number of Perennials 2 10 100 1000 10 000

Cache Size
(as number of
perennials)

3 (1TA) 15803 525368 689051 666646 543933
3 (4LA) 1253 26479 258546 605514 499776
10 (1TA) 24298 75260 616953 676923 514007
10 (4LA) 1510 9148 58591 569834 460868
100 (1TA) 24537 25193 34744 579670 494098
100 (4LA) 1340 1137 1602 249130 439244
1000 (1TA) 18516 33919 29059 32481 382275
1000 (4LA) 1080 972 1135 1124 308691
10 000 (1TA) 20921 25042 26350 26307 38591
10 000 (4LA) 887 888 1086 1103 1342
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Fig. 3. Effect of smoothing a peak in stream speed
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improvement of 4LA over 1TA. In the first case (below the diagonal), the im-
provement on computation time reached 97.13%. In the second, more realistic
case, the relative improvement reached 94.96%, i.e. 4LA needed only 5.04% of
1TA’s computation time.

4.3 Dealing with Speed-Up of the Stream

A further advantage of our 4LA framework is that it smooths temporal speedups
of the ephemeral streams. We have simulated such a speedup by reducing the
elapsed time between the arrival of two ephemerals, and compared the compu-
tation time of 4LA to 1TA. When the stream speed becomes higher than the
processing speed of the miner, then further actions that cannot be carried out
immediately, are cumulated in the queues. Following experiment shows that our
new architecture can cope with a temporal speed-up of the stream.

A peak in the speed of the stream of ephemerals was simulated using nor-
mal distribution (cf. Figure 3a) over the waiting time between generating two
ephemerals. Thus, the peak of the distribution points to the bottom of the page.
Thereafter, the processing speed of the 4LA and 1TA were measured. The stream
speed is represented by the blue curve in Figure 3b. It is apparent that the pro-
cessing speed of the 4LA (red curve) is not as high as the stream speed. An
advantage of the new framework shows at this stage - the framework does not
collapse under the high load of ephemerals, but it rather starts to cumulate the
ephemerals in queues. When the speed of the stream becomes lower again, the
framework processes the ephemerals from the queues, what is apparent from the
shift of the red curve to the right of the blue curve. For the contrast, the maximal
processing speed of the 1TA has been depicted by the orange line in Figure 3b.

5 Conclusions

We described a novel framework for storing and processing relational entities in
streammining, based on a four-layer-architecture. Due to a partial parallelization
of processes within the framework an essential reduction of computation time
was possible. The computation time was reduced by up to 97.13%. Thanks to the
usage of the queue layer the framework gained the ability to cope with streams
witch changing speed - an issue of particular relevance for real-world scenarios.
Furthermore, we used a new weighting function that prioritizes the entities to
be used for learning, giving preference to those most recently referenced.

Our framework is scalable and appropriate for multi-core processors. As future
work, we want to extend it so that it runs on many computers in a network.
This will not only reduce computation time, but it also will allow us also to
delegate part of the stream classification itself to a network of computers. While
distributed data mining has been widely investigated for static data, stream
mining and the incremental propositionalization step in the preprocessing phase
incur additional coordination overhead that has yet to be investigated.
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Abstract. In this paper, we study a challenging problem of mining data
generating rules and state transforming rules (i.e., semantics) underneath
multiple correlated time series streams. A novel Correlation field-based
Semantics Learning Framework (CfSLF) is proposed to learn the seman-
tic. In the framework, we use Hidden Markov Random Field (HMRF)
method to model relationship between latent states and observations in
multiple correlated time series to learn data generating rules. The trans-
forming rules are learned from corresponding latent state sequence of
multiple time series based on Markov chain character. The reusable se-
mantics learned by CfSLF can be fed into various analysis tools, such as
prediction or anomaly detection. Moreover, we present two algorithms
based on the semantics, which can later be applied to next-n step predic-
tion and anomaly detection. Experiments on real world data sets demon-
strate the efficiency and effectiveness of the proposed method.

Keywords: Semantics, correlated time series streams, prediction,
anomaly detection.

1 Introduction

Time series data have emerged in a wide range of applications from almost
every domain. Examples include economic index data in stock markets, patient
medical observation data, experimental biological data, to name a few. As a
result, it is of utmost importance to find inherent semantics from time series
data. Take the medical examination for example, doctors often estimate the
physical status of a patient by monitoring and collecting multiple correlated
time series data from electrocardiograms (ECG), electroencephalograms (EEG),
heart beat rate (HR), and blood pressure observations. Obviously, it is very hard
to make accurate estimation by only relying on a single time series data (e.g.,
HR increases does not mean the patient is suffering from severe illness, perhaps
she/he just had exercises). Hence, it is necessary to combine all these time series
data for estimation.
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Many methods have been proposed to analyze multiple time series in [3][5][11].
In addition, there are some popular time series models for time series forecasting,
such as the Vector Auto-regression (VAR) and Linear-regression (LR) models.
These approaches focus on frequent patterns in the time series, which cannot
explain observations using the internal dynamics of systems. The dynamics of
a system can be considered as a mechanism of system-work as equivalent to
semantics. Here, the system is unseen and unknown, which determines observed
time series. It can help us to know more about observation generating rules and
state transforming rules underneath data by learning the mechanism. A previous
work [12] also studies the semantics detection problem from time series data. The
difference is that it uses the pattern-based Hidden Markov Model (pHMM) to
describe the univariate time series data where a line segmentation method is used
to obtain significant segment patterns. In our work, the patterns are irregularly
summarized from multiple time series, and we use the Hidden Markov Random
Field (MRF) as the solution.

Fig. 1. Real Medical Case (All signals are sampled in a minute unit)

Supposing all time series are observed synchronously at each time point, ob-
servations from all time series compose of a tuple at each moment and each tuple
is regarded as an output generated by a certain latent state. Each state demon-
strates a certain pattern of fluctuation. In this paper, the pattern of fluctuation
is taken as a generating rule, conforming with generated observations. Semantics
learning basically learns both observation value generating rules and transfor-
mation rules among latent states. It is widely admitted that the Hidden Markov
Model (HMM) can be used to learn semantics. In HMM, state assignment is
mainly determined by aligning observation value production and state transmis-
sion. However, a single observation tuple value contains little information. We
illustrate this by a real medical example in Figure 1. Figure 1 demonstrates 6
vital body signals of a patient in an operating theatre. At the t0 time point,
the operation starts. Apparently, observation values at t1 are very similar with
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observation values at t2. Actually, they represent different situations of the pa-
tient. At t1, the observation value represents a natural reaction of the patient to
an outside emergency which can be regarded as the operation. At t2, the obser-
vation value represents physical state of patient during the operation. If we only
consider observation values of one tuple, we cannot obtain significant semantics
for a practical problem. Actually, what is different from other common data is
that time series data has natural temporal ordering. The temporal ordering of
observation data is not directly considered in HMM. According to the temporal
ordering of time series, each observation tuple is strongly correlated with the
previous tuple. In Figure 1, it is obvious that correlation between t1 tuple and
t1 − 1 tuple is different from correlation between t2 tuple and t2 − 1 tuple.

Hence, we propose Correlation field-based Semantics Learning Framework
(CfSLF) to learn semantics underneath multiple correlated time series in this
paper. In the framework, generating rules and state transforming rules will be
learned. In order to comprehensively considering both temporal ordering and
observation value of tuple, we use hidden Markov Random Field (HMRF) to
obtain approximately optimal latent state assignment to learn generating rules.
Then, state transforming rules are learned from label sequence in the framework.

The rest of the paper is structured as follows. Section 2 introduces a math-
ematical description of the problem. Section 3 describes detailed proposed Cf-
SLF. Section 4 introduces two main applications: Observation Value Prediction
& Anomaly Detection. Section 5 reports experimental results to show the ad-
vantage of our CfSLF model compared with some other algorithms. Section 6
introduces related works. We conclude the paper in Section 7.

2 Problem Setting

In this paper, we propose a Correlation field-based Semantics Learning Frame-
work (CfSLF) to learn latent semantics underlying multiple time series which
represent a mechanism of system work. It contains two parts: generating rules
learning and state transforming rules learning.

Given multiple time series X = {X1, ..., Xn}, Xi = {xi1, ..., xim}. Xi rep-
resents an observed tuple from the m time series at the ith moment and xij
represents observed data from the jth time series at ith moment. Assume that
there exists a state set S = {s1,..., sk}. Each tuple is produced by one state of S.
Z = {z1, z2, ..., zn} is a latent label set. zi is a label variable, which is discrete
and represents latent state of the ith tuple. The value of the variable is in the
range from 1 to k. Assume zi=j, which represents that the latent state of the
ith tuple is the jth state sj . In order to learn data generating rules, we need to
obtain optimal latent state assignment and the corresponding generating rules
to maximize production probability of observation tuples. The problem can be
described as follow:

Ẑ = argmaxZP (X,Z) = argmaxZP (X |Z)P (Z) (1)
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which is maximized to obtain state assignment. According to the continuity of
tuples sequence, the label variable set constituted of finite states can be seen as
a latent state sequence. After we obtain optimal state assignment, transforming
rules among latent states are learned from the state sequence based on Markov
chain characteristics.

3 CfSLF Learning

In this section, we discuss how to learn semantics by our proposed CfSLF.

3.1 Construction of Dependence Relationship

In time series, temporal ordering can be seen as the relationship between the
current and previous tuples. In this paper, we simply consider temporal ordering
as changing the trend to represent the relationship. We introduce a definition of
a local trend as follow,

Definition 1. Local Trend: In time series, we consider the direction and volume
of changing from the last node to the current node as the local trend along time
axis.

Suppose that the current tuple is xt with observation value ot. We directly obtain
local trend of by Tdt = ot − ot−1. For the local trend of the tuple, we apply the
attribute to represent temporal ordering of the current tuple. Then, we simply
use the cosine distance to measure the similarity among local trends of different
tuples. Intuitively, continuity of time series can be considered as integrating
temporal ordering of all tuples. We use the local trend of tuple to represent
temporal ordering, which can be seen as an independent attribute of each tuple.
In doing so, each tuple has two attributes: its observation value and its local
trend. For each tuple, the observation value represents its individual character
and local trend represents sequence character. As a result, the tuple series with
size n is divided into n independent observation tuples

3.2 Latent State Assignment

In the procedure of state assignment, tuples with similar local trends and ob-
servation values are more likely to have the same latent state. Therefore, we
use HMRF to learn the rules. A correlation field is built based on local trend
similarity. In the correlation field, the assignment of labels depends on corre-
sponding brotherhood set. In this paper, the similarity matrix is considered as
a correlation network describing dependency relationship among latent labels of
tuples in the correlation field. In the network, similarity is seen as a weight of
dependency relationship.

Suppose that we have a correlation network denoted as M . Here, M is the
symmetric n× n matrix, where wij is the link weight between labels zi and zj .
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The links in M induce dependence relationships among latent labels, with the
rationale that if the link weight is higher between labels zi and zj , then they are
more likely to have the same value equivalent to the same state.

We define a brotherhood set of the ith label as a label set consisting of labels
which have the same latent state value, Bi={zj,i 
= j & zi = zj}. The random
field defined over hidden label variable Z is a Markov random field, where the
Markov property is satisfied by p(zi|zBi). It indicates the probability of zi de-
pending on zi’s brotherhood set. By introducing the HMRF model, latent labels
of tuples are mapped to a correlation field, where assignment of labels depends
on a corresponding brotherhood set without considering tuple value.

Because the observation value of tuple is generated by the corresponding state,
it is irrelevant to other states and only depends on its latent state. Thus, the
values of tuples are conditional independent given their labels.

P (X |Z) =
n∏

i=1

p(xi = oi|zi) (2)

We assume that the observation value of the ith tuple generated by the kth latent
state is characterized by a set of parameters θk, i.e., as we mainly consider mul-
tiple time series as real data, we propose to model observation data by Gaussian
distribution, because of its flexibility in approximating a wide range of continu-
ous distributions. Therefore, we use the parameter mean vector μ and variance
matrix

∑
to describe the kth latent state, θk = (μk, Σk).

We first assume model parameters λ={ Θi, i from 1 to k} are known a prior.
In order to obtain approximately optimal assignment of latent variables for each
observation tuple, we transform to find the optimal configuration that maximizes
the posterior distribution given λ.

As discussed in Eq. (1), the probability distribution of Z is given by P (Z) =
exp(γ

∑
ωijδ(zi − zj))/H .

In the above equation, H is a constant value, which can be neglected. We use
the Iterated Conditional Modes (ICM) algorithm [5] to estimate the maximum a
posteriori probability (MAP). The greedy algorithm can be used by calculating
local minimization iteratively, which converges after a few iterations. The basic
idea is to sequentially update the label of each object, keeping the labels of the
other objects fixed. At each step, the algorithm updates zi given xi and the label
by maximizing the conditional posterior probability, p(zi|xi = oi, ZI−{i}).

p(zi|xi = oi, ZI−{i}) = p(xi|zi = s)×
exp(γ

∑
zi=s ωijδ(zi − zj))
H2

(3)

Actually, H2 can be considered as a constant variable. In doing so, we take
the logarithm of the posterior probability, and transform the MAP estimation
problem into the minimization of the conditional posterior energy function as
shown in the following equation,

Ui(k) = −ln(p(xi|zi = k))− γ
∑
j∈Bi

ωijδ(zi − zj) (4)
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where γ is a predefined parameter that represents the importance of the temporal
ordering correlation. γ > 0 represents the confidence of the temporal ordering
correlation network. To minimize Ui(k), we find the latent state k of the tuple i
by k = argmaxkUi(k).

3.3 Parameter Estimation

In this part, we consider the problem of estimating unknown λ in order to iter-
atively learn optimal state assignment. λ describes the pattern conformed with
the time stamp that x is generated. We first seek to find λ to maximize P (X |λ),
which can be considered as the maximal likelihood estimation for λ. However,
since both the hidden label and the parameter are unknown and inter-dependent,
it is intractable to directly maximize the data likelihood. We view it as an
”incomplete-data” estimation problem, and use the Expectation-Maximization
(EM) algorithm as the solution.

The basic procedure is as follows. We start with an initial estimate λ0. Assume
that there exist k latent states, where λ0 is obtained by a simple K-Means
algorithm. In the E-step, we calculate the conditional expectation Q(Θ|Θ(t)),

Q(λ|λt) = ElnP (X,Z|λt) =
∑
Z

{P (Z|X,λt)× ln(X,Z|λt)} (5)

Next, in the M-step, we find λt+1 by computing the derivation of the maximizing
function Q(λ|λt).

μt+1
j =

∑
Z

∑n
i=1{p(zi = sj)|xi, λt × xi}∑

Z

∑n
i=1{p(zi = sj |xi, λt)

(6)

Σt+1
j =

∑
Z

∑n
i=1{p(zi = sj)|xi, λt × (xi − μt+1

j )(xi − μt+1
j )T }∑

Z

∑n
i=1{p(zi = sj|xi, λt)

(7)

In each iteration, we have obtained the optimal latent state assignment from the
last step. Assume the latent state of tuple i is state j, given λt. Thus, p(zi|xi, λt)
is 1 when zi is at state j, else 0. As a result, the E-step and M-step can be
recursively computed until Q(λ|λt) converges to a local optimal solution.

3.4 State Transforming Learning

After we obtain the optimal latent state assignment, each observation tuple is
assigned a label corresponding to the latent state set of tuples. The labels can be
seen as a sequence consisting of limit states along the time axis. We then model
correlation among states to reveal system dynamics. Here we regard correlation
as the transforming probability p(si|sj) representing the probability from the
state j to state i. A Markov chain model can be used to approximately estimate
the transforming probability among states by using p(sj |si) = N(sisj)/N(si),
where N(sj) represents the amount of labels with sj value in label series and
N(sjsi) represents the amount of adjacent labels with sj and si values in label
series.
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4 Applications of the Model

Observation Value Prediction. Time series semantics can be used to make
the following value prediction. We first introduce the next 1-step value predic-
tion. Assume that we have learned the semantics from the training data, we then
have λ and the state transformation rule. In test step, we consider time series X ,
as we care about the local trend of tuples, let xt−1and xt are current tuples. Our
task is to predict xt+1. We first compute the current latent state of xt. When
we assign a label to the current tuple, we need to predict the label of the next
tuple according to the Markov chain characteristics. Assume the current label
zt is sc, the next label zt+1 can be obtained by maximizing p(zt+1 = i|zt = sc).
Additionally, according to time series continuity, we can estimate that the next
tuple close to the current tuple with high probability. Therefore, it is safe to say
that the next state maintains the continuity with high probability. That is, next
state can be predicted by,

Ẑt+1 = argmaxip(ẋt+1 = xt)× p(zt+1 = i|zt = sc) (8)

Because observation tuples produced by a state have similar values and similar
trends, we approximately predict observation values of the state by,

x̂t+1 = argmaxx|x− Ezt+1 |+ |x− xt| × | x− xt
|x− xt|

−
Vzt+1

|Vzt+1 |
| (9)

where EZt+1 represents the Expectation of the observation value of the predicted
state, and VZt+1 represents the exception of the local trend of the predicted
state. We use the Euclidean distance to measure similarity. By computing the
derivative of function, the prediction value x can be obtained. Then we extend
next 1-step value prediction to the next n-step value prediction. We iteratively
apply the predicted value as the new observation value to forecast the next value
until n steps have been performed.

Anomaly Detection. Our proposed model also can be used to detect data
anomaly. In time series, there is no apparent and definite label to represent
which observation is normal or abnormal. So, it is not a classification problem.
Generally speaking, we only know that anomaly occurs in a certain period. Take
a finance application for example. The worldwide economical recessions have
occurred several times in history. The recession always lasts for a period of time,
which is regarded as recession date. It impacts all business activities. Compared
with economic affairs in other periods, economical affairs in recessions can be
seen as anomaly. Hence, we propose the method based on a semantics model
only qualitatively to indirectly reflect anomalies.

According to time series continuity and semantics rules, we know that the
current tuple is similar to the last tuple with high probability, and the current
state has high transformation probability from the last state. Considering both
rules, we can measure the probability with which the current tuple normally is
generated by the following equation: f(xt) = p(xt|zt−1)×p(zt|zt−1). A logarithm
function is generally used to obtain a degree of the energy. Thus, we compute the
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Table 1. Runtime and Accuracy Comparison

N 0.05 0.1 0.2 0.5 0.8 1

H-Runtime 2.223 4.727 5.82 13.413 30.568 49.377
H-Error 0.0259 0.0152 0.0129 0.0113 0.0112 0.0111
V-Runtime 1.915 4.9590 3.785 10.65 19.315 26.024
V-Error 0.115 0.0117 0.0092 0.0078 0.0064 0.0059
T-Runtime 0.845 16.433 25.635 73.180 136.077 180.367
T-Error 0.0389 0.0265 0.0211 0.0169 0.0163 0.0152

H(Humid data) V(Volt data) and T(Temp data)

anomaly score of the current tuple by −logf(xt), which measures the significance
the current tuple deviates from that emanating from the normal producing rule.
Intuitively, high scores indicate anomalous data with high probability.

5 Empirical Evaluation

In this section, we present extensive experiments on real-world multiple time se-
ries data to validate performance of our proposed approach. All experiments are
conducted on a 3.0GHZ CPU with 2 GB RAM. The experimental environment
is windows XP with Matlab.

Benchmark Data. We adopt four multiple time series data as our test-bed: 1)
Price data1 2) Mote data sets2 3) Medical data3 4) Financial data4

Baseline Methods. As discussed above, our proposed semantics learning method
can be applied to value prediction. We compare our method with following
value prediction algorithms: (1) Multivariate Autoregression Model. (2) Hidden
Markov Model (HMM).

5.1 Experiment Results

We first consider the time cost of model learning and hyper parameter λ sensi-
tivity for data. Then we compare our proposed model with benchmark method
on multiple step prediction accuracy. Additionally, our proposed model can be
used to indirectly reflect latent anomalies, which are hard to see from the original
data. Here we mainly analyze financial data to discover financial mark depres-
sion.

1 The data set consists of the Reference Price Data (RPD) for APX Power UK Spot
market, which can be downloaded from Website
http://www.apxendex.com/index.php?id=466.

2 Mote data sets are collected using Berkeley Mote sensors, at several different loca-
tions in a lab, over a period of a month. For each category of data, we just select
four time series.

3 It consists of 11 medical time series of patient from an Australian Hospital.
4 It is constituted of 11 economical time series GS1, DTB3, TB3MS, WTB3MS, GS5,
GS10, MPRIME, WPRIME, FEDFUNDS, AAA and BAA respectively, which are
obtained from the Website of the Federal Reserve Bank of St. Louis.

http://www.apxendex.com/index.php?id=466
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We use relative error to measure accuracy of prediction. We compute the
relative error by |x̂i − xi|/|xi| where |xi| is the estimated value, and xi is the
real value. Thus, the lower relative error is, the higher the accuracy is.

Time Complexity. Suppose the number of tuples is N in multiple correlated
time series. In M-step,the time complexity is O(N). In E-step, the time complex-
ity is O(N2) because of aggregating the effect of the labels of brotherhood set of
vi to compute P (Z). Actually, semantics rules seen as latent pattern repeatedly
exist in the multiple time series. Hence, we do not need to learn a model based
on entire training set. We can approximately obtain the semantics from part
of the data set. In the experiment, we conduct our proposed model on all of
benchmark data set, and compare the runtime and next 1-step value prediction
accuracy under different N , the selection ratio of boundary points. For example,
assume size of train-ing is 2000, and 0.05 means we choose 0.05*2000 =100 time
points to train the model. The results are shown in Table 1. In Table 1, the
error is average relative error for applying learned CfSLF to 200 testing tuples
sampled from testing set. It can be seen that runtime gets longer and accuracy
gets higher when ratio N gets bigger. We can see that in every data set, when
the percentage is equal to or larger than a certain value, the accuracy is not
affected much.

Fig. 2. Hyper parameter λ sensitive

Fig. 3. Next n-step prediction comparison

Hyper Parameter Sensitivity. In our proposed model, parameter λ represents
the confidence of the temporal ordering correlation network. Different values of
λ determine different effects of the corre-lation field. We separately conduct ex-
periments on all of the data sets to demonstrate hyper parameter λ setting and
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effect. In each experiment, we vary λ from 0.1 to 2 separately, and compute the
corresponding relative error of the next 1-step value prediction under the prede-
fined λ. HMM is used as baseline method to compare with our proposed method.
The outcome is shown in Figure 2. It can be seen that there are slight changes
in performance when parameters are varied and CfSLF has better performance
than the HMM and Multivariate Autoregression models.

Application of the Model. In the former section, we have tested performance
on the next 1-step value prediction. In the following, we will discuss additional
next n-step value prediction and anomaly detection.

Next n-step Value Prediction. In this experiment, we test the accuracy of
CfSLF for the next n-step value prediction. The experiments are conducted
for all data sets. We select 10 points randomly. For each selected point, we
predict the values after 1, 2, 5, 10, 20, and 50 steps respectively. The CfSLF is
compared with a Hidden Markov Model (denoted by HMM). The HMM can be
used to learn system-work mechanisms underlying time series. In the experiment,
we suppose that each tuple is produced by a latent state and the producing
procedure conforms to Gaussian distribution. We first find latent state of the
tuple at a selected time point, then make state predictions at 6 future time
points. Prediction value is corresponding expectation of predicted state. We use
relative error as the measurement. The results are shown in Figure 3. It can be
seen that on all data sets, CfSLF is more accurate than HMM.

Anomaly Detection. In the experiment, we use CfSLF on financial data to
verify its performance for anomaly detection. The experimental results indicate
that the proposed method detected deviations from that emanating from the
normal producing rule as anomalies and these corresponded to actual economic
events. The degree of anomaly in these time series is shown in Figure 4. In
Figure 4, we see that two apparently peak deviated from other scores. Each peak
corresponded to big economic events occurring in corresponding month. The first
peak appeared on January 2008, where the Federal Reserve lowered its federal
funds rate, which impacts how much consumers pay on credit card debt, home
equity lines of credit and auto loans, to 3.5 percent from 4.25 percent, which was
the biggest rate cut by the Fed since October 1984. The second peak appeared on
September 2008, where Lehman Brothers announced its bankruptcy. The second
peak indicates that the proposed method detected the depression whictarted in
September 2008, as anomalies.

6 Related Works

There are many works on analysing time series, such as summary learning, time
series segmentation, forecasting and so on, which have always been popular top-
ics [8][9][11][12][13][14][15][16]. However, they just can be used to analyse sin-
gle time series. Additionally, pattern learning from time series based on sliding
windows has attracted more and more attention [1][2][3][4][5][6][7][17]. However,
these methods cannot reveal global system-work rules. In recent years, semantics
mining has been always a popular topic. In time series analysis, semantics can
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Fig. 4. Anomaly score time series of multiple correlated financial time series data

mainly be seen as system-work mechanisms. While, there are few studies on it.
In [12], pHMM is proposed to learn time series semantics. However, it is just
used to analyze a single time series. Generally, a Hidden Markov Model can be
used to learn the semantics rules. Some other improved methods based on HMM
are applied to learn latent system rules [16]. However, in multiple time series, a
single observation value contains little information. Compared with these meth-
ods, our proposed model introduces local trends to extend information of tuple,
and learn semantics from multiple time series based on both observation values
and local trend correlation.

7 Conclusions

In this paper, we present a new Correlation field-based Semantics Learning
Framework (CfSLF) to model multiple correlated time series. Our model aims
to find semantics underneath multiple time series, by detecting data generating
rules and transforming rules. Experiments have demonstrated the utility of the
proposed method. The contribution of the study is three folder: (1) The Hid-
den Markov Random Field (HMRF) is used to model the data observations and
corresponding states, by which the irregular patterns can be summarized from
multiple correlated time series. (2) A value prediction method is presented based
on semantics learned by CfSLF. (3) An anomaly detection method is proposed
based on data semantics.
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Abstract. Missing value estimation is a fundamental task in machine
learning and data mining. It is not only used as a preprocessing step in
data analysis, but also serves important purposes such as recommenda-
tion. Matrix factorization with low-rank assumption is a basic tool for
missing value estimation. However, existing matrix factorization methods
cannot be applied directly to such cases where some parts of the data are
observed as aggregated values of several features in high-level categories.
In this paper, we propose a new problem of restoring original micro ob-
servations from aggregated observations, and we give formulations and
efficient solutions to the problem by extending the ordinary matrix fac-
torization model. Experiments using synthetic and real data sets show
that the proposed method outperforms several baseline methods.

1 Introduction

In many real data analysis applications, we often face datasets with missing val-
ues due to various reasons such as sensor failures and biased sampling. Since most
of the existing data analysis methods are not directly applicable to them, we first
need to estimate the missing values before analysis, or we need to develop new
methods that can handle data with missing values. With its ubiquitous needs,
missing value estimation [9,1,12] has been placed as one of the fundamental
tasks in the field of machine learning and data mining, and it has been studied
extensively. A typical dataset looks can be represented as a table with missing
values (see Table 1). The table shows the numbers of beers of various brands
purchased by four customers, where missing values are indicated by “-”. The

Table 1. An example of purchase data. Typical data are given as a matrix-shaped table.
The table shows the numbers of beers of various brands purchased by four customers,
and missing values are indicated with “-”.

items\users Alice Bob Carol Dave

Budweiser 5 - 2 3
Heineken 1 3 2 -
Carlsberg 1 - 1 2
Miller 3 1 3 2

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 521–532, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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beer
 10

cola
 5

Budweiser
 3

Heineken
 5

Carlsberg
 2

Coca Cola
 2

Pepsi Cola
 3

Fig. 1. Some portion of micro-level purchase data (e.g., the number of purchased bot-
tles of a particular beer brand) are observed in an aggregated category (e.g., “beer”)

table-structured data is mathematically considered as a matrix; hence, matrix
analysis techniques are useful for missing value estimation. Matrix factorization
(MF), which decomposes matrices by using the low- rank assumption [3,4], is one
of the effective approaches to restore missing values in such matrix-shaped data.
Missing value estimation using low-rank matrix factorization does not arise only
as a preprocessing step, but also as a primary purpose of the analysis. Typical
examples include recommender systems [6] and relational learning [10].

In this study, we consider a more complex situation where some parts of data
are not completely missing, but are observed at a more abstract category level
as aggregated values. Figure 1 shows examples of such cases. In each category
(such as “beer” and “cola”), several micro-level counts (such as “Budweiser”
and “Heineken”) belonging to the category are observed as an aggregated count.
To address such situations, we introduce a new variant of the missing value
estimation problem, which we call restoration of micro-level observations from
aggregated observation, where some parts of data are observed as aggregated val-
ues of several features. Since the existing techniques for missing value estimation
including matrix factorization cannot be applied directly to such cases, we extend
the existing low-rank matrix factorization formulation for missing value estima-
tion to our case. We also devise iterative algorithms for solving the optimization
problems, where each step consists of the standard singular value decomposition
or closed form updates. Finally, using synthetic and real datasets, we show some
experimental results on micro-observation restoration, which demonstrates that
the proposed approach performs better than baseline methods.

The remainder of this paper is organized as follows. In Section 2, we intro-
duce the restoration of micro-level observations from aggregated observation with
a motivating example of purchase data analysis. We formulate matrix factoriza-
tion problems with aggregated observations in Section 3, and give an efficient
algorithm to solve the optimization problems in Section 4. In Section 5, we
demonstrate the advantage of our approach over baseline approaches. Section 6
summarizes the related work, and Section 7 concludes the paper.

2 Problem Definition

In this section, we introduce a new problem that we refer to as the restoration
of micro observations from aggregated observations using a motivating example
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Table 2. An example of purchase data with aggregated observations. In addition to
micro-level observations Z, we have aggregated observations Y , whose allocations to
micro-level observations are not known. We have to restore the micro-level observation
X from Y to obtain Z +X which is the true sales data.

micro-level observations Z aggregated observations Y

items\users Alice Bob Carol Dave items\users Alice Bob Carol Dave

Budweiser 5 0 2 3
Heineken 1 3 2 1 beer 3 3 4 1
Carlsberg 1 0 1 2 (aggregated)
Miller 3 1 3 2

of purchase data. We consider two cases that differ according to the assumption
we make on categorical structures.

2.1 Motivating Example

Let us assume that we have purchase data represented as a matrix X, where
each column corresponds to a customer, each row corresponds to a product (such
as a particular brand of beer), and element Xij indicates the number of i-th
products the j-th customer purchased. In many cases, the data has many missing
values; for some (i, j), Xij is completely missing, or a part of Xij is missing (for
example, only five of eight actual purchases are recorded). Restoration of the
true purchases is quite important in sales management and analysis, and various
missing value imputation methods [5] are employed for the purpose.

Let us now imagine a more complex situation where a part of Xij is not
missing, but is observed at a more abstract category level. In each category, sev-
eral micro-level counts belonging to the category are observed as an aggregated
count. For example, among eight actual purchases of the “Budweiser” brand of
beer, only five are observed at the micro level (as five purchases of Budweiser),
and the other three are observed in the more abstract “beer” category. The
“beer” category might have ten purchases, including other beer brands such as
five “Heineken” bottles and two “Carlsberg” bottles (See Figure 1). Now our goal
is to restore the original micro level purchases (such as ten Budweiser purchases)
from the aggregated observations.

2.2 Restoration of Aggregated Observations

General Problem Definition. Let us assume that we have two data matrices
Z and Y . Z is an I × J matrix that represents micro-level observations. In the
previous example, I is the number of product brands, and J is the number of
customers. Y is an L × J matrix which represents category-level observations,
where L indicates the number of categories. An example with purchase data is
given in Table 2. In addition to Z and Y , we also have a correspondence matrix
C as side information about product-category relationships. C is an L×I binary
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beer
 3

gin
 1

liqueur
 3

vodka
 3

Budweiser
 2

Heineken
 1

Tanqueray
 3

1 2

Smirnoff
 4

1 3

Fig. 2. (left) Case 1: each micro-level dimension belong to at most one category. (right)
Case 2: each dimension can belong to more than one category.

matrix, whose (�, i)-th element is 1 if the i-th product is included in the �-th
category. Our goal is to restore the hidden micro-level observation matrix X (of
size I × J) from Y with the help of C and Z.

Two Different Assumptions on Product-Category Relationships. In our
problem setting, we consider two different assumptions on the correspondence
matrix C, which results in slightly different formulations of the problem.

The first case is when each dimension of column vectors belongs to only one
category (Figure 2 (left)), and the other case is when each dimension can belong
to more than one category (Figure 2 (right)). Figure 2 (right) shows that a
micro-level product “Tanqueray” belongs to two possible categories “gin” and
“liqueur”, and another micro-level product “Smirnoff” belongs to both “vodka”
and “liqueur”. We denote the former case as Case 1, and the latter as Case
2. The difference between the two cases is reflected by the definition of the
correspondence matrix C. In Case 1, each column of C has at most one value
as “1” value and the rest are “0”. On the other hand, in Case 2, each column of
C can have multiple values as 1.

3 Formulation

In this section, we formulate our problem as optimization problems, where we
restore micro observations X from aggregated observations Y . Our model is an
extension of the matrix factorization approach for missing value estimation.

3.1 Matrix Factorization Approach for Missing Value Estimation

We first review the existing matrix factorization approach for missing value
estimation, where the observed (micro-level) data matrix Z has missing values,
i.e., Zij are missing for some (i, j). Let us assume an observation matrixE, where
Eij = 1 if Zij is observed; otherwise, Eij = 0. To impute the missing values of the
matrix, the low-rank assumption is often employed. We consider the following
optimization problem of rank-k approximation of the observed matrix.

minimizeA ‖E ∗ (Z −A)‖2F s.t. rank(A) ≤ k,
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where the Frobenius norm of a matrix X ∈ R
I×J is defined as ‖X‖F =√∑J

j=1

∑I
i=1X

2
ij , and ∗ indicates the element-wise product. If all of the ele-

ments of Z are observed, i.e., Eij = 1 for ∀(i, j), the optimal solution is obtained
by singular value decomposition (SVD). However, since we have missing elements
in Z, SVD cannot be applied. Furthermore, the optimization problem is not con-
vex, hence numerical optimization methods do not guarantee optimal solutions.
Recently, instead of using the rank constraint, the trace-norm constraint is often
used, because the trace-norm constraint of a matrix is a convex set (whereas the
rank constraint is not) [11,2]. Using the trace-norm constraint, we can formulate
the low-rank matrix approximation problem as a convex optimization problem
as

minimizeA ‖E ∗ (Z −A)‖2F s.t. ‖A‖Tr ≤ τ,

where the trace norm of a matrix X is defined as ‖X‖Tr = Tr(
√
XX�).

3.2 Matrix Factorization with Aggregated Observations

Now we extend the previous formulation to address our problem setting. Similar
to the matrix factorization problem for missing value estimation, we also employ
the low-rank assumption that our micro-level observations are of low-rank. We
consider two slightly different formulations for the two cases we mentioned in
the previous section.

Case 1. When each row of the micro-observation matrix can belong to at most
one category, we need that the linear constraint CX = Y , where each column
of C has at most one value as “1” and the rest are “0”. For example, let us
assume that John bought several bottles of beer and cola as in Figure 1, the
corresponding column in the constraint CX = Y looks like

beer
cola

[
1 1 1 0 0
0 0 0 1 1

]⎡⎢⎢⎢⎢⎣
3
5
2
2
3

⎤⎥⎥⎥⎥⎦
Budweiser
Heineken
Carlsberg
Coca Cola
Pepsi Cola

=

[
10
5

]
beer
cola

With the constraintCX = Y , we formulate the optimization problem as follows.

minimizeA,X ‖A− (X +Z)‖2F (1)

s.t. ‖A‖Tr ≤ τ, CX = Y

Note that we assume that the “true” micro-observations X+Z are of low-rank.
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Case 2. When each row of the micro-observation matrix can belong to more
than one category, aggregation from micro-level observations to category-level
observations is not unique; therefore, we divide the micro-level observation ma-
trix X into a sum of multiple matrices {X(�)}L�=1 so that

∑L
�=1 X

(�) = X is
satisfied.

In this case, we need that the linear constraints

C�:X
(�) = Y �: for � = 1, 2, . . . , L (2)

are satisfied. Note that one constraint is made for each of the L categories. If
John bought several bottles of alcoholic beverage as in Figure 2 (right), one
column in the constraint (2) looks like

liqueur
[
0 0 1 1

] ⎡⎢⎢⎣
0
0
2
1

⎤⎥⎥⎦
Budweiser
Heineken
Tanqueray
Smirnoff

=
[
3
]
liqueur.

The optimization problem is defined as follows.

minimizeA,X ‖A− (X +Z)‖2F (3)

s.t. ‖A‖Tr ≤ τ

C�:X
(�) = Y �: for � = 1, . . . , L,

L∑
�=1

X(�) = X

Table 3 summarizes the ordinary formulation of matrix factorization, our for-
mulation for Case 1, and one for Case 2.

4 Algorithms

Our optimization problems (1) and (3) are minimization problems of convex
functions with respect to both A and X. However, the number of variables in-
volved is large, and it is time-consuming to minimize the objective functions with
respect to them at once. Therefore, we devise iterative optimization procedures,
each of whose step optimizes either of A and X. We elaborate the concrete
implementations of the estimation steps for both Case 1 and Case 2 below.

4.1 Case 1

Our proposed optimization procedure for Case 1 starts with initializing X so
that the current X satisfies CX = Y . The initialization is discussed in the
Experiments section in detail. Then, we iterate the following updates of A and
X until convergence.

When we update A, we need to solve the optimization problem

ANEW = argminA‖A− (X +Z)‖2F s.t. ‖A‖Tr ≤ τ. (4)



Matrix Factorization With Aggregated Observations 527

Table 3. Comparison of the formulation of the ordinary formulation of matrix fac-
torization for missing value imputation and our formulations of restoration of micro
observations from aggregated observations (Case 1 and Case 2). The constraints X ≥ 0
and X(	) ≥ 0 are the additional non-negativity constraints we employ in Section 4.3.

The existing MF Proposed MF (Case 1) Proposed MF (Case 2)

Inputs Z ∈ R
I×J , τ ∈ R

+ Z ∈ R
I×J , τ ∈ R

+,C ∈ R
L×I ,Y ∈ R

L×J

Outputs A ∈ R
I×J A , X ∈ R

I×J

Objective

function

‖E ∗ (A−Z)‖2F
w.r.t. A

‖A− (X +Z)‖2F
w.r.t. A,X

Constraints ‖A‖Tr ≤ τ

‖A‖Tr ≤ τ

CX = Y

(X ≥ 0)

‖A‖Tr ≤ τ

C	:X
(	) = Y 	:∑L

	=1 X
(	) = X

(X(	) ≥ 0)

This optimization problem can be solved by applying SVD to X+Z and thresh-
olding the singular values. Let the SVD of X +Z be UΣV �, where U and V
are orthogonal matrices, and Σ is a diagonal matrix with the singular values
as its diagonals. We eliminate the singular values less than the threshold τ , and
denote Σ′ as the diagonal matrix with diagonal elements greater than or equal
to τ . The optimal solution ANEW of Eq. (4) is obtained as

ANEW = UΣ′V �. (5)

Optimization with respect to X is casted as the minimization problem

XNEW = argminX‖X − (A−Z)‖2F s.t. CX = Y . (6)

This is generally a convex quadratic programming problem; however, the optimal
solution is given in a simple closed form in this case. Since this problem can be
seen as minimization of the Euclidean distance between X and M with the
hyper-plane constraint CX = Y , the optimal solution is given as the projection
of M onto the hyper-plane. Assuming that the micro-level feature i belongs to
the aggregated category �, the optimal solution of i-th row XNEW

i: is obtained
as

XNEW
i: = M i: −

1∑I
i=1 C�i

(C�:M − Y �:), (7)

where we defined M = A−Z.

4.2 Case 2

In Case 2, noting that X =
∑L

�=1 X
(�), the update of A is the same as that for

Case 1. However, in contrast to Case 1, the update of X cannot be given in a
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closed form solution anymore in Case 2, and we have to solve the optimization
problem

XNEW = argminX ‖X − (A−Z)‖2F (8)

s.t. C�:X
(�) = Y �: (� = 1, . . . , L), X =

L∑
�=1

X(�).

Although it is a quadratic programming problem, the number of variables in-
volved is rather large; hence, we again resort to iterative optimization, that is,
we iterate updates with respect to one of {X(�)}L�=1 at once. The optimization

problem with respect to only X(�) with the other {X(j)}j �=� fixed, the problem
(8) is written as

X(�)NEW
= argminX(�) ‖X(�) − (M −

∑
j �=�

X(j))‖2F s.t. C�:X
(�) = Y �:.

This has the same form as that in Case 1; hence, the closed form update becomes

X
(�)NEW

i: = (M i: −
∑
j �=�

X(j))− 1∑I
i=1 C�i

(C�:(M −
∑
i�=j

X(j))− Y �:). (9)

4.3 Non-negativity Constraints

Since our original motivation came from the purchase data example, it is some-
times more reasonable to make a non-negativity assumption on the micro-level
observations.

In Case 1, we make an additional constraint that X is non-negative. The
resultant optimization problem for Case 1 with respect to X becomes

XNEW = argminX ‖X −M‖2F s.t. CX = Y , X ≥ 0.

Accordingly, the previous closed form solution (7) is modified to

XNEW
ij =

(Xij − sj)Y�j
(Y�j −

∑I
i=1 C�isj)

, (10)

where sj = min1≤i≤I Xij .

In Case 2, we make the assumption that eachX(�) is non-negative. The update
(10) is similarly obtained as

X
(�)NEW

ij =
(Xij − sj)Y�j
Y�j −

∑I
i=1 C�isj

.

Note that the modified optimization problems are still convex; therefore, we
obtain optimal solutions when converged.
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5 Experiments

We show some experimental results using synthetic and real datasets that demon-
strate the reasonable performance of the proposed methods to restore micro-level
observations from category-level observations. We compare the restoration er-
rors by the proposed methods with those by four baseline methods, and show
the advantage of the proposed methods over them.

5.1 Datasets

Synthetic Dataset. The first dataset is a set of randomly generated matrices.
The size of matrices U and V is 1, 000× 5, and each element Uir ∈ {0, 1, 2, 3}
and Vjr ∈ {0, 1, 2} is generated uniformly at random over the ranges. The true

micro-level observation matrix is generated as A = UV �, where 5% of the
elements of A are randomly missing.

A 100 × 1, 000 correspondence matrix C is generated so that the (�, i)-th
element is 1 if and only if i is in {10 × (� − 1) + 1, . . . , 10 × �} for Case 1.
For Case 2, starting from the C we created for Case 1, we further sample 300
(�, i) pairs to make additional “1” values. To create category-level observations,
we employ binomial distributions to divide the true micro-level observations
A into the hidden part X and the observed part Z. Namely, each element

Zij is determined by Pr(Zij = k) =

(
Aij

k

)
pk(1 − p)Aij−k, where p controls

the likeliness of the observation of each micro-observation at its superordinate
category. For example, p = 1 corresponds to the perfect observation case with
no category-level observations. In our experiments, we varied p in {0.1, 0.4, 0.7}.

Once the hidden part X is determined, the corresponding category-level ob-
servations Y are created using the correspondence relationship CX = Y for

Case 1. For Case 2, we set X
(�)
i: = Xi:/

∑I
i=1 C�i if C�i = 1, and aggregate X

(�)
i:

to Y �: with C�:X
(�) = Y �:.

Purchase Dataset for Internet Stores. Another dataset is a real cross-store
purchase dataset collected from 6 internet stores to include for 494 customers,
and 150 product brands belonging to 11 categories (such as electronic devices,
undergarments, and magazines). Since the granularities of the input sales logs
differ from store to store, not all of them provided detailed product names, and
gave only category-level information. One product can belong to more than one
category in this dataset; hence, this dataset belongs to Case 2. Since we had no
ground truth micro-observations, we simulated category-level observations again
from the micro-observed data; we assumed that some stores did not provide
micro-level sales, and their sales were given as category-level observations.

5.2 Comparison Methods

Although there have not been any existing methods that address the restoration
problem to the best of our knowledge, we consider four baseline methods as com-
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parison methods to evaluate the proposed methods. The first method (that we
call “Equal” method) divides each category-level observation into its descendant
micro-observation equally. The second method (that we call “Prop” method)
divides the category-level observations in proportion to the observed micro-level

values (of Z) as Xij = ZijY�j/C�:Z :j in Case 1, and X
(�)
ij = ZijC�iY�j/C�:Z :j

in Case 2. In addition, we applied the matrix factorization method (SVD) to
the matrices obtained using the above methods, which results in two additional
baseline methods (which we call “Equal+MF” and “Prop+MF”).

The micro-level estimations obtained by the simple methods are also used
for initialization of X in the proposed method. Although our formulations are
convex optimization problems and the solutions do not depend on the initial esti-
mates, our preliminary experiments suggest that initialization with the “Equal”
method shows better numerical stability.

5.3 Results

Table 4 and 5 show comparison of errors under different methods with varied p
among {0.1, 0.4, 0.7}, where Table 4 shows the results for the synthetic data in
Case 1, Table 5 for that in Case 2. Table 6 shows the results for the purchase
dataset (in Case 2) where one, two, or four stores out of six are assumed not
to provide micro-level sales. As the evaluation metric, we used the difference
between the estimated micro-observations X̂ and the true micro-observations
X defined as ErrorX(X̂) = ‖X̂ −X‖F/‖X‖F. The ranks for matrix factoriza-
tion were determined so that the simple MF method (Equal-MF or Prop-MF)
performed the best (we reused it for the proposed method); they were 20 for
the synthetic dataset (Case 1) and the purchase dataset, and 36 for the syn-
thetic dataset (Case 2). The difference of the error between each comparison
method and proposed method is significant in the Wilcoxon signed-rank test at
a 0.05 significance level. The results show that the proposed matrix factorization
method is superior to the baseline methods. Interestingly, the simple application
of matrix factorization (Equal-MF and Prop-MF) sometimes made the results
worse than those by Equal and Prop. The simple MF methods roughly corre-
spond to stopping the iterations of the proposed algorithm at the first iteration,
and the results show it improved the performance after several iterations.

Finally, we mention the computational cost of the proposed method; the com-
putational cost depends approximately on the number of calls of the SVD rou-
tine, which was about five calls to converge.

6 Related Work

Dealing with incomplete data has been studied extensively, and widely applied
in various fields including machine learning and data mining. Zhu et al. [12] cat-
egorized strategies to handle missing data into three categories, that are, case
deletion, learning without handling of missing data, and data imputation. Case
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Table 4. Comparison of the micro-observation reconstruction errors by the proposed
method and the baseline methods with the artificial dataset in Case 1. p controls how
likely each micro-observation is observed at its superordinate category. The proposed
method achieves the lowest error for all p.

p Equal Prop Equal+MF Prop+MF MFAO

0.1 0.384 0.966 0.399 0.382 0.374
0.4 0.429 0.551 0.499 0.430 0.419
0.7 0.521 0.552 0.812 0.772 0.519

Table 5. Comparison of the micro-observation reconstruction errors by the proposed
method and the baseline methods with the artificial dataset in Case 2. p controls how
likely each micro-observation is observed at its superordinate category. The proposed
method achieves the lowest error for all p.

p Equal Prop Equal+MF Prop+MF MFAO

0.1 0.540 1.104 0.543 0.646 0.535
0.4 0.570 0.708 0.592 0.561 0.560
0.7 0.615 0.669 0.771 0.747 0.611

Table 6. Comparison of the micro-observation reconstruction errors by the proposed
method and the baseline methods with the purchase dataset (in Case 2). We assumed
that some stores (out of six stores) did not provide the micro-level sales, and their
sales were given as category-level observations. The proposed method achieves the
lowest error regardless of the number of stores not providing micro-level sales.

Number of stores not Equal Prop Equal+MF Prop+MF MFAO
providing micro-level sales

1 0.947 1.308 1.006 1.340 0.947
2 0.964 1.100 1.461 1.529 0.939
4 0.975 1.151 1.712 1.800 0.947

deletion, which ignores missing values, is the simplest method. These kinds of ap-
proaches require robust methods to counter incomplete data [9]. Methods in the
second category directly work with missing data. Data imputation approaches
estimate unobserved values from the observed ones, and this method includes
the matrix factorization approach we employed in this research.

Missing value imputation approaches can be classified into two categories,
that are, data-driven approach and model-based approach [7]. Our method is
categorized into the latter, and employs the matrix factorization model. There
are several studies to impute missing values using matrix factorization techniques
such as SVD and non-negative matrix factorization [8].

7 Conclusion

Missing value estimation is an unavoidable problem in real data analysis. In this
study, we introduced an extended matrix factorization for a new missing value
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estimation problem, that is, restoration of micro-level observations from category-
level aggregated observation. Since the existing methods cannot directly be ap-
plied to this problem, we formulated an extended low-rank matrix factorization
problem, and devised efficient iterative algorithms for solving the optimization
problems. The experimental results using synthetic and real datasets showed that
our approach performed better than baseline methods.

Acknowledgment. The authors are grateful to Naonori Ueda, Hiroshi Sawada,
and Katsuhiko Ishiguro of NTT Communication Science Laboratories, and Noriko
Takaya of NTT Cyber Solution Laboratory.
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Abstract. By means of deriving knowledge from event logs, the appli-
cation of process mining algorithms can provide valuable insight into the
actual execution of business processes and help identify opportunities for
their improvement. The event logs may be collected by people manually
or generated by a variety of software applications, including business
process management systems. However logging may not always be done
in a reliable manner, resulting in events being missed or interchanged.
Consequently, the results of the application of process mining algorithms
to such “polluted” logs may not be so reliable and it would be prefer-
able if false traces, i.e. polluted traces which are not possibly valid as
regards the process model to be discovered, could be identified first and
removed before such algorithms are applied. In this paper an approach
is proposed that assists with identifying false traces in event logs as well
as the cause of their pollution. The approach is empirically validated.

Keywords: process mining, event log, business process management,
noise identification.

1 Introduction

Process mining provides a bridge between data mining and traditional model-
driven Business Process Management (BPM) [10,11]. A business process (e.g.
a purchase order, an insurance claim, etc.) is a sequence or network of tasks
performed by humans or by machines to purposefully achieve a specific business
goal. BPM provides supports, by affording methods, techniques, and softwares
etc., for (re)design, deployment (system configuration and process enactment),
and analysis of operational business processes as well as concerned resources
(humans, machines, data, etc.) [9]. Generally speaking, a process-aware infor-
mation system (PAIS) plays a key role during the whole life cycle of BPM as
depicted in Fig. 1. By means of deriving knowledge from event logs manually
collected or auto-generated by a PAIS [5], process mining, which behaves like the
traditional data mining as depicted by the red arrow in Fig. 1, is generally seen
as a critical tool to improve operational business processes iteratively. The first
of three main classical applications of process mining is model discovery, which
objective is to extract process models, the most important data of BPM, from
event logs [10,11]. An example is to mine a process model shown in Fig. 3 given

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 533–545, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Process mining and life cycle of Business Process Management

an event log containing four traces {ACDG,ADCG,BEH,BFH}. An overview
of various mining algorithms for model discovery can be found in [9,14], and their
implementations can be found in the open source platform, ProM1, which has
been used in industrial applications.

Generally speaking, the quality of process mining results is not determined
only by the algorithm used but also by the quality of the concerned data, i.e.
event logs which record the executions of process businesses. Of the criteria
to judge the quality of an event log, one is trustworthy which requires recorded
events and their orders being exactly same to what they happened [11]. However
since event logs are often not treated as the key business data in real life, there
are seldom policies to guarantee the quality of event logs. Consequently when
a trace, a sequence of events recording an execution of a business process, was
written into an event log, sometimes it was not recorded as it should be, namely
it was polluted. For example, when deploying a PAIS in an organization for the
first time, people have to describe the business processes of interest precisely and
formally for configuring the system, which is often based on event logs collected
manually where one or more events of a trace may be missed for some reasons.
Another example happens daily in a hospital. Blood chemistry tests for patients
are often carried out in groups rather than one by one instantly. And the test
results are not available until some hours later, which are stamped with a date
only. So do X-ray tests. Thus the sequence of such two tests may sometimes
be messed up in the log for a patient since the granularity of timestamps is
coarse-grained. Such traces that would not describe the actual executions of
business processes, are called occurrences of noise [2] or polluted traces. The
original sequence of events is transformed into another sequence of events by
means of missing some events or interchanging the order of two events. In this
paper we focus on these two types of pollution, which are widely accepted as the
most common pollution of event logs (e.g., [3,6,15]). Although most problems in
process mining have had satisfactory solutions, noise identification of logs is one
of those unsolved which present impediments to advancement of the field [11].

Most of model discovery algorithms cannot guarantee the correctness of their
mining results if the given event log is polluted.Mining algorithms can be classified

1 http://www.promtools.org

http://www.promtools.org
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into two categories. The first category consists of algorithms which assume the log
to be noise-free (e.g., themost famousα−algorithm [13]). For these algorithms it is
necessary to identify occurrences ofnoise in the log and remove thembefore starting
process mining. The second category consists of algorithms which have their own
ways of dealingwith occurrences of noise in the logs.These algorithms roughly treat
low frequent traces as polluted ones directly or indirectly, no matter whether they
arepollutedor not, beforeprocessmining (e.g. [15]), duringprocessmining (e.g. [1])
or after process mining (e.g. [2]). However, setting up a convincing threshold value
is still a challenging problem.

Noise identification in process mining is similar to but not same as the data
clean or outlier detection in data mining and the de-noising in signal processing.
Traditional approaches for data clean make full use of relations among attributes
and records of data [8], while there are unstructured traces only in event logs.
Although a polluted trace is not the same as the normal trace which it should be,
it may be by chance the same as another trace that is normal. Hence traditional
approaches for outlier detection cannot be used [16]. Approaches for de-noising
in signal processing focus on the Gaussian white noise, the widely accepted
pollution type in the field, and are hard to be applied to deal with the pollution
in process mining (e.g.,[4,7]). To summarize, algorithms available in these fields
cannot be applied to identify polluted traces in an event log directly because of
the characteristics of event logs and pollution concerned.

This then leads to the demand for a separate approach for noise identification.
As a polluted trace may appear as another normal trace, we focus only on false
traces in the paper, i.e. polluted traces which are not possibly valid as regards
the process model to be discovered. Given a polluted log, as we do not have
access to that process model that generated the log, we propose an approach,
FATILP (FAlse Trace Identification based on Latent Probability), to helping find
out false traces in a probabilistic manner, based on the occurrence frequencies of
the observed traces and their transformation relations presented as a conditional
probability matrix. The matrix describes the possible pollution type of the log,
which itself can be obtained interactively by applying the approach.

It is important to note that our method for identifying false traces in a polluted
log is not dependent on the choice of a specific mining algorithm. Our results
can directly be used for those algorithms that are sensitive to false traces in logs
(e.g. [6,13]). Beyond the field of process mining, the approach may be applied in
the field of data provenance (e.g. to find out the origin of data), social network
(e.g. to estimate the evolution of a social network), or traditional data mining
(e.g. to mine the occurrence patterns of hot topics on the web).

The remainder of this paper is organized as follows. Section 2 describes basic
concepts needed to define the problem and to describe our approach, explains
three reasonable assumptions needed by our approach and formulates the prob-
lem of false trace identification of event logs for process mining. Then the pro-
posed approach for the false trace identification problem is outlined in Section 3.
In Section 4 the results obtained are evaluated and examined in an experimental
manner. Section 5 concludes the paper and outlines future work.
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2 Problem Characterization

2.1 Basic Definitions

A task is an activity to be performed in the context of a business process. A
process model provides an abstraction of a business process capturing its tasks
and all possible execution orders of these tasks in a formal manner. A process
instance represents an actual execution of a business process. A trace is the result
of the successful completion of a process instance and consists of a sequence of
events, where each event corresponds to the execution of a task and all events are
totally ordered typically on the basis of the timestamps that they were recorded.
An event log is a set of traces, which records executions of a process model [12].

Two traces are equivalent if and only if their lengths are equal and every event
of the first trace refers to the same task as the corresponding event at the same
position of the second trace. A trace class consists of traces equivalent to each
other. For simplicity, we refer to a trace as a sequence of task names to which
the events of the trace correspond respectively, and thus a log as a bag of traces
generated by a process model. As mentioned before, a trace is referred to as a
polluted trace if it does not describe the actual execution of a business process,
and as a normal trace otherwise. As a polluted trace may appear as a normal
one, we define a special kind of polluted trace as follows.

Definition 1 (False Trace). Given a process model P and a log L. A trace
σ of L is referred to as a false trace if and only if it is not equivalent to any
normal trace of P .

A trace is referred to as a true trace if it is not a false trace. All normal traces
are true traces and all false traces are polluted traces. Some polluted traces
may be same as true traces. As illustrated in Fig. 2, a normal trace T6 may
be transformed into some polluted traces, and an observed trace T2 in a log
may originate from some normal traces. Traces T0, T1, T8 and T9 are false traces.
Obviously the concepts of event log and false trace are quite different from those
of trajectory data and outlier in the field of data mining respectively.

2.2 Assumptions

In this subsection the assumptions, which precisely characterise the event log
and pollution type on the one hand and underpin the proposed approach on the
other hand, are made explicit. Each assumption is described in detail and it is
argued that the assumption is reasonable, why it is needed, and what would go
wrong if the assumption was not made.

Assumption 1. Normal traces occur randomly and independently.

By observing the execution log, it is not possible to determine what the next
trace will be recorded, based on the observed traces. It is reasonable to assume
that traces appear randomly and independently.



An Approach to Identifying False Traces in Process Event Logs 537
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Normal traces and their generation probabilities

Observed traces and their occurrence probabilities

Fig. 2. Generation probabilities and occurrence probabilities of traces

If the occurrence of a new trace depends on an observed trace, the new trace
and the observed trace are correlated. We treat them as different occurrences of
the same trace as they can be (partially) deduced from existing ones.

Assumption 2. A normal trace occurs with a constant but unknown probability,
which may vary across different traces.

A trace represents a particular application scenario of a process model. When
a business process has been running for years, the same scenario may appear
periodically. As time goes by the occurrence frequencies of the traces become
relatively stable and in the long run they may converge to constant values, i.e.
to their latent generation probabilities. Note that because of pollution, the gener-
ation probability of a trace is generally different from its occurrence probability.

If this assumption does not hold, we cannot solve the problem of noise iden-
tification of an event log without further information about the occurrence of
traces. It is worthwhile noting that this means that our approach does not work
so well for logs that result from processes that have not been running for a very
long time as trace occurrence frequencies may not have sufficiently stabilized.

Assumption 3. The pollution occurs randomly and independently, and given
a normal trace the conditional probability of transforming the normal trace to
another polluted trace because of pollution is a constant value, which may vary
across different polluted traces.

According to our observations, it is general that all traces in a log are not pol-
luted, and that the pollution of a normal trace seldom depends on previous
occurrences of pollution. Thus it is reasonable to assume the random and inde-
pendent occurrence of pollution. Note all possible polluted traces of a normal
trace are determinate because of its determinate conditional probabilities.

The assumption reflects the key idea of the proposed approach, i.e. trying
to mimic the process of pollution and then to identify false traces by making
full use of the relationships between false traces and their corresponding normal
traces, which can be presented as a conditional probability matrix, i.e. so-called
a pollution matrix. Such relationship may be various, yet we here require its con-
ditional transformation probability to be constant. Without detail information



538 H. Yang, L. Wen, and J. Wang

of pollution, it is typically assumed that all possible polluted traces of a normal
trace have the same conditional transformation probability. A priori knowledge
of pollution may help set up the probability value for a specific transformation.

2.3 Problem Formulation

In this paper we are concerned with finding answers to the following problems
related to a polluted event log.

Problem 1 (False trace identification problem). Given a polluted log L of an
unknown process model, and a pollution matrix M, which traces among all
traces in L are most likely to be false traces?

Problem 2 (False trace discovery problem). Given a polluted log L of an unknown
process model. Among all traces in L which are most likely to be false traces?

3 Approach

3.1 Key Idea

Given an event log L, for all observed traces T1, T2, · · · , TM their occurrence
frequencies F = {f1, f2, · · · , fM} are defined by fi = ni/N for all 1 ≤ i ≤ M ,

whereN =
∑M

i=1 ni and ni is the occurrence time of Ti. Based on all assumptions
presented in subsection 2.2, suppose there are all W possible traces. Let G =
{g1, g2, · · · , gM} be the latent generation probabilities of the observed traces,
pi,j = Prob(Tj |Ti) the conditional probability of transforming trace Ti to Tj
where 1 ≤ i ≤ M and 1 ≤ j ≤ W , and P = {p1, p2, · · · , pW } the occurrence
probability of the traces either observed or unobserved. Especially the combined
conditional transformation probability of all unobserved traces of Ti is ui =∑W

j=M+1 pi,j = 1 −
∑M

j=1 pi,j . All these conventions are presented in Table 1,
and the probabilities are in gray since they are unknown.

Formally, the relationship between G and P can be described as

pj =

M∑
i=1

gi ∗ pi,j , where 1 ≤ j ≤W . (1)

The start point of the proposed approach, FATILP (FAlse Trace Identification
based on Latent Probability), is the occurrence frequencies of traces F, which will
converge to the occurrence probabilities of the traces P respectively according
to the law of large numbers in probability theory. If P can be estimated based
on F, the G can be calculated by means of the equation (1). As we know a
process model does not generate a false trace, which implies the latent generation
probability of a false trace should be zero. Thus the false traces can be identified
based on their latent generation probabilities. Precisely, the FATILP consists of
three steps as follows.

1. Process the given log to derive occurrence frequencies of observed traces.
2. Estimate the latent generation probabilities of observed traces by means of

minimizing a distance function. This is the key step of the approach.
3. Perform a χ2 test on the estimation result, and identify false traces.
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Table 1. Pollution matrix and event log information

Trace T1 T2 · · · TM TM+1 · · · TW prob.unobserv Gen. prob.

T1 p1,1 p1,2 · · · p1,M p1,M+1 · · · p1,W u1 g1

T2 p2,1 p2,2 · · · p2,M p2,M+1 · · · p2,W u2 g2
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TM pM,1 pM,2 · · · pM,M pM,M+1 · · · pM,W uM gM

Occur. prob. p1 p2 · · · pM pM+1 · · · pW pU

Occur. freq. f1 f2 · · · fM fM+1 · · · fW 0

Occur. times n1 n2 · · · nM nM+1 · · · nW 0

3.2 False Traces Identification

Since there is often an error between the P and F, it is not appropriate to replace
P with F directly. Here we define as follows a distance function Q2 between P
with F . The minimization of the distance function would force P of false traces
to be zero or be very near to zero since the unobserved traces have higher weights,
and consequently G of false traces would be zero or very near to zero since P
and transform probability are non-negative ( refer to equation (1) for detail).

argmin
G

Q
2

= argmin
G

p
2
UN

2
+

M∑
i=1

(fi − pi)
2 N

fi

= argmin
G

(

M∑
j=1

gj ∗ uj)
2
N

2
+

M∑
i=1

(fi −
M∑
j=1

gj ∗ pj,i)
2 N

fi

(2)

subject to
∑M

i=1 gi = 1 and gi ≥ 0.
Now the false traces identification problem has been modeled as a quadric op-

timization problem, whose computation complexity is determined by the number
of variables and the number of constraints. From equation (2), it is known that
there are M variables and M + 1 constraints. To best of our knowledge, 32,000
and 16,000 are the limits of numbers of variables and constraints for a non-linear
optimization problem respectively, achieved by the Lingo System (version 12.0).2

Those are enough for almost all false trace identification problems we believe.
Once G are obtained, observed traces with latent generation probabilities

lower than one tenth of the smallest occurrence frequency among all observed
traces, an objective threshold we proposed, may be false traces. The acceptance
of the identification result depends on the result of a χ2 test with a specified
confidence level 1− α. If the test fails, which indicates that F cannot reflect P
of traces, the identification result should be rejected. It is necessary to note that
passing χ2 test is not a sufficient condition but a necessary condition.

3.3 False Trace Discovery

It is general that only partial information about pollution is known. For example,
an observed trace is found being polluted by chance, but it is unknown what

2 http://www.lindo.com/

http://www.lindo.com/
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the ratio of polluted traces versus observed traces is. Yet the FATILP can still
help discover possible false traces by trying all types of known pollution and
valid pollution ratios with the partial information. Two heuristic rules are used
to find a better pollution description: 1) The smaller the distance, the better the
pollution description. 2)The smaller the distance, the better the pollution ratio.

We believe that the false traces discovery is an interactive process. At first
the FATILP is run with transformation matrix, elements of which are initialized
either based on partial pollution information or with equal transformation prob-
ability. After the estimated results have been analyzed, the information about
the pollution improved, and the element values of the transformation matrix re-
vised, the FATILP will be run again. Iteratively the most possible pollution type
of the log, the appropriate pollution ratio and all possible false traces will be
found out at last. The FATILP is an indispensable tool during the interaction.

4 Experiments

Experiments were carried out to 1) validate the proposed approach, 2) demon-
strate how to discover an appropriate pollution ratio as well as 3) the most
possible pollution type for a given polluted log.

4.1 Experiment Design

An experiment consists of two steps, 1) generating logs according to the specified
generation probabilities of normal traces, pollution type, pollution ratio and log
length, and 2) identifying false trace as well as evaluating experiment results.

For a process model shown in Fig. 3, there are four normal traces T1(ACDG),
T2(ADCG), T3(BEH), and T4(BFH). For these traces, we here define three
typical generation probability distributions of normal traces as shown in Table 2.

B

A

C

D

E

F

G

H

Fig. 3. A simplified business process
model

Table 2. Generation probability distribu-
tions

Type P(T1) P(T2) P(T3) P(T4)

B(balanced) 0.25 0.25 0.25 0.25
N(unbalanced) 0.59 0.35 0.05 0.01
I(ext-unbalanced) 0.6999 0.25 0.05 0.0001

Two types of pollution are simulated, pollution D that R% of traces are pol-
luted by missing an event and every event of a trace may be missed with the
same probability and pollution E that R% of traces are polluted by exchanging
orders of two adjacent events and every pair of adjacent events of a trace may
be exchanged with the same probability. It is necessary to note that although
complicated pollution, e.g. the two elementary types being combined together
and/or repeated some times, may lead to diverse element values of the trans-
formation matrix, this diversity can be approximated by means of elementary
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pollution along with various generation probability distributions of traces (refer
to the Q2). That is the reason why pollution types D and E are selected.

To evaluate the performance of approaches for the false trace identification
problem, the correct identification rate, h = tp+tn

tp+fn+tn+fp , is defined, where tp
and fn are the numbers of false traces being identified as false traces and as true
traces respectively, tn and fp are the numbers of true traces being identified as
true traces and as false traces respectively. Each experiment is repeated 100
times on 100 logs and the average values are used for evaluation.

To distinguish one experiment from the others, we name an experiment with
a code XY ZK, where X is a pollution type (D or E), Y is a pollution ratio
(Y ×10%), Z is a generation distribution type (B,N or I), and K is sample size,
i.e. log length. The K may be omitted when the sample size is 5k.

4.2 Experiment Results

In Fig. 4, both sub-figures (a) and (b) depict that the performance of the pro-
posed approach decreases from on balanced logs to on extreme unbalanced logs,
but values of best performance of all experiments are greater than 0.9. The ap-
proach is so sensitive to the pollution ratio that the best identification rates
can only be achieved around the real pollution ratio, 50%, no matter what the
pollution type is and what the distribution is. Both sub-figures (c) and (d) show
that the performance of the approach gets better when the length of the extreme
unbalanced log increases. We can conclude that if the log length is big enough,
the performance of the approach on the extreme unbalanced logs would be as
good as that on balanced logs, and there is no significant difference between
performance of the proposed approach on logs with E and that on logs with D.
Thus to illustrate the performance of the approach, experiments on logs with
any type of probability distributions and any type of pollution are acceptable.
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Table 3. Performance comparison

D5B D5N D5I D5I50k D5I500k E5B E5N E5I E5I50k E5I500k

FATILP 1.00 1.00 0.94 0.98 1.00 1.00 1.00 0.91 0.95 0.99
Thr 1.00 0.87 0.88 0.86 0.87 1.00 0.83 0.87 0.83 0.83

The traditional approach for noise identification in process mining is denoted
as “Thr” in Table 3, which depends on an empirical threshold [15]. The results of
“Thr” are based on the most appropriate threshold values respectively. Although
the FATILP works as well as “Thr” on balanced logs, it works better than “Thr”
on unbalanced logs. It is interesting that the performance of FATILP increases
when the log length increases, while the “Thr” does not. The main reason, we
believe, is that the proposed approach considers the nature of pollution by means
of modeling the process of pollution of event logs in a probabilistic manner.

Table 4. Average Q2/h of each experiment on E polluted balanced logs

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

RA = .1 0.00/1.00 0.01/1.00 0.01/0.67 0.02/0.37 0.02/0.33 0.03/0.33 0.03/0.33 0.04/0.33 0.05/0.16

RA = .2 0.10/1.00 0.00/1.00 0.01/1.00 0.03/0.64 0.04/0.33 0.06/0.33 0.07/0.33 0.08/0.33 0.10/0.16

RA = .3 0.37/1.00 0.05/1.00 0.00/1.00 0.02/0.98 0.05/0.63 0.08/0.34 0.11/0.33 0.14/0.23 0.18/0.16

RA = .4 0.84/1.00 0.21/1.00 0.04/1.00 0.00/1.00 0.03/1.00 0.08/0.65 0.14/0.37 0.19/0.18 0.29/0.16

RA = .5 1.44/1.00 0.46/1.00 0.15/1.00 0.03/1.00 0.00/1.00 0.03/1.00 0.13/0.91 0.25/0.49 0.41/0.16

RA = .6 1.65/0.50 0.70/0.50 0.34/0.99 0.13/1.00 0.03/1.00 0.00/1.00 0.03/1.00 0.16/1.00 0.43/0.66

RA = .7 1.38/0.18 0.67/0.50 0.43/0.62 0.26/0.67 0.12/0.99 0.03/1.00 0.00/1.00 0.04/1.00 0.23/1.00

RA = .8 1.00/0.00 0.65/0.50 0.48/0.66 0.34/0.66 0.22/0.67 0.11/0.88 0.03/1.00 0.00/1.00 0.06/1.00

RA = .9 0.82/0.12 0.68/0.48 0.54/0.66 0.41/0.66 0.30/0.68 0.20/0.73 0.11/0.83 0.04/1.00 0.00/1.00

Table 5. Discovering pollution type on D polluted logs

hE Q2
E χ2

E hD Q2
D χ2

D

RA = 0.1 0.27 0.09 4.7E + 2 0.29 0.05 2.4E + 2

RA = 0.2 0.27 0.20 1.0E + 3 0.47 0.09 4.4E + 2
RA = 0.3 0.27 0.33 1.8E + 3 0.82 0.10 5.1E + 2
RA = 0.4 0.28 0.46 2.7E + 3 1.00 0.04 2.2E + 2

RA = 0.5 0.28 0.62 4.1E + 3 1.00 0.00 1.1E + 1

RA = 0.6 0.32 0.78 6.4E + 3 1.00 0.04 2.2E + 2
RA = 0.7 0.34 0.95 1.1E + 4 1.00 0.16 9.7E + 2
RA = 0.8 0.54 1.10 2.9E + 4 1.00 0.37 2.9E + 3
RA = 0.9 0.60 1.19 2.E + 22 0.89 0.63 1.0E + 4

Table 4 contains average least distances (Q2 values) and average performance
(h values) of experiments on E polluted balanced logs. The upper line lists pol-
lution ratios used to generate polluted logs. The left column lists assumed pol-
lution ratios used to identify false traces. From the values in the table, we know
that both the minimal value of distance is obtained and the best performance is
achieved when the assumed pollution ratio equals the real ratio. This property
can help discover the correct pollution ratio among assumed ratios, with which
the approach performs best on a log given correct pollution type.
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An example of looking for the exact pollution type as well as pollution ratio
of a polluted log is presented in Table 5. A balanced log is polluted by means of
pollution D with ratio 50%. To find out the real pollution, first the pollution E
is assumed with pollution ratio increasing from 10% to 90%. The pollution ratio
10% seems a good choice since values of the distance Q2

E and the statistic χ2E are
minimal respectively. Second the pollution D is tried with, where both Q2

D and
χ2D reach their minimal values at ratio 50%. And both Q2

D and χ2D with ratio
50% are less than Q2

E and χ2E with ratio 10%, and the D pollution with ratio
50% may be a good option. Furthermore, the value of χ2D with ratio 50% is 11,
which is much smaller than the critical value 43.82(= χ2(19)) with a confidence
level 99.9%. Therefore the pollution D with ratio 50% is acceptable. Thus the
proposed approach help find out the real pollution type of a polluted log.

5 Conclusions and Future work

In this paper, the noise identification problem of event logs for process mining
was discussed. We distinguished the concept of false trace, i.e. the invalid traces
as regards the process model to be discovered, from that of the polluted trace,
i.e. noise, and focused on the false trace identification problem. On some natural
and reasonable assumptions, we characterised the problem and modeled it as
a quadric optimization problem of estimating a probability distribution. Then
we proposed a common approach, FATILP, to estimate the latent generation
probability distribution of normal traces given a polluted log and a description
of pollution, and then to identify false traces at a user-specified confidence level.
Experiment results show that the proposed approach works better than tradi-
tional approaches, and it can be applied not only to identify false traces in a
polluted logs but also to discover the most possible pollution type of the log as
well as an appropriate pollution ratio interactively.

The work presented in this paper may be extended in several directions. First,
the approach may be improved by taking informative completeness of event
logs into consideration. Second, it may be possible to improve the precision of
the estimation of latent generation probabilities of observed traces. Third, the
approach may be extended to deal with new types of pollution, e.g. duplicate
records of an event.
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Abstract. The Hierarchical Dirichlet Process (HDP) model is an im-
portant tool for topic analysis. Inference can be performed through a
Gibbs sampler using the auxiliary variable method. We propose a split-
merge procedure to augment this method of inference, facilitating faster
convergence. Whilst the incremental Gibbs sampler changes topic assign-
ments of each word conditioned on the previous observations and model
hyper-parameters, the split-merge sampler changes the topic assignments
over a group of words in a single move. This allows efficient exploration
of state space. We evaluate the proposed sampler on a synthetic test set
and two benchmark document corpus and show that the proposed sam-
pler enables the MCMC chain to converge faster to the desired stationary
distribution.

1 Introduction

The hierarchical Dirichlet process (HDP) [1] is an important tool for Bayesian
nonparametric topic modelling, particularly when mixed-membership exists, such
as in a document collection. Each document is modelled as a group of words,
generated from the underlying latent topic. It is an extension of Latent Dirichlet
Allocation (LDA) [2], allowing unbounded latent dimensionality, with capacity
to automatically infer the number of topics in a document set. The HDP is a
hierarchial version of the Drichilet process (DP) clustering model, where a cor-
pus of documents are assumed to be generated from a set of top-level topics
with independent mixing distribution. In contrast to the DP mixture model for
which the metaphor is a Chinese Resturant Process (CRP), a HDP can be ex-
pressed using a metaphor of Chinese Restaurant Franchise (CRF), where a set
of dishes is shared across a collection of franchise restaurants, each having tables
generated using a CRP from the customers arriving at that franchise.

As with Bayesian nonparametric models, exact posterior inference is not
tractable. MCMC or variational approximation are used for approximate poste-
rior inference. In this paper, we focus on MCMC sampling, wherein posterior is
computed from the empirical distribution of samples from a Markov chain, whose
stationary distribution is the posterior of interest. [1] propose two MCMC sam-
pling schemes, one based on the CRF and the other on the auxiliary variable

J. Pei et al. (Eds.): PAKDD 2013, Part II, LNAI 7819, pp. 546–557, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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method. In many cases the use of auxiliary variable sampling method is pre-
ferred to keep the sampling simple and easily extendable to elaborate models
such as iHMM [1]. The basic MCMC sampler for the HDP is an incremental
Gibbs sampler - the topic is sampled for a single observation, one at a time,
conditioned on preceding observations and model hyperparameters. Since, only
one state change takes place at a time, mixing may be slow, requiring many
Gibbs iterations for the MCMC chain to converge to its stationary distribution.
Whereas CRF based sampling is staightforward in formulation, the implemen-
tation is tedious, requiring tracking of individual table assignments for each
restaurant, and then tracking the dish preference for each table. The auxiliary
variable split-merge sampler is based on directly sampling the topic assignment
(dish) of the words (customers) in the documents and thus straightforward in
implementation.

Split-merge MCMC samplers have been proposed for Bayesian nonparametric
models, such as for DPM to accelerate mixing [3]. In a split-merge setting, a
group of observations are moved together in the state space based on whether
splitting or merging of topics are accepted based on a Metropolis-Hastings ratio.
In practice, each sampling run consists of a Gibbs sampling followed by a split-
merge proposal evaluation. Since, the state change may occur for a group of
points at each iteration, the MCMC chain can quickly traverse the state-space
and potentially converge faster than if only the Gibbs sampler is used.

Motivated by this, we propose a split-merge procedure for the HDP to accel-
erate the mixing of the MCMC chain for the auxiliary variable sampling scheme
called the Split-Merge Augmented Gibbs sampler. Assuming each word (cus-
tomer) in the document corpus has been assigned to a topic(dish) at the higher
level, we evaluate a split-merge proposal on the customer-dish relationship i.e.
we either propose to split all the customers in all the franchise restaurants who
share the same dish into two different dishes or propose merging the set of all
customers sharing two different dishes. In contrast to the CRF based split-merge
sampling scheme [4], we do not worry about the lower-level customer-table as-
signments and thus the proposed split-merge scheme is effective at both levels
of the HDP.

We evaluate and analyze the proposed algorithm on synthetic data and two
benchmark document corpus, - NIPS abstracts and 20 News Group data. In
synthetic experiments, we generate topics with low separability and show that
the incremental Gibbs sampler is unable to recover all the correct topics; however,
our split-merge augmented Gibbs sampler is able to recover all topics correctly.
For the document corpus, we evaluate the performance of Gibbs vs our sampler
based on the perplexity of held-out data and show that our proposed method is
able to produce lower perplexity in similar time.

The layout is as follows: Related background on HDP and inference tech-
niques is described in the section 2; in the section 3, we detail the split-merge
procedure after briefly reviewing the Gibbs sampling procedure based on the
auxiliary variable scheme. Experimental results are discussed in section 4 and
finally, section 5 concludes our discussion.
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2 Related Background

Dirichlet Proess (DP) mixture model for clustering with theoretically unbounded
mixture component has been first studied in [5] with [6] giving a stick-breaking
construction for the DP prior. Hierarchical Dirichlet Process (HDP) extends the
DP in two level where the bottom level DP uses the top-level DP as the base
measure was first proposed in [1]. This is a mixed-membership model where
a group is sampled from a mixture of topics and has been used extensively
for document analysis [7], multi-population haplotype phasing [8], image/object
retrieval [9] etc.

Split-merge sampling for DP mixture model was first proposed in [3] and
splitting of a single cluster by running a Restricted Gibbs sampler on the subset
of points belonging to that topic is described. Whilst a merge proposal is easy
to generate, generating a split proposal takes some work as a random split will
most likely to be a bad proposal and they would be rejected. Hence, the need
for the Restricted Gibbs sampler. Using the same framework [10] proposed a
slightly different split-merge algorithm by having a simpler split routine using a
sequential allocation scheme. In contrast to running a Gibbs sampler to generate
a split proposal they proposed a single run sequential allocation scheme to gen-
erate the split, thus reducing the overhead cost. Split-merge sampler for HDP
based on the Chinese Restaurant Franchise sampling scheme has been proposed
in [4]. This perform splitting or merging only at the top level assignments using
the similar procedure for the DP with additional factors coming from the bottom
level when computing the prior clustering probability.

3 Framework

3.1 Hierarchical Dirichlet Process

The hierarchical Dirichlet process is a distribution over a set of random prob-
ability measure over (Θ,B). It is a hierarchical version of the DP, where a set
of group level random probability measures (Gj)

J
j=1 are defined for each group

which shares a global random probability measure G0 at the higher level. The
global measure G0 is a draw from a DP with a base measure H and a concen-
tration parameter γ. The group specific random measures Gj are subsequently
drawn from a DP with G0 as its base measure,

G0 ∼ DP (γ,H) (1)

Gj/G0 ∼ DP (α0, G0) (2)

with j denoting the group. Since Gj are drawn from the almost surely discrete
distribution of G0, it ensures that the top level atoms are shared across the
groups. In the topic model context each document is a group of words and the
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Fig. 1. The HDP model

atoms (topics) are the distribution over words. The stick-breaking representation
of G0 can be expressed as,

G0 =
∞∑
k=1

βkδθk (3)

where θk ∼ H independently and (βk)
∞
k=1 admitting stick-breaking construction

such that (βk)
∞
k=1 ∼ Stick(γ). Since, G0 is used as the base measure for Gj , it

can be expressed as,

Gj =

∞∑
k=1

πjkδθk (4)

where it can be shown that [1] πj ∼ DP (α0, β). The stick-breaking representa-
tion for HDP is given below,

β|γ ∼ Stick(γ) (5)
πj|α0,,β ∼ DP (α0, β) zji|πj ∼ πj

θk|H ∼ H xji|zji, (θk)∞k=1 ∼ F (θzji)

3.2 Posterior Inference with Auxiliary Variable

With the stick breaking representation of 5, the state space consists of (z, π, β, θ).
Since z and π forms a conjugate pair, π can be integrated out giving the condi-
tional probability of z given β as.

P (z|β) =
J∏

j=1

Γ (α0)

Γ (α0 + nj)

K∏
k=1

Γ (α0βk + njk)

Γ (α0βk)
(6)
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From 6 the prior probability for zji given z−ji and β can be expressed as,

p(zji = k|z−ji, β) =
(α0βk + n

−ji
jk )

α0 + nj
for k = 1, ...K, u (7)

where β =[β1β2...βu] such that βu =
∑∞

k=K+1 βk. Adding the likelihood term
we can have the sampling formula of zji as,

p(zji = k|z−ji, β) ∝ (α0βk + n
−ji
jk )f(xji/θk) for k = 1, ...K, u (8)

where θu is sampled from its prior H . If a new topic (K + 1) is created then we
set βK+1 = bβu, where b ∼ Beta(1, γ). To sample β we use the auxiliary variable
method as outlined in [Teh]. We first sample the auxiliary variable m from,

q(mjk = m|z,m−jk, β) ∝ s(njk,m)(α0βk)
m (9)

where s(njk,m) are the unsigned Stirling numbers of the first kind. Subsequently,
β is sampled from,

q(β|z,m) ∝ βγ−1
u

K∏
k=1

β
∑

j mjk−1

k (10)

Eq 8910 completes the Gibbs sampling formula for HDP inference. For elabora-
tion please refer to [1,7].

3.3 Split-Merge procedure

The split-merge proposal is a form of Metropolis-Hasting algorithm where the
algorithm draws a new candidate state C∗ from a distribution with density π(C)
according to a proposal density q(C∗/C) and then evaluation of the proposal
based on the Metropolis-Hasting ratio of

a(C∗, C) = min[1,
q(C|C∗)π(C∗)

q(C∗|C)π(C) ]

The proposal C∗is accepted with the probability a(C∗, C). If it is accepted the
state changes to C∗ or it remains at C. For HDP mixture model the above
formula takes the form of

a(C∗, C) = min[1,
q(C|C∗)P (C∗)L(C∗|x)
q(C∗|C)P (C)L(C|x)

From this prior distribution of P (z|β) (Eq. 7) we can use the Polya’s urn
metaphor to create a sequence [zji1zji2 ...zjnj ] for a particular document j given
β as,
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P (zji = k|c1, c2, ..., ck; zj1, zj2, ..., zji−1;β) =
α0βk + n

<i
jck

α0 + i− 1
for k <= K

=
α0βu

α0 + i− 1
for k = K + 1

where ck is the k′th topic. Given this assignement scheme, the probability of a
particular configuration of word assignments C = {njc1 , njc2 , ..., njcK}Jj=1 to the
topic set {ck}Kk=1 can be expressed as,

P (C|β) =
αK0 βu1βu2 ...βuk

∏J
j=1

∏K
k=1 < α0βk >njk∏J

j=1

∏nj

i=1(α0 + i− 1)
(11)

where βuk
=
∑∞

l=k βl and < α0βk >njk
= α0βk(α0βk + 1)...(α0βk + njk − 1)

denotes the rising factorial and can be computed as the ratio of two gamma
functions. For a split proposal a particular topic k is splitted in k1 and k2 and
the new configuaration is denoted as Csplit. After we generate new latent as-
signements zsplit corresponding to Csplit, we resample βusing 9 and 10 to obtain
βsplit.The configuration probability of P (Csplit/βsplit) can now be computed as,

P (Csplit|βsplit) =
αK+1
0 βu1βu2 ...βuk+1

∏J
j=1

∏K+1
k=1 < α0βk >njk∏J

j=1

∏nj

i=1(α0 + i− 1)
(12)

Now we can compute P (Csplit|βsplit)
P (C|β) as the ratio of 12 and 11. Similarly for merge

proposal when topics k1 and k2 are merged into a single topic k and βmerge
k is

sampled with the new zmerge, then we have,

P (Cmerge|βmerge) =
αK−1
0 βu1βu2 ...βuk−1

∏J
j=1

∏K−1
k=1 < α0βk >njk∏J

j=1

∏nj

i=1(α0 + i− 1)
(13)

from which the ratio P (Csplit|βsplit)
P (C|β) can be computed from 13 and 11. In our

proposed method we will use the conditional configuration probability ratio in
place of P (C∗)

P (C) as our target distribution is π(C|β).
The likelihood term L(C/x) is computed over all the words of all the docu-

ments and is given as,

L(C|x) =
J∏

j=1

nj∏
i=1

ˆ
f(xji, θ)dHji,cji (θ)

where Hji,cji is the posterior distribution of θ based on the prior G0 and all the
observations xj′,i′ such that j′ < j and i′ < i. The above integral is analytically
tractable if G0 is conjugate prior. We can express the above likelihood equation
as a product over topics such that,
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L(C|x) =
J∏

j=1

K∏
c=1

∏
i:Cji=c

ˆ
f(xji, θ)dHji,c(θ)

Expressing this way now we can compute the ratio of likelihoods between a split
proposal Csplit and the existing configuration C as,

L(Csplit|x)
L(C|x) =

∏
J
j=1

∏
i:C

split
ji

=k1

´
f(xji, θ)dHji,k1(θ)

∏
J
j=1

∏
i:C

split
ji

=k2

´
f(xji, θ)dHji,k2(θ)

∏
J
j=1

∏
i:Cji=k

´
f(xji, θ)dHji,k(θ)

(14)

Similarly, for merge proposal the ratio of likelihood is,

L(Cmerge|x)
L(C|x) =

∏J
j=1

∏
i:C

merge
ji =k

´
f(xji, θ)dHji,k(θ)

∏J
j=1

∏
i:Cji=k1

´
f(xji, θ)dHji,k1(θ)

∏J
j=1

∏
i:Cji=k2

´
f(xji, θ)dHji,k2(θ)

(15)

To evaluate the proposal density q(C∗|C) we need to create an algorithm for cre-
ating C∗ from the existing configuaration C. Here we use sequential assignment
method similar to [10] for that. Let us assume that we are generating a split
proposal for the topic k into two topics k1 and k2. We need to divide the words
S = {njck}Jj=1 into two sets Sk1 = {njk1}

J
j=1 and Sk2 = {njk2 }

J
j=1. We start with

a random word from a random document as the seed for the topic k1 and sim-
ilarly for topic k2 i.e. Sk1 = {xjr1,ir1}(jr1,ir1)∈S and Sk1 = {xjr2,ir2}(jr2,ir2)∈S

such that (jr1, ir1) 
= (jr2, ir2). The rest of the words from the set S can be
assigned by sampling from,

P (kji = k1|Sk1 , Sk2 , θ, xji) (16)

=
(α0β

split
k1

+|Sj
k1

|−1)p(xji|θSk1
)

(α0β
split
k1

+|Sj
k|−1)p(xji|θSk1

)+(α0β
split
k2

+|Sj
k2

|−1)p(xji|θSk2
)

P (kji = k2|Sk1 , Sk2 , θ, xji) (17)

=
(α0β

split
k2

+|Sj
k2

|−1)p(xji|θSk2
)

(α0β
split
k1

+|Sj
k|−1)p(xji|θSk1

)+(α0β
split
k2

+|Sj
k2

|−1)p(xji|θSk2
)

where, a simple allocation of βsplitk1
and βsplitk2

can be assigned as βsplitk1
= βsplitk2

=

βk/2. The proposal probability q(Csplit|C) is computed as a product of the above
probabilities based on the actual assignment. The reverse proposal probability
q(C|Csplit) = 1 since the set of two sets of words can only be combined in a
single way. We propose merge proposal as combining the two topics k1 and k2into
a single topic k. In this case q(Cmerge|C) = 1, however, to compute the reverse
proposal probability q(C|Cmerge) we need to create a dummy split proposal
and compute q(C|Cmerge) = q(Cdummysplit|Cmerge) following the previously
described split procedure.
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Our split-merge procedure runs after each Gibbs iteration and at each run
of aplit-merge procedure we either select to perform a split or merge. Till now
we have not discussed whether a split or a merge proposal is to be evaluated.
The simplest way to determine that by way of sampling two random words
from the document corpus and then depending on whether they belong to the
same topic or not we evaluate a split or merge proposal respectively. Whilst this
scheme works fine it is understood that with the increasing number of topics
we may encounter more merge proposal being evaluated than split proposals.
To circumvent that we propose sampling from a binary random variable with
equal probability of selecting a merge or split proposal at each run. When a split
proposal has to be created we first select a topic at random and then proceed
with splitting that topic, similarly when a merge proposal has to be created
we select two topics at random and then proceed with the merging. From our
experience this provides faster convergence than the naive method.

4 Experiments

We evaluate our proposed split-merge algorithm for HDP topic models for both
synthetic and real world data. In all experiments, we run the normal conditional
Gibbs sampler and the proposed split-merge augmented Gibbs sampler for the
HDP model, with identical initialization of state space and variables. The nor-
mal Gibbs sampler visits each document and all words within it sequentially,
assigning each to one to an existing topic or creating a new one based on the
predictive likelihood of the word. The split-merge augmented Gibbs sampler
runs a Gibbs iteration followed by the split-merge procedure. A split or a merge
is proposed based on user-defined selection probability (a simple scheme is to
have equal probability of acceptance). Depending on whether a split or merge
has been selected, we pick two words randomly from a single topic or from two
different topics for split and merge respectively. We then propose the split or the
merge and accept them based on its acceptance probability.

4.1 Synthetic Data

We use synthetic data to demonstrate the performance of our proposed split-
merge augmented sampler in comparison to the simple conditional Gibbs sam-
pler. We generate 10 topics from a vocabulary size of 10. The topics are created
such that the first topic uses all the words with equal probability, and the rest
use lesser number of words, with the last topic using only a single word, as shown
in the Fig 2a. Fig 2b shows the extracted four groups. The topic mixture for each
group has been generated as a random simplex.

Both the Gibbs sampler and the split-merge augmented Gibbs samplers are
run for 1000 iterations and the posterior for the cluster number is shown in
the Fig 3b and Fig 3a respectively. Whilst the naive conditional sampler fails
to recover exact topics even after 1000 iterations, the split-merge augmented
Gibbs Sampler is able to find the correct number of topics within the first 25
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Algorithm 1. Split-merge augmented Gibbs sampler for HDP
For each iteration:

– Perform Gibbs sampling using auxiliary variable scheme (Eq. 8,9, and10).
– Choose a split or merge decision by sampling t ∼ Bern(0.5) with t = 0 indicating

a split and t = 1 indicating a merge.
– If split:

• Randomly select a topic to split.
• Split the chosen topic into two and generate zsplit using Eq. 16 and 17.
• Resample βsplit using Eq. 9 and 10.
• Compute the proposal likelihood ratio (P (Csplit|βsplit)

P (C|β)
) from Eq. 12 and 11.

• Compute likelihoods ratio (L(Csplit|x)
L(C|x) ) from Eq. 14.

• Set q(C|Csplit) = 1 and compute q(Csplit|C) from Eq. 16 and 17 by multiply-
ing the assignment probabilities.

• Compute the Metropolis Hasting ratio

a(Csplit,C) = min[1,
q(C|Csplit)P (Csplit|βsplit)L(Csplit|x)

q(Csplit|C)P (C|β)L(C|x)

• Accept the split proposal with probability a(Csplit,C).
• Set z = zsplit and β = βsplit.

– if merge:
• Randomly select two topics.
• Merge them into two and generate zmerge and resample βmerge.
• Create a dummy split following the split algorithm as outlined above to obtain

a(Cmerge,Cdummysplit) =

min[1,
q(Cdummysplit|Cmerge)P (Cmerge|βmerge)L(Cmerge|x)

q(Cmerge|Cdummysplit)P (Cdummysplit|βdummysplit)L(Cdummysplit|x)

• Accept the merge proposal with probability a(Cmerge,Cdummysplit).
• Set z = zmerge and β = βmerge.

(a) The 10 topics (b) The four groups.

Fig. 2. Synthetic experimental set up (a) the 10 topics, (b) the 4 groups represented
as a bag of words
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iterations. This is a significant speed up. The reason the naive Gibbs sampler
fails to separate the topic is because they are not easily separable, however,
our algorithm is able to split topics that are hard to separate. Fig 3a shows the
split-merge acceptance ratio after each iteration. As expected the ratio falls with
increasing number of samples, once all 10 topics have been recovered correctly.
The confusion matrix for the topics as recovered by the two sampling algorithms
is shown in Fig 4. Since the first few topics have a higher overlap, they are
hard to separate.Thus it is nor surprising that the naive Gibbs sampling fails to
separate them, however, our algorithm, with its capability to explore state-space
in an efficient way, is able to separate the topics.
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Fig. 3. Posterior K on synthetic data for (a) combined Gibbs and Split-Merge sampler,
and (b) only the Gibbs sampler

Group 1 Group 2

Group 3 Group 4

Group 1 Group 2

Group 3 Group 4

Fig. 4. Confusion matrix for topic mixtures for the four synthetic groups. Naive Gibbs
sampler is in left and the split-merge augmented sampler is in right
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4.2 Document Corpus

We used NIPS abstract data and 20 News Group data to study the convergence
of our proposed method. NIPS0-12 data is a collection of abstracts published in
the NIPS conference from the year 1988-1999. We select 1392 abstracts consisting
of 263K words. The Dirichlet prior is set at Dir(0.5). Both the Gibbs sampler
and our sampler was initialized with the same initial topic distribution. We used
random 80% of the data for topic modelling and the rest 20% data for perplexity
computation. We run them for the same time and plot the the perplexity at each
iteration in Fig 5a.

(a) NIPS corpus (b) 20 News Group corpus

Fig. 5. Perplexity on the held-out data between the Split-Merge augmented Gibbs
sampler and the Gibbs sampler on (a) NIPS corpus and (b) on 20 News Group corpus

The 20 News Group data contains 16242 documents with vocabulary size of
100. The Dirichlet parameter is set at 0.05. Similar to above setting, we learn our
model with a random set of 80% of documents and the remaining 20% are used
for perplexity computation. Both the Gibbs and our algorithm are run with the
same initialization. Perplexity at each iteration is reported in Fig 5b. Superior
perplexity is observed, although the algorithms ran for the same time.

5 Conclusion

In this paper we proposed a novel split-merge algorithm for HDP based on
the direct conditional assignement of words-to-topics. The incremental Gibbs
sampler can often be slow to mix and may often fail to provide a good posterior
estimate in a limited time. The split-merge sampler with its ability to make
a bigger move across the state-space mixes faster and often lead to very good
posterior estimates. We experimented on both synthetic and real world data
and demonstrate the convergence speedup of the proposed combined Gibbs and
split-merge sampler over the plain Gibbs sampling method.
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Abstract. Entity resolution is the process of matching records that refer
to the same entities from one or several databases in situations where the
records to be matched do not include unique entity identifiers. Match-
ing therefore has to rely upon partially identifying information, such as
names and addresses. Traditionally, entity resolution has been applied in
batch-mode and on static databases. However, increasingly organisations
are challenged by the task of having a stream of query records that need
to be matched to a database of known entities. As these query records
are matched, they are inserted into the database as either representing
a new entity, or as the latest embodiment of an existing entity. We in-
vestigate how temporal and dynamic aspects, such as time differences
between query and database records and changes in database content,
affect matching quality. We propose an approach that adaptively adjusts
similarities between records depending upon the values of the records’
attributes and the time differences between records. We evaluate our ap-
proach on synthetic data and a large real US voter database, with results
showing that our approach can outperform static matching approaches.

Keywords: Data matching, record linkage, dynamic data, real-time
matching.

1 Introduction

Entity resolution is the process of identifying, matching, and merging records
that correspond to the same entities from several databases [1]. The entities
under consideration commonly refer to people, such as patients or customers.
The databases to be matched often do not include unique entity identifiers.
Therefore, the matching has to be based on the available attributes, such as
names, addresses, and dates of birth. Entity resolution is employed in many
domains, the most prominent being health, census statistics, national security,
digital libraries, and deduplication of mailing lists [2–4].
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RecID EntID Given name Surname Street address City Postcode Time-stamp

r1 e1 Gale Miller 13 Main Road Sydney 2000 2006-01-21
r2 e2 Peter O’Brian 43/1 Miller Street Sydney 2010 2006-02-21
r3 e1 Gail Miller 11 Town Place Melbourne 3003 2007-01-28
r4 e1 Gail Smith 42 Ocean Drive Perth 6010 2007-07-12
r5 e2 Pete O’Brien 43 Miller Street Sydney 2610 2008-01-11
r6 e1 Abigail Smith 42 Ocean Drive Perth 6010 2008-06-30
r7 e2 Peter OBrian 12 Nice Terrace Brisbane 7011 2009-01-01
r8 e1 Gayle Smith 11a Town Place Sydney 2022 2009-04-29

Fig. 1. Example data set of eight records representing two entities

While entity resolution has traditionally been applied in batch mode and on
static databases, an increasingly common scenario in many application domains
is the model of data streams [5], where query records (potentially from several
sources) need to be matched with (and potentially inserted into) a database that
contains records of known entities.

An example application of entity resolution in such a dynamic environment
is the verification of identifying information provided by customers at the time
of a credit card or loan application. In many countries, the financial institutions
where customers apply will send the customers’ identifying information to a
central credit bureau. The responsibility of this bureau is to match the query to a
pre-existing credit file to retrieve that customer’s credit history, and to determine
that the customer is the person they claim to be [6]. The credit bureau receives a
stream of query records that contain identifying information about people, and
the bureau’s task is to match these records (in real-time) to a large database of
known validated entities. In this application, accurate entity resolution is crucial
to avoid inappropriate lending and prevent credit application fraud [6].

Temporal and dynamic aspects in the context of entity resolution have only
been investigated in the past three years [7–11]. Most similar to our work is
the technique proposed by Li et al. [8, 9] on linking temporal records. Their
approach assumes that all records in a database have a time-stamp attached,
as illustrated in Fig. 1. These time-stamps are used to calculate decay proba-
bilities for combinations of individual attributes and time differences. Based on
these probabilities the similarities between records (calculated using approxi-
mate string comparison functions on individual attributes [2]) are adjusted. The
agreement decay was defined by Li et al. [8] as the probability that two different
entities, represented by two records with a time difference of Δt, have the same
value in an attribute. The disagreement decay was defined as the probability
that the value in an attribute for a given entity changes over time Δt. Such a
change occurs if, for example, a person moves to a new address.

In Fig. 1, for the ‘City’ attribute and Δt ∈ [0, 1) year, there are three pairs of
records by the same entity where the attribute value has changed: (r3,r4) and
(r6,r8) for e1, and (r5,r7) for e2, and one pair where the value did not change:
(r4,r6). The disagreement probability for this attribute and Δt ∈ [0, 1) year is
therefore 75%. As both entities live in ‘Sydney’ in 2006, we can calculate an
agreement probability for this value. However, due to the sparseness of this data
set, we cannot calculate agreement probabilities for other ‘City’ values.
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Li et al. [8] calculated both agreement and disagreement probabilities such
that they increase monotonically asΔt gets larger. However, as Fig. 2 shows, this
is not necessarily the case. Their approach also assumes that the databases from
which records are matched are static; that the decay probabilities are learned
once in an off-line process using a supervised learning technique (learning dis-
agreement probabilities is of linear complexity in the number of entities, while
learning agreement probabilities is of quadratic complexity); and that these de-
cay probabilities are independent of the frequencies of individual attribute values.
The experiments conducted on a bibliographic data set showed that taking such
temporal information into account can improve matching quality [8].

In contrast, our approach is aimed at facilitating an efficient adaptive calcu-
lation of weights that are used to adjust similarities between records. While our
approach to calculate disagreement probabilities is similar to Li et al. [8], we
calculate agreement probabilities that incorporate the frequency distributions of
the attribute values. This is similar to frequency-based weight adjustments as ap-
plied in traditional probabilistic record linkage [4]. As an example, if two records
have an agreeing surname value ‘Smith’, which is common in many English
speaking countries, then it is more likely that they correspond to two different
entities compared to two records that have the uncommon surname value ‘Di-
jkstra’. As our experimental study on a large real-world database shows, taking
these frequencies into account can lead to improved matching accuracy.

Our contributions are (1) an adaptive matching approach for dynamic data-
bases that contain temporal information; (2) an efficient temporal adjustment
method that takes the frequencies of attribute values into account; and (3) an
evaluation of our approach on both synthetic data (with well controlled charac-
teristics) and a large real voter database from North Carolina in the USA.

2 Related Work

Most research in entity resolution over the past decade has focused on improving
quality and scalability when matching databases. Several recent surveys provide
overviews of the research field [2–4]. Besides the work by Li et al. [8, 9] on
linking temporal records (described above), several other recent approaches have
investigated temporal or dynamic aspects in entity resolution.

Whang et al. [10] developed an approach to matching databases where match-
ing rules can evolve over time, and where a complete re-run of an entity resolution
process is not required when new data become available. The assumption is that
a user provides an initial set of matching rules and over time refines these rules.
While the rules in this approach are evolving, no temporal information in the
records that are matched is taken into account in the matching process.

Ioannou et al. [7] proposed an entity query system based on probabilistic en-
tity databases, where records and their attributes are assigned probabilities of
uncertainty that are incorporated into the matching process. These probabilities
correspond to the confidence one has that an attribute value has been recorded
correctly for an entity. During the matching process a dynamic index data struc-
ture is maintained which contains sub-sets of entities that are connected through
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common attribute values. Related to this work, Christen et al. [12, 13] investi-
gated techniques to facilitate the real-time matching of query records to a large
static database by incorporating the similarities calculated between attribute
values into a novel index data structure. Both of these approaches however do
not consider temporal aspects of the databases that are matched.

Yakout et al. [11] developed a matching approach for transactional records
that correspond to the behaviour of entities (such as shopping baskets of indi-
viduals) over time, rather than the actual entity records. Their approach converts
the transactions of an entity into a behaviour matrix. Entities are then matched
by calculating similarities between condensed representations of their behaviour
matrices. While temporal information is used to generate sequences of transac-
tions for an entity, this information is not used in the matching process.

Pal et al. [14] recently presented an approach to integrate Web data from
different sources where temporal information is unreliable and unpredictable
(such as updates of changes are missing or incomplete). The temporal aspects of
updates of entities are modelled with a hidden semi-Markov process. Results on
a diverse set of data, from Twitter to climate data, showed encouraging results.
The focus of this work is however to compute the correct value of an entity’s
attributes, not to identify and match records that refer to the same entity.

A large body of work has been conducted in the areas of stream data min-
ing [5], where temporal decays are commonly used to give higher weights to
more recent data, and temporal data mining [15], where the aim is to discover
patterns over time in temporal data. To summarise, while either temporal in-
formation or dynamic data have been considered in recent approaches to entity
resolution, our approach is a first to consider both, with the aim to achieve an
entity resolution approach that adapts itself to changing data characteristics.

3 Modelling Temporal Changes of Entities

We assume a stream of query records q, which are to be matched (as detailed in
Sect. 4) to a database R that contains records about known entities. We denote
records in R with ri, 1 ≤ i ≤ N , with N being the number of records in R.
At any point in time N is fixed, but over time new records (such as matched
query records) are added to R while the existing records are left unchanged.
The records in R consist of attributes, ri.aj , 1 ≤ j ≤M , with M the number of
attributes. Examples of such attributes include name and address details, phone
numbers, or dates of birth. The records also contain a time-stamp ri.t, and an
entity identifier, ri.e. All records that correspond to the same entity are assumed
to have the same unique value in ri.e. In a supervised setting, the ri.e are the
true known entity identifiers, while in an unsupervised setting the values of ri.e
are based on the match classification, as will be described further in Sect. 4.

Assume we want to calculate the similarity between query record q and record
ri in R. These two records have a difference in their time-stamps of Δt = |q.t−
ri.t|. For a single attribute aj , we classify the attribute to be agreeing if both
records have the same attribute value (q.aj = ri.aj), or if the two attribute
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Fig. 2. The probabilities of an entity not changing its attribute values over time (i.e.
the attribute values are agreeing), P (Aj ,Δt|S), as calculated from over 2.4 million
entities in a North Carolina (NC) voter database. The x-axes show the time-differences
Δt between two records that refer to the same entity for up-to 20 years, with the right-
hand side plot zooming into the time differences up-to three years. As can be seen,
address values are more likely to change over time than name values.

values are highly similar, i.e. simj(q.aj , ri.aj) ≥ ssame, with simj(·, ·) being
the similarity function used to compare values for attribute aj , and ssame a
minimum similarity threshold. If, on the other hand, simj(q.aj , ri.aj) < ssame,
then we classify the attribute to be disagreeing. Similarity values are assumed to
be normalised, with simj(·, ·) = 0 for two attribute values that are completely
different, and simj(·, ·) = 1 for two values that are the same. Similarity functions
vary by attribute and may be domain specific. For string attributes, such as
names, approximate string similarity functions are commonly used [2].

To take temporal aspects into account, we need to consider the following
events. We denote the event that q and ri actually refer to the same entity
with S, and the event that they actually refer to two different entities with
¬S. Furthermore, we denote the event that q and ri have an agreeing value
in attribute aj with Aj , and the event that they have a disagreeing value in
attribute aj with ¬Aj .

We now consider the following two probabilities. As discussed in Sect. 3.1
below, they are used to adjust the similarities simj(·, ·) according to the time
difference Δt between records q and ri.

P (Aj , Δt|S) = P (simj(q.aj , ri.aj) ≥ ssame ∧ |q.t− ri.t| = Δt | q.e = ri.e) (1)

is the probability that a query and a database record that actually refer to the
same entity have an agreeing value in attribute aj over Δt (i.e. the value does
not change). It holds that P (Aj , Δt|S) = 1− P (¬Aj , Δt|S).

P (¬Aj , Δt|¬S) = P (simj(q.aj , ri.aj) < ssame∧|q.t−ri.t| = Δt | q.e 
= ri.e) (2)

is the probability that a query and a database record that actually refer to two
different entities have disagreeing (i.e. different) values in attribute aj over Δt.
Clearly, P (¬Aj , Δt|¬S) = 1− P (Aj , Δt|¬S).
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The probability P (Aj , Δt|S) can be learned for individual attributes and dif-
ferent Δt by counting the number of agreeing and disagreeing attribute values
for pairs of records of the same entity that have a time difference of Δt.

Calculating the probability P (¬Aj , Δt|¬S) is more difficult because it requires
the comparison of attribute values across records that have a time difference of
Δt and where the records refer to different entities. Such an approach, which
is of quadratic complexity in the number of entities, was employed by Li et
at. [8, 9]. Our approach, described in Sect. 3.2, is aimed at efficiently calculating
the two probabilities (1) and (2) in an adaptive fashion. First we present how
these probabilities are used to adjust the similarities between records.

3.1 Adjusting Similarities between Records

Assume the attributes of a query record q and a database record ri have been
compared using a set of similarity functions sj = simj(q.aj , ri.aj), 1 ≤ j ≤ M ,
such as approximate string comparison functions [2], with sj the similarity value
calculated for attribute aj , and M the number of compared attributes.

Without taking temporal effects into account, we use sj as an estimate of the
probability that two attribute values are the same, and (1−sj) as the probability
they are different [8] (remember we assume 0 ≤ sj ≤ 1). In a temporal setting,
we aim to assign weights to individual attributes that indicate their importance
according to the likelihood of a change of value in this attribute, as discussed
above. Following Li et al. [8], we use (3) to adjust and normalise similarities.

sim(q, ri) =

∑M
j wj(sj , Δt) · sj∑M

j wj(sj , Δt)
, (3)

where sj = simj(q.aj , ri.aj) and Δt = |q.t − ri.t|. This equation is a heuristic
that attempts to adjust the similarity in a qualitatively reasonable manner. We
calculate the weights wj(sj , Δt) using the minimum similarity threshold ssame:

– If sj ≥ ssame we set wj(sj , Δt) = sj ·(1−P (Aj , Δt|¬S)) = sj ·P (¬Aj , Δt|¬S).
This means that the more likely it is that two entities have the same value
in attribute aj over time difference Δt, the less weight should be given to
the similarity value sj of this agreement.

– If sj < ssame we set wj(sj , Δt) = sj · (1−P (¬Aj , Δt|S)) = sj ·P (Aj , Δt|S).
This means that the more likely it is that a value in attribute aj changes
over time difference Δt, the less weight should be given to this disagreement.

For example, as can be seen from Fig. 2, almost nobody in the NC voter database
has changed their given name even over long periods of time, compared to
changes in address attributes (such as street, suburb and postcode). There-
fore, agreeing given name values are a strong indicator in this database that
two records refer to the same entity. On the other hand, a low similarity in an
address attribute is a weak indicator that two records refer to different entities.

During the matching process a query record is compared with one or more
database records, and the resulting adjusted similarities sim(q, ri) as calculated
with (3) are ranked. Details of this matching process are presented in Sect. 4.
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3.2 Learning Agreement and Disagreement Probabilities

In a dynamic setting, the aim is to efficiently learn the probabilities given in (1)
and (2) in an adaptive way. The agreement probability P (Aj , Δt|S) can be
learned from data if it is known which records correspond to the same entity.
To facilitate an efficient calculation of this probability, we discretise the time
differences Δt into equal sized intervals Δtk, of durations such as weeks, months,
or years (depending on the overall expected time span in an application). We
keep two arrays for each attribute aj , Aj [Δtk] and Dj [Δtk]. The first array,
Aj [Δtk], keeps track of the number of times a value in attribute aj is agreeing
for two records of the same entity that have a discretised time difference of Δtk,
while Dj [Δtk] keeps track of the number of times the values in aj are disagreeing
for two records of the same entity. Using these two counters, we calculate:

P (Aj , Δtk|S) =
Aj [Δtk]

(Aj [Δtk] +Dj [Δtk])
(4)

for Δt1, . . . , Δtmax, with Δtmax the maximum discretised time difference en-
countered between two records of the same entity in R. The update of the
counters Aj [Δtk] and Dj [Δtk], and calculating (4) for a certain discretised Δtk,
requires a single increase of a counter and one division for each query record
that is matched to a database record, making this a very efficient approach.

It is possible that no pair of records of the same entity with a certain discre-
tised time difference of Δtk does occur in a data set, and therefore (4) cannot be
calculated for this Δtk. To overcome this data sparseness issue, we also calculate
the average value for P (Aj , Δt|S) over all Δtk for each attribute aj , and use this
average value in case P (Aj , Δtk|S) is not available for a certain Δtk.

To calculate P (¬Aj , Δt|¬S), we use the probability that two records that
refer to two different entities have the same value v in attribute aj , which equals
to P (Aj , Δt|¬S) = 1 − P (¬Aj , Δt|¬S). This probability depends upon how
frequently a certain value v occurs in an attribute. The probability Pj(v) that
an entity has the value v in attribute aj can be estimated from the count of how

many records in R have this value: Pj(v) =
|ri∈R,ri.aj=v|

|R| . For example, only a

few records in R might have the rare surname ‘Dijkstra’, and so the probability
that two records from different entities both have this value is very low.

We keep an array Vj for each attribute aj with a counter for each distinct
value v of how many records in R have this value in aj . We then calculate
P (¬Aj , Δt|¬S) = 1 − Pj(v) for all attributes values v. If a value in a query
record q in attribute q.aj has not previously occurred in R (and thus Pj(q.aj) =
0), we set P (¬Aj , Δt|¬S) = 1.0 for this value. Updating the counters Vj and
probabilities Pj(v) requires one integer increment and one division per attribute.
For a single query record, the calculations of both agreement and disagreement
probabilities are thus of complexity O(1), making this approach very efficient.

The database record to which a query record is matched determines the calcu-
lation of P (Aj , Δtk|S). In a supervised setting, the true match status of (a subset
of) record pairs is known, allowing the calculation of this probability based on
these training pairs. For a query record q, if there is a previous record ri of the
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Algorithm 1. Adaptive Temporal Matching Process
Input:
- Initial database with known entity records: R = Rinit

- Arrays with counters for agreements, disagreements, and values: Aj , Dj , and Vj

- Attribute similarity functions: simj(·, ·); and thresholds: ssame and smatch

- Stream of query records: q
Output:
- Identifiers of matched entities: q.e

1: Set countent to number of entities in R
2: while q do:
3: Get candidate records C from R: C = get cand records(q,R)
4: for c ∈ C do:
5: Δt = |q.t − c.t|; sj = simj(q.aj , c.aj), 1 ≤ j ≤ M
6: Calculate sim(q, c) using Equation (3)
7: cbest = max(ci : sim(q, ci) > sim(q, ck), ci ∈ C, ck ∈ C, ci �= ck)
8: if sim(q, cbest) ≥ smatch then q.e = cbest.e
9: else q.e = countent; countent = countent + 1
10: Insert q into R: insert(q,R)
11: Update Aj , Dj , and Vj , and P (Aj , Δtk|S) and Pj(v), 1 ≤ j ≤ M .
12: Pass q.e to application

same entity in R, we calculate Δt = |q.t − ri.t| and which attributes agree or
disagree for these two records using simj(q.aj , ri.aj) and ssame, and we update
the appropriate counters in Aj and Dj and the corresponding probabilities.

If no training data are available, then for a query record the best matching
database record, i.e. the record with the highest adjusted similarity according
to (3), is assumed to be the true match. We can then calculate the time differ-
ences and update the relevant counters and probabilities in the same way as in
a supervised setting. Due to limited space, we only consider the supervised case.

4 Adaptive Temporal Matching

Algorithm 1 provides an overview of the main steps of our matching process.
The required input is a database Rinit of known entities. In a supervised setting,
where (some of) the true entities are known, the entity identifiers ri.e in Rinit

allow us to generate for an entity a chain of records sorted according to the time-
stamps ri.t. Using these entity chains, the counters Aj and Dj are populated,
and the initial values for the P (Aj , Δtk|S), 1 ≤ j ≤ M are calculated. In an
unsupervised setting, no such initial database is available, and thus R = ∅.

The other input parameters required are a set of similarity functions simj(·, ·),
one per attribute aj used, and the two thresholds ssame and smatch. The former
is used to decide if two attribute values are agreeing or not (as described in
Sect. 3), while the latter is use to decide if a query record is classified as a match
with a database record or not (lines 8 and 9 in Algo. 1).

The algorithm loops as long as query records q are to be matched. We as-
sume the case where query records are inserted into the database once they are
matched (line 10). Removing this line will mean that R and the counters in Aj ,
Dj and Vj are not updated, and therefore our approach becomes non-adaptive
(while still taking temporal aspects into account).

In line 3, a set of candidate records C is retrieved from R using an index tech-
nique for entity resolution. For example, Cmight be all records fromR that have
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the same postcode value as q. In our implementation, we employ a similarity-
aware index technique that has shown to be efficient for real-time matching [13].
For each candidate record c ∈ C, its time difference and similarities with q are
calculated in line 5 and adjusted in line 6, as described in Sect. 3.1.

The candidate record with the highest adjusted similarity, cbest, is identified in
line 7 by finding the candidate record that has the maximum similarity with the
query record q. If this similarity is above the minimum match similarity smatch,
then q is assigned the entity identifier of this best match (line 8). Otherwise q
is classified as a new entity and given a new unique entity identifier number in
line 9. In line 10, the query record q is inserted into the databaseR, and in line 11
the counters in Aj [Δt], Dj [Δt], and Vj , as well as the relevant probabilities, are
updated for all attributes aj . Finally, the entity identifier of q is passed on to the
application that requires this information, allowing the application to extract all
records from R that refer to this entity.

5 Experiments and Discussion

We evaluate our adaptive temporal entity resolution approach on both synthetic
and real data. Synthetic data allows us to control the characteristics of the
data, such as the number of records per entity, and the number of modifications
introduced [16]. We generated six data sets, each containing 100,000 records, with
an average of 4, 8, or 16 records per entity, and either having a single modification
per record (named ‘Clean’ data) or eight modifications per record (named ‘Dirty’
data). Modifications introduced were both completely changed attribute values,
as well as single character edits (like inserts, deletes and substitutions).

As real data we used the North Carolina (NC) voter registration database [17],
which we downloaded every two months since October 2011 to build a compound
temporal data set. This data set contains the names, addresses, and ages of
more than 2.4 million voters, as well as their unique voter registration numbers.
Each record has a time-stamp attached which corresponds to the date a voter
originally registered, or when any of their details were changed. This data set
therefore contains realistic temporal information about a large number of people.
There are 111,354 individuals with two records, 2408 with three, and 39 with four
records in this data set. An exploration of this data set has shown that many of
the changes in the given name attribute are corrections of nicknames and small
typographical mistakes, while changes in surnames and address attributes are
mostly genuine changes that occur when people get married or move address.

We sorted all data sets according to their time-stamps, and split each into a
training and test set such that around 90% of the second and following records of
an entity (of those that had more than one record) were included in the training
set. We compare our proposed adaptive temporal matching technique with a
static matching approach that does not take temporal information into account,
and with a simple temporal matching approach where an additional temporal

similarity value is calculated for a record pair as simt(q.t, ri.t) =
|q.t−ri.t|
ΔTmax

, with
ΔTmax being the difference between the time stamps of the earliest and latest



Adaptive Temporal Entity Resolution on Dynamic Databases 567

Table 1. Matching results for synthetic data sets shown as percentage of true matches
correctly identified. The parameter pair given refers to ssame / smatch.

Parameters None Temp Attr Adapt Non Adapt
Avrg rec per ent 4 8 16 4 8 16 4 8 16 4 8 16

Clean, 0.8 / 0.7 92.3 90.5 87.2 91.9 90.6 87.4 92.3 90.8 87.3 92.3 91.1 87.3
Clean, 0.9 / 0.8 63.8 57.9 50.7 63.2 57.9 50.7 64.2 59.1 50.9 63.9 59.6 50.9
Dirty, 0.8 / 0.7 47.1 35.1 25.5 46.5 38.6 29.9 53.5 40.5 29.2 53.6 40.5 29.2
Dirty, 0.9 / 0.8 16.7 10.3 5.9 14.7 10.5 6.6 21.9 13.5 7.4 21.9 13.5 7.4

record in R. Note that we cannot compare our approach to the temporal linkage
method proposed by Li et al. [8, 9], because their method is only applicable on
static databases, as was described in Sect. 1. We label the non-temporal matching
approach with ‘None’; the above described temporal attribute approach with
‘Temp Attr’; our proposed adaptive approach described in Sect. 4 as ‘Adapt’;
and with ‘Non Adapt’ a variation of this adaptive approach that calculates the
probabilities P (Aj , Δtk|S) and Pj(v) only once at the end of the training phase,
but that does not adjust these probabilities for each of the following query records
(i.e. line 11 in Algo. 1 is not executed for query records in the test set).

In Table 1 and Fig. 3 we report matching accuracy as the percentage of true
matches correctly identified, i.e. if a candidate record cbest in line 7 in Algo. 1
was a record of the same entity as the entity of query record q, cbest.e = q.e.
For the NC voter data set we additionally report the percentage of true matches
that occurred in the ten top-ranked candidate records. In a real-time query
environment, returning the ten top-ranked results is a realistic assumption.

We implemented our approach using Python 2.7.3, and ran experiments on a
server with 128 GBytes of memory and two 6-core CPUs running at 2.4 GHz.
We used the Jaro-Winkler string comparison function [2] as simj(·, ·) to com-
pare name and address attribute values. We ran four sets of experiments with
parameter settings: ssame = {0.8, 0.9} and smatch = {0.7, 0.8}. To facilitate re-
peatability, the programs and synthetic data sets are available from the authors.

The results shown in Table 1 for the synthetic data sets indicate that all four
matching approaches are sensitive to the choice of parameter settings, and if the
data are clean or dirty. With data that contain a larger number of variations,
identifying true matches becomes much more difficult, as would be expected.
Matching also becomes harder with more records per entity, because more at-
tributes will have their values changed over time. The proposed approach to
adjust the similarities between records is able to improve matching quality most
when data are dirty. Such data are likely to occur in dynamic entity resolution
applications, where it is not feasible to apply expensive data cleaning operations
on query records prior to matching them to a database of entity records.

The experiments conducted on the NC voter database show quite different
results (Fig. 3), with the proposed similarity adjustment approach outperforming
the two baseline approaches. Taking top ten matches into account, our approach,
which adjusts the similarities between records, is able to identify nearly twice
as many true matches compared to the two baseline approaches. However, the
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Fig. 3.Matching results for the NC voter database shown as percentage of true matches
(TM) correctly identified. Different from the results in Table 1, these results are robust
with regard to parameter settings, and they are also significantly better for the proposed
adaptive approach compared to the baseline approaches ‘None’ and ‘Temp Attr’.
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Fig. 4. Average time for matching a single query record to the North Carolina voter
database. The adjustment of similarities using (3) adds only around 10% extra time.

adaptive approach does not perform as well as the non-adaptive approach. This
is likely because the number of true matches compared to all query records is
very small, which distorts the calculation of the probabilities in (4).

As Fig. 4 illustrates, our approach is very efficient, even on the large real
database with over 2.4 million records. The time needed to adjust the similarity
values between records, as done in (3), only adds around 10% to the total time
required to match a query record, while the time needed to update the coun-
ters Aj , Dj , and Vj , and P (Aj , Δtk|S), is negligible. This makes our approach
applicable to adaptive entity resolution on dynamic databases.

6 Conclusions and Future Work

We have presented an approach to facilitate efficient adaptive entity resolu-
tion on dynamic databases by adaptively calculating temporal agreement and
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disagreement probabilities that are used to adjust the similarities between records.
As shown through experiments on both synthetic and real data, our temporal
matching approach can lead to significantly improved matching quality.

Our plans for future work include to conduct experiments for unsupervised
settings as discussed in Sect. 3.2 and run experiments on other data sets, to
conduct an in-depth analysis of our proposed algorithm, and to extend our ap-
proach to account for attribute and value dependencies. For example, when a
person moves, most of their address related attribute values change, and the
probability that a person moves also depends upon their age (young people are
known to change their address more often than older people). We also plan to
integrate our approach with traditional probabilistic record linkage [4], and we
will investigate how to incorporate constraints, such as only a few people can
live at a certain address at any one time.
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Abstract. Current well-known data description methods such as Sup-
port Vector Data Description and Small Sphere Large Margin are con-
ducted with assumption that data samples of a class in feature space are
drawn from a single distribution. Based on this assumption, a single hy-
persphere is constructed to provide a good data description for the data.
However, real-world data samples may be drawn from some distinctive
distributions and hence it does not guarantee that a single hypersphere
can offer the best data description. In this paper, we introduce a Fuzzy
Multi-sphere Support Vector Data Description approach to address this
issue. We propose to use a set of hyperspheres to provide a better data
description for a given data set. Calculations for determining optimal hy-
perspheres and experimental results for applying this proposed approach
to classification problems are presented.

Keywords: Kernel Methods, Fuzzy Interference, Support Vector Data
Description, Multi-Sphere Support Vector Data Description.

1 Introduction

Support Vector Machine (SVM) [2], [4] has been proven a very effective method
for binary classification. However, it cannot render good performance for one-
class classification problems where one of two classes is under-sampled, or only
data samples of one class are available for training [9] . One-class classification in-
volves learning data description of normal class to build a model that can detect
any divergence from normality [11]. The samples of abnormal class if existed
contribute to refining the data description. Support Vector Data Description
(SVDD) was introduced in [14], [13] as a kernel method for one-class classifica-
tion. SVDD aims at constructing an optimal hypersphere in feature space which
includes only normal samples and excludes all abnormal samples with tolerances.
This optimal hypersphere is regarded as a data description since when mapped
back to input space it becomes a set of contours that tightly enclose the normal
data samples [1].

Variations of SVDD were proposed to enhance this approach. In [9], density-
induced information was incorporated to the samples so that the dependency
of data description on support vectors can be less imposed when these support
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vectors cannot characterise well the data. To reduce the impact of less important
dimensions, a single ellipse was learnt rather than a single hypersphere [10].
However, this work was not general since it was only proposed for the model in
input space. Other approaches introduced better margins for SVDD such as [15]
[7]. To reduce the chance of acceptance of outliers, in [15] a small sphere with
large margin was proposed. However, this can induce side-effect which causes
the interference of decision boundary into normal data region. To overcome this
issue, an optimal sphere with two adjustable margins for reducing both true
positive (TP%) and true negative (TN%) error rates was proposed [7].

Fig. 1. Inside outliers would be improperly included if only one hypersphere is con-
structed [16]

SVDD assumes that all samples of the training set are drawn from a single
uniform distribution [13]. However, this hypothesis is not always true since real-
world data samples may be drawn from distinctive distributions [5]. Therefore,
a single hypersphere cannot be a good data description. For example, in Fig-
ure 1, data samples are scattered over some distinctive distributions and one
single hypersphere would improperly record the inside outliers. In [16], a multi-
sphere approach to SVDD was proposed for multi-distribution data. The domain
for each distribution was detected and for each domain an optimal sphere was
constructed to describe the corresponding distribution. However, the learning
process was heuristic and did not follow up learning with minimal volume prin-
ciple [12]. In [6], a method was proposed to link the input space to the feature
space. The dense regions (clusters) in the input space were identified and be-
came a single sphere in the feature space. Again, this method was heuristic and
did not abide by learning with minimum volume principle. To motivate learning
with this principle, a hard multi-sphere support vector data description (HMS-
SVDD) [8] was proposed. A set of hyperspheres was introduced to enclose all the
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data samples. A data sample will belong to only one hypersphere. This restric-
tion should be relaxed to allow a data sample to belong to different hyperspheres
if that sample has similar degrees of belonging to those hyperspheres. To address
this issue, we propose fuzzy multi-sphere support vector data description (FMS-
SVDD) in this paper. A fuzzy membership is assigned to each data sample to
denote the degree of belonging of that sample to a hypersphere. We prove that
classification error will be reduced after each iteration in the learning process.
The set of hyperspheres will gradually converge to a stable configuration. To
evaluate the proposed apprach, we performed classification experiments on 23
data sets in UCI repository. The experimental results showed that FMS-SVDD
could provide better classification rates in comparison to other one-class kernel
methods.

2 Fuzzy Multi-Sphere Support Vector Data Description
(FMS-SVDD)

2.1 Problem Formulation

Let xi, i = 1, . . . , p be normal data samples with label yi = +1 and xi, i =
p + 1, . . . , n be abnormal data samples with label yi = −1. Consider a set of
m hyperspheres Sj(cj , Rj) with center cj and radius Rj , j = 1, . . . ,m. This
hypershere set is a good data description of the data set X = {x1, x2, . . . , xn}
if each of the hyperspheres describes a distribution in this data set and the sum

of all radii
m∑
j=1

R2
j should be minimised.

Let matrix U = [uij ]p×m, uij ∈ [0, 1], i = 1, . . . , p, j = 1, . . . ,m where uij is
the membership representing degree of belonging of sample xi to hypersphere
Sj . It is necessary to construct a set of hyperspheres so that these hyperspheres
can include all normal data and exclude all abnormal data with tolerances. The
optimisation problem of fuzzy multi-sphere SVDD can be formulated as follows

min
R,c,ξ,u

⎛⎝ m∑
j=1

R2
j +

1

ν1p

p∑
i=1

ξi +
1

ν2q

n∑
i=p+1

m∑
j=1

ξij

⎞⎠ (1)

subject to

m∑
j=1

udij‖φ(xi)− cj‖
2 ≤

m∑
j=1

udijR
2
j + ξi, i = 1, . . . , p

‖φ(xi)− cj‖2 ≥ R2
j − ξij , i = p+ 1, . . . , n, j = 1, . . . ,m

m∑
j=1

uij = 1, i = 1, . . . , p

(2)

where R = [Rj ]j=1,...,m is vector of radii, ν1 and ν2 are constants, ξi and ξij are
slack variables, c = [cj ]j=1,...,m is vector of centres, and q = n− p is the number
of abnormal (negative) samples.
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In the FMS-SVDD model, we also introduce parameter d > 1 to adjust the
relative ratios among the memberships uij , i = 1, . . . , p, j = 1, . . . ,m.

Minimising the function in (1) over variables R, c and ξ subject to (2) will
determine radii and centres of hyperspheres and slack variables if the matrix U
is given. On the other hand, the matrix U will be determined if radii and centres
of hyperspheres are given. Therefore an iterative algorithm will be applied to
find a complete solution. The algorithm consists of two alternative steps: 1)
Calculate radii and centres of hyperspheres and slack variables, and 2) Calculate
membership U .

We present in the next sections the iterative algorithm and the proof of key
theorem which states that the classification error in the current iteration will be
smaller than that in the previous iteration. It means that the model is gradually
refined and converged to a stable configuration.

For classifying a sample x, the following decision function is used:

f(x) = sign
(

max
1≤j≤m

{
R2

j − ||φ(x) − cj ||2
})

(3)

The unknown sample x is normal if f(x) = +1 or abnormal if f(x) = −1. This
decision function implies that the mapping of a normal sample has to be in one
of the hyperspheres and that the mapping of an abnormal sample has to be
outside all of those hyperspheres.

The following theorem is used to consider the relation of slack variables to
the classified samples:

Theorem 1. Assume that (R, c, ξi, ξij) is a solution of the optimisation problem
(1), xi, i ∈ {1, 2, . . . , n} is the i-th sample. The slack variable ξi or ξij can be
computed as

ξi = max

{
0,

m∑
j=1

udij

(
‖φ (xi)− cj‖2 −R2

j

)}
, i = 1, . . . , p

ξij = max
{
0, R2

j − ‖φ(xi)− cj‖2
}
, i = p+ 1, . . . , n, j = 1, . . . ,m

(4)

Proof
For all i, from equation (2) we have

ξi ≥ max

{
0,

m∑
j=1

udij

(
‖φ (xi)− cj‖2 −R2

j

)}
, i = 1, . . . , p

ξij ≥ max
{
0, R2

j − ‖φ(xi)− cj‖2
}
, i = p+ 1, . . . , n, j = 1, . . . ,m

(5)

Moreover, (R, c, ξ) is minimal solution of (1). Hence, the theorem 1 is proved.
It is natural to define error(i), i.e. the error at sample xi, 1 ≤ i ≤ n as follows

If xi is normal data sample then

error(i) =

{
0 if xi is correctly classified

min
1≤j≤m

{
‖φ(xi)− cj‖2 −R2

j

}
otherwise (6)
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Else

error(i) =

{
0 if xi is correctly classified

min
j∈J

{
R2

j − ‖φ(xi)− cj‖2
}

otherwise (7)

where J = {j : xi ∈ Sj and 1 ≤ j ≤ m}.

Wecan prove that
p∑

i=1

ξi is an upper bound of
1

md−1

p∑
i=1

error(i), and
n∑

i=p+1

m∑
j=1

ξij

is an upper bound of
n∑

i=p+1

error(i). The second inequality is trivial, therefore we

primarily concentrate on the first one.

Theorem 2.
p∑

i=1

ξi is an upper bound of 1
md−1

p∑
i=1

error(i).

Proof
Let us denote dij = ‖φ(xi)− cj‖2 − R2

j , i = 1, . . . , p, j = 1, . . . ,m. Given

1 ≤ i ≤ p, we will prove that ξi ≥ 1
md−1 error(i). This above inequality is trivial

if xi is correctly classified. We consider the case where xi is misclassified, i.e.,

dij > 0 for all j. It means that ξi =
m∑
j=1

udijdij . From definition of error(i), we

have: ξi =
m∑
j=1

udijdij ≥ error(i)
m∑

j=1

udij . To fulfill this proof, we will show that

m∑
j=1

udij ≥ 1
md−1

(
m∑
j=1

uij

)d

= 1
md−1 . Indeed, this inequality can be rewritten as

follows

m∑
j=1

⎛⎜⎜⎝ muij
m∑

j′=1

uij′

⎞⎟⎟⎠
d

≥ m (8)

By referring to Bernoulli inequality which says (1 + x)r ≥ 1 + rx if r ≥ 1 and
x > −1, we have⎛⎜⎜⎝ muij

m∑
j′=1

uij′

⎞⎟⎟⎠
d

=

⎛⎜⎜⎝1−

⎛⎜⎜⎝1− muij
m∑

j′=1

uij′

⎞⎟⎟⎠
⎞⎟⎟⎠

d

≥ 1− d

⎛⎜⎜⎝1− muij
m∑

j′=1

uij′

⎞⎟⎟⎠ for all j

(9)
It follows that

m∑
j=1

⎛⎜⎜⎝ muij
m∑

j′=1

uij′

⎞⎟⎟⎠
d

≥
m∑
j=1

⎛⎜⎜⎝1− d

⎛⎜⎜⎝1− muij
m∑

j′=1

uij′

⎞⎟⎟⎠
⎞⎟⎟⎠ = m (10)
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2.2 Calculating Radii, Centres and Slack Variables

The Lagrange function for the optimisation problem (1) subject to (2) is as
follows

L (R, c, ξ, α, β) =
m∑
j=1

R2
j + C1

p∑
i=1

ξi + C2

n∑
i=p+1

m∑
j=1

ξij

+
p∑

i=1

αi

(
m∑
j=1

udij

(
‖φ(xi)− cj‖2 −R2

j

)
− ξi

)
−

n∑
i=p+1

m∑
j=1

αij

(
‖φ(xi)− cj‖2 −R2

j + ξij

)
−

n∑
i=p+1

m∑
j=1

βijξij −
p∑

i=1

βiξi

(11)

where C1 = 1
ν1p

, C2 = 1
ν2q

and q = n − p, q is the number of abnormal data
samples.

Setting derivatives of L(R, c, ξ, α, β) with respect to primal variables to 0, we
obtain

∂L

∂Rj
= 0 →

p∑
i=1

udijαi −
n∑

i=p+1

αij = 1, j = 1, . . . ,m (12)

∂L

∂cj
= 0 → cj =

p∑
i=1

udijαiφ(xi)−
n∑

i=p+1

αijφ(xi), j = 1, . . . ,m (13)

∂L

∂ξi
= 0 ⇒ αi + βi = C1, i = 1, . . . , p (14)

∂L

∂ξij
= 0 → αij + βij = C2, i = p+ 1, . . . , n j = 1, . . . ,m (15)

To get the dual form, we substitute equations (12)-(15) to the Lagrange function
in (11) and obtain the following

L(R, c, ξ, α, β) =
p∑

i=1

m∑
j=1

αiu
d
ij

(
‖φ(xi)− cj‖2

)
−

n∑
i=p+1

m∑
j=1

αij

(
‖φ(xi)− cj‖2

)
=

p∑
i=1

m∑
j=1

udijαiK(xi, xi)−
m∑
j=1

n∑
i=p+1

αijK(xi, xi)

−2
m∑
j=1

cj

(
p∑

i=1

udijαiφ(xi)−
n∑

i=p+1

αijφ(xi)

)
+

m∑
j=1

‖cj‖2
(

p∑
i=1

udijαi −
n∑

i=p+1

αij

)
=

p∑
i=1

αiK(xi, xi)
m∑
j=1

udij −
m∑
j=1

n∑
i=p+1

αijK(xi, xi)−
m∑
j=1

‖cj‖2

=
p∑

i=1

αisiK(xi, xi)−
∑
r,j

αrjK(xr, xr)−
m∑
j=1

∥∥∥∥∥ p∑
i=1

udijαiφ(xi)−
n∑

i=p+1

αijφ(xi)

∥∥∥∥∥
2

=
p∑

i=1

αisiK(xi, xi)−
∑
r,j

αrjK(xr, xr)−
∑
i,i′
uiui′K(xi, xi′)αiαi′

−
∑

rj,r′j
αrjαr′jK(xr, xr′) + 2

∑
i,rj

udijK(xi, xr)αiαrj

(16)
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where 1 ≤ i, i′ ≤ p, p + 1 ≤ r, r′ ≤ n, 1 ≤ j ≤ m, ui = [udi1, u
d
i2, . . . , u

d
im],

uiui′ =
m∑
j=1

udiju
d
i′j , and si =

m∑
j=1

udij .

We come up with the following optimisation problem

min
α

⎛⎜⎝
∑
i,i′
uiui′K(xi, xi′)αiαi′+

∑
rj,r′j

αrjαr′jK(xr, xr′)−2
∑
i,rj

udijK(xi, xr)αiαrj

−
p∑

i=1

αiuiK(xi, xi) +
∑
r,j

αrjK(xr, xr)

⎞⎟⎠
(17)

subject to
p∑

i=1

udijαi −
n∑

i=p+1

αij = 1, j = 1, . . . ,m

0 ≤ αi ≤ C1, i = 1, . . . , p
0 ≤ αij ≤ C2, i = p+ 1, . . . , n, j = 1, . . . ,m

(18)

Note that the number of variables in solution of the optimisation problem (17)
is p + (n − p) × m. In practice, we apply the Interior Point (IP) method [3]
to solve out the above optimisation problem. The complexity is dependent on
double logarithmic of tolerance ε, i.e. log(log(1/ε)).

2.3 Calculating Membership U

We are in position to describe how to evaluate matrix U after obtaining new
(R, c). Given 1 ≤ i ≤ p, let us denote

dij = ‖φ(xi)− cj‖2 −R2
j and Dij =

(
1
dij

) 1
d−1

j0 = argmin
1≤j≤m

dij
(19)

The membership matrix can be updated as follows

If dij0 ≤ 0 then uij0 = 1 and uij = 0, j 
= j0
Else

uij =
Dij

m∑
k=1

Dik

, j = 1, . . . ,m (20)

2.4 Iterative Learning Process

The proposed iterative learning process for FMS-SVDD will run two alternative
steps until a convergence is reached as follows

Initialise U by clustering the normal data set in the input space
Repeat the following

Calculate R, c and ξ using U
Calculate U using R and c

Until convergence is reached
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2.5 Theoretical Background of FMS-SVDD

In the objective function
m∑
j=1

R2
j +

1
ν1p

p∑
i=1

ξi+
1

ν2q

n∑
i=p+1

m∑
j=1

ξij , the first summand

can be regarded as regularisation quantity and the rest can be considered as

empirical risk (referred to Theorem 2). We will prove that structural risk
m∑
j=1

R2
j+

1
ν1p

p∑
i=1

ξi +
1

ν2q

n∑
i=p+1

m∑
j=1

ξij gradually becomes smaller in Theorem 4.

Theorem 3. Given a m-multivariate function f (x1, x2, ..., xm) =
m∑
i=1

dix
d
i and

d > 1. The following optimisation problem

min
x
f (x) (21)

subject to
m∑
i=1

xi = 1 (22)

yields the solution as follows

If di0 ≤ 0 then xi0 = 1 and xi = 0, i 
= i0

Else xi =

(
1
di

) 1
d−1

m∑
k=1

(
1
dk

) 1
d−1
, i = 1, . . . ,m

where i0 = argmin
1≤i≤m

di.

Proof
Case 1: di0 < 0

m∑
i=1

dix
d
i ≥ di0

m∑
i=1

xdi ≥ di0
m∑
i=1

xi = di0 = f(0, ..., 1i0 , ..., 0) (23)

since d > 1.

Case 2: di0 ≥ 0
The Lagrange function is of

L(x, λ) =

m∑
i=1

dix
d
i − λ

(
m∑
i=1

xi − 1

)
(24)

where λ is Lagrange multiplier.
Setting derivatives to 0, we gain

∂L
∂xi

= 0 ⇒ ddix
d−1
i − λ = 0

⇒ xi =
(

λ
ddi

) 1
d−1

, i = 1, . . . ,m
(25)
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From
m∑
i=1

xi = 1, we have xi =

(
1
di

) 1
d−1

m∑
k=1

(
1
dk

) 1
d−1
, i = 1, . . . ,m.

Theorem 4. Let (R(t), c(t), ξ
(t)
i , ξ

(t)
ij , U (t)) and (R(t+1), c(t+1), ξ

(t+1)
i , ξ

(t+1)
ij ,

U (t+1)) be solutions at the previous iteration and current iteration, respectively.
The following inequality holds

m∑
j=1

(
R

(t+1)
j

)2
+ 1

ν1p

p∑
i=1

ξ
(t+1)
i + 1

ν2q

n∑
i=p+1

m∑
j=1

ξ
(t+1)
i ≤

m∑
j=1

(
R

(t)
j

)2
+ 1

ν1p

p∑
i=1

ξ
(t)
i

+ 1
ν2q

n∑
i=p+1

m∑
j=1

ξ
(t)
i

(26)

Proof
By referring to Theorem 3, it is easy to see that u

(t+1)
i = (u

(t+1)
i1 , ..., u

(t+1)
im ), i =

1, . . . , p is solution of the following optimisation problem

min

⎛⎝ m∑
j=1

d
(t)
ij u

d
ij

⎞⎠ (27)

subject to
m∑
j=1

uij = 1 (28)

Therefore, we have
m∑
j=1

d
(t)
ij (u

(t+1)
ij )d ≤

m∑
j=1

d
(t)
ij (u

(t)
ij )

d (29)

It means that

m∑
j=1

(
u
(t+1)
ij

)d (∥∥∥φ(xi)− c(t)j

∥∥∥2 −
(
R

(t)
j

)2)
≤

m∑
j=1

(
u
(t)
ij

)d(∥∥∥φ(xi)− c(t)j

∥∥∥2 −
(
R

(t)
j

)2)
≤ ξ(t)i

(30)

or
m∑
j=1

(
u
(t+1)
ij

)d∥∥∥φ(xi)− c(t)j

∥∥∥2 ≤
m∑
j=1

(
u
(t+1)
ij

)d(
R

(t)
j

)2
+ ξ

(t)
i (31)

It is certain that for i = p+ 1, . . . , n and j = 1, . . . ,m we have∥∥∥φ(xi)− c(t)j

∥∥∥2 ≥
(
R

(t)
j

)2
− ξ(t)ij (32)

Hence, (R(t), c(t), ξ
(t)
i , ξ

(t)
ij , U (t)) is feasible solution of optimisation problem (1)

at time t+1. Since (R(t+1), c(t+1), ξ
(t+1)
i , ξ

(t+1)
ij , U (t+1)) is minimal solution of

this optimisation problem, Theorem 4 is proved.
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3 Experiments

To show the performance of the proposed method, we established an experiment
on 23 data sets in UCI repository as shown in Table 1. Most of them are two-class
data sets and others are multi-class data sets. For each data set, we randomly
selected one class and regarded its data samples as normal data samples. Data
samples from the remaining class(es) were randomly selected to form a set of
abnormal samples such that the ratio of normal samples and abnormal samples
was kept to 12 : 1. We run cross validation with five folds and ten times and
then take average of ten accuracies to obtain the final cross validation accuracy.

Table 1. Details of the data sets: #normal,#abnormal and d are number of normal,
abnormal data and dimension of the input space, respectively

Datasets #normal #abnormal #d

Astroparticle 2000 166 4

Australian 307 25 14

Bioinformatics 221 18 20

Breast Cancer 444 36 10

Diabetes 500 41 8

Dna 464 38 180

DelfPump 1124 93 64

Germany Number 300 24 24

Four class 307 25 2

Glass 70 5 9

Heart 164 13 13

Ionosphere 225 18 34

Letter 594 49 16

Liver Disorders 145 12 6

Sonar 97 8 60

Specf 254 21 44

Splice 517 43 60

SvmGuide1 2000 166 4

SvmGuide3 296 24 22

Thyroid 3679 93 21

Vehicle 212 17 18

Wine 59 5 13

USPS 1194 99 256

We compared the proposed method with SVDD [14] and HMS-SVDD [8]. The

popular RBF KernelK(x, x′) = e−γ‖x−x′‖2

was applied and the parameter γ was
varied in grid {2i : i = 2j + 1, j = −8, . . . , 2}. The parameter ν1 and ν2 were
selected in grid {0.1, 0.2, 0.3, 0.4}. For FMS-SVDD, the number of spheres was
chosen in grid {3, 5, 7, 9} and parameter d was set to 1.5. To evaluate the classi-

fication rate, we employed the accuracy metric given by acc = acc++acc−
2 where
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acc+ and acc− are the accuracies on positive (normal) and negative (abnormal)
classes, respectively.

For most of the data sets, especially for the large data sets, the proposed
method outperforms other kernel methods.

Table 2. Experimental results on 23 data sets in UCI repository

Datasets SVDD HMS-SVDD FMS-SVDD

Astroparticle 91% 94% 96%

Australian 82% 82% 82%

Bioinformatics 69% 82% 84%

Breast Cancer 95% 98% 99%

Diabetes 65% 71% 70%

Dna 81% 97% 97%

DelfPump 69% 74% 74%

Germany Number 68% 70% 72%

Four class 93% 96% 97%

Glass 82% 88% 90%

Heart 83% 86% 85%

Ionosphere 88% 91% 94%

Letter 90% 95% 96%

Liver Disorders 62% 71% 72%

Sonar 63% 69% 71%

Specf 70% 76% 76%

Splice 57% 63% 64%

SvmGuide1 92% 98% 98%

SvmGuide3 63% 68% 70%

Thyroid 88% 92% 94%

Vehicle 58% 59% 60%

Wine 97% 98% 98%

USPS 93% 95% 94%

4 Conclusion

In this paper, we have presented a fuzzy approach to Multi-sphere Support
Vector Data Description to provide a better description to data sets with mixture
of distinctive distributions. Each sample is assigned a fuzzy membership function
representing the degree of belonging of that sample to a hypersphere. We have
theoretically proved that structural risk becomes smaller across iterations in the
learning process. Experiments on 23 real data sets in UCI repository have showed
a better performance of the proposed method in comparison to HMS-SVDD and
SVDD.
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