Chapter 1

A Satellite Selection Algorithm
for Achieving High Reliability

of Ambiguity Resolution with GPS
and Beidou Constellations

Jun Wang and Yanming Feng

Abstract Reliability of carrier phase ambiguity resolution (AR) of an integer least-
squares (ILS) problem depends on ambiguity success rate (ASR), which in practice
can be well approximated by the success probability of integer bootstrapping
solutions. With the current GPS constellation, sufficiently high ASR of geometry-
based model can only be achievable at certain percentage of time. As a result, high
reliability of AR cannot be assured by the single constellation. In the event of dual
constellations system (DCS), for example, GPS and Beidou, which provide more
satellites in view, users can expect significant performance benefits such as AR
reliability and high precision positioning solutions. Simply using all the satellites in
view for AR and positioning is a straightforward solution, but does not necessarily
lead to high reliability as it is hoped. The paper presents an alternative approach that
selects a subset of the visible satellites to achieve a higher reliability performance of
the AR solutions in a multi-GNSS environment, instead of using all the satellites.
Traditionally, satellite selection algorithms are mostly based on the position dilution
of precision (PDOP) in order to meet accuracy requirements. In this contribution,
some reliability criteria are introduced for GNSS satellite selection, and a novel
satellite selection algorithm for reliable ambiguity resolution (SARA) is developed.
The SARA algorithm allows receivers to select a subset of satellites for achieving
high ASR such as above 0.99. Numerical results from a simulated dual constellation
cases show that with the SARA procedure, the percentages of ASR values in excess
of 0.99 and the percentages of ratio-test values passing the threshold 3 are both
higher than those directly using all satellites in view, particularly in the case of dual-
constellation, the percentages of ASRs (>0.99) and ratio-test values (>3) could be as
high as 98.0 and 98.5 % respectively, compared to 18.1 and 25.0 % without satellite
selection process. It is also worth noting that the implementation of SARA is simple
and the computation time is low, which can be applied in most real-time data
processing applications.
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1.1 Introduction

Global Navigation Satellite Systems (GNSSs) is the generic term for all juris-
dictional satellite navigation systems including the United States Global Position
System (GPS), Russia’s GLONASS, European Space Agency’s Galileo, China’s
Beidou, Japan’s Quasi Zenith Satellite System (QZSS) and India’s Indian Regional
Navigation Satellite Systems (IRNSS) [1]. In the very future, there will be 25-45
satellites in view depending on users’ locations. Australia is one of many countries
eventually receiving maximum numbers of satellite signals from all six systems
simultaneously. O’Keefe et al. have investigated and demonstrated that a com-
bined GNSS system provides significantly improved availability for navigation in
obstructed areas, where navigation with GPS alone is currently difficult [2]. Yang
et al. have defined and analysed three types of generalised dilution of precision
(G-DOP) among different GNSS systems based on robust estimation. However,
these performance benefits do not come without cost [3]. Benefits that multi-GNSS
and multi-frequency signals can bring to users may be maximized by selective use
of satellite systems, or signals, or subset of visible satellites from different systems
in order to achieve required positioning performance at affordable costs. This is
certainly the case for real-time kinematic positioning or other precise positioning
based on successful resolutions of carrier phase ambiguities of satellite signals.
This research work will prove that it is possible to select a subset of satellites from
two constellations in order to achieve higher reliability of carrier phase ambiguity
resolutions, thus assuring the reliability and accuracy of the RTK solutions.

For integer least-squares (ILS) solutions of a linear system with integer
parameters, the ambiguity dilution of precision (ADOP) and the ambiguity success
rate (ASR) have been introduced to capture and analyze the precision and reli-
ability characteristics of the ambiguities [4—6]. Theoretically only when the ASR is
very close to 1, the integer ambiguities can be considered deterministic, thus
guaranteeing the precision of fixed solution better that the float solution [7]. Since
incorrect ambiguity fixing can lead to largely biased positioning solutions, so it is
always worthwhile to have an AR solution with the high ASR. An approach to
achieve the high ASR is to apply the concept of partial ambiguity resolution
(PAR), which is a technique for fixing a subset of the ambiguities with a higher
ASR of resolving them correctly [8]. This study is focused on the geometry-free
model; however the success rate of the geometry-based model cannot guaranteed
to be increased with less satellites imposed because of the poor geometry. Cao
et al. has also numerically demonstrated that the ASR decreases as the number of
ambiguities increases and a combination of constellations can achieve a higher
ASR in shorter observation periods compared to a single constellation used
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independently [9]. Wang and Feng have clearly demonstrated that only when the
computed success rate is very high, the AR validation can provide the decisions
about the correctness of AR close to real world with both low AR risk and false
alarm rate [10]. The results from that work also indicate that an advantage of using
multi-GNSS signals for PAR is that actually only part of satellites or signals are
needed to archive a very high-success rate instead of using all satellites. This is
how high reliability of PAR can be achieved with multi-GNSS signals.

In terms of satellite selection algorithms, there are quite a few methods to
obtain the minimum DOP with limited satellites which aim at low-cost receivers
and meter-level pseudorange positioning. One early contribution was the maxi-
mum volume algorithm [11]. The four-step satellites selection algorithm is
developed to select four satellites to form near optimal geometry [12]. Park pro-
posed the quasi-optimal satellite selection algorithm for GPS receivers used in low
earth orbit (LEO) application, which can select any required number of satellites
[13]. A heuristic method combining the maximum volume algorithm and the
redundancy technique is developed to mitigate computational burdens while
maintaining benefits of the combined navigation satellite systems and called multi-
constellations satellite selection algorithm [14]. However, to the best of our
knowledge there is no method for selecting a subset of the satellites towards
achieving a high reliability of a positioning system. On the other hand, once the
number of selected satellite reaches certain numbers, such as more than ten, the
variation rate of PDOP values is no longer evident. The improvement of ASR is
still remarkable, thus deserving more investigation. Figure 1.1 shows the PDOP,
ADOP and ASR of four different ten-satellite subsets from overall fifteen satellites.
It is clear that the PDOP values are fluctuating between 0.9 and 1.5, while the
ADOP values and the ASR values are portioned into four separate layers. The
hierarchical structure of the ASR is more obvious than that of the ADOP.
Moreover, it is interesting to see that in some samples, ASR values are very close
to 1, which indicates their integer ambiguities will be reliable. This implies that it
is possible to find a subset of satellites which maintains both the low PDOP and the
high ASR when the total visible satellite number is large enough. This research
effort develops and tests a satellite selection strategy that allows high reliability of
AR to be achieved with multi-constellations. Results from numerical analysis will
confirm that this satellite selection method can result in better ASR outcomes
without loss of positioning accuracy.

The remainder of this paper is organized as follows. In Sect. 1.2, the measures
of least squares solution reliability are described, which are related to the ADOP
and the ASR. Section 1.3 describes the Satellite-selection Algorithm for Reliable
Ambiguity-resolution (SARA). In Sect. 1.4, numerical experiment results for
different constellations are provided to demonstrate the advantage of this proposed
algorithm over other satellite selection algorithms and contribution to high reli-
ability of ambiguity resolutions comparing no satellite selection. Finally, the main
research findings from this work are summarized.
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Fig. 1.1 PDOP, ADOP and ASR of different ten satellites from fifteen satellites

1.2 Reliability Criteria for Ambiguity Resolution

Traditionally, reliability is the measure of the capability of a system to detect
blunders or biases in the measurements and to estimate the effects that undetected
blunders may have on a solution. Redundancy number is an important factor in
reliability theory which refers to the contribution of the ith observation of the
linear observation system to the degree of freedom (DOF). There are two measures
of reliability: internal reliability represented by the minimum detectable bias
(MDB) and external reliability quantified by the effect of undetectable bias in the
observation [15, 16]. Internal reliability and external reliability are used to char-
acterize the least squares solutions of unknown parameters. The reliability criteria
are referred to the parameters to be used in selection of satellites for achieving
reliable ambiguity solution in processing GNSS carrier phase measurements. The
criteria include concepts of internal and external reliability from the traditional
real-value least-squares estimation and the concepts of the ADOP and the ASR
that is directly related to the ILS solutions’ reliability. This section will introduce
the internal and external reliability concept first, followed by the ADOP and
success rate computations and numerical analysis regarding the reliability criteria.

1.2.1 Internal Reliability and External Reliability

A linear observational model is defined by

y=Ax+e e~ (0, 5Q) (1.1)
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where y is the observation vector, X is the unknown parameter vector, e is the
random error vector, 6(2) is the variance of the unit-weight measurements and Q is

the cofactor matrix. We have the weight matrix P = Q'
The redundancy number r1; is given as

ri = (viP)ii (12)
with a normal equation matrix
N = A"PA (1.3)
and a cofactor matrix for residuals
vi :Q_AN_IAT (14>
The internal reliability measure is represented by the minimal detectable bias
(MDB) as [15, 16]
0
—0; 1.5
N (15)
where g; is the standard deviation of the ith observation, which is a function of the
diagonal element of Qy, and ¢3; J is the non-centrality parameter depending on the
level of significance azand the power of the test f3.

The external reliability is the influence of each of the MDBs on the estimated
parameters. The effect of the blunder or the bias V; in ith observation is

Voil =

Vx = N'ATP¢;V; (1.6)

where the c-vector takes the form (0,...,1,...,0)", with the 1 as the ith entry
of c¢. Consequently, the impact of the MDB V| is given as

Vi = NT'ATP¢;V, (1.7)
Baarda suggested the follow alternative expression:

VI NVy,
Jg = (1.8)
%

The value iéi is considered to be a measure of global external reliability. When
the external reliability becomes large, the global falsification caused by a blunder
or bias can be significant [17].
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1.2.2 Adop

Like the PDOP measure commonly used to describe the impact of receiver-
satellite geometry on the positioning precision, the concept of the ADOP is
introduced to measure the intrinsic precision characteristics of the ambiguities [4].
It is defined as

1

ADOP = /|Qg/|" (cycle) (1.9)

where Qg is the variance—covariance (vc-) matrix of the m-dimensional float
ambiguities.

Smaller ADOP values imply more precise estimation of the float ambiguities
and higher possibility of successful ambiguity validation. It is suggested that for
successful AR the ADOP should be smaller than 0.15 cycles [18]. For a short
observation time span, the approximation of the ADOP can be expressed as [19]

1 0_92[5 I G40 1
ADOP =~ p2on-1 . [ -2 . P 1 1.10
" o2 (km) (cycle) (1.10)

where 012, denotes the variance of code, o—é denotes the variance of phase, 4, and 4,
denote the wavelengths of L1 and L2, and k denotes the number of epochs.

1.2.3 Success Rate

The success rate Pg is defined as follows [5, 20]
PszP(NzN) :/fN(x)dX (1.11)
R

where R and f(x) denote the ILS pull-in region and the probability density
function of the float ambiguities N respectively. In general, we assume the float
ambiguity is normally distributed, e.g., N (N, O'%QN). Therefore, the success rate
can be expressed as

Ps = / N(N,05Qy)dX
K | X (1.12)
:/—l/zexp — — (X-N)"Q;'(X - N) |ax

4 (2n)#|a%QN’ 203
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Nevertheless, construction of the ILS pull-in region or Voronoi cell can be
complex, the real-time computation of AR success rate is considered difficult and
impractical [5, 20]. Fortunately the success rate of bootstrapping estimator has
been proved to be a sharp lower bound and good approximations of the actual

success rate, expressed as [5, 21]
20 ! 1 (1.13)
20’&_‘1 '

D(1) = /_;%exp<—%x2>dx. (1.14)

The invariant ADOP can be used to obtain an upper bound for the bootstrapped

ASR as [22]
20 1] <[oo(=L ) ] 1.15
25,) |~ (ZADOP)_ ‘ (1.15)

m

P(N=N) =P =]

i=1

with

m

Ppoor = H

i=1

1.2.4 Reliability Criteria for Satellite Selection

Figure 1.2 shows the redundancy numbers (RNUM), the MDBs and the external
global reliabilities (EXTR) of a dual-constellation design matrix for 1,000 samples
that can be generated from the experiment data in Sect. 1.4. It is interesting to note
that those relevant reliability values are grouped into two separate Clusters. To be
specific, the values of RNUM are either close / or below 0.9 while the MDB
values are either around 0.02 or below 0.2 and the EXTR are either around 0.3 or
around 2.5. Besides, Fig. 1.2 also shows the selected satellites with extreme values
in terms of RNUM (>0.9), MDB (>0.15) and EXTR (<0.4) are the same. Taking a
sample with 10 satellites as an example, the redundancy numbers, the MDBs and
the external global reliabilities are listed in Table 1.1. It is shown that the maxi-
mum redundancy number and MDB and the minimum external global reliability
can be easily identified. The question naturally is whether the removal of the
measurements with extreme values from the observation system can sufficiently
assure the higher success rate of AR in the ILS solutions. Alternatively, the
question is if the high AR success rates necessarily require the removal of the
extreme measurements. These questions are not easily answered theoretically.
However, Sect. 1.4 will seek the answers to the questions numerically.
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Fig. 1.2 The redundancy number, minimum detectable bias and external global reliability of a
dual-constellation design matrix for 1,000 samples

Table 1.1 The extreme values of RNUM, MDB and EXTR
PRN 1 2 3 4 5 6 7 8 9 10
RNUM 0.77 0.83 0.79 0.67 0.69 0.99 0.77 0.77 0.73 0.73

MDB 0.02 0.02 0.03 0.02 0.02 0.20 0.03 0.03 0.03 0.03
EXTR 221 1.83 2.10 2.85 2.71 0.32 221 221 2.46 2.46

1.3 Satellite-Selection Algorithm for Reliable
Ambiguity-Resolution

Based on the given reliability criteria in the previous section, this section presents
a satellite- selection algorithm for reliable ambiguity-resolution (SARA), which
searches for a subset of satellites with a high ASR and low computational burden.
In addition, this algorithm assumes that there are adequate satellites, for instance,
in the case of multiple constellations where the PDOP requirement is easy to
satisfy. The purpose or the advantage of SARA is to improve the ASR compared to
other satellite selection algorithms, whereas, the computation load of SARA is
maintained at a low level.

In fact, it is simple to implement the SARA algorithm which only consists of
the following four steps.
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Step 1. Create a list of visible satellites and form the design matrix A of
un-differenced model with all the satellites.

Step 2. Calculate the reliability parameters mentioned in Sect. 1.2.1.

Step 3. Remove the satellite with extreme values.

Step 4. Select the remaining satellites.

Unlike the existing pseudorange-based algorithms, there is no need for a pre-
defined number of selected satellites for SARA, because SARA can make the
decision with its own reliability characteristics. As shown in Fig. 1.3 and
Table 1.1, the criteria for the extreme redundancy number, the MDB and the
external global reliability give the equivalent results. The criterion of selecting the
subset of satellites can be based on any of the three parameters. In Step 3, usually
there are two options: Option 1 is to remove all the satellites with the extreme
RNUM, or MDBs or EXTR values; Option 2 is to remove the satellite with the
most extreme value and return to Step 2. Figure 1.3 gives the flowchart of Option 1
and Option 2. Obviously, the second scheme is more complicated. Figure 1.4
shows the ASR difference between these two options based on SARA. It is shown
that the ASR performances of these two options are just the same in most samples
in spite of having some ignorable difference, smaller than 0.1 % in other samples.
Therefore, the SARA algorithm adopts the first option that removes the high
redundant satellites at once. The fourteen satellites selected by SARA from
eighteen satellites are plotted in Fig. 1.5. Considering inter constellation biases,
the different reference satellites are used in their corresponding system
respectively.

'd ™
Step 1and Step 2: Step 1 and Step 2:
Create satelliteslistand Create sawelliteslistand |&—
compute RNUM compute RNUM
AN /
Delete PRN
with the
I b’ largest RNUM
Step 3:
Delete all the PRNs Step 3:
(RNUM=0.9) If any RNUM>0.9
Y
A J/ 5
NO
Step 4: Select the Step 4: Selectthe
remaining satellites remaining satellites
Option 1 Option 2

Fig. 1.3 The two options of SARA algorithm
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Fig. 1.4 The ASR difference
between option 1 and option
2 in SARA algorithm
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1.4 Experiments and Analysis

To demonstrate the efficiency of SARA, results from the simulated dual-constel-
lation system (DCS) are analyzed. A total of 2,500 epochs of dual-frequency (L1
and L2) data set collected at the interval of 30 s on 1 January 2007 about a 21 km
baseline was processed for analysis. A typical elevation cut-off angle of 15° is
used. Prior variance settings for code and phase measurements are given as 30 and
0.5 cm? respectively. The geometry-based model and the LAMBDA method are
used in this experiment and the solutions are resolved epoch-by-epoch in kine-
matic mode. Similar to the virtual Galileo constellation (VGC) method [23], the
virtual Beidou navigation and observation data is generated by the real GPS data
with time-latency of 300 epochs. In this work, the SARA uses the extreme
redundancy number (RNUM > 0.9) as the criterion to remove all the corre-
sponding satellites as the concept of redundancy number is more familiar and
simple too. For ambiguity validation purposes, the ratio-test is applied and the
critical values of ¢ are chosen as 1.5, 2 or 3 [24-26]. Moreover, the concept of
ambiguity validation decision matrix is utilized to analyse the AR performance of
SARA [10]. Particularly, we pay more attention to the probability of false alarm,
which means while the integer ambiguity is fixed correctly, but the ratio-test is
rejected.

To demonstrate the performance of SARA, especially the improvement of ASR,
we calculate and compare different AR factors of using all the visible satellites
with those of applying SARA scheme. Figure 1.6 shows the satellite numbers of
original dual constellations and those with satellite selection algorithms. SARA
can detect and delete more satellites with the increasing of satellites number. It is
shown that the maximum deleted satellites number of dual-constellation is 6 and
SARA still keeps the minimum satellites number more than 10 in this experiment.
Figure 1.7 illustrates the PDOP values from the two cases. As we can see, DCS
scheme results in smaller PDOPs, however, the PDOPs of SARA is still good
enough with the values from 0.8 to 1.2 due to the enough visible satellites as
shown in Fig. 1.6. The PDOPs difference between the two cases is not significant;
nevertheless, it is clearly shown that the ADOPs with SARA algorithm are smaller
than the DCS in Fig. 1.8. All the epochs with SARA can meet the ADOP 0.15
cycles requirement [18]. Figure 1.9 illustrates the ASR results. A remarkable
phenomenon is that the ASR values with SARA are larger than those of DCS.
More specifically, most ASR values over the 2,500 samples are over than 90 %
and very close to 100 %, whereas the ASR values from the DCS scheme is
fluctuated between O and 1.

For the sake of conciseness, only the results of redundancy numbers are given
as Fig. 1.10. Obviously, SARA removes all the observations with the redundancy
number of 0.9 or higher. In contrast, the result from the DCS illustrates two
distinct structural patterns involving extremely large redundancy numbers.

Figure 1.11 gives the histograms of AR ratio-test values obtained from DCS
and SARA cases. Obviously, compared to DCS, SARA has more numbers of
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Fig. 1.6 Satellite numbers
computed with all visible
satellites and SARA

Fig. 1.7 PDOPs computed
with all visible satellites and
SARA
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larger ratio-test values. In fact, the real AR probabilities of correct fix (PCF) in
DCS and SARA are 100 % in this experiment. However, due to the smaller ratio-
test values in DCS, the false alarm rate is higher than that of SARA; hence a lot of
correct integer ambiguities are unfortunately rejected by ratio-test. As a result,
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Fig. 1.8 ADOPs computed
with all visible satellites and
SARA

Fig. 1.9 ASRs computed
with all visible satellites and
SARA
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Fig. 1.12 shows that the positioning performance of DCS is much worse than that

of SARA.

Table 1.2 summarizes the percentages of samples whose ratio-test values
exceed the given ratio-test critical values (1.5, 2, and 3) and the percentages of
samples whose ASR values exceed the given thresholds (0.90, 0.95 and 0.99) in
the two cases. These percentages given under different ¢ thresholds (rows 2, 3 and
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Fig. 1.10 Redundancy
numbers computed with all
visible satellites and SARA

Fig. 1.11 Ratio-test values
computed with all visible

satellites and SARA
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4) and ASR thresholds (columns 5, 6 and 7) actually indicate, to large extend, the
acceptance rates of correct integer solutions and the reliability of AR. From the
above figures and Table 1.2, it can be concluded that SARA process gives much
higher ASR percentages than these obtained from all the visible. As a specific
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Table 1.2 The percentageis DCS (%) SARA (%)
of samples number for ratio-
test and ASR with given t>15 82.9 99.9
critical values t>2 50.5 99.6
t>3 25.0 98.5
ASR > 0.9 18.9 99.9
ASR > 0.95 18.1 98.0
SR > 0.99 18.1 98.0

example shown in Table 1.2, only 82.9, 50.5 and 25.0 % of samples passed the
ratio tests using all the satellites in view when the critical value is 1.5, 2 and 3,
respectively. These percentage turn out to be 100, 99.7 and 98.6 % if the SARA
procedure is applied. In terms of ASR values, it is clearly demonstrated that the
SARA process increases those samples with ASR values larger than 0.99 from
18.1 to 98.0 %. This result may vary when different data sets or periods are used,
but the distinctive difference indeed shows the significant advantages of the SARA
method with respect to the scheme of without adopting satellite selection strategy.
Considering the fact that the real PCF in the two cases are 100 %, those events that
fail to pass the ratio-test happens to be the corresponding false alarm. Table 1.3
shows the false alarm rates in DCS are larger than those with SARA algorithm. It
is easy to understand that when the ratio-test threshold value increases, the false
alarm rate is also getting larger. The false alarm rate of DCS increase from 17.1 to
75 % with t = 1.5 and ¢ = 3 respectively, while the case with SARA algorithm
still limits the false alarm rate as 1.5 % even ¢t = 3.
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Table 1.3 The percentages  Eyise ajarm rate DCS (%) SARA (%)
of samples number for ratio-
test and ASR with given t>15 17.1 0.1
critical values t>2 49.5 0.4
t>3 75.0 1.5
Fig. 1.13 Time cost t(DCS) - t(SARA)
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In addition to the performance of reliability and accuracy, computation time is
also an important factor in real-time applications. Figure 1.13 shows the time cost
difference between the two cases as well as the SARA implementation time con-
suming. It is seen that there is no major difference between these two cases. SARA is
expected to spend less time because the dimensions of ambiguities are reduced.
However, since the AR reliability is improved by SARA, which also potentially
expands larger ambiguity search space. That’s why we have larger ratio-test values.
This disadvantage can be overcome by changing the prior search space size with
fixed ratio-test value [27]. The computational speed is still a challenging problem for
AR with high dimensions [28], but this disadvantage is not caused by SARA itself.

1.5 Conclusions and Future Work

Benefits from multi-GNSS and multi-frequency signals could be significant, but do
not come without cost. Simply using measurements from all satellites in view does
not necessarily lead to higher quality solutions, because various biases in different
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systems. For real time kinematic positioning users, the major benefits of multi-
GNSS and multi-frequency signals may be the option for the selective use of
satellite systems, or signals, or subsets of visible satellites from different systems
to assure the required reliability and accuracy of the RTK solutions.

The paper has developed a new satellite selection algorithm for reliable
ambiguity resolution, namely SARA, which can select a subset of visible satellites
from a single or multiple constellations based on reliability criteria while giving
low PDOP values as well. The purpose is to achieve high ambiguity resolution
success rate and reliable position solutions. The principle behind SARA strategy is
to remove those satellites with extreme large redundancy number or MDB, or with
extremely small external global reliability parameters. Experimental analysis has
demonstrated that SARA process gives much higher acceptance rate of correct
integer solutions and much higher ASR percentages than these obtained from all
the visible satellites in both single and dual constellation cases.

Though the SARA algorithm can select satellite to achieve much higher ASR in
a dual-constellation system, there are still some epochs where ASR values are not
high enough to assure AR reliability. A possible future research effort may
combine the SARA with the partial ambiguity resolution (PAR) algorithm to
further improve AR reliability. Ultimately, the proposed algorithms and theory
have to pass verification using a large number of real time multi-GNSS data sets,
which however are not available yet.
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