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Preface

China’s BeiDou Navigation Satellite System (BDS) has been independently
developed, which is similar in principle to global positioning system (GPS) and
compatible with other global satellite navigation systems (GNSS). The BeiDou
will provide highly reliable and precise positioning, navigation, and timing (PNT)
services as well as short-message communication for all users under all-weather,
all-time, and worldwide conditions.

Since BeiDou Navigation Satellite System provided the test run services on
December 27, 2011, more than 6 satellites have been successfully launched in 4
times with large improvements in system coverage, constellation robustness and
positioning accuracy. Currently, all in-orbit satellites and ground systems run well,
which meet the design requirements through the testing and evaluation of various
user terminals. After the news conference announced the Full Operational Capa-
bility (FOC) of BeiDou Navigation Satellite System for China and surrounding
area on December 27, 2012, the BeiDou Navigation Satellite System officially
starts to provide continuous passive positioning, navigation and timing services as
well as active positioning, two-way timing and short message communication
services.

China Satellite Navigation Conference (CSNC) is an open platform for
academic exchanges in the field of satellite navigation. It aims to encourage
technological innovation, accelerate GNSS engineering and boost the development
of the satellite navigation industry in China and in the world.

The 4th China Satellite Navigation Conference (CSNC 2013) is held on May
13–17, 2013, Wuhan, China. The theme of CSNC 2013 is BeiDou Application—
Opportunities and Challenges, which covers a wide range of activities, including
technical seminars, academic exchange, forum, exhibition, lectures as well as ION
panel. The main topics are as:

1. BeiDou/GNSS Navigation Applications
2. Satellite Navigation Signal System, Compatibility and Interoperability
3. Precise Orbit Determination and Positioning
4. Atomic Clock Technique and Time–Frequency System
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5. Satellite Navigation Augmentation and Integrity Monitoring
6. BeiDou/GNSS Test and Assessment Technology
7. BeiDou/GNSS User Terminal Technology
8. Satellite Navigation Models and Methods
9. Integrated Navigation and New Methods

The proceedings have 181 papers in nine topics of the conference, which were
selected through a strict peer-review process from 627 papers presented at CSNC
2013.

We thank the contribution of each author and extend our gratitude to over 100
referees and 36 session chairmen who are listed as members of editorial board. The
assistance of CSNC 2013’s organizing committees and the Springer editorial office
is highly appreciated.

Jiadong Sun
Chair of CSNC 2013
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Chapter 1
A Satellite Selection Algorithm
for Achieving High Reliability
of Ambiguity Resolution with GPS
and Beidou Constellations

Jun Wang and Yanming Feng

Abstract Reliability of carrier phase ambiguity resolution (AR) of an integer least-
squares (ILS) problem depends on ambiguity success rate (ASR), which in practice
can be well approximated by the success probability of integer bootstrapping
solutions. With the current GPS constellation, sufficiently high ASR of geometry-
based model can only be achievable at certain percentage of time. As a result, high
reliability of AR cannot be assured by the single constellation. In the event of dual
constellations system (DCS), for example, GPS and Beidou, which provide more
satellites in view, users can expect significant performance benefits such as AR
reliability and high precision positioning solutions. Simply using all the satellites in
view for AR and positioning is a straightforward solution, but does not necessarily
lead to high reliability as it is hoped. The paper presents an alternative approach that
selects a subset of the visible satellites to achieve a higher reliability performance of
the AR solutions in a multi-GNSS environment, instead of using all the satellites.
Traditionally, satellite selection algorithms are mostly based on the position dilution
of precision (PDOP) in order to meet accuracy requirements. In this contribution,
some reliability criteria are introduced for GNSS satellite selection, and a novel
satellite selection algorithm for reliable ambiguity resolution (SARA) is developed.
The SARA algorithm allows receivers to select a subset of satellites for achieving
high ASR such as above 0.99. Numerical results from a simulated dual constellation
cases show that with the SARA procedure, the percentages of ASR values in excess
of 0.99 and the percentages of ratio-test values passing the threshold 3 are both
higher than those directly using all satellites in view, particularly in the case of dual-
constellation, the percentages of ASRs ([0.99) and ratio-test values ([3) could be as
high as 98.0 and 98.5 % respectively, compared to 18.1 and 25.0 % without satellite
selection process. It is also worth noting that the implementation of SARA is simple
and the computation time is low, which can be applied in most real-time data
processing applications.

J. Wang (&) � Y. Feng
Queensland University of Technology, Brisbane, Australia
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J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
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1.1 Introduction

Global Navigation Satellite Systems (GNSSs) is the generic term for all juris-
dictional satellite navigation systems including the United States Global Position
System (GPS), Russia’s GLONASS, European Space Agency’s Galileo, China’s
Beidou, Japan’s Quasi Zenith Satellite System (QZSS) and India’s Indian Regional
Navigation Satellite Systems (IRNSS) [1]. In the very future, there will be 25–45
satellites in view depending on users’ locations. Australia is one of many countries
eventually receiving maximum numbers of satellite signals from all six systems
simultaneously. O’Keefe et al. have investigated and demonstrated that a com-
bined GNSS system provides significantly improved availability for navigation in
obstructed areas, where navigation with GPS alone is currently difficult [2]. Yang
et al. have defined and analysed three types of generalised dilution of precision
(G-DOP) among different GNSS systems based on robust estimation. However,
these performance benefits do not come without cost [3]. Benefits that multi-GNSS
and multi-frequency signals can bring to users may be maximized by selective use
of satellite systems, or signals, or subset of visible satellites from different systems
in order to achieve required positioning performance at affordable costs. This is
certainly the case for real-time kinematic positioning or other precise positioning
based on successful resolutions of carrier phase ambiguities of satellite signals.
This research work will prove that it is possible to select a subset of satellites from
two constellations in order to achieve higher reliability of carrier phase ambiguity
resolutions, thus assuring the reliability and accuracy of the RTK solutions.

For integer least-squares (ILS) solutions of a linear system with integer
parameters, the ambiguity dilution of precision (ADOP) and the ambiguity success
rate (ASR) have been introduced to capture and analyze the precision and reli-
ability characteristics of the ambiguities [4–6]. Theoretically only when the ASR is
very close to 1, the integer ambiguities can be considered deterministic, thus
guaranteeing the precision of fixed solution better that the float solution [7]. Since
incorrect ambiguity fixing can lead to largely biased positioning solutions, so it is
always worthwhile to have an AR solution with the high ASR. An approach to
achieve the high ASR is to apply the concept of partial ambiguity resolution
(PAR), which is a technique for fixing a subset of the ambiguities with a higher
ASR of resolving them correctly [8]. This study is focused on the geometry-free
model; however the success rate of the geometry-based model cannot guaranteed
to be increased with less satellites imposed because of the poor geometry. Cao
et al. has also numerically demonstrated that the ASR decreases as the number of
ambiguities increases and a combination of constellations can achieve a higher
ASR in shorter observation periods compared to a single constellation used
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independently [9]. Wang and Feng have clearly demonstrated that only when the
computed success rate is very high, the AR validation can provide the decisions
about the correctness of AR close to real world with both low AR risk and false
alarm rate [10]. The results from that work also indicate that an advantage of using
multi-GNSS signals for PAR is that actually only part of satellites or signals are
needed to archive a very high-success rate instead of using all satellites. This is
how high reliability of PAR can be achieved with multi-GNSS signals.

In terms of satellite selection algorithms, there are quite a few methods to
obtain the minimum DOP with limited satellites which aim at low-cost receivers
and meter-level pseudorange positioning. One early contribution was the maxi-
mum volume algorithm [11]. The four-step satellites selection algorithm is
developed to select four satellites to form near optimal geometry [12]. Park pro-
posed the quasi-optimal satellite selection algorithm for GPS receivers used in low
earth orbit (LEO) application, which can select any required number of satellites
[13]. A heuristic method combining the maximum volume algorithm and the
redundancy technique is developed to mitigate computational burdens while
maintaining benefits of the combined navigation satellite systems and called multi-
constellations satellite selection algorithm [14]. However, to the best of our
knowledge there is no method for selecting a subset of the satellites towards
achieving a high reliability of a positioning system. On the other hand, once the
number of selected satellite reaches certain numbers, such as more than ten, the
variation rate of PDOP values is no longer evident. The improvement of ASR is
still remarkable, thus deserving more investigation. Figure 1.1 shows the PDOP,
ADOP and ASR of four different ten-satellite subsets from overall fifteen satellites.
It is clear that the PDOP values are fluctuating between 0.9 and 1.5, while the
ADOP values and the ASR values are portioned into four separate layers. The
hierarchical structure of the ASR is more obvious than that of the ADOP.
Moreover, it is interesting to see that in some samples, ASR values are very close
to 1, which indicates their integer ambiguities will be reliable. This implies that it
is possible to find a subset of satellites which maintains both the low PDOP and the
high ASR when the total visible satellite number is large enough. This research
effort develops and tests a satellite selection strategy that allows high reliability of
AR to be achieved with multi-constellations. Results from numerical analysis will
confirm that this satellite selection method can result in better ASR outcomes
without loss of positioning accuracy.

The remainder of this paper is organized as follows. In Sect. 1.2, the measures
of least squares solution reliability are described, which are related to the ADOP
and the ASR. Section 1.3 describes the Satellite-selection Algorithm for Reliable
Ambiguity-resolution (SARA). In Sect. 1.4, numerical experiment results for
different constellations are provided to demonstrate the advantage of this proposed
algorithm over other satellite selection algorithms and contribution to high reli-
ability of ambiguity resolutions comparing no satellite selection. Finally, the main
research findings from this work are summarized.
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1.2 Reliability Criteria for Ambiguity Resolution

Traditionally, reliability is the measure of the capability of a system to detect
blunders or biases in the measurements and to estimate the effects that undetected
blunders may have on a solution. Redundancy number is an important factor in
reliability theory which refers to the contribution of the ith observation of the
linear observation system to the degree of freedom (DOF). There are two measures
of reliability: internal reliability represented by the minimum detectable bias
(MDB) and external reliability quantified by the effect of undetectable bias in the
observation [15, 16]. Internal reliability and external reliability are used to char-
acterize the least squares solutions of unknown parameters. The reliability criteria
are referred to the parameters to be used in selection of satellites for achieving
reliable ambiguity solution in processing GNSS carrier phase measurements. The
criteria include concepts of internal and external reliability from the traditional
real-value least-squares estimation and the concepts of the ADOP and the ASR
that is directly related to the ILS solutions’ reliability. This section will introduce
the internal and external reliability concept first, followed by the ADOP and
success rate computations and numerical analysis regarding the reliability criteria.

1.2.1 Internal Reliability and External Reliability

A linear observational model is defined by

y ¼ Axþ e; e � 0; r2
0Q

� �
ð1:1Þ
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Fig. 1.1 PDOP, ADOP and ASR of different ten satellites from fifteen satellites
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where y is the observation vector, x is the unknown parameter vector, e is the
random error vector, r2

0 is the variance of the unit-weight measurements and Q is
the cofactor matrix. We have the weight matrix P ¼ Q�1.

The redundancy number ri is given as

ri ¼ QvvPð Þii ð1:2Þ

with a normal equation matrix

N ¼ AT PA ð1:3Þ

and a cofactor matrix for residuals

Qvv ¼ Q� AN�1AT ð1:4Þ

The internal reliability measure is represented by the minimal detectable bias
(MDB) as [15, 16]

r0ij j ¼ d
ffiffiffiffi
ri
p ri ð1:5Þ

where ri is the standard deviation of the ith observation, which is a function of the
diagonal element of Qvv and r2

0; d is the non-centrality parameter depending on the
level of significance aand the power of the test b.

The external reliability is the influence of each of the MDBs on the estimated
parameters. The effect of the blunder or the bias ri in ith observation is

rx ¼ N�1AT Pciri ð1:6Þ

where the c-vector takes the form ð0; . . .; 1; . . .; 0ÞT , with the 1 as the ith entry
of c. Consequently, the impact of the MDB r0i is given as

rx0i ¼ N�1AT Pcir0i ð1:7Þ

Baarda suggested the follow alternative expression:

k2
0i ¼
rT

x0i
Nrx0i

r2
0

ð1:8Þ

The value k2
0i is considered to be a measure of global external reliability. When

the external reliability becomes large, the global falsification caused by a blunder
or bias can be significant [17].
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1.2.2 Adop

Like the PDOP measure commonly used to describe the impact of receiver-
satellite geometry on the positioning precision, the concept of the ADOP is
introduced to measure the intrinsic precision characteristics of the ambiguities [4].
It is defined as

ADOP ¼
ffiffiffiffiffiffiffiffiffiffi
QN̂

�� ��
q 1

m

(cycle) ð1:9Þ

where QN̂ is the variance–covariance (vc-) matrix of the m-dimensional float
ambiguities.

Smaller ADOP values imply more precise estimation of the float ambiguities
and higher possibility of successful ambiguity validation. It is suggested that for
successful AR the ADOP should be smaller than 0.15 cycles [18]. For a short
observation time span, the approximation of the ADOP can be expressed as [19]

ADOP � m
1

2ðm�1Þ �
r2

/

r2
p

 ! m�4
4ðm�1Þ

� r/rp

kk1k2

� �1
2

(cycle) ð1:10Þ

where r2
p denotes the variance of code, r2

/ denotes the variance of phase, k1 and k2

denote the wavelengths of L1 and L2, and k denotes the number of epochs.

1.2.3 Success Rate

The success rate PS is defined as follows [5, 20]

PS ¼ P N
^

¼ N
� 	

¼
Z

R

fN̂ðxÞdX ð1:11Þ

where R and fN̂ðxÞ denote the ILS pull-in region and the probability density
function of the float ambiguities N̂ respectively. In general, we assume the float
ambiguity is normally distributed, e.g., N N; r2

0QN̂

� �
. Therefore, the success rate

can be expressed as

PS ¼
Z

R

N N; r2
0QN̂

� �
dX

¼
Z

R

1

ð2pÞ
1
m r2

0QN̂

�� ��1=2
exp � 1

2r2
0

ðX� NÞTQ�1
Ẑ ðX� NÞ


 �
dX

: ð1:12Þ
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Nevertheless, construction of the ILS pull-in region or Voronoi cell can be
complex, the real-time computation of AR success rate is considered difficult and
impractical [5, 20]. Fortunately the success rate of bootstrapping estimator has
been proved to be a sharp lower bound and good approximations of the actual
success rate, expressed as [5, 21]

P N
^

¼ N
� 	

�Pboot ¼
Ym

i¼1

2U
1

2rN̂ijI

 !

� 1

" #

ð1:13Þ

with

UðtÞ ¼
Z t

�1

1
ffiffiffiffiffiffi
2p
p exp � 1

2
x2

� �
dx: ð1:14Þ

The invariant ADOP can be used to obtain an upper bound for the bootstrapped
ASR as [22]

Pboot ¼
Ym

i¼1

2U
1

2rN̂ijI

 !

� 1

" #

� 2U
1

2ADOP

� �
� 1


 �m

: ð1:15Þ

1.2.4 Reliability Criteria for Satellite Selection

Figure 1.2 shows the redundancy numbers (RNUM), the MDBs and the external
global reliabilities (EXTR) of a dual-constellation design matrix for 1,000 samples
that can be generated from the experiment data in Sect. 1.4. It is interesting to note
that those relevant reliability values are grouped into two separate Clusters. To be
specific, the values of RNUM are either close 1 or below 0.9 while the MDB
values are either around 0.02 or below 0.2 and the EXTR are either around 0.3 or
around 2.5. Besides, Fig. 1.2 also shows the selected satellites with extreme values
in terms of RNUM ([0.9), MDB ([0.15) and EXTR (\0.4) are the same. Taking a
sample with 10 satellites as an example, the redundancy numbers, the MDBs and
the external global reliabilities are listed in Table 1.1. It is shown that the maxi-
mum redundancy number and MDB and the minimum external global reliability
can be easily identified. The question naturally is whether the removal of the
measurements with extreme values from the observation system can sufficiently
assure the higher success rate of AR in the ILS solutions. Alternatively, the
question is if the high AR success rates necessarily require the removal of the
extreme measurements. These questions are not easily answered theoretically.
However, Sect. 1.4 will seek the answers to the questions numerically.
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1.3 Satellite-Selection Algorithm for Reliable
Ambiguity-Resolution

Based on the given reliability criteria in the previous section, this section presents
a satellite- selection algorithm for reliable ambiguity-resolution (SARA), which
searches for a subset of satellites with a high ASR and low computational burden.
In addition, this algorithm assumes that there are adequate satellites, for instance,
in the case of multiple constellations where the PDOP requirement is easy to
satisfy. The purpose or the advantage of SARA is to improve the ASR compared to
other satellite selection algorithms, whereas, the computation load of SARA is
maintained at a low level.

In fact, it is simple to implement the SARA algorithm which only consists of
the following four steps.
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Fig. 1.2 The redundancy number, minimum detectable bias and external global reliability of a
dual-constellation design matrix for 1,000 samples

Table 1.1 The extreme values of RNUM, MDB and EXTR

PRN 1 2 3 4 5 6 7 8 9 10

RNUM 0.77 0.83 0.79 0.67 0.69 0.99 0.77 0.77 0.73 0.73
MDB 0.02 0.02 0.03 0.02 0.02 0.20 0.03 0.03 0.03 0.03
EXTR 2.21 1.83 2.10 2.85 2.71 0.32 2.21 2.21 2.46 2.46
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Step 1. Create a list of visible satellites and form the design matrix A of
un-differenced model with all the satellites.

Step 2. Calculate the reliability parameters mentioned in Sect. 1.2.1.
Step 3. Remove the satellite with extreme values.
Step 4. Select the remaining satellites.

Unlike the existing pseudorange-based algorithms, there is no need for a pre-
defined number of selected satellites for SARA, because SARA can make the
decision with its own reliability characteristics. As shown in Fig. 1.3 and
Table 1.1, the criteria for the extreme redundancy number, the MDB and the
external global reliability give the equivalent results. The criterion of selecting the
subset of satellites can be based on any of the three parameters. In Step 3, usually
there are two options: Option 1 is to remove all the satellites with the extreme
RNUM, or MDBs or EXTR values; Option 2 is to remove the satellite with the
most extreme value and return to Step 2. Figure 1.3 gives the flowchart of Option 1
and Option 2. Obviously, the second scheme is more complicated. Figure 1.4
shows the ASR difference between these two options based on SARA. It is shown
that the ASR performances of these two options are just the same in most samples
in spite of having some ignorable difference, smaller than 0.1 % in other samples.
Therefore, the SARA algorithm adopts the first option that removes the high
redundant satellites at once. The fourteen satellites selected by SARA from
eighteen satellites are plotted in Fig. 1.5. Considering inter constellation biases,
the different reference satellites are used in their corresponding system
respectively.

Fig. 1.3 The two options of SARA algorithm
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1.4 Experiments and Analysis

To demonstrate the efficiency of SARA, results from the simulated dual-constel-
lation system (DCS) are analyzed. A total of 2,500 epochs of dual-frequency (L1
and L2) data set collected at the interval of 30 s on 1 January 2007 about a 21 km
baseline was processed for analysis. A typical elevation cut-off angle of 15� is
used. Prior variance settings for code and phase measurements are given as 30 and
0.5 cm2 respectively. The geometry-based model and the LAMBDA method are
used in this experiment and the solutions are resolved epoch-by-epoch in kine-
matic mode. Similar to the virtual Galileo constellation (VGC) method [23], the
virtual Beidou navigation and observation data is generated by the real GPS data
with time-latency of 300 epochs. In this work, the SARA uses the extreme
redundancy number (RNUM [ 0.9) as the criterion to remove all the corre-
sponding satellites as the concept of redundancy number is more familiar and
simple too. For ambiguity validation purposes, the ratio-test is applied and the
critical values of t are chosen as 1.5, 2 or 3 [24–26]. Moreover, the concept of
ambiguity validation decision matrix is utilized to analyse the AR performance of
SARA [10]. Particularly, we pay more attention to the probability of false alarm,
which means while the integer ambiguity is fixed correctly, but the ratio-test is
rejected.

To demonstrate the performance of SARA, especially the improvement of ASR,
we calculate and compare different AR factors of using all the visible satellites
with those of applying SARA scheme. Figure 1.6 shows the satellite numbers of
original dual constellations and those with satellite selection algorithms. SARA
can detect and delete more satellites with the increasing of satellites number. It is
shown that the maximum deleted satellites number of dual-constellation is 6 and
SARA still keeps the minimum satellites number more than 10 in this experiment.
Figure 1.7 illustrates the PDOP values from the two cases. As we can see, DCS
scheme results in smaller PDOPs, however, the PDOPs of SARA is still good
enough with the values from 0.8 to 1.2 due to the enough visible satellites as
shown in Fig. 1.6. The PDOPs difference between the two cases is not significant;
nevertheless, it is clearly shown that the ADOPs with SARA algorithm are smaller
than the DCS in Fig. 1.8. All the epochs with SARA can meet the ADOP 0.15
cycles requirement [18]. Figure 1.9 illustrates the ASR results. A remarkable
phenomenon is that the ASR values with SARA are larger than those of DCS.
More specifically, most ASR values over the 2,500 samples are over than 90 %
and very close to 100 %, whereas the ASR values from the DCS scheme is
fluctuated between 0 and 1.

For the sake of conciseness, only the results of redundancy numbers are given
as Fig. 1.10. Obviously, SARA removes all the observations with the redundancy
number of 0.9 or higher. In contrast, the result from the DCS illustrates two
distinct structural patterns involving extremely large redundancy numbers.

Figure 1.11 gives the histograms of AR ratio-test values obtained from DCS
and SARA cases. Obviously, compared to DCS, SARA has more numbers of
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larger ratio-test values. In fact, the real AR probabilities of correct fix (PCF) in
DCS and SARA are 100 % in this experiment. However, due to the smaller ratio-
test values in DCS, the false alarm rate is higher than that of SARA; hence a lot of
correct integer ambiguities are unfortunately rejected by ratio-test. As a result,
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Fig. 1.6 Satellite numbers
computed with all visible
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Fig. 1.12 shows that the positioning performance of DCS is much worse than that
of SARA.

Table 1.2 summarizes the percentages of samples whose ratio-test values
exceed the given ratio-test critical values (1.5, 2, and 3) and the percentages of
samples whose ASR values exceed the given thresholds (0.90, 0.95 and 0.99) in
the two cases. These percentages given under different t thresholds (rows 2, 3 and
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4) and ASR thresholds (columns 5, 6 and 7) actually indicate, to large extend, the
acceptance rates of correct integer solutions and the reliability of AR. From the
above figures and Table 1.2, it can be concluded that SARA process gives much
higher ASR percentages than these obtained from all the visible. As a specific
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example shown in Table 1.2, only 82.9, 50.5 and 25.0 % of samples passed the
ratio tests using all the satellites in view when the critical value is 1.5, 2 and 3,
respectively. These percentage turn out to be 100, 99.7 and 98.6 % if the SARA
procedure is applied. In terms of ASR values, it is clearly demonstrated that the
SARA process increases those samples with ASR values larger than 0.99 from
18.1 to 98.0 %. This result may vary when different data sets or periods are used,
but the distinctive difference indeed shows the significant advantages of the SARA
method with respect to the scheme of without adopting satellite selection strategy.
Considering the fact that the real PCF in the two cases are 100 %, those events that
fail to pass the ratio-test happens to be the corresponding false alarm. Table 1.3
shows the false alarm rates in DCS are larger than those with SARA algorithm. It
is easy to understand that when the ratio-test threshold value increases, the false
alarm rate is also getting larger. The false alarm rate of DCS increase from 17.1 to
75 % with t = 1.5 and t = 3 respectively, while the case with SARA algorithm
still limits the false alarm rate as 1.5 % even t = 3.
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Table 1.2 The percentages
of samples number for ratio-
test and ASR with given
critical values

DCS (%) SARA (%)

t [ 1.5 82.9 99.9
t [ 2 50.5 99.6
t [ 3 25.0 98.5
ASR [ 0.9 18.9 99.9
ASR [ 0.95 18.1 98.0
SR [ 0.99 18.1 98.0

1 A Satellite Selection Algorithm 17



In addition to the performance of reliability and accuracy, computation time is
also an important factor in real-time applications. Figure 1.13 shows the time cost
difference between the two cases as well as the SARA implementation time con-
suming. It is seen that there is no major difference between these two cases. SARA is
expected to spend less time because the dimensions of ambiguities are reduced.
However, since the AR reliability is improved by SARA, which also potentially
expands larger ambiguity search space. That’s why we have larger ratio-test values.
This disadvantage can be overcome by changing the prior search space size with
fixed ratio-test value [27]. The computational speed is still a challenging problem for
AR with high dimensions [28], but this disadvantage is not caused by SARA itself.

1.5 Conclusions and Future Work

Benefits from multi-GNSS and multi-frequency signals could be significant, but do
not come without cost. Simply using measurements from all satellites in view does
not necessarily lead to higher quality solutions, because various biases in different
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Table 1.3 The percentages
of samples number for ratio-
test and ASR with given
critical values

False alarm rate DCS (%) SARA (%)

t [ 1.5 17.1 0.1
t [ 2 49.5 0.4
t [ 3 75.0 1.5
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systems. For real time kinematic positioning users, the major benefits of multi-
GNSS and multi-frequency signals may be the option for the selective use of
satellite systems, or signals, or subsets of visible satellites from different systems
to assure the required reliability and accuracy of the RTK solutions.

The paper has developed a new satellite selection algorithm for reliable
ambiguity resolution, namely SARA, which can select a subset of visible satellites
from a single or multiple constellations based on reliability criteria while giving
low PDOP values as well. The purpose is to achieve high ambiguity resolution
success rate and reliable position solutions. The principle behind SARA strategy is
to remove those satellites with extreme large redundancy number or MDB, or with
extremely small external global reliability parameters. Experimental analysis has
demonstrated that SARA process gives much higher acceptance rate of correct
integer solutions and much higher ASR percentages than these obtained from all
the visible satellites in both single and dual constellation cases.

Though the SARA algorithm can select satellite to achieve much higher ASR in
a dual-constellation system, there are still some epochs where ASR values are not
high enough to assure AR reliability. A possible future research effort may
combine the SARA with the partial ambiguity resolution (PAR) algorithm to
further improve AR reliability. Ultimately, the proposed algorithms and theory
have to pass verification using a large number of real time multi-GNSS data sets,
which however are not available yet.
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Chapter 2
Ocean Tidal Loading Effects
to Displacements at GNSS Sites

Dejun Zhao, Xinqiang Xu, Jing Li, Jinmei Duan and Liang Yu

Abstract Ocean tidal loading (OTL) effects to displacements should be
considered during GNSS precise positioning. Especially, along with the shift of
geodesy from mainland to ocean, the OTL corrections to displacements play more
and more important roles in precise positioning. The approaches to resolve OTL
effects in precise GNSS data processing software GAMIT are that, either directly
reading out the amplitudes and phases of several main tidal constituents (also
called tidal coefficients) at site from file station.oct, or interpolating the site’s tidal
coefficients from global grid file grid.oct. It’s not ideal to modify the OTL effects
in China mainland (especially in coast areas, islands and reefs) using GAMIT
directly, because of tidal coefficients’ errors or the limitations of tracking stations’
distribution. This paper detailed describes the OTL effects theories to displace-
ments based on convolution integration approach about OTL and Green’s func-
tions. Numerical integration of OTL is performed using the Gauss quadrature
method and the integration areas are separated to inner zone and outer zone. A
newest 20 9 20 resolutions local ocean tidal model of the East China Sea and South
China Sea was adopted for inner zone, and a global model TPXO7.2 for the outer
zone. Some OTL corrections to displacements at coast GNSS sites were computed,
and which were applied to the GNSS data processing. The estimation of ampli-
tudes and phases for the main tidal constituent M2 were acquired at some sites,
variation functions changed with time for displacement were constructed.
Numerical tests show that, the displacements at coast sites are bigger than those at
inland sites, amplitudes of local loading on displacements reach the order of
centimetre. If the amplitudes and phases of tidal constituents calculated by this
method are appended into the station.oct file, the baselines’ accuracies will be
improved greatly for GAMIT software. Not only the OTL corrections but also
suitable ocean tidal models and tide constituents should be taken into account in
GNSS data analyses.
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Keywords GNSS � Ocean tidal loading � OTL � Ocean tide model � Green’s
functions

2.1 Introduction

Researches indicated that the ocean tidal loading effects to displacements can be
up to several centimetre in magnitude, even to dm in some parts of our Earth and
during some periods, especially in rapidly changing ocean [1–6]. With the
developments of national surveying and mapping projects of islands and reefs,
China’s geodetic measurements are being extended from inlands to oceans, thus
the OTL effects can’t be ignored.

With the developments of satellites altimetry technologies, so many ocean tidal
models were released one after another, such as CRS3.0, CRS4.0, AG95, GOT,
NAO, FES2004, and TPXO7 et al. [4, 5]. The GAMIT software used for precise
positioning corrects OTL displacements by means of using OTL grid file created
by Swedish Onsala Space Observatory (OSO), which was based on global fun-
damental GNSS stations. OTL grid file created by National Astronomical
Observatory of Japan (NAO) was also added to GAMIT for candidate from ver.
10.2 then on. Ocean tidal model FES2004 was selected to correct OTL dis-
placements from GAMIT ver. 10.3 then on, which was released by French Tidal
Group (FTG) and was established on the formula of tidal hydrokinetics and the
technologies of data fusion. The approaches to resolve OTL effects in GAMIT are
that, either directly reading out the amplitudes and phases of several main tidal
constituents (also called tidal coefficients) at sites from file station.oct, or inter-
polating the site’s tidal coefficients from grid file grid.oct. The file station.oct
comprises lots of tidal coefficients at global 465 tracking stations (including GPS,
SLR and VLBI). If the distance between the unknown site and a tracking station is
less than 10 km, then the tidal coefficients for the tracking stations are used for this
unknown site, otherwise by the mean of interpolating from grid.oct file. It’s not
ideal to modify the OTL effects in China mainland (especially in oceans) because
of tidal coefficients’ errors and the limitations of interpolations methods.

2.2 Theories and Computation of Loading Effects

OTL effects to displacements at GNSS sites are usually calculated by the con-
volution integrals of tidal heights and mass loading Green’s functions [1, 7–9]:

Lðh; k; tÞ ¼ qR2
ZZ

Hðh0; k0; tÞGðw;AÞds ð2:1Þ
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where, h and k are colatitude and longitude for computing point, h0 and k0 are
colatitude and longitude for loading point, q is the average density of sea water
(1.03 g cm-3), R is the average Earth radius, Lðh; k; tÞ is the OTL effects,
Hðh0; k0; tÞ is the tidal height of loading point, A is the azimuth from computing
point to loading point, w is the spherical distance between computing point and
loading point, which can be calculated from below equation.

cos w ¼ sin h sin h0 þ cos h cos h0 cosðk� k0Þ

Gðh;AÞ is mass loading Green’s functions, which come from the Earth model
parameters. ds ¼ sin h0dh0dk0 stands for surface element. Instantaneous tidal height
Hðh0; k0; tÞ can be described as a sum of harmonic oscillations:

Hðh0; k0; tÞ ¼
XN

p¼1

fp h0; k0ð Þ cos -pt þ vp � dp

� �

¼
XN

p¼1

Hcp h0; k0ð Þ cos -pt þ vp

� �
þ Hsp h0; k0ð Þ sin -pt þ vp

� �� �
ð2:2Þ

where,

Hcpðh0; k0Þ ¼ fpðh0; k0Þ cos dp

Hspðh0; k0Þ ¼ fpðh0; k0Þ sin dp

fp, dp, vp and -p is the amplitude, initial phase, astronomical argument and angular
velocity of the pth tidal constituent at loading point, respectively. t is UT, N is the
count of tidal constituent. Submit Eqs. (2.2) to (2.1):

L ¼
XN

p¼1

LCp h; kð Þ cos -pt þ vp

� �
þ LSp h; kð Þ sin -pt þ vp

� �� �

¼
XN

p¼1

Lp h; kð Þ cos -pt þ vp � bp

� �� �
ð2:3Þ

where [10],

LCp h; kð Þ ¼ qR2
ZZ

Hcp h0; k0ð ÞG w;Að Þ sin h0dh0dk

LSp h; kð Þ ¼ qR2
ZZ

Hsp h0; k0ð ÞG w;Að Þ sin h0dh0dk0
ð2:4Þ

and that,

Lp h; kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LC2

p þ LS2
p

q

tan bp ¼ LSp

�
LCp

ð2:5Þ
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Thus, the key question to OTL effects lies in the integrations of Eq. (2.4),
through which the amplitudes Lp and phases bp who describe the loading response
for the chosen site can be worked out. There exists four different open sources
programs including CONMODB, GOTIC2, NLOADF and OLFG/OLMPP in the
world at present, which can complete the convolution integrals of Eq. (2.4) suc-
cessfully, and the difference between the four results from these programs is not
more than 5 % [8]. Agnew [11] developed a method and its corresponding pro-
gram for calculating loading tides named after NLOADF, which is based on the
Green’s functions by Farrell [7], and is capable of combining regional ocean tide
model with a global ocean tide model, so that users can use more accurate coastal
models to improve the loading tide results.

Now, only two unkown parameters including angular velocity -p and astro-
nomical argument vp are left in Eq. (2.3). Conventionally, the tide is decomposed
into a series of harmonics which frequencies lie in semidiurnal, diurnal and long-
period three bands, including the semidiurnal waves M2, S2, N2, K2, the diurnal
waves K1, O1, P1, Q1 and the long-period waves Mf, Mm and Ssa. More than
95 % of the tidal signal is characterized by these 11 tidal constituents, whose
angular velocities are listed in Table 2.1 [10].

The argument vp is the linear combination of astronomical argument, which can
be computed from below equation [10].

vM2 ¼ 2h� 2s

vS2 ¼ 0

vN2 ¼ 2h� 3sþ q

vk2 ¼ 2h

vK1 ¼ hþ 90�

vO1 ¼ h� 2s� 90�

vP1 ¼ �h� 90�

vQ1 ¼ h� 3sþ q� 90�

vMF ¼ 2s

vMM ¼ s� q

vSSA ¼ 2h

where, h, s and q respectively stands for mean longitude of sun, mean longitude of
moon and mean longitude of lunar perigee at beginning of a day, which can be
detailed deduced from reference [10].
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2.3 Tests and Computing

2.3.1 Choice of Global and Local Tidal Models

In the numerical integration Eq. (2.4), the total OTL effects are the sum of inner
zone and outer zone effects. The inner zone effect uses a refined grid of tidal
heights and the outer zone uses a coarse grid. Ideally, tidal heights for the inner
zone should be from a local tidal model and those for the outer zone should be
from a global tidal model. In this paper, we chose osu.chinasea.2010 tidal model
for inner zone which resolution was 20 9 20 and comprised these 11 main con-
stituents listed in Table 2.1, and TPXO7.2 tidal model for the outer zone which
was the newest one at present and resolution reached 150 9 150. M2 tidal con-
stituent’s amplitudes and phases in China East Sea and South Sea are shown in
Fig. 2.1, where real lines stand for amplitudes (unit is centimetre) and broken line
stand for phases (unit is degree).

2.3.2 OTL Effects to Displacements

The standard ‘‘Gutenberg-Bullen A’’ Earth mean model was adopted to determine
the OTL displacements effects at some sites. These results are compared to those
from WU et al. [12], which only simply adopted NAO99b global tidal model. The
displacements’ amplitudes and phases in three directions [stands for Westward,
Southward and Upward, separately, which is positive direction according to
Eq. (2.1)] due to M2 and S2 tidal constituents are listed in Table 2.2, where two
typical IGS stations are selected, including SHAO which is adjacent to coast and
URUM which is far from sea. From Table 2.2, we obtain that the amplitudes of
OTL displacements in the areas of nearby sea is obviously bigger than these far

Table 2.1 Angular velocities
of main tidal constituents

Tidal constituent Angular velocity (�/h)

M2 28.984
S2 30.000
N2 28.439
K2 30.082
K1 15.041
O1 13.942
P1 14.958
Q1 13.405
Mf 1.098
Mm 0.544
Ssa 0.082
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away from sea. So, we must take into account the OTL effects when precision
positioning projects are carried out nearby the coast.

The time series of total OTL corrections to displacements at SHAO station are
shown in Fig. 2.2. The time is from August 1st to 31st in 2010. Figure 2.2 indi-
cates that the effects in upward is obviously bigger than these in northward and
eastward, which are up to 22 mm.

Fig. 2.1 M2 tidal constituents’ amplitudes and phases in East China Sea and South China

Table 2.2 The effects to station displacements of M2 and S2 tidal constituent

Station Comp. M2 S2

Ampl. (mm) Phase (�) Ampl. (mm) Phase (�)

This WU This WU This WU This WU

SHAO W 2.81 2.60 -158.87 -160.20 0.88 0.86 -125.13 -114.5
S 3.42 3.98 -25.20 -31.70 1.43 1.62 -4.23 -7.5
U 8.56 8.16 -133.91 -146.40 2.86 2.99 -93.41 -95.0

URUM W 0.68 0.70 -153.2 -156.5 0.23 0.26 -156.7 -161.9
S 0.49 0.44 145.3 141.1 0.16 0.13 -136.2 132.5
U 0.39 0.23 -2.7 -2.9 0.43 0.45 35.8 40.4
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2.3.3 Coordinates Computing

There was a grade B GNSS network, which consists of sites located in either near
coast or islands and reefs, and the GNSS data from Crustal Movements Obser-
vation Network of China were used for known values. Following are two schemes:
Scheme 1 Directly adopt FES2004 global tidal modelstation.oct file and grid.oct

file from GAMIT software to determine OTL corrections
Scheme 2 First determine the OTL displacements’ amplitudes and phases of

every site by numerical integral using East China Sea local tidal
model for inner zone and TPXO7.2 global tidal model for outer zone.
Then, append these amplitudes and phases to station.oct file in
GAMIT software

A statistics about adjustment results from above two schemes were listed in
Table 2.3. After corrections of scheme 2, accuracies of baselines are improved
greatly, and both standard deviations of coordinates and overlaps with baselines
are obviously decreased, and the overlaps with baselines in upward are bigger than
those in horizontal directions, which disclaim that OTL corrections do bigger
contribution to improving the accuracies in radial direction.

Fig. 2.2 Time series of total OTL effects to displacements at SHAO

Table 2.3 A statistics about adjustment results to coordinates at GNSS sites

Avg Std (cm) Max Std (cm) Baseline Accu. (mm ? ppb)

N E U N E U N E U

Sch. 1 0.22 0.55 1.26 0.37 0.89 2.27 0.4 ? 0.6 0.3 ? 0.6 0.2 ? 0.8
Sch. 2 0.18 0.41 0.83 0.31 0.73 1.82 0.3 ? 0.5 0.3 ? 0.5 0.2 ? 0.5
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2.4 Conclusions

The OTL displacements corrections are computed by means of Green’s functions
convolution integral. Some conclusions are drawed through theory analyses and
numerical tests:

1. The OTL displacements effects are bigger near coast, even reach several cen-
timeter in magnitude, however, it is up to only several mm in inland. So, in
order to improve GNSS positioning accuracy, the OTL effects at sites near
coastlines must be considered using various global ocean tidal models and
numerical algorithms.

2. Employ higher accuracy and higher resolution ocean tidal model to determine
the displacements’ amplitude and phase at sites, which will be applied to OTL
corrections computing. For GAMIT users, what needed to do is only appending
the amplitudes and phases into stations.oct file.

3. Even if the newest ocean tidal model also can’t describe the tidal movement
characters in our nearby seas, because the continental shelf and geologic
structures are very complicated. So, it’s better to employ the observed tidal data
from gauge during the course of accuracy positioning.
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Chapter 3
A Study on the Beidou IGSO/MEO
Satellite Orbit Determination
and Prediction of the Different Yaw
Control Mode

Wei Wang, Gucang Chen, Shuren Guo, Xiaoyong Song
and Qile Zhao

Abstract During the conversion between yaw steering and orbit normal mode of
the Beidou IGSO and MEO satellite, the dynamic model changes. As a result, the
accuracy of the orbit determination and prediction decrease. As the yaw control
mode changes, the variation of the dynamic model has been studied. Based on the
empirical and analytical solar radiation pressure models, one piecewise model and
one linear model have been proposed. The two models were tested with the actual
Beidou satellites’ on-orbit data. The results showed that the two models which are
raised in this paper can improve the accuracy of the Beidou IGSO/MEO orbit
determination and prediction.

Keywords Yaw steering � Orbit normal � Precise orbit determination � Parameter
variation � Solar radiation pressure

3.1 Introduction

To complete the specific applications, the satellites must maintain corresponding
orbits and attitudes. Compared with other kinds of satellites, GNSS IGSO and
MEO satellites adopt the inclination circular orbits with the 55�, who need a
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specific attitude control method of the yaw angle to keep the angle between the
Sun and the satellite’s body XOZ surface small, so that the solar panels can orient
to the sun in order to get enough energy.

A MEO GNSS satellite such as a GPS satellite, applies a yaw steering attitude
control mode. The satellite’s z-axis (yaw) points towards the center of the Earth,
and the y-axis points towards the solar panels, perpendicular to the Sun. In this
way the solar panels’ is controlled to keep itself facing the Sun. However, when the
Sun’s Elevation angle of the satellite orbital plane is small and the satellite moves
toward the collinear approximation to the Sun and the Earth, the satellite’s yaw
manoeuvring rate will greatly increase. Due to the limit of the control capacity
constraints, the attitude control law changes. This leads to the error incensement of
the orbit determination and prediction. In the 1990s, for the GPS BLOCK II A
satellite, foreign scholars [1–3] proposed a variety of improved models to increase
the orbit determination accuracy. But the problem that the accuracy of the orbit
determination and prediction of BLOCK II A satellites decline when they just go
out of the earth shadow so far is not well solved. The GPS BLOCK II R satellite
then is improved on the satellite attitude control scheme.

The control method of the Beidou IGSO/MEO satellites is quite different from
the GPS satellites. When the sun elevation angle of the orbit plane is large, it also
uses the yaw steering method. When the sun elevation angle is small enough, it
uses the orbit normal method, in which the yaw angle is always kept to zero.
Taking into account that the GNSS satellites’ orbit and attitude are highly coupled,
the dynamic model of the solar pressure model makes a significant change when
the attitude control mode change occurred, which makes a greater impact on orbit
determination and orbit prediction. So it is needed to establish the appropriate
precision orbit determination methods. This paper studies the attitude mode con-
trol law of the GPS/GLONASS navigation satellite, especially the Beidou navi-
gation satellites when they are in the earth’s shadow, and analyses the dynamic
characteristics when the Beidou satellite attitude control mode changes, as well as
the reasons of the decrease of the orbit determination and prediction accuracy.
Then the variable parameter methods for both empirical model and analytical
model of the solar radiation pressure are established. And further discussions of the
thermal radiation effects modifications and the phase center of antenna corrections
are approached. The actual measured data shows that the proposed model effec-
tively improves the precision of orbit determination and orbit prediction of the
Beidou navigation satellite when yaw control mode changes.

3.2 The Attitude Control Method of the Beidou Satellites

The attitude of a Navigation satellite should satisfied two requirements: First, it
should keep the +Z axis which installed navigation antenna towards to the earth;
secondly, it should control the yaw angle making solar panels facing the sun,
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which eventually makes solar panels receive enough sunlight and get enough
energy. The IGSO/MEO satellites have the inclination of 55�. When the sun
elevation angle is large, to get enough energy, the satellite’s yaw angle is con-
trolled to be a non-zero value, which is called the Yaw Steering Mode.

In the Yaw Steering Mode, the yaw angle is in accordance with the following
formula:

wn ¼ ATAN2ð� tan b; sin lÞ ð3:1Þ

In this formula, b is the Sun’s elevation angle of satellite orbit plane, and l is
geometry angle between the satellite and the midnight of the orbit, as shown in
Fig. 3.1.

The nominal yaw rate can be easily obtained:

_wn ¼ _l tan b cos l=ðsin2 lþ tan2 bÞ ð3:2Þ

As can be seen by Formula (3.2), the rate of yaw angle get the maximum when
l ¼ 0� or 180�. And its value is:

_wn ¼ _l= tan b ð3:3Þ

The Beidou satellite uses the momentum wheel to control the attitude, rather
than using the jet propelling in case of changing the satellite’s orbit. Given the
momentum wheel adjustment rate limit R, the critical value of the Sun’s elevation
angle of the satellite’s orbital planes at noon and midnight can obtained:

b0 ¼ tan�1ð _l=RÞ ð3:4Þ

The Sun rotation speed to the orbit plane is about 1 degree per day. The sun’s
elevation angle of the orbital plane is gradually changed. When the Sun elevation
angle b is greater than b0, the Yaw steering mode proceed. When the sun elevation
angle b is smaller than b0, the Yaw steering mode cannot proceed around l ¼ 0�

or 180�. So the dynamic model is changed.

Fig. 3.1 Yaw control diagram
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For GPS BLOCK IIA satellite, the yaw attitude of a GPS satellite can be
divided into four regimes: nominal attitude, shadow crossing, post-shadow
maneuver and noon maneuver. In the post-shadow maneuver regime, the satellite’s
yaw angle and solar panel’s corner cannot be well calculated. So the orbit precise
prediction is affected. Some better orbit determination and prediction model such
as GYM95 is used to get better results [2, 3].

For GPS BLOCK IIR, IIF, and GLONASS-M satellites attitude control strategy
take some adjustment [4–6] based on BLOCK IIA. In the earth’s shadow midnight
maneuver, Calculation of the theoretical control amount is calculated. The satellite
uses the average speed or the maximum speed to get the theoretical amount. So the
post-shadow maneuver is avoided.

A yaw control mode of the various types of navigation satellites are shown in
the following table (Table 3.1):

Unlike GPS and GLONASS, the Beidou IGSO/MEO Navigation Satellite use
the Orbit Normal Mode when b is smaller than b0, in which the satellite’s Z-axis
always points to the ground, and the X-axis always points to the direction of the
velocity. So the yaw angle is:

wn ¼ 0 ð3:5Þ

The advantage of using the orbit normal mode is that the rapid mobility of the
yaw angle is avoid. And the Sun’s elevation angle is small; the solar panel can get
enough energy.

However, for the Beidou IGSO/MEO high-orbiting satellites, geometric obser-
vations is weak, and the dynamic model of the accuracy can be better than
1.0E-8 m/s2 acceleration, which is significantly better than the geometric obser-
vation accuracy. So GNSS precision orbit determination is usually using long arcs
(3 days or more) to achieve precise orbit of the dynamic model. In this way once the
dynamic model of the satellite is changed, orbit accuracy would be significantly
reduced, even 1.0E-9 in magnitude, can also produce the meter-amount error.

The Beidou Navigation Satellite’s dynamic model has a change which must be
adaptive to establish the corresponding orbit determination strategy. The corre-
sponding orbit determination strategy must be established to cope with the
dynamic model change of the Beidou Navigation Satellite’s. Otherwise, the
accuracy will be greatly decreased.

Table 3.1 Various navigation satellite yaw control mode

GPS II/IIA GPSIIR GLONASS-M

Max yaw rate�/s 0.10–0.13 0.2 0.25
Noon maneuver |ß| \ 3.6/4.9�, using

max yaw rate
|ß| \ 2.4�,using max

yaw rate
|ß| \ 2�,using max

yaw rate
Shadow crossing Using max yaw rate,

all time in the
shadow

Using mean yaw rate,
stops when the
satellite moves out
of the shadow

Using max yaw rate,
stops at the
theoretical
control amount

Post-shadow maneuver Yes No No
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3.3 Dynamic Modeling of the Yaw-Steering
and Orbit-Normal Mode

For the Beidou the IGSO/MEO Satellite, the most important perturbation forces are
the J2 Perturbation, the solar radiation and the Sun/moon gravitational perturbation.
The main factor of the change of the dynamic model is the change of the solar
radiation model. At the same time, the changes of the thermal radiation model and
the changes of the satellite antenna phase center correction should be considered.

3.3.1 Dynamic Analysis

In the Yaw Steering model, the Satellite body’s X panels and solar panel are
always perpendicular to the Sun. In one orbit period, the composition of the
tangent component of the solar radiation force is zero, while the radial component
and the normal force component is not, which causes five classical orbital elements
long periodic perturbation except the semi-major axis.

In the orbit normal mode, as shown in Fig. 3.1, the solar radiation pressure is
totally different. In one orbital period, the satellite body’s +X,-X, +Z, -Z panels
face the sun in turns. And the solar panel is not perpendicular to the sun but has a
b bevel. Because the satellite body panels’ property cannot be exactly the same, in
one orbit period the composition of the tangent component of the solar radiation
force is not zero so the semi-major axis changes.

Because the Sun’s elevation angle b is varying all the time, the pressure of the
solar radiation is varying, too.

As can be seen from Table 3.2, the Beidou IGSO/MEO satellite solar radiation
pressure dynamic model in the yaw steering mode, compared with the orbit normal
mode, has two variations. The First is that the body’s shined area is changed with
the orbit period and the second is that the solar panel shined area is changed with
the Sun’s elevation angle. Ultimate solar radiation pressure change is the super-
position of these two changes.

Table 3.2 The differences between the yaw steering and the orbit normal mode

Mode Yaw Satellite body Satellite solar panel

Yaw
steering

Varing all the
time

The area of surface stay nearly constantly
Body’s +X panel is vertically shined +Z,

-Z panel are inclined shined in turn
-X, +Y, -Y panel are s nearly not
shined

Vertically shined

Orbit
normal

Keeping to be
zero

The area of surface stay changes all the
time
+X, +Z, -X, -Z panel are shined in
turn
+Y, -Y are shined half in a period

Not vertically
shined, with
b bevel
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3.3.2 Solar Radiation Pressure Model Establishment

According to the solar radiation pressure variation, it is possible to establish the
analytical model and empirical model of the solar radiation pressure model which
are adapted for the Beidou IGSO/MEO satellite.

Analytical solar radiation pressure model, based on the satellite stellar structure,
optical properties and satellite attitude to model the pressure of sunlight on the
satellite as exactly as possible, has a clear physical meaning. GPS BLOCK I and
the BLOCK II satellite manufacturers Rockwell International and released ROCK
4 (S10) and ROCK 42 (S20) solar radiation pressure model. In this model satellite
astral plane and cylinder combination to simulate, but the model does not consider
the satellite stars and the heat radiation of the panel, so Fliegel made ROCK model
T10 and T20 model, subsequently for Block IIR satellite T30 model. T20 solar
radiation pressure model is as follows:

~F ¼ S
Fx

0
Fz

2

4

3

5þ
0

ybias

0

2

4

3

5þ
CORcoslþ SIR sin l
COTcoslþ SIT sin l
CONcoslþ SIN sin l

2

4

3

5

Fx ¼ �8:96 sin aþ 0:16 sin 3a� 0:10 sin 5a� 0:07 sin 7a

Fz ¼ �8:43 cos a ð3:6Þ

In the equation, Fx is the component force on the X axis, Fz is the component
force on the Z axis, a is the angle between the sun and the Z-axis positive
direction, S is the factor of scale.

The scale of factor S reflects the satellite surface-mass ratio changes. Solar
Wings is little changed in yaw steering mode, the scale factor can be considered
constant.

Considering in the orbit normal mode, the solar radiation pressure changes over
a period, the scale of factor S will change by time. We treat it as a linear variable.
Let S1, the S2, …, Sn+1 be a linear factor in period T1, T2, …,Tn+1. The linear factor
S can be expressed as:

Si ¼ / S1; S2; . . . Snþ1½ � ð3:7Þ

Therefore, simply solving S1, the S2, …, Sn+1, the j-th linear factor S of can be
obtained:

SðtÞ ¼ Sj þ
Sjþ1 � Sk

tkþ1 � tk
ðt � tjÞ ð3:8Þ

The empirical model, without understanding the satellite stellar structure and
optical properties, is based on long-term and large number of in-orbit data fitting.
But the model has no actual physical meaning and is not suitable for the new
navigation satellite. The CODE model in DYB framework can effectively reaction
pressure of solar radiation. Springer developed the ECOM solar radiation pressure
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model, the model is establish in DYB coordinates, and widely used in GPS Precise
Orbit determination. Using The ECOM model, the respective parameters are
treated as changing parameters and calculated in several hours periodically.

3.3.3 Changes in the Thermal Radiation Model

For navigation satellites, the thermal radiation force is expressed as:

Fi ¼
2r � eiðTiÞ � Ai � T4

i

3c
ð3:9Þ

In this Formula, c is the speed of light; r is Boltzman’s constant; ei(Ti) is the
radiation rate; A is the area of surface; T is the temperature.

When a satellite is in a conversion from the yaw steering to the orbit normal mode,
the satellite’s area of surface is changed from the +X panel individually exposed to
the +Z, +X, -Z, -X four panels exposed in turn. Meantime, the +Y, -Y two panels
are exposed in orbit normal mode to contribute to a radiation pressure for the
cross-plane direction. Therefore, the thermal radiation model should be considered.

3.3.4 Correction of Antenna Phase Center

In general, there is a small deviation from the satellite center of mass to the
antenna phase center. And this deviation changes with the change of satellite
elevation angle and azimuth, which should be considered when the attitude control
mode is changed from the yaw steering to the orbit normal mode.

Suppose [x, y, z] is the position of the satellite in the J2000.0 coordinates frame,
and [xb, yb, zb] is the position of the center of phase in the satellite body coor-
dinates. Then the position of the satellite antenna phase center [xs, ys, zs] after
corrections is as follows:

½xs; ys; zs�T ¼ x; y; z½ �T �RioRZðwÞ½xb; yb; zb�T ð3:10Þ

Rio is the transformation matrix from the orbit coordinate frame to the inertial
frame. RZðwÞ is the transformation matrix from the body coordinate frame to the
orbit frame.

3.4 Results

For a Beidou IGSO satellite, it is considered that a 12 order Earth’s gravitational
field model, the sun and the moon gravity, tide, pole tide perturbation. A constant
variable solar radiation pressure model is used. Solar radiation pressure mode use
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combined empirical model compensation method with a priori model. The
empirical model is the T20 model, estimated force parameters including solar
radiation pressure scale factor, Y deviation parameters as well as the orbital period
of the empirical force parameters. In the orbit determination and prediction, we
used the data of five stations in Xi’an, Changchun, Kunming, Kashgar, Urumqi.
And we get a result as follows (Fig. 3.2).

As can be seen, the orbit determination error at the radial overlap dropped to
7.5 m, at the positions overlap dropped down to 10 m. The main error is in the
tangential direction. It shows that the X-direction component of solar radiation
pressure model is not accurate.

Using the piecewise linear solar radiation pressure model parameters, the
orbital overlap arc accuracy greatly improved, as shown in the Fig. 3.3.

The solutions of the scale of factor Sbefore and after the transverse of the yaw
steering and the orbit normal mode are different, as shown below. It proof that the
transverse of the yaw steering and the orbit normal mode did lead to a change of
the solar radiation pressure perturbation (Table 3.3).

Using the Segmentation ECOM solar radiation pressure model, with the same
arc IGSO satellite data, we get results as follows (Fig. 3.4).

Therefore, using of piecewise linear light pressure solution algorithm and the
Segmentation ECOM solar radiation pressure model strategy, we can solve the
precise orbit determination and prediction problem of the attitude control mode
conversion from the yaw steering to orbit normal.
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Fig. 3.2 Results of the normal T20 model
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Since these two methods introduced more fitting parameters, they need enough
measurement data for fitting parameters. They can get a considerable orbit
determination and prediction accuracy within a few hours. The long time forecast
accuracy is not convergence.
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Fig. 3.3 Results of the piecewise linear parameters T20 model

Table 3.3 scale of factor S in yaws-steering and orbit normal mode

Scale of factor S Yaw steering Middle Orbit normal

X component 2.550 3.073 2.618
Y-Bias -0.108E-07 0.256E-08 -0.313E-07
Z component 2.944 2.288 1.885

Fig. 3.4 Results of segmentation ECOM solar radiation pressure model
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3.5 Conclusions

The Beidou MEO/IGSO satellite makes a change from the yaw steering mode to
the orbit normal mode. The dynamic model is divided into two separate processes.
During the conversion, if we do not distinguish them, the orbit determination
precision will be significantly reduced.

The parameters of the solar radiation pressure model are linear and periodical
changing in the orbit normal mode. To use of linear parameter solar radiation
pressure algorithm, orbit determination is not significantly reduced when the
attitude control mode is changed.

However, due to the change of the linear parameters of the solar radiation
pressure are very not easy to fit, the orbit determination and predication accuracy is
declined slightly. Therefore, the methods to build a property model have yet to be
studied further.
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Chapter 4
Precise Orbit Determination
for COMPASS IGSO Satellites During
Yaw Maneuvers

Jing Guo, Qile Zhao, Tao Geng, Xing Su and Jingnan Liu

Abstract Contrary to GPS and GLONASS, the COMPASS IGSO satellites use
two different attitude modes depending on the Sun’s elevation angle with respect
to the orbital plane, namely yaw-steering regime and yaw-fixed regime. However,
transition of attitude modes will cause the significant degradation of the orbit
accuracy. We present two approaches to improve the orbit accuracy based on
Extended CODE Orbit Model (ECOM) and Adjustable box-wing model. The
differences of overlapping orbits and SLR validation indicate that the orbit
accuracy could increase to better than 30 cm from several meters level during yaw
maneuvers. Furthermore, we investigate the possible reasons of orbit accuracy
degradation with telemetry data, and the reasons are likely the variations of non-
gravitational forces in along- and cross-track directions caused by attitude mode
switches, temperature variations of -X bus and some devices on -X surface
which result in non-systematic geometry of -X and +X bus.

Keywords COMPASS/BeiDou-2 � IGSO � Yaw attitude � Precise orbit
determination

4.1 Introduction

The proper model of the satellites’ yaw attitude is extremely essential for high-
precision Global Navigation Satellite System (GNSS) positioning and its other
geodetic applications. Generally, the nominal attitude of the GNSS satellites is
constrained by two conditions at the same time. First, the navigation antenna needs
to be pointed toward the earth and second, solar panels have to be orientated
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perpendicular to the satellite-Sun direction. These requirements necessitate that the
satellites constantly rotate (yaw) along the antenna axis, which points toward the
Earth and is defined as the Z-axis of body-fixed frame (BF). The Y-axis of BF is
the rotation axis of solar panel and perpendicular to the satellite-Sun direction
usually, and the X-axis points either towards the Sun for GPS BLOCK II/IIA, IIF
and GLONASS-M or away from it for GPS BLOCK IIR satellites, and it com-
pletes the right-handed coordinate system [1–4].

However, the GNSS satellites could not maintain the normal yaw attitude when
they cross the Earth shadow and the satellite-Sun as well as satellite-Earth vectors
are nearly collinear. Hence, the GNSS satellites experience shadow-crossing
maneuvers and noon-turn as well as midnight-turn maneuvers. The shadow-
crossing maneuvers are caused by that the Sun sensors of the attitude control
system cannot follow the Sun during the eclipsing period. The noon-turn and
midnight-turn maneuvers are caused by limitation of the maximum hardware yaw
rates. Knowing the satellite attitude is quite important for three reasons, firstly for
the precise orbit determination (POD) in order to model the non-gravitational
forces, such as solar radiation pressure (SRP), thermal re-radiation (TRR) and
earth radiation. Secondly, to correct the so called ‘phase wind-up’. Thirdly, to
correct the navigation antenna phase center offset. Currently, several dedicated
attitude models for different GNSS satellites provide the yaw angle during the
maneuvers. Hence, the last two attitude-related errors could be eliminated cor-
rectly or reduced significantly with attitude models. But the orbital one still have
non-ignorable influence on orbit and clock solutions.

According to analysis descriptions (see ftp://igs.org/igscb/center/analysis/),
several International GNSS Service (IGS) Analysis Centers (ACs) ignore yaw
attitude maneuvers, whilst Jet Propulsion Laboratory(JPL), Geoforschungszen-
trum, Germany (GFZ), Natural Resources Canada (EMR), Scripps Orbit and
Permanent Array Center (SIO), and GRG (GRGS-CNES/CLS) ACs include the
yaw models in their processing strategies. Furthermore, only JPL, GFZ, and EMR
estimate the satellite-dependent yaw rates among all ACs. In order to absorb
unmodelled force errors, especially for eclipsing satellite, constrained noon
velocity breaks are introduced by several ACs (e.g., CODE, GFZ, and SIO).
Although the ‘long-arc’ approach used by IGS to assess the orbit accuracy is often
overly pessimistic [5], it could clearly show the degradation of orbit accuracy
during Sun and Luna eclipse seasons. Similar as GPS and GLONASS, COMPASS
IGSO satellites also experience yaw maneuvers, but the orbit accuracy of COM-
PASS IGSO satellites degrades dramatically during these periods (see Fig. 4.1).

In this contribution, we present two approaches that could significantly increase
the orbit accuracy for COMPASS IGSO satellites during yaw maneuvers. In Sect.
4.2, the COMPASS IGSO yaw attitude profile is introduced briefly. After then, the
methods are presented in Sect. 4.3 and their performances are assessed by over-
lapping orbit comparison and Satellite Laser Ranging (SLR) validation in Sect. 4.4
following by discussion and analysis in Sect. 4.5. The final section concludes this
contribution.
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4.2 Yaw Attitude Profile for COMPASS IGSO Satellites

Same as other navigation satellites, COMPASS IGSO satellites are also oriented to
keep the navigation antenna pointed toward the Earth and simultaneously rotate
around the yaw axis to maximize the power absorbed by the solar array. These two
conditions constrain that the BF of COMPASS IGSO satellites are same as the
aforementioned for GPS BLOCK II/IIA. Figure 4.2 illustrates COMPASS IGSO
satellite and its BF. Contrary to GPS and GLONASS, COMPASS IGSO satellite
does not experience the noon-turn and midnight-turn maneuvers as well as sha-
dow-crossing maneuvers, but uses two different attitude modes depending on the
Sun’s elevation angle above the orbital plane, namely yaw-steering regime and
yaw-fixed regime. In yaw-fixed regime, the satellite switches to orbit-normal
orientation, in which the solar panel axis is oriented normally to the orbital plane
and the body-fixed Z-axis points toward the earth. The transitions from fixed to
steering yaw, and vice versa, are denoted as ramp-up and ramp-down. Using
different attitude modes could avoid rotating the spacecraft with high yaw rates in
the vicinity of noon as well as midnight turn points and using much more com-
plicate yaw attitude control approaches. The Japanese Quasi Zenith Satellite
System (QZSS) also use the similar yaw attitude profile, but it switches from yaw-
steering regime to yaw-fixed regime once the Sun’s elevation is at approximately
20.59� [6]. However, there are no any publications showing orbit accuracy deg-
radation for QZSS during yaw maneuvers currently.

Fig. 4.1 Overlapping orbit differences in along-, cross-track and radial direction for
COMPASS I3
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4.3 POD Strategies

The data collected by COMPASS Experimental Tracking Network (CETN) are
used in this paper. This network is operated by GNSS Research Center, Wuhan
University. Currently, the CETN comprises 15 stations totally equipped with the
dual-frequency COMPASS/GPS receivers, but the actual number of available
stations for each POD arc is no more than 12.

The strategy of COMPASS IGSO orbit and clock determination is similar as
that used in [7] for POD of GIOVE-B. The approach consists of two steps. The
collected GPS data are firstly used to estimate receiver clocks, station coordinates,
and zenith troposphere delays (ZTD) by Precise Point Positioning (PPP) technique.
Afterwards, these estimates are fixed as known for COMPASS IGSO orbit and
clock determination. For POD, 3-day solution is employed for orbit and clock
determination in order to improve the solution strength. Only the orbital param-
eters of COMPASS IGSO satellites, their clock offsets, float ambiguities, and one
combined inter-system/inter-frequency bias for each receiver are estimated.
Because the yaw attitude profile and state-of-art measurement corrections are used
in data processing, the performance of POD products mainly is affected by
dynamical models, especially the SRP model.

Traditionally, the Extended CODE Orbit Model (ECOM) is used for GNSS
satellites POD by adjusting 5 or 9 SRP parameters [8]. For COMPASS IGSO
satellite in yaw-steering regime, the high accuracy orbit solutions could be pro-
duced with this model, but it is unsuitable for POD in yaw-fixed and other regimes.
We have found one more constant parameter in along-track direction should be
adjusted together with 5 SRP parameters in yaw-fixed regime, but it is still not
valid for POD in ramp-down regime. Fortunately, the dimensions and optical
properties of COMPASS IGSO satellites were kindly provided by satellite man-
ufacture. With these data, we could model SRP based on the bow-wing model.
Recently, Rodriguez-Solano et al. [9] presents the more physical adjustable box-
wing model (BOXW) and 9 parameters are adjusted, namely solar panel scaling
factor, solar panel rotation lag, Y-bias acceleration, absorption plus diffusion and

Fig. 4.2 COMPASS IGSO satellite and its body-fixed frame
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reflection coefficients for +X and ±Z bus, respectively. And among these
parameters, the solar panel rotation lag is a key factor for POD. However, as to our
tests, the reflection coefficients have little impact on the POD results for COM-
PASS IGSO satellites, so they are removed. Furthermore, the solar panel rotation
lag could be replaced by the empirical 1-CPR (cycle-per-revolution) sine and
cosine parameters in B direction. We identify that the Y-bias acceleration is
necessity for I1 and I4. In addition, the 1-CPR parameters in B direction are the
key factor for COMPASS IGSO POD. However, contrary to different strategies
used in yaw-steering and yaw-fixed regime by the approach based on ECOM
model, the POD strategy of BOXW approach is also valid in yaw-fixed regime.

Compared with the several meters level degradation of orbit accuracy for
COMPASS IGSO in ramp-down regime, the degradation in ramp-up regime is not
remarkable (see Fig. 4.1). Hence, we do not pay special attention on it, and use the
same POD strategy as that used for yaw-fixed regime. However, the POD for
ramp-down regime should be handled separately. In the ECOM approach, we
adjust the constant parameters in Y and B directions per 6 h, whereas one more
constant parameter in along-track direction is introduced and adjusted per 12 h
together with Y-bias acceleration for BOXW approach.

4.4 Results and Validation

The precise orbits were determined for all IGSO satellites for the period from
January 2012 to September 2012 based on the approaches presented in Sect. 4.3.
Figure 4.3 illustrates the definition of orbit arcs for different attitude regimes. The
3-day arcs containing the epoch at which the -X bus starts to expose to Sun
radiation are termed as ‘ramp-down arcs’, and the reason will be given in Sect. 4.5.
In addition, we use the terms ‘yaw-steering arcs’ and ‘yaw-fixed arcs’ in this paper
to refer to those 3-day arcs at which COMPASS IGSO satellites orbit the Earth in
yaw-steering regime or yaw-fixed regime, respectively. Similarly, the term ‘ramp-
up arcs’ is given to those arcs containing the epoch of attitude mode switches from
yaw-fixed to yaw-steering. In this section, only the POD results of I3 in July 2012
and I5 in August 2012 are assessed due to the following two reasons: (1) there are
SLR data available for I3 and I5 during these periods for us to make objective
assessment on the performance of the proposed two approaches; (2) Although the
telemetry data of I3 and I5 during these periods could not be accessed, we have the
telemetry data during January for I3 and February for I5, respectively. Those will
be used to analyze the possible reasons for orbit accuracy degradation during yaw
maneuvers in Sect. 4.5. Furthermore, Table 4.1 lists the Day of Year (DOY) of
attitude mode switch for I3 and I5 in 2012.
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4.4.1 Overlap Comparison

As an internal validation of orbit accuracy, the direct comparison of the consec-
utive orbit solutions is commonly used. For any two adjacent 3-day solutions
shifted by one day, there are 48 h overlapping orbits. There is also 24 h overlap for
any two 3-day solutions with a time-lag of two days. We use the later to evaluate
the internal consistency of orbit solutions.

Figure 4.4 shows the daily RMS values of 24 h overlap in along-, cross-track
and radial direction for I3 with ECOM and BOXW from DOY 177 to DOY 196
2012, respectively. In general, the differences in the along-track direction are
largest, and the radial are the smallest. The following similar behaviors for these
two solutions are observed: the overlap differences for yaw-steering arcs are
smallest, whereas that of ramp-down arcs are largest; the differences of ramp-up
arcs are almost at the same level of that of ramp-down arcs; yaw-fixed arcs show
the intermediate performance. For GNSS satellites, the radial accuracy is essential
for navigation and positioning among the three directions. The averaged RMS of
radial orbit differences is below 10 cm for yaw-steering arcs, whereas better than
20 cm is achieved for yaw-fixed arcs. However, the radial orbit differences
degrade to about 40 cm for ramp-up and ramp-down arcs with exception of
DOY 187.

In addition, Fig. 4.5 shows the overlap differences for I5 from DOY 209 to
DOY 231 2012 with the two approaches. The similar behaviors as I3 are observed.
However, the performance of ramp-down arcs is better that of I3, whereas dif-
ferences of ramp-up arcs are inferior to that of I3, especially in along-track
direction, where the orbit differences could reach above 2 m.

Fig. 4.3 Orbit arc definition and orbit overlap comparison

Table 4.1 DOY of attitude
mode switches for I3 and I5
in 2012

SVN Day of yaw-steering to
yaw-fixed mode

Day of yaw-fixed to
yaw-steering mode

I3 DOY 4 DOY 13
DOY 185 DOY 195

I5 DOY 33 DOY 47
DOY 215 DOY 229
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Fig. 4.4 Orbit overlap differences in along-, cross-track and radial direction for I3 in July 2012

Fig. 4.5 Orbit overlap differences in along-, cross-track and radial direction for I5 in August
2012
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In general, the overlap comparison indicates that the two approaches have the
similar performance, although the results of ECOM model seem a little better than
that of BOXW for yaw-steering arcs. However, the BOXW seems superior to the
ECOM for yaw-fixed arcs and ramp-up arcs, especially in along- and cross-track
direction. In addition, as a reminder, the same strategy is used not only for yaw-
steering arcs but also for yaw-fixed arcs for BOXW, whereas an additional con-
stant parameter is introduced in ECOM. We think this could be explained by that
ECOM developed initially for GPS POD in the yaw-steering regime is not
appropriate for POD in yaw-fixed regime, but BOXW could adapt to the attitude
mode transition. Comparison with the overlap differences in Fig. 4.1, it clearly
show that the orbit accuracy increases dramatically by these two approaches.

4.4.2 SLR Validation

The SLR is a powerful technique which allows for an independent validation of
satellite orbits. All of COMPASS IGSO satellites are equipped with laser retro-
reflector arrays, but only I3 and I5 have been being observed by the SLR tracking
stations since April and July 2012, respectively. Most SLR data are provided by
Yarragadee, Mt Stromlo, Changchun, and Beijing SLR stations, which are located
in Australia and China, respectively. These SLR observations are corrected using
retro-reflector offsets provided by ILRS. Gross errors in SLR observations are
detected and not used.

Figures 4.6 and 4.7 show the daily RMS of Observed minus Computed (O–C)
residuals of the middle day of the 3-day solutions for satellite I3 and I5, respec-
tively. In general, the averaged RMS for yaw-steering arcs is better than 10 cm for
I3 and I5, whereas better than 15 cm is achieved for yaw-fixed arcs. However, the
degradation of SLR RMS could still be observed for ramp-down and ramp-up arcs.
The daily SLR RMSs are almost less than 30 cm with exception of DOY 185 by
BOXW. As to I3, the performance of BOXW is inferior to ECOM model for the
yaw-steering, ramp-up and ramp-down arcs. But the SLR validation of orbits with
BOXW approach is better than that of ECOM for yaw-fixed arcs. However, the
behavior is different for the results of I5. It seems that the orbits based on BOXW
are superior to that of ECOM for the whole four different types of arcs only with a
few exceptions, or at least the same performance is achieved for these two
approaches. Hence, the further investigation on the differences between ECOM
and BOXW is needed.

4.5 Analysis and Discussion

The transition of satellite attitude modes could cause the change of exposure
surfaces, further resulting in variations of non-gravitational forces, such as SRP
and TRR. Figure 4.8 illustrates the change of exposure surfaces during attitude
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Fig. 4.6 Daily SLR RMS for I3 in July 2012

Fig. 4.7 Daily SLR RMS for I5 in August 2012

Fig. 4.8 Change for
exposure surfaces of I3 in
January 2012
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transition periods, e.g., yaw-steering to yaw-fixed mode, and vice versa. When
satellite orbits the Earth in yaw-steering regime, the +X surface is always exposed
to Sun radiation, meanwhile the +Z and -Z surface are exposed alternatively.
However, once the yaw attitude switches to yaw-fixed mode, additional ±Y and -

X surfaces are Sun-lit. In yaw-steering regime, the +X-surface always points to the
hemisphere containing the Sun, whereas it coincides with along-track direction,
pointing toward or backward the satellite-Sun direction in yaw-fixed regime.
Furthermore, the Y-axis is oriented normally to the orbital plane in yaw-fixed
regime, resulting in a small angle between satellite-Sun direction and normal
direction of solar panel, and the angle equals to the Sun’s elevation with respect to
the orbital plane. In addition, the +Y and -Y surface take turn to expose to Sun
radiation following the variation of Sun’s elevation from positive to negative or
vice versa in yaw-fixed regime.

Figure 4.9 shows the differences of SRP accelerations in cross-track direction
with nominal and actual attitude for I3 from DOY 2 to DOY 15, 2012. The SRP
accelerations are computed based on box-wing model as following. First, the SPR
scale was adjusted together with Y-bias by fitting the observations for one-month
yaw-steering arcs. Afterwards, the average scale value was fixed as known to
compute the SRP accelerations with different attitude profiles. We had found the
variation of estimated solar scale parameters could be as large as 10 %, which
indicated the model error may be at that level. It could be seen that the SRP
differences show half-day periodic behavior, and the amplitudes change according
to the Sun’s elevation. Once the attitude mode switches, the rapidly jumps appear,
and the magnitudes could be as large as about 1.3 9 10-9 m/s2. Considering the
10 % SRP model error as well as the errors induced by SRP scale only estimated
using yaw-steering arcs, the actual SRP variations caused by attitude switch may
be up to 1.5 9 10-9 m/s2 in cross-track direction. And the SPR differences in
radial and along-track direction are less than one in ten of that in cross-track
direction. The SRP acceleration variations in cross-track direction could explain
why the constant parameter in Y direction should be adjusted per 6 or 12 h, but it
is hard to explain why a constant parameter in along-track direction should be
introduced.

Figure 4.10 demonstrates the actual SRP accelerations for I3 during January
2012. The accelerations were computed by orbit integration with dynamical
parameters estimated by fitting the observations based on ECOM approach. It
could be seen the SRP accelerations are quite stable until the abnormal acceler-
ations appears after several hours when the attitude mode switches to yaw-fixed.
We found the actual SRP accelerations of other IGSO satellites showed the similar
pattern, but with different magnitude. This phenomenon indicates the orbit accu-
racy degradation is not simply contributed to the variations of SRP caused by
attitude transition. Indeed, the abnormal forces may be responsible for that. In
order to explore the reason, we investigated the telemetry data, but no orbit
maneuvers and abnormal behaviors were founded with exception of the temper-
ature of -X bus (see Fig. 4.11).
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Figure 4.11 illustrates the temperature of -X bus for I3 in January 2012, which
varies dramatically once attitude mode switches. The temperature variation from
peak to peak is more than 25 �C for -X surface, whereas it is less than 6 �C for
+X bus (not shown). The phenomenon is mainly due to that the -X bus is exposed
to Sun radiation in yaw-fixed regime, but not in yaw-steering regime. The expo-
sure causes variations of surface’s temperature and further results in the TRR
acceleration variations, which are mainly in along-track direction due to that X-
axis coincides with the along-track direction in the yaw-fixed regime. That is why
the const parameter in along-track direction should be introduced for the two
presented approaches. Furthermore, we tried to model the TRR with satellite’s
telemetry data and determined the precise orbits, but unfortunately no improve-
ments had been obtained. One reason is that the emissivity coefficients of the
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Fig. 4.9 Differences of SRP accelerations in cross-track direction for I3 in different attitude
modes
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Fig. 4.10 Actual SRP accelerations computed by ECOM for I3 in January 2012
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satellite surfaces are unavailable. And the other is that the telemetry temperature
only presents a region of the surface, but is not valid for the whole. We estimated
that the accelerations caused by TRR are less than 1.0 9 10-9 m/s2, so the
abnormal acceleration in Fig. 4.10 could not be explained by TRR. However, the
phenomenon that the abnormal accelerations appears once the -X surface is
exposed to Sun radiation (see Figs. 4.8, 4.10) indicates the accuracy degradation
must have relation with -X surface. Investigation on the satellite bus, we have
found there are several devices on -X surface, but not on +X (see Fig. 4.2).
Hence, we speculate that the abnormal acceleration may be caused by this, but
further investigations are needed.

4.6 Conclusion

For COMPASS IGSO satellites, the orbit accuracy degrades dramatically once
attitude mode switches. We present two approaches to improve the orbit accuracy
based on ECOM and BOXW model. The differences of orbit overlap and SLR
validation indicate that the orbit accuracy could increase to better than 30 cm from
several meters level.

On basis of dimensions and optical properties of COMPASS IGSO satellites,
we investigate SRP acceleration variations caused by different attitude profiles.
The largest variations are mainly in cross-track direction and the magnitudes are
no more than 1.5 9 10-9 m/s2 according to our analysis. Further investigation on
telemetry data, we have found the significant temperature variations of -X bus
before and after attitude transition could introduce acceleration variations in along-
track direction. However, all of the aforementioned force variations could not
explain the abnormal accelerations for all IGSO satellites, which appear once the
-X surface is exposed to Sun radiation. However, several devices on -X surface
may be responsible for that.
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Fig. 4.11 Temperature variations of -X bus for I3 in January 2012
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This is a very preliminary achievement we have accomplished. We are looking
forward to results from the other colleagues for improving our models and strat-
egies. Anyway, further studies will be conducted in order to validate new strategies
and approaches. We believe that with more data and proper POD strategies, the
problem could be solved in the near future. And maybe the COMPASS specific
SRP model should be needed.

Acknowledgment This work is partially supported by the National Nature Science Foundation
of China (Projects 41231174, 41274049), the Open Fund of Key Laboratory of Precision Nav-
igation and Technology, National Time Service Center (Grant No. 2012PNTT06), and the fun-
damental research funds for the central universities (Grand No. 2012618020201). We would also
like to thank Mr. Xiaotao Li for managing data of the CETN stations.

References

1. Bar-Sever Y (1996) A new model for GPS yaw attitude. J Geod 70:714–723. doi:10.1007/
BF00867149

2. Kouba J (2009) A simplified yaw-attitude model for eclipsing GPS satellites. GPS Sol
13:1–12. doi:10.1007/s10291-008-0092-1

3. Dilssner F (2010) GPS IIF-1 satellite antenna phase center and attitude modeling. In: Inside
GNSS. Gibbons Media and Research, LLC, Eugene, Orefon, U.S.A, pp 59–64

4. Dilssner F, Springer T, Gienger G, Dow J (2011) The GLONASS-M satellite yaw-attitude
model. Adv Space Res 47:160–171. doi:10.1016/j.asr.2010.09.007

5. Griffiths J, Ray J (2009) On the precision and accuracy of IGS orbits. J Geod 83:277–287.
doi:10.1007/s00190-008-0237-6

6. Hauschild A, Steigenberger P, Rodriguez-Solano C (2012) Signal, orbit and attitude analysis of
Japan’s first QZSS satellite Michibiki. GPS Sol 16:127–133. doi:10.1007/s10291-011-0245-5

7. Steigenberger P, Hugentobler U, Montenbruck O, Hauschild A (2011) Precise orbit
determination of GIOVE-B based on the CONGO network. J Geod 85:357–365.
doi:10.1007/s00190-011-0443-5

8. Springer TA, Beutler G, Rothacher M (1999) A new solar radiation pressure model for GPS
satellites. GPS Sol 2:50–62. doi:10.1007/PL00012757

9. Rodriguez-Solano CJ, Hugentobler U, Steigenberger P (2012) Adjustable box-wing model for
solar radiation pressure impacting GPS satellites. Adv Space Res 49:1113–1128. doi:10.1016/
j.asr.2012.01.016

4 Precise Orbit Determination for COMPASS 53

http://dx.doi.org/10.1007/BF00867149
http://dx.doi.org/10.1007/BF00867149
http://dx.doi.org/10.1007/s10291-008-0092-1
http://dx.doi.org/10.1016/j.asr.2010.09.007
http://dx.doi.org/10.1007/s00190-008-0237-6
http://dx.doi.org/10.1007/s10291-011-0245-5
http://dx.doi.org/10.1007/s00190-011-0443-5
http://dx.doi.org/10.1007/PL00012757
http://dx.doi.org/10.1016/j.asr.2012.01.016
http://dx.doi.org/10.1016/j.asr.2012.01.016


Chapter 5
Application of Thrust Force Model
in GEO’s Orbit Determination in Case
of Maneuvers

Jun-Li Zhang, Hong-Xing Qiu, Yong Yang and Wen-Ge Guo

Abstract GEO satellites play a significant role in COMPASS satellite navigation
system. The GEO’s orbit must be maneuvered periodically for station-keeping.
The method of the maneuvering orbit determination and prediction must be
studied for advancing the COMPASS navigation system service precision. In the
paper, the continuous constant thrust maneuver model is established. And based on
the measurement from C transponder, the COMPASS-GEO orbit determination is
analyzed with maneuver arc. It realized the continuous orbit determination and
prediction crossing the orbit maneuver.

Keywords GEO � Maneuver � Orbit determination � Orbit prediction

5.1 Introduction

China’s COMPASS navigation system adopts constellation configuration com-
bined by GEO+IGSO+MEO, and the GEO satellite plays a particularly important
role in the COMPASS satellite navigation [1]. In order to maintain its special
position, the GEO satellite must be maneuvered periodically for station-keeping
[2]. In case satellite maneuver occurs, prediction will be soon unusable. Therefore,
how to decrease the influence of GEO satellites maneuver, and realize the precise
maneuver orbit determination and prediction for improving the navigation
ephemeris usability is the question to be solved.

Aiming at the method of the maneuvering orbit determination, the continuous
constant thrust maneuver model considering changing attitude is put forward. And
the partial differential equation is given which realized the continuous orbit

J.-L. Zhang (&) � H.-X. Qiu � Y. Yang � W.-G. Guo
Beijing Space Information Relay and Transmission Technology Research Center,
Beijing, China
e-mail: lindallyy@tom.com

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 245,
DOI: 10.1007/978-3-642-37407-4_5, � Springer-Verlag Berlin Heidelberg 2013

55



determination and prediction crossing orbit maneuver. At last, GEO satellite
maneuver orbit prediction test considering control parameters and orbit determi-
nation and prediction crossing maneuver are realized. The orbit measurement data
of 3 days former and after maneuver is obtained from the ‘‘CAPS’’ system
established by national time service center, Chinese Academy of Sciences.

5.2 Thrust Force Model

5.2.1 Dynamic Model

There are many thrust force models, such as piecewise constant experience force
model, pulse thrust model, pulse experience force model and so on [3–5]. A
continuous acceleration function is set up to describe equivalently the magnitude
and direction of the thrust force. The average thrust force only exists during the
period of maneuver. Compared with piecewise constant experience force model, it
does not require a restart process at the thrust force acceleration node during orbit
control. The border of thrust force doesn’t process especially if the magnitude and
direction of thrust force are estimated. The effects of the thrust on orbit can be
considered as the continuous uniformly increase or decrease.

The satellite velocity vector (vx; vy; vz) in J2000.0 coordinates system is selected
as the reference direction. Then the pitch angle (a) and yaw angle (b) are described
by the angle between the direction thrust force and velocity.

The transformation from J2000 coordinates to RTN coordinates may be written
as

vr

vt

vn

2

4

3

5 ¼ RTN
vx

vy

vz

2

4

3

5 ð5:1Þ

The thrust force vector is set up by rotating around the N axis angle a and R
axis angle b respectively, and then switched to the J2000.0 coordinates. The thrust
force model in maneuver interval can be built up as:

�Pthrust ¼ F � AT � RTN
vx

vy

vz

2

4

3

5 ð5:2Þ

AT ¼ RTNT RZðbÞRXðaÞ

¼ RTNT

1 0 0

0 cos b � sin b

0 sin b cos b

2
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cos a � sin a 0
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0 0 1

2
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3

75
ð5:3Þ
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The magnitude F and the pitch angle a; yaw angle b are evaluated as orbit
determination crossing maneuver, which may calibrate the efficiency of engine
thrusters.

Furthermore, the thrust force information calculated before maneuver may be
regarded as prior value to predict the in and after control orbit.

5.2.2 Partial Derivatives of the Acceleration

~a is the thrust force acceleration, and m is the mass of satellite, then

~a ¼ �Pthrust=m ð5:4Þ

The partial derivatives of the acceleration with respect to the state are given by

o~a
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Likewise
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o~a

ob
¼ F

m
RTNT
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are the partial derivatives of the acceleration with respect to the angle a and b.

5.3 Data and Orbit Parameters

Two COMPASS-GEO satellites’ observing data during East–West station-keeping
has been obtained through the transponder ranging system. The system can provide
high precise and sampling rate data [6, 7]. Four stations are located at Beijing,
Sanya, Kashi and Chengdu. The measurement data span is from April 13 to April
20, 2012 and April 30 to May 5, 2012. Thrusters burned time and thrust force
magnitude calculated before maneuver are as follows (Table 5.1):

The dynamic models for orbit determination are [8, 9]:

(1) the earth non-spherical gravitational model: JGM3 (20 9 20);
(2) the third-body forces of the Sun and the Moon perturbations (DE200);
(3) solar radiation pressure perturbation fixing ratio of area to mass;
(4) tidal perturbation: Solid earth tides and Ocean tides;
(5) relativity perturbation;
(6) periodic experience force perturbation.

The SAASTAMOINEN atmospheric refraction model is used to correct tro-
posphere delay. The relativistic correction, station antenna phase correction, earth
deformation and tidal displacements are considered in data processing.

Based on the thrust model, orbit determination and prediction crossing
maneuver and orbit prediction tests are performed as follows.

The tests results are quantified through orbit residuals and comparison with
reference orbit respectively. The comparison presents mean square errors of RTN

Table 5.1 Orbit maneuver parameters calculated before station-keeping

Maneuver parameters Satellite A Satellite B

Burn time 9:04 April 4 2012 10:52 May 2 2012
Duration 696 s 952 s
Thrust force 14.532 N 15.158 N
Thrust efficiency 0.93 0.94
Thrust acceleration 9.954 e–5 N/m 1.0513 e–4 N/m
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orbit position on orbit plane. The reference orbit is the precise orbit determination
results with former and after maneuver long arc that its radial residual is better
than 0.7 m evaluated by laser data. The arc length of reference orbit is 3 days.

5.4 Analysis of Orbit Prediction Prison Considering
Maneuver Parameters

In this section, the precise orbit determination test solves the satellite position and
velocity, a solar pressure coefficient, a set of T direction experience acceleration
with 1 day’s data before maneuver. Making use of the result and the thrust force
calculated before station-keeping, and setting the angle between thrust force and
velocity 0�, 2/4 h satellite ephemeris is predicted. Comparing with the reference
ephemeris, position error is shown in the table below (Fig. 5.1) (Table 5.2):

From the above, 2 h prediction accuracy is better than 60 m, and 4 h prediction
is better than 100 m.

Because the main navigation precision error is the satellite ephemeris error on
the direction between satellite and station, O–C method can evaluate the prediction
precision during maneuver that is the deviation between the measurement and
prediction. Table 5.3 and Fig. 5.2 present the comparison of the station residuals
whether considering maneuver parameters.

As it can be seen from the graph, the predicted station residuals in maneuver
decrease by orbit determination considering the thrust model with 1 day’s arc.
Especially satellite B, the station residuals is less than 1 m. Therefore, this thrust
model is benefit for in and after maneuvers orbit prediction before station-keeping.
However, the residuals of satellite A also indicate that the model deviation which
is likely to be caused by the calculated maneuver time is not consistent with the
actual thrusters firing time.
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Table 5.2 Prediction accuracy with maneuver parameters calculated (RMS: m)

Satellite 2 h Ephemeris predicted 4 h Ephemeris predicted

Radial Transverse Normal Position Radial Transverse Normal Position

A 38.5 6.3 22.7 45.2 85.4 24.4 33.8 95.0
B 6.2 30.8 49.2 58.4 7.7 32.5 61.1 69.6

Table 5.3 Residuals chart during maneuver (RMS: m)

Satellite Do not consider maneuver parameters Considering maneuver parameters

Beijing Sanya Kashi Chengdu Beijing Sanya Kashi Chengdu

A 1.56 / 2.11 1.47 1.48 / 1.97 1.39
B 2.09 2.95 / 2.41 0.18 0.15 / 0.87
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5.5 Analysis of POD and Prediction Accuracy
Across Maneuver Arc

5.5.1 POD with Long Segmental Arc

With 6 days of long segmental arc crossing the maneuver, the orbit determination
estimates the satellite position and velocity, the thrust force, pitch angle, yaw
angle, a solar pressure coefficient and a set of T direction experience acceleration
per 6 h. Meanwhile, the satellite transponder time delay is also solved and each
station range system error is iteratively eliminated. Orbit residuals are shown as
Fig. 3.

The graph shows that the maneuver arc residuals have the same lever as non-
maneuver arc. But the residuals distribution implied that the thrust model exists
certain error while the maneuver arc residuals are larger.

The thrust acceleration of satellite A calculated is 0.000116158 m/s2, and pitch
angle is 4.608�, and yaw Angle is 3.321�. While, the thrust acceleration of satellite
B calculated is 0. 000109691 m/s2, and pitch angle is -0.244�, and yaw Angle is
4.886�.

The results can be used to calibrate the thruster efficiency. Satellite A thrust
engine efficiency is 91.2 %, and satellite B thrust engine’s efficiency is 98 %.
Therefore, the results also validate the previous conclusion that the orbit prediction
accuracy of satellite B considering maneuver parameters calculated beforehand is
higher.

Comparing with the reference orbit, the average position error crossing
maneuver is less than 10 m (Fig. 5.4). Given the time of satellite station-keeping,
the orbit determination that solves thrust parameters gains better data fitting effect
with 3 days’ former and after maneuver arc.

Fig. 5.3 Residuals chart with long arc
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5.5.2 POD with Short Segmental Arc

Aiming at shorting the satellite ephemeris recovery time, the orbit determination
tests are carried out with 1 day’s former-maneuver data, maneuver data and 2/4 h
after-maneuver data. The 2/4 h ephemeris predicted is compared. The satellite
transponder time delay and every station range system error are fixed. And the
satellite position and velocity thrust force, pitch angle, yaw angle, a solar pressure
coefficient and a set of T direction experience acceleration are estimated. The
residuals and the calculated parameters are shown as follows (Fig. 5.5):

The residuals chart shows that each station of residuals of satellite A and B has
basically the same time series. Because of the short arc after maneuver, the thrust
model solved can not be better constrained. And the actual thrust time is may be
inconsistent with the computation that results in the difference of reflecting the
orbit change.

The thrust acceleration of satellite A calculated is 0.000116568 m/s2, and pitch
angle is 4.466�, and yaw angle is 2.454�. While, the thrust acceleration satellite B
calculated is 0. 000107983/s2, and pitch angle is -0.283�, and yaw Angle is
4.208�.

Fig. 5.4 POD accuracy with long arc
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With one day former-maneuver arc and 2 h after-maneuver arc, the orbit
determination accuracy is 15 m, and the radial error is 2.5 m. The 4 h orbit pre-
diction accuracy is 20 m, and the radial error is 3 m which realized precise orbit
recovery. With one day former-maneuver arc and 4 h after-maneuver arc, the orbit
determination accuracy is 20 m, and the radial error is 2 m (Fig. 5.6) (Table 5.4).

Fig. 5.5 Residuals chart with short arc
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Position error mainly reflected on transverse and normal direction. For satellite
navigation system user, satellite radial position accuracy affects more than the
other direction. Thereby, the precise radial position is benefiting for the navigation
application.

5.6 Conclusions

The maneuver orbit determination question is studied in the paper. With high
precise and sampling rate ranging measurement by CAPS, the maneuver orbit
determination of two COMPASS-GEO satellites is analyzed. How to build up and
utilize the thrust model in precise orbit determination and prediction with the
maneuver parameters calculated beforehand is emphasized. The tests show that:

(1) The thrust model describes the maneuver by means of thrust force and satellite
attitude information that gets good orbit fitting and precise orbit prediction.

(2) Based on the maneuver information predicted, the 4 h after-maneuver orbit
prediction accuracy is better than 100 m and every station measurements
residuals is less than 3 m.

(3) Only given the control time, the position accuracy is better than 10 m with
long tracking arc crossing maneuver. And the thrust magnitude and direction
are estimated which verify the thrust engine efficiency.

(4) With one day former-maneuver arc and 2 h after-maneuver arc, the orbit
determination accuracy is 15 m, and the radial error is 2.5 m. The 4 h orbit
prediction accuracy is 20 m, and the radial error is 3 m. With one day former-
maneuver arc and 4 h after-maneuver arc, the orbit determination accuracy is
20 m, and the radial error is 2 m which realized precise orbit recovery.

The conclusion has significant reference for continuous seamless orbit deter-
mination of the navigation system.
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Chapter 6
Study of Determination Orbit
of COMPASS-GEO After Maneuvers
with Short Segmental Arc

Jun-Li Zhang, Hong-Xing Qiu, Yong Yang and Wen-Ge Guo

Abstract The GEO satellite must be maneuvered periodically for station-keeping
due to its particular orbit. How to realize rapid orbit determination and prediction
after orbit maneuver of GEO and shorten the orbit recovery time must be studied
for COMPASS navigation system. With high sampling rate measurement from C
transponder by TWSTFT, the precision of COMPASS-GEO orbit determination
and prediction in non-maneuver period is analyzed. Then, the strategy of orbit
determination with short segmental arc is discussed in detail. Base on transcen-
dental information including dynamic model and observation model of former
maneuver arc, only six orbit elements are computed for improving the precision of
prediction. It is tested that the transponder time delay and bias of station are the
key factor in short arc determination. With 15 min tracking arc, the 2 h prediction
accuracy is better than 15 m, and the radial accuracy is better than 2.5 m. With 1 h
tracking arc, the 4 h prediction accuracy is better than 20 m, and the radial
accuracy is better than 2.0 m.

Keywords COMPASS-GEO � Short segmental arc � Orbit maneuver � Orbit
determination � Orbit prediction

6.1 Introduction

GEO satellite plays important role in COMPASS navigation system and its
ephemeris precision directly restricts the service performance of navigation system
[1]. Due to GEO satellite’s particular position, it must be maneuvered periodically
for station-keeping. How to realize rapid orbit determination and prediction after
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orbit maneuver and shorten the orbit recovery time must be studied for COMPASS
navigation system [2].

As for short segmental arc observation data, the satellite position is determined
with geometric method such as single point positioning, and the velocity is gained
by fitting and smoothing the sequence position. This method gets so poor precision
of determination with decimeter velocity and prediction that the result can not
reflect the movement of the satellite and unable to meet the demand of high
precision orbit determination. Aiming at this question, Guo Rui proposed the
short-arc kinematic orbit determination approach based on 9-parameter ephemeris
parameter fitting. The satellite ephemeris is fitted with the position by single point
positioning that describes the satellite movement in short arc. It is confirmed that
with 10 min tracking arc data the position accuracy is better than 19 m and the
10 min orbit prediction accuracy was 18.168 m. But the approach is precise orbit
determination of two body problem, only for short arc orbit determination and the
short time predication [3].

However, with dynamic orbit determination method for short segmental arc, the
precise orbit prediction is provided after the maneuver of GEO quickly [4]. Based
on high sampling rate measurement from C transponder by TWSTFT, the accuracy
of COMPASS-GEO orbit determination and prediction in non-maneuver period is
discussed. The strategy of orbit determination with short segmental arc is studied
in detail. With transcendental information including dynamic model and obser-
vation model of former maneuver arc, only six orbit elements are evaluated for
improving the accuracy of prediction. It is tested that with 15 min tracking arc the
2 h prediction position accuracy is better than 15 m, and the radial accuracy is
better than 2.5 m. With 1 h tracking arc the 4 h prediction position accuracy is
better than 20 m, and the radial accuracy is better than 2.0 m.

6.2 Dynamics Orbit Determination

Dynamics orbit determination method has high precision which relies on not only
the precision measurement data, but also the high precision dynamic model.
Actually, the dynamics and observation model parameters need to be estimated in
precise orbit determination process with long segmental arc. As the observation
segment is special short, the solution of dynamics model and observation model
will lead to the equation of determination algorithm seriously sick, while the
constraint is required [5].

Orbit measurement data is used from the ‘‘CAPS’’ system established by
national time service center, Chinese Academy of Sciences. The system can
provide the high precision, all-weather and high sampling rate measurement data
for GEO satellites [6].

The dynamic models for orbit determination are [7, 8]:

1. the earth non-spherical gravitational model: JGM3 (20 * 20);
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2. the third-body forces of the Sun and the Moon perturbations (DE200);
3. solar radiation pressure perturbation fixing ratio of area with mass;
4. tidal perturbation: Solid earth tides and Ocean tides;
5. relativity perturbation;
6. periodic experience force perturbation.

The SAASTAMOINEN atmospheric refraction model is used to correct tro-
posphere delay. The relativistic correction, station antenna phase correction, earth
deformation and tidal displacements are considered in data processing.

For a single COMPASS-GEO satellite as an example, its orbit determination
and prediction accuracy is performed with long segmental arc in non-maneuver
period. The solved parameters in precise orbit determination are as follows:

1. The position and velocity of the satellite in inertial system;
2. The solar pressure reflection coefficient per 6 h;
3. A set of T direction experience acceleration per 6 h;
4. Satellite transponder time delay;
5. Stations ranging system error is eliminated literately.

Figure 6.1 shows the orbit residuals chart with continuous 3 days data, and total
station residuals is 13.9 cm.

Table 6.1 lists the satellite transponder time delay and each station range sys-
tem error of per day’s solution results. From this table, we can see that the system
error solution is relatively stable.

Solving a solar pressure reflection coefficient and a set of T direction experience
acceleration, orbit is determined and predicted with one day’s arc. 12 h prediction
error compared is shown in Table 6.2.

Fig. 6.1 Residuals chart of 3 days’ segmental arc
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Compared with 3 day’s orbit determination result, the 12 h prediction accuracy
is better than 5 m, and the radial position is better than 1.5 m. Therefore, COM-
PASS-GEO satellite orbit determination and prediction accuracy is better than
10 m with the high precise transponder data.

6.3 Orbit Determinations with Short Arc

6.3.1 Analysis of Short Arc Orbit Determination Strategy

For the short arc orbit determination, the less estimate parameters are benefit for
the orbit parameter estimation. Based on the results of COMPASS-GEO satellite
orbit determination and prediction during non-maneuvering, we can conclude that
the range system error is relatively stable and the prediction accuracy is relatively
high with 1 day’s segmental arc.

Making use of its characteristic and fixing satellite transponder time delay, the
station range system error and the dynamic parameters such as solar pressure
coefficient and experience acceleration that all estimated with 1 day’s segmental
arc before maneuver, the dynamic orbit determination with dense short arc is
realized which only 6 orbit elements are solved. This method reduces the solved
parameters to improve the prediction accuracy which realized satellite ephemeris
short recovery.

As the transponder time delay and the rang system error calibration are the key
factor of GEO satellite orbit determination, the system error solved with 3 and
1 day’s arc before orbit maneuver is used to test different determination precision.
The short arc orbit determination strategy is shown in Table 6.3.

Table 6.1 System error solved with 1 day’s segmental arc (unit : m)

Date Station 1 Station 2 Station 3 Station 4 Transponder time delay

2011-11-4 0.35 0.50 0.21 -0.96 30.33
2011-11-5 0.36 0.54 0.22 -1.00 30.35
2011-11-6 0.25 0.61 0.21 -0.96 30.21
2011-11-8 0.13 0.64 0.22 -0.99 30.63
2011-11-9 0.16 0.59 0.22 -0.96 30.49
2011-11-10 0.13 0.54 0.19 -0.87 30.29

Table 6.2 Prediction accuracy of 12 h (unit : m)

Date Radial Transverse Normal Position

2011-11-4 1.43 2.29 2.21 3.49
2011-11-5 1.12 2.63 1.94 3.45
2011-11-8 1.05 2.19 0.78 2.55
2011-11-9 1.19 3.63 1.10 3.98
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To verify the short arc orbit determination precision, this paper performs two
COMPASS-GEO satellites’ three orbit recovery tests after East–West station-
keeping in October 2011, April 2012 and May 2012. Four C band transponder
measuring stations are located at Beijing, Sanya, Kashi and Chengdu.

6.3.2 Reference Orbit

With the 3 days’ long segmental arc, precise orbit determination result is the
reference orbit to quantify the short arc orbit prediction precision. The reference
orbit is evaluated by laser data. Table 6.4 gives the evaluation statistics.

As we can see above, the first two reference orbit radial residuals are better than
the 0.7 m, and the third segment is about 1 m. Therefore, the orbit determination
results with long arc can be used as the reference standard.

6.3.3 Analysis of the Orbit Determination Precision

Three batches short arc after the E-W station-keeping are set to segment 1–3. The
satellite transponder time delay and the range system error are determined as
shown in the following table with different strategy listed in Table 6.3 (Table 6.5).

Table 6.4 Statistical results of POD accuracy with laser data (unit : m)

Arc number Mean Std Min Max

1 0.682 0.101 0.270 0.849
2 -0.299 0.195 -0.552 0.363
3 1.157 0.073 1.038 1.388

Table 6.5 System err used in short arc determination (unit : m)

Arc number Measurement data used Beijing Sanya Kashi Chengdu Transponder
delay

1 Long former-maneuver arc 0.32 0.56 0.21 -0.98 29.50
Long after-maneuver arc 0.15 0.60 0.21 -0.96 29.61
1 day’s former-maneuver arc 0.25 0.61 0.21 -0.96 30.24

2 Long former-maneuver arc 0.15 / 0.17 -1.43 57.51
Long after-maneuver arc 0.15 0.56 0.18 -1.49 57.43
1 day’s former-maneuver arc 0.25 / 0.20 -1.55 55.97

3 Long former-maneuver arc 0.15 -0.51 -0.27 0.38 56.61
Long after-maneuver arc 0.05 -0.30 -0.58 0.38 57.35
1 day’s former-maneuver arc 0.01 -0.25 / 0.24 59.67
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Due to the absence of one station, the transponder time delay and station range
system error calculated have little discrepancy between long arc determination and
1 day’s determination.

The short arc determination tests are performed with 15, 30 min and 1 h seg-
mental arc respectively. The POD and 2/4 h prediction precision is measured by
reference orbit (Table 6.6) (Fig. 6.2).

With 15 min tracking arc, the 2 h prediction position accuracy is better than
15 m, and the radial accuracy is better than 2.5 m (Table 6.7) (Fig. 6.3).

With 30 min tracking arc, the 2 h prediction position accuracy is better than
10 m, and the radial accuracy is better than 2 m (Table 6.8) (Fig. 6.4).

With a 1 h tracking arc, the 4 h prediction position accuracy is better than
20 m, and the radial accuracy is better than 2.0 m.

Table 6.6 POD and prediction accuracy with 15 min arc (unit : m)

Arc Strategy 1 Strategy 2

Radial Transverse Normal Position Radial Transverse Normal Position

1 2 h prediction 1.4 3.2 1.3 3.7 2.5 3.8 3.2 5.5
4 h prediction 2.6 3.4 1.5 4.6 3.9 3.8 2.4 5.9

2 2 h prediction 2.3 3.7 11.1 11.9 2.5 3.6 11.4 12.2
4 h prediction 8.9 4.5 28.5 30.2 7.1 4.5 26.6 27.9

3 2 h prediction 1.0 7.5 3.3 8.2 1.6 9.5 4.2 10.5
4 h prediction 7.7 13.6 8.3 17.7 8.8 14.3 9.6 19.3
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Fig. 6.2 POD and prediction accuracy with 15 min arc
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Table 6.7 POD and prediction accuracy with 30 min arc (unit : m)

Arc Strategy 1 Strategy 2

Radial Transverse Radial Position Radial Transverse Radial Position

1 2 h prediction 1.2 3.2 2.0 4.0 2.2 3.7 2.5 5.0
4 h prediction 1.9 3.6 5.2 6.6 3.0 3.8 4.6 6.7

2 2 h prediction 1.9 2.4 9.9 10.4 2.6 2.4 11.3 11.9
4 h prediction 5.9 2.8 24.7 25.6 4.8 3.1 23.6 24.3

3 2 h prediction 0.4 3.3 4.2 5.4 0.9 4.9 4.9 7.0
4 h prediction 3.9 7.6 10.5 13.6 4.7 7.9 11.7 14.9
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Fig. 6.3 POD and prediction accuracy with 30 min arc

Table 6.8 POD and prediction accuracy with 1 h arc (unit : m)

Arc Strategy 1 Strategy 2

Radial Transverse Radial Position Radial Transverse Radial Position

1 2 h prediction 1.0 2.8 2.5 3.8 1.9 3.3 2.7 4.6
4 h prediction 0.7 2.7 6.3 6.9 1.6 2.9 5.7 6.6

2 2 h prediction 2.3 0.8 10.0 10.3 3.5 1.0 14.5 14.9
4 h prediction 1.7 1.4 7.4 7.7 2.9 1.9 10.7 11.2

3 2 h prediction 0.7 1.5 9.0 9.1 0.7 4.5 8.0 9.2
4 h prediction 0.5 1.3 21.2 21.3 1.0 3.4 20.1 20.4
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By comparison, the first strategy is better that utilizes the system error solved
with long arc before maneuver mainly due to its stability. Therefore, with the
15 min GEO satellite’s dense and stable observational data, 2 h prediction position
accuracy is better than 15 m using a short arc dynamics method. However, short
arc orbit determination has poor stability.

6.4 Conclusions

The paper analyses and optimizes the short arc orbit determination strategy and
explores the orbit recovery time limit after maneuver. The result is verified by the
measurement from C band transponder by TWSTFT.

In conclusion, the short arc orbit determination uses the dynamic method can
provide quickly the precise orbit prediction after GEO satellite maneuver by fixing
satellite priori dynamics model and observation model information. With 15 min
tracking arc, 2 h prediction position accuracy is better than 15 m, and the radial
accuracy is better than 2.5 m.

However, short arc dynamics determination depends strongly the observation
data. Because of the short time span of data, the higher precision and dense
measuring are necessary. Meanwhile, system errors can not have suddenly devi-
ation which means the whole system must have high stability.
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It is only the preliminary result of short arc orbit determination. The stability of
short arc orbit determination needs to be studied further aiming at shorting the
recovery time of navigation satellite.
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Chapter 7
Precise Orbit Determination of BeiDou
Regional Navigation Satellite System Via
Double-Difference Observations

Jun Zhu, Jiasong Wang, Guang Zeng, Jie Li and Junshou Chen

Abstract The precise orbit determination (POD) for BeiDou satellites mainly
relies on a regional tracking network distributed in China area at the present time.
The multi-satellite POD for BeiDou regional navigation satellite system via
double-difference observations is presented. First, the double-difference phase
measurements are modeled on ionosphere-free combination of B1 and B2 signals.
The POD strategies are detailed, followed by a brief data-processing flow. Then,
the POD tests based on regional network of domestic monitoring stations are
developed, and the orbit quality assessed by arc overlaps and Satellite Laser
Ranging (SLR) residuals shows an accuracy of about 20 cm in radial direction.
Finally, contributions of the overseas monitoring stations to the POD accuracy of
BeiDou satellites are investigated by introducing several IGS Multi-GNSS
Experiment (IGS M-GEX) monitoring stations with BeiDou tracking capability
into the multi-satellite POD test. The improved orbit accuracy indicates that more
BeiDou observing sites should be established worldwide in future.

Keywords Precise orbit determination (POD) � BeiDou regional navigation
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7.1 Introduction

The Compass/Beidou Navigation Satellite System is a global navigation satellite
system (GNSS), which is independently developed, deployed, and operated by
China. This system is still in progress, and is designed to provide global coverage
around 2020. At present, only the Beidou regional navigation satellite system has
been built up, which can provide coverage in the Asia–Pacific region with Posi-
tioning, Navigation, Timing (PNT), and short-message communication service
capabilities [1, 2].

The PNT performance of GNSS is directly related to the satellite orbit accu-
racy. The precise orbit determination (POD) for BeiDou satellites can reach a
radial accuracy of decimeter level currently, which is limited in tracking hour and
geometric strength of regional configuration of ground-tracks observing in China
area [3–5]. The POD performance can be improved by adopting some appropriate
data processing techniques, such as differenced data processing. Differences of the
original observations allow to eliminate or to reduce some biases, such as clock
offset of satellites and receivers. The single-difference is simply defined as
determining the relative differences between a pair of receivers measuring satellite
simultaneously, and the double-difference means differencing between a pair of
receivers and a pair of satellites [6].

In this paper a multi-satellite POD approach of processing double difference
observations of phase and pseudorange observations for BeiDou regional navi-
gation satellite system is presented, and the orbit accuracy assessment is performed
by the overlapping difference and post fit of satellite laser ranging (SLR) residuals.
In addition, to investigate the contribution of the configuration of ground-tracks
geometry to the POD accuracy, measurements from several IGS Multi-GNSS
Experiment (IGS M-GEX) monitoring stations with BeiDou tracking capability
are processed. And some initially results are obtained.

7.2 Observation Modeling

The BeiDou satellites transmit navigation signals in Quadrature Phase-Shift
Keying (QPSK) modulation on a total of three frequency bands (B1, B2, B3) [1,
7], which can form many high-quality combinations for navigation data process.
Refer to paper [8], the Beidou pseudorange at high elevation can reach an accuracy
of 20 * 40 cm, and the accuracy of phase at high elevation is about 3 mm.

7.2.1 Double-Difference Observations Modeling

Beidou navigation system’s original phase observations can be modeled as
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/s
rðtÞ ¼ f qðts; trÞ=c � f dts þ f dtr þ D/trop � D/iono

þ D/rel þ D/mult þ Ns
r þ eðtÞ

ð7:1Þ

where, /s
r is the phase observation from satellite s to receiver r; t is the obser-

vation epoch, f ¼ B1, B2, B3ð Þ is the signal frequency, q ts; trð Þ is the geo-
metric distance from satellite to receiver, c is velocity of light, dts is the satellite
clock offset, dtr is the receiver clock offset, D/trop is tropospheric delay error,
D/iono is ionospheric delay error, D/rel is relativistic effects error, D/mult is
multipath effects error, Ns

r is integer ambiguity, and e tð Þ is measurement noise.
The double-difference phase between stations and satellites is defined as the

difference between satellites of the single-difference, and the single-difference can
be got by 2 stations m; nð Þ observing the same satellite in the same epoch. The
double-difference phase is given by

DDðm; n; j; kÞ ¼ ð/mj � /njÞ � ð/mk � /nkÞ ð7:2Þ

The best feature of double-difference observation is the clock offset error was
completely eliminated. Relativistic effects and multipath effects error also was
significantly weakened. If the 2 stations in double-difference observation are close
to each other, the tropospheric and ionospheric effects could be weakened.
Substituting Eq. (7.1) into (7.2), we get

DD m; n; j; kð Þ ¼ f q j
m � q j

n � qk
m þ qk

n

� ��
cþ D/mj

trop � D/nj
trop � D/mk

trop þ D/nk
trop

� �

� D/mj
iono � D/nj

iono � D/mk
iono þ D/nk

iono

� �
þ N j

m � N j
n � Nk

m þ Nk
n þ ddðeÞ

Where dd eð Þ is the measurement noise of combined observations. The noise’s
variance is magnified after combination, and the noise contains the residual
multipath error.

7.2.2 Ionospheric-Free Combination

Ionospheric delay error is the maximum error in Beidou navigation system
observation, if the clock offset error could be eliminated. It depends on the total
electron content (TEC) in ionosphere. The first order term of ionospheric delay
error is the main part, and can be eliminated by dual-frequency data combination,
which is

IF /1;/2ð Þ ¼ 1
f 2
1 � f 2

2

f 2
1 /1 � f 2

2 /2

� �
ð7:3Þ

The second order term is only about 0.1 % of the first, and can be eliminated by
triple-frequency data combination. That is
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DIF /1; /2; /3ð Þ ¼ IF /1; /2ð Þ � IF /2; /3ð Þ

¼ f 2
1

f 2
1 � f 2

2

� f 2
1

f 2
1 � f 2

3

� �
� /1 �

f 2
2

f 2
1 � f 2

2

� �
� /2 þ

f 2
3

f 2
1 � f 2

3

� �
/3

ð7:4Þ

7.2.3 Tropospheric Delay Modelling

The zenith path delay (ZPD) due to tropospheric refraction is of the order of 2.3 m
(or about 8 ns) for a station at sea level and standard atmospheric conditions, and
can reach 20 m when elevation angle less than 10� [6]. Tropospheric delay con-
tains two parts, the dry component and the wet component. We can calculate the
tropospheric zenith delay by a priori model, and convert to the other directions
using the mapping function. The dry component accounts for more than 90 % in
tropospheric zenith delay. It could be almost completely corrected by using typical
models, such as Hopfield model [9] or Saastamoinen model [10]. However, an
uniform effective wet component correction model is difficult to build, due to the
regional and seasonal changing characteristics of atmospheric humidity. In precise
orbit determination, the wet component of tropospheric zenith delay is usually
taken as a solve-for parameter in calculation. The whole tropospheric delay model
can be written as

Dqs
r t; zð Þ ¼ Dqapr; k zs

r

� �
þ Dqk tð Þf zs

r

� �
ð7:5Þ

where, Dqs
r is the tropospheric path delay from receiver r to satellite s; z is the

elevation of the observation scenario, Dqapr; k zs
r

� �
is the slant delay according to an

a priori model, Dqk tð Þ is the solve-for zenith path delay parameter, and f zs
r

� �
is the

mapping function of Dqk tð Þ.

7.2.4 Data Weighting

In satellite orbit determination, the numerical process method of code pseudorange
and carrier phase measurements is weighting fusion. A typical prior weight is
inversely proportional to measurement noise, and the measurement noise can be
written as

rc

rp
¼ 100 ð7:6Þ

where, rc is the measurement noise of code pseudorange, and rp is the mea-
surement noise of carrier phase.
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Observations at low elevations are generally much more susceptible to tropo-
spheric refraction and multipath effects than those at high elevations. The un-
modeled systematic errors decrease the quality of results. Using low-elevation
observations, however, may also improve the estimation of tropospheric zenith
delays and, consequently, the vertical component of station positions [11]. In order
to optimize the use of low-elevation observations, there is an elevation-dependent
weighting of observations, which is

wðzÞ ¼ cos2ðzÞ ð7:7Þ

7.3 POD Strategies

We apply the dynamic method to determine BeiDou satellites’ orbit. The arc
length is defined as 3 days. The ionospheric-free combination observations are
used to form the double-difference observation equations. And the baselines are
selected according to the criterion: the two stations have the maximum common-
view satellites. The Least-Squares method is adopted for parameter estimation.
The POD strategies are detailed in Table 7.1.

Table 7.1 System resulting data of standard experiment

Reference frame
Station coordinate ITRF2000 [15]
Data time tags BDT
Solid tide Wahr 1981 [16]
Ocean tide GOT00 [12]
EOP IERS C04
Precession/nutation IAU2000 [17]
Planetary ephemeris DE200
Gravity JGM3 (12 9 12)
Satellite surface force and attitude
Solar radiation ECOM [13] ? Box-Wing (pre-launch)
Thermo-radiation Non-considered
Attitude Nominal attitude
Data and parameterization
Data using Pseudorange and phase on frequency bands (B1, B2)
Data sampling and weighting 30s, elevation-dependent
Receiver and satellite clocks Eliminated by double-differences
Troposphere model Saastamoinen/Niell [14]
Antenna offset Pre-launch
Phase windup Wu (1993) [18]
Parameterization Keplerian elements ? CODE 9 parameters

? ambiguities ? zenith tropospheric delays
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A brief flow of data processing is showed as follows (Fig. 7.1).

7.4 POD Test Based on Regional Tracking Net

7.4.1 Overlapping Difference

A group of data from 07/17/2012 to 07/27/2012, domestic observation network
data for 11 days, is selected for analysis. The orbit determination strategy is
proposed in Part 3, determining a set of orbits with every 3 days observations (9
sets of orbits in total). So there is orbital overlap for 1 day between the set D the
set D ? 2. According to statistics orbit determination principle, the two sets of
orbit, set D and D ? 2, are mutually independence under ideal conditions.
Therefore the consistency of the overlapping arcs orbits can be an index of the
orbital accuracy in some way. Figure 7.2 shows the orbital overlapping differences
of the Beidou operating satellites (C03, C05, C07, C10) in radial direction, and
Fig. 7.3 shows the statistics of the three-dimensional orbital overlapping
differences.

The results in Figs. 7.2 and 7.3 demonstrate the orbital differences in radial
direction are about 20 cm, and about 1 m of three-dimensional position.

7.4.2 Independent SLR Residuals

Another method to estimate the precision of orbit determination is utilizing high-
precision Satellite Laser Ranging (SLR) data for external checking on the results
of the orbit determination. Independent SLR residuals directly reflect the precision
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Fig. 7.1 A brief flow of data
processing
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of orbit determination. Supposing we get the SLR observation qo at the time t; it
can be expressed as

Dq ¼ qo � ðqc þ Dqstides þ Dqoloading þ Dqatm þ Dqrel þ Dqec þ Dqst þ e

ð7:8Þ

where, qc is the distance from satellite to stations calculated by the POD results,
Dqstides and Dqoloading are the influence of earth tides and sea tides to stations
respectively, Dqatm is the atmospheric delay error which can be determined by
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Marini/Murray Model, Dqrel is the general relativity effects error, Dqec and Dqst

are the eccentric corrections and the displacement of observation stations
respectively, e is measurement error.

The SLR data we can get is relatively few. In the POD arcs mentioned in Part
4.1, we only have a small amount of data in July 23 (Station 7237) and July 24
(Station 7821). The post fit of SLR residuals were shown in Fig. 7.4. They indicate
that the SLR residuals of Station 7821 are all less than 15 cm, while the SLR
residuals of Station 7821 vary in 13 * 35 cm. One possible reason is the elevation
angles of Station 7821 are relatively lower.

7.5 IGS Multi-GNSS Experiment

In 2011, IGS initiated and organized an experiment utilize more than one navi-
gation systems navigation, named IGS M-GEX. They tracked and monitored
several GNSS signals at the same time in daily operations to analysis the per-
formance and signal characteristics of the GNSS constellations emerging in recent
years. Dozens of GNSS multimode tracking stations have been established in this
experiment. Part of these stations can track Beidou Satellites, and they are shown
in Table 7.2.

An analysis of Beidou satellite tracking data from these stations was presented
in Ref. [8], and it preliminarily assessed the performance of Beidou regional
navigation system. The results using orbit overlap method indicated that the
precision of Beidou satellite orbits in three-dimensional position is 1 * 10 m.

The M-GEX experiment provided valuable observations, which can be applied
to study the influence of the layout of the station on the Beidou satellites POD
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precision. First, we analyzed the visibility of the satellite for tracking stations
listed in Table 7.2. In the 6 stations listed in Table 7.2, all the stations except
Station CUT0 are in the high latitudes. Actually, their tracking range for Beidou
satellite is smaller, and there is low elevation observation data in almost all visible
arcs. Figures 7.5 and 7.6 depicts the visibility of Beidou satellites to Station CUT0
and Station KIR8 for one day (Cut-off Elevation = 10�), respectively.

As illustrated in Fig. 7.5, the station CUT0 can observe two BeiDou GEOsta-
tionary (GEO) satellites (C03, C05), as well as all BeiDou Inclining Geostationary
Synchronized Orbit (IGSO) satellites. Because it is located in southern hemi-
sphere, this observing site should quietly enhance the geometric strength of the
domestic regional tracking net. However, KIR8 has poor BeiDou tracking capa-
bility (Fig. 7.6). Almost no GEO satellite can be seen at this station. And most of
the IGSO satellites are at low elevation. Obviously, measurements of KIR8 have
limited contribution to POD of BeiDou satellites.

When integrating the observations obtained from M-GEX stations and obser-
vations from the domestic regional tracking net to carry out the POD test at the

Table 7.2 M-GEX monitoring stations with BeiDou tracking capability

Name Site Lat Long

CUT0 Bentley -32.00 115.32
DLF1 Delft 51.59 4.23
KIR8 Kiruna 67.51 20.58
MAR7 Maartsbo 60.35 17.16
ONS1 Onsala 57.24 11.56
UNB3 Fredericton 45.57 293.21
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same data period of time defined in Sect. 7.4, we can obtain a new result (Figs. 7.7
and 7.8).

In this two figures (Figs. 7.7 and 7.8), most of the radial overlapping differences
of BeiDou satellites have decreased within 20 cm, and 3-D position differences
have fall within 1 m, according to Figs. 7.2 and 7.3. As a result, though most of the
IGS M-GEX monitoring stations have limited tracking capability for BeiDou
satellites, they have improved the orbit accuracy a lot, compared to the orbit
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derived from domestic tracking data only. The benefit of offshore monitoring
stations is exhibited here preliminarily.

7.6 Summary and Conclusions

The multi-satellite POD for BeiDou regional navigation satellite system based on
double-difference observation processing is discussed in this paper. Tests using
overlapping differences and SLR residuals suggest the double-difference solutions
of BeiDou regional ground-tracks net have achieved 20 cm radial accuracy, which
can satisfy the needs of our domestic navigation users in the near future. With
several IGS M-GEX monitoring stations observing BeiDou satellites supplied, the
higher orbital accuracy can be obtained. Therefore, to improve the PNT service
capability, it is of critical strategic significance to build up more BeiDou moni-
toring stations in the global region.
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Chapter 8
Accuracy Analyses of Precise Orbit
Determination and Timing
for COMPASS/Beidou-2 4GEO/
5IGSO/4MEO Constellation

Shanshi Zhou, Xiaogong Hu, Jianhua Zhou, Junping Chen, Xiuqiang
Gong, Chengpan Tang, Bin Wu, Li Liu, Rui Guo, Feng He, Xiaojie Li
and Hongli Tan

Abstract Up to the end of October 2012, 14 COMPASS/Beidou-2 regional
satellite navigation satellites are fully operational. Different with Global Posi-
tioning System (GPS), the space segment of COMPASS consists of Geostationary
Earth Orbit (GEO) satellites, Inclined Geosynchronous Satellite Orbit (IGSO)
satellites and Medium Earth Orbit (MEO) satellites, and navigation information is
provided by monitoring stations limited in regional area. Besides, attitude control
mode is different for each type of satellites. The predictability of satellite attitude
will make broadcast ephemeris precisely predicted. In this study, satellite telem-
etry data are compared with nominal attitude to assess the accuracy of satellite
attitude prediction. Experiments show that the accuracy is different for each type
satellites, and overall prediction accuracy is better than 1�. The analyses of
pseudo-range multipath noise for receivers from different manufacturers show that
the random noise characteristics is significantly for the US and European manu-
facturers’ receivers, and the magnitude is larger than domestic manufacturers’, but
strong daily repeatability of multipath noise characteristics is displayed for
domestic receivers. The accuracy of precision orbit determination (OD) for
COMPASS using regional and global monitoring stations data are compared to
evaluate the impact of monitoring stations’ distribution on the accuracy of satellite
OD. Satellite Leaser Range (SLR) residuals are adopted to assess the satellite orbit
accuracy in station line-of-sight direction. The results show that the accuracy of
satellite orbit overlap is about 0.2, 1.2 and 0.6 m in R/T/N direction for regional
monitor network, the accuracy for MEO overlap is slightly worse than two other
type satellites, and the SLR residual is better than 1 m. The two-way satellite time
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frequency transfer (TWSTFT) observations are adopted to evaluate the accuracy of
satellite clock error estimations. Experiments show that the standard deviation of
satellite clock estimations solved by OD is about 1.4 ns. Global monitoring sta-
tions can increase the depth of coverage for MEO satellites, and the accuracy of
clock estimations may be improved by about 0.6 ns. The observations from multi-
constellation GNSS receiver are adopted to realize the system timing service. The
results show that the stability of time system for COMPASS is consistent with
GPS, the standard deviation of comparison for COMPASS and GPS precise timing
is about 1.5 ns, the real time timing is about 3 ns.

Keywords COMPASS/Beidou-2 � Satellite attitude � Multi-path noise � POD �
Timing

8.1 Introduction

As of October 25, 2012, a total of 16 Chinese COMPASS/Beidou-2 regional
navigation system satellites has been launched [1]. Now 14 satellites are fully
operational except 2 test satellites. Similar with other Global Navigation Satellite
Systems (GNSS), COMPASS transmits L-band ranging signal and provides real-
time broadcast ephemeris information to global area to provide real-time navi-
gation positioning and timing (PNT) services.

Different with other GNSS, the space segment consists of GEO, IGSO and
MEO satellites. The existent of GEO satellites increase correlation of orbit
determination (OD) estimations, which may decrease the OD accuracy and sta-
bility. Since the monitoring stations limited to the territory of China area, and all
stations located in the same side of the GEO satellite orbital plane, we rise to the
challenge of mix constellation precise orbit determination. Furthermore, MEO
satellite orbit can’t be covered by regional tracking network. The coverage of
MEO is less than 50 %, which may decrease the accuracy of MEO orbit estima-
tions. Last, different attitude control modes are applied to each type COMPASS
satellites. The satellite antenna phase center correction mode should be established
accordingly in OD, positioning and timing processing.

Currently, many researchers had carried out studies for COMPASS OD and
positioning. Reference [2] analyzed the code and carrier phase noise and satellite
clock character for 4GEO/5IGSO constellation. The baseline vector is recovered
with an accuracy of 2, 4, and 9 mm in the east, north, and up directions relative to
the mean value of a GPS-based solution. Considering the highly correlation
between orbital and satellite clock estimations, Ref. [3] proposed a new method for
orbit accuracy assessment by two-way satellite time frequency transfer (TWSTFT)
measurements. Reference [4] found that solve empirical acceleration estimations
may increase the correlation of solar radiation pressure estimations and decrease
orbit accuracy for 2GEO/1IGSO constellation. Reference [5] adopting regional
tracking network assessed orbit accuracy and post-time and real-time positioning
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error. Precise Point Positioning (PPP) accuracy is about 5 and 10 cm in horizontal
and vertical direction. Within Chinese regional area, three-dimensional accuracy
for open and authorized service positioning is about 5 and 3 m in terms of Root-
Mean-Square (RMS). Reference [6] achieved precise OD and Real-time kinematic
(RTK) positioning for 2GEO/3IGSO constellation using Beidou Experimental
Tracking Stations (BETS) which lay in the Asia–Pacific region and established by
Wuhan University since early 2011. The overlap accuracy is 10 cm in orbital
radial direction. The static PPP accuracy is about centimeter-level, relative posi-
tioning accuracy is about millimeter-level for short baseline and RTK accuracy is
about 4 m.

This study assesses the prediction accuracy of satellite nominal attitude com-
paring with satellite telemetry data, and provides satellite antenna phase center
correction model for each type satellites. The pseudo-range noise characteristics of
different manufacturers’ receiver are compared. Tracking network distribution
impact on OD accuracy is assessed for 4GEO/5IGSO/4MEO constellation.
Satellite Laser Ranging data are adopted to evaluate orbit accuracy and verified the
feasibility of orbit accuracy assessment method proposed in Ref. [3]. Multi-
constellation GNSS receiver data are adopted to compare COMPASS precise and
real-time timing accuracy with GPS timing service.

8.2 Algorithms

8.2.1 Satellite Attitude

Satellite attitude describes the relationship between satellite body-fix coordinate
system and satellite orbit coordinate system. Define satellite mass center as the
origin, satellite motion direction as X-axis, orbital plane normal direction as
Y-axis, and Z-axis orthogonal to the XOY plane. The attitude angle of rotation
about the X/Y/Z axis is called roll, pitch and yaw angle respectively.

Different attitude control modes are utilized for COMPASS satellites. Orbit-
normal mode is applied to GEO satellites, which define satellite to center of the
earth direction as Z-axis, the direction orthogonal to satellite position and velocity
plan as Y-axis, and X-axis orthogonal to YOZ plane. Yaw-steering mode is
applied to IGSO/MEO satellites, which define the same Z-axis as orbit-normal
mode, Y-axis perpendicular to the plane of sun-earth-satellite, and X-axis
orthogonal to YOZ plane. Accordingly, satellite antenna phase center should be
established for each type satellite in OD processing [7]. COMPASS provides the
satellite telemetry measurements. We compare it with nominal attitude prediction
to evaluate the accuracy of attitude prediction. Figure 8.1 shows the yaw angel
prediction errors time series for each type satellite. Since yaw angle is zero for
GEO, only yaw angle measurements are figured out in first row. The bottom left
two sub graphs show IGSO/MEO yaw angle time series, and the right two graphs
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show IGSO/MEO yaw angle prediction errors. Different colors represent different
satellites.

Figure 8.1 shows that the accuracy of yaw angle prediction are better than 0.5�,
0.5� and 1� for GEO/IGSO/MEO respectively. As shown in telemetry measure-
ments, roll and pitch angle are close to zero, which are in accord with nominal
attitude. Consequently, only yaw angle should be considered in satellite antenna
phase center correction model. The expression can be written as:
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A ¼ Rciscts � �ex �ey �ezð Þ �
xphs

yphs

zphs

0

@

1

A; dqphs ¼
X
Y
Z

0

@

1

A

T
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�rsta � �rj j ð8:1Þ

where Rciscts is rotation matrix between Conventional inertial system (CIS) and
Conventional inertial system (CTS), �rsta is location of receiver, dqphs is satellite
antenna center phase correction in line-of-sight direction.

For GEO satellites:

Fig. 8.1 Satellite yaw angle prediction errors time series. Different colors represent different
satellites. The top row satellite yaw angle prediction errors. The bottom left two sub graphs show
IGSO/MEO yaw angle time series, the right two graphs show IGSO/MEO yaw angle prediction
errors. Unit is angle degree
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�ez ¼ �
�r

�rj j ; �ey ¼ �ez �
�v

�vj j ; �ex ¼ �ey � �ez ð8:2Þ

For IGSO/MEO satellites:

�ez ¼ �
�r

�rj j ; �ey ¼ �ez �
�rsun � �r

�rsun � �rj j ; �ex ¼ �ey � �ez ð8:3Þ

Where �r; �v and �rsun are satellite position, velocity and sun position vector in CIS
respectively.

Antenna phase center of COMPASS satellites relative to the mass center is
mainly in Z direction, the direction from satellite to earth center. The phase center
correction is meter level for ground receiver, while the nominal attitude prediction
error impact on antenna correction is less 1 mm. So the nominal attitude could be
used in antenna phase center correction model. Due to length limitation, correc-
tions for are not listed.

8.2.2 Orbit Determination and Timing

In this paper, the multi-satellite orbit determination (MPOD) strategy is adopted.
The estimations are orbital parameters (initial orbital elements, solar radiation
pressure parameters and empirical acceleration parameters) for all satellites,
receiver zenith delay and satellite and receiver clock errors for each epoch.
Limited by the regional monitoring network distribution, 3 day arc with 60 s
sampling pseudo-range and carrier phase ionospheric free combinations are
adopted. See Ref. [2, 5] for details.

Known satellite orbit and clock errors information, receiver location and clock
errors could be estimated, and simultaneously system positioning and timing
service is realized. Positioning accuracy is discussed in Ref. [5], only timing
accuracy is shown in this study.

Considering the correlation of receiver position and clock errors estimation, we
fix receiver position and get receiver clock errors by averaging ranging residual of
all visible satellite. Receiver clock errors can be written as:

ClkstaðiÞ ¼
1
n

Xn

1
oc j

staðiÞ ð8:4Þ

Where ClkstaðiÞ is the receiver clock in epoch i; oc j
staðiÞ is ranging residual from

satellite j to receiver in epoch i; which can be calculated using satellite and
receiver position, satellite clock error and systemic error correction models [8],
n is the number of visible satellite.

Depending on the accuracy of ephemeris, system timing could be divided into
precise and real-time service. Post-processing precise orbit and precise satellite
clock errors are used for precise timing, and broadcast ephemeris for real-time
service. Multi-constellation GNSS receiver observations are adopted to get
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receiver clock errors in GPS and COMPASS system. Comparing COMPASS
precise receiver clock errors with GPS precise clock errors to evaluate COMPASS
precise timing accuracy, and comparing real-time clock errors estimations for real-
time timing accuracy.

8.3 Results

8.3.1 Observation Noise

Reference [9] shows that pseudo-range measurements are seriously affected by
multi-path noise for COMPASS, especially for GEO satellites. To analyze pseudo-
range multipath noise, differences between pseudo-range and carrier phase B1I/
B2I ionospheric free combinations (PC-LC) are figured out. These differences
include carrier phase ambiguity, dual-frequency pseudo-range and carrier phase
observation noise and multi-path noise. 7 receiver made by domestic manufac-
turers which are located within China territory and 12 receiver made by US and
European manufacturers which are located abroad are compared in this study.
Foreign manufacturers’ receiver and antenna type are listed in Table 8.1.

PC-LC time series for Beijing and Curtin are shown in Fig. 8.2. The noise of
Beijing (domestic manufacturer) shows multi-path characteristic obviously. The
daily repeatability feature is significant for GEO satellites. IGSO/MEO also show
daily repeatability and observation white noise decrease when satellites are tracked
by receiver. Curtin receiver (TRIMBLE NETR9) shows white noise characteristic,
and the magnitude of noise is larger than Beijing receiver. It should be noted that
both PC-LC time series are combined by original observation. GEO PC-LC RMS
for Beijing is 0.3 m, while for Curtin is 1.3 m. The average of 3 day arc PC-LC
RMS for domestic receivers is about 0.7, 0.7 and 0.8 m for GEO/IGSO/MEO
satellites respectively, and 1.1, 1.5 and 1.4 m for other receiver.

Draw PC-LC series for IGSO/MEO satellites with observation elevation angle
in Fig. 8.3. The left four sub graphs represent domestic manufacturer receivers, the
right represent foreign receiver. Different colors represent different located
receiver. Comparing low elevation noise in the two columns, both type receivers
show the noise about 10 m. With elevation angle increase, the PC-LC noise

Table 8.1 Foreign manufacturers’ receiver and antenna type

Site ID Receiver type Antenna type Site ID Receiver type Antenna type

BRST TRIMBLE NETR9 TRM57971.00 MAR7 TRIMBLE NETR9 LEIAR25.R3
CUT0 TRIMBLE NETR9 TRM59800.00 ONS1 TRIMBLE NETR9 LEIAR25.R3
DLF1 TRIMBLE NETR9 LEIAR25.R3 REUN TRIMBLE NETR9 TRM55971.00
GRAC TRIMBLE NETR9 TRM55971.00 UNB3 TRIMBLE NETR9 TRM57971.00
KIR8 TRIMBLE NETR9 LEIAR25.R3 UNBS SEPT POLARXS TRM55971.00
LMMF TRIMBLE NETR9 TRM55971.00 USN4 SEPT POLARX4TR AOAD/M_T
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decrease dramatically for domestic manufacturer receiver, while slowly for foreign
receivers.

8.3.2 Orbit Accuracy

Adopting regional monitor network dataset from Nov. 13th 2012 to 19th, 4GEO/
5IGSO/4MEO constellation satellite orbital parameters are determined. Table 8.2
shows MPOD residual and 24 h overlap RMS in orbital radial (R), along-track (T)
and orbital normal (N) direction. SAT01-05 are GEO, 06-10 are IGSO and 11–14
are MEO satellites. Pseudo-range residual is about 80 cm, and carrier phase is
about 0.8 cm. The residuals differ for each type satellites, GEO residual is slightly
larger than two other type satellites. Compare two 3 day arc with 24 h overlapped,
three-dimension error is about meter level, GEO orbital R/T/N error are 0.2, 1.8
and 0.3 m respectively. IGSO orbital error in T direction is less than GEO, and

Fig. 8.2 PC-LC time series for Beijing and Curtin receiver. The top/middle/bottom rows
represent GEO/IGSO/MEO respectively. Left three sub graphs represent PC-LC for Beijing and
right for Curtin station
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Fig. 8.3 PC-LC variation with observe elevation angle. The top two rows represent IGSO,
bottom two represent MEO, left sub graphs are domestic and right are foreign receivers. X-axis is
elevation (unit: degree), Y-axis is PC-LC (unit: m). Different colors represent different receivers

Table 8.2 MPOD overlap error and MPOD residual

SATID dR/m dT/m dN/m PC/cm LC/cm

01 0.101 2.305 0.230 96.14 0.57
03 0.123 1.245 0.311 66.90 0.59
04 0.214 3.550 0.100 85.35 0.61
05 0.348 0.338 0.689 92.24 0.76
06 0.129 0.763 0.527 63.22 0.68
07 0.262 0.889 0.951 66.30 0.69
08 0.124 0.571 0.459 57.08 0.70
09 0.147 0.807 0.487 58.15 0.63
10 0.264 1.266 1.009 58.65 0.62
11 0.313 0.656 0.970 78.11 0.88
12 0.305 1.035 0.848 85.84 0.79
13 0.493 1.435 0.397 76.37 0.85
14 0.232 1.110 0.364 87.47 0.87
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about 0.2, 0.8 and 0.7 m in three directions. MEO orbital error in R direction is
larger than GEO and IGSO, about 0.3 m. T/N errors are 1 and 0.6 m.

SLR data are adopted to evaluate the orbit accuracy in station line-of-sight
direction. Nov. 13th to 15th residual RMS is about 0.2 m for SAT08, and 0.9 m for
SAT10.

8.3.3 Satellite Clock Errors Accuracy

According to Ref. [5], TWSTFT measurements can be used to assess orbital errors.
Table 8.3 shows the RMS of satellite clock difference between MPOD estimations
and the TWSTFT measurements. Except SAT04 whose RMS is about 3 ns, other
three GEO RMS is about 1 ns, IGSO/MEO accuracy is about 1.4 ns.

Comparing SLR residual and clock errors difference obtained above in Fig. 8.4.
The red lines represent clock errors difference and blue lines represent SLR
residual. Three rows mean three arcs. Figure 8.4 shows that the two time series
have similar variation trend.

Comparing orbital overlap time series with clock estimations obtained by two
MPOD, shown in Fig. 8.5. Orbital difference in R/T/N direction is shown as red,
green and blue line, and clock difference as light blue line. Three rows represent
three type satellites. Figure 8.5 shows that the clock difference is highly correlated
with orbital difference in R direction, especially for GEO and IGSO satellites.
Beside, the differences in T/N direction impact the average of clock difference.
Considering the high correlation between satellite orbital error in R direction and
clock error estimations, we could assess orbit accuracy by comparing satellite
clock estimations with TWSTFT observations.

8.3.4 Tracking Network Distribution Impact
on OD Accuracy

As analysis in Sect. 8.3.2, regional tracking network can not cover MEO orbit arc,
orbital overlap error for MEO is less than GEO/IGSO. To assess network

Table 8.3 Satellite clock
errors difference RMS
(Unit : ns)

SATID RMS SATID RMS

01 1.385 09 1.555
03 1.090 10 1.799
04 2.965 11 1.021
05 0.903 12 0.842
06 1.196 13 1.887
07 1.491 14 1.265
08 1.192
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distribution impact on OD accuracy, 12 IGS multi-constellation GNSS receiver are
adopted. These receivers are distributed in Europe, American and Australia and
listed in Table 8.1. Figure 8.6 shows the depth of coverage (DOC) with abroad
stations. It’s obviously that these stations could increase DOC for IGSO and MEO
satellites.

Table 8.4 shows the orbital overlap and clock accuracy of MPOD adopting
abroad stations data. Comparing with Table 8.2, orbital overlap accuracy for
IGSO is the same as regional tracking network, while R/T/N accuracy increase
0.1 m respectively for MEO satellites. Comparing clock accuracy in Table 8.4
with Table 8.3, it has been improved 0.7 and 0.4 ns for IGSO and MEO. The
improvements indicate that adopting abroad station may enhance the DOC for
IGSO and MEO. The reason of different improvements for IGSO and MEO is
that adding abroad stations, MEO orbital arc is still not completely covered,
and continuity of abroad stations observation is worse than China regional
network. Hence, the clock accuracy improvement for MEO is less than IGSO
satellites.

Fig. 8.4 SLR residual and clock errors difference time series. The red lines represent clock
errors difference and blue lines represent SLR residual
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8.3.5 Timing Accuracy

System timing service can be achieved by satellite orbit and clock error infor-
mation. Depending on the accuracy of the ephemeris, system timing can be
divided into precise and real-time service. Precise orbit and clock realize the
precise timing service, and broadcast ephemeris achieves real-time service.

This study realizes system timing by precise and broadcast ephemeris respec-
tively. In precise timing processing, PPP strategy is adopted, in which station clock
errors are estimated with position parameter [5]. In real-time processing, station
position is fixed and station clock errors are the average of all visible satellite
UERE in each epoch, see Eq. (8.4). This strategy may reduce the impact of
constellation DOP to timing accuracy.

Fig. 8.5 Orbital difference in R/T/N directions and clock errors difference time series. Orbital
difference in R/T/N direction is shown as red, green and blue line, and clock difference as light
blue line. Three rows represent GEO/IGSO/MEO satellites. Two different satellites are drawn in
the same line
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The multi-constellation GNSS station can receive navigation information from
each system simultaneously. The difference of station clock error estimations by
different system ephemeris include difference of time system, receiver equipment
delay the orbit and clock errors of difference system and random noise. Consid-
ering the complexity of system error for station clock estimations in different
navigation system, we only discuss the stability of timing service.

Figure 8.7 shows the comparison time series of station clock estimations
between COMPASS and GPS in precise and real-time mode. The two rows rep-
resents the real-time and precise mode respectively, the standard deviation is about
2.5 and 1.5 ns. It indicates that both post and real-time ephemeris can realize
system timing service, and are consistent with GPS results. Except the constant
bias, there is no other systemic relative variation between two navigation systems
(linear or higher degree). Consequently, it illustrates that the stability of two
systems is consistent with each other.

Fig. 8.6 Depth of coverage of abroad station for COMPASS IGSO/MEO. Black stars represent
abroad stations, white points represent footprints of satellites. Different colors mean DOC value

Table 8.4 Orbital overlap and clock accuracy wit domestic and abroad stations

SATID dR (m) dT (m) dN (m) Clock (ns)

06 0.116 1.080 0.778 0.652
07 0.329 0.885 0.571 0.512
08 0.121 0.732 0.898 0.936
09 0.378 1.147 0.916 0.781
10 0.289 1.321 0.630 0.869
11 0.100 0.296 0.938 0.650
12 0.166 0.577 0.492 0.669
13 0.373 1.290 0.741 0.740
14 0.196 1.373 0.769 1.059
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8.4 Conclusions

In this study, the accuracy of satellite nominal attitude prediction is assessed,
COMPASS satellite orbit parameters are determined adopting regional and global
tracking network datasets, the accuracy of satellite orbit is evaluated by orbital
overlap, SLR residual and TWSTFT, the accuracy of system timing service are
also discussed. Conclusions are as followed:

1. Different attitude control modes are applied to GEO and IGSO/MEO satellites.
It’s necessary to establish satellite antenna phase center correction model for
each type satellites in OD processing. The overall accuracy of nominal attitude
prediction is better than 1� which can be used to establish antenna phase center
correction model.

2. The characteristics of pseudo-range noise for domestic and foreign manufac-
turer receivers are quite different. It shows multipath characteristics for
domestic receivers, while shows white noise for foreign receiver and the
magnitude is larger than domestic receiver.

3. The pseudo-range and carrier phase RMS for 4GEO/5IGSO/4MEO constella-
tion MPOD is about 80 and 0.8 cm. Since the regional tracking network can’t

Fig. 8.7 Comparison of COMPASS and GPS timing. The top row is real-time results and the
bottom is post results
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cover all MEO orbital arc, the overlap accuracy for MEO is slight less than
GEO and IGSO satellites.

4. Adding abroad stations can increase depth of coverage for IGSO and MEO
satellites, and both of overlap and satellite clock errors accuracy can be
improved. Satellite clock errors accuracy increases 0.7 and 0.4 ns for IGSO and
MEO respectively.

5. System timing service can be realized by precise or real-time ephemeris. The
stability of COMPASS is consistent with GPS, the standard deviation of
comparison for COMPASS and GPS precise timing is about 1.5 ns, the real
time timing is about 3 ns.
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Chapter 9
Improving Efficiency of Data Analysis
for Huge GNSS Network

Junping Chen, Yize Zhang, Yibing Xie, Xuhua Zhou,
Xiao Pei, Wei Yu and Bin Wu

Abstract The development of GNSS system and its applications is accompanied
by the fast development of the ground tracking networks. The expansion of
tracking network could contribute to the improvement of precision of satellite
orbits, clocks, ERPs and so on. However, the increase of number of tracking
stations causes non-linear gain of computing time, especially in the case of data
processing based on the Zero-difference (ZD) strategy. Parameter elimination is
one of the most used methods to fasten ZD data processing, nevertheless it
involves matrix transformation and inversion at each epoch and the computing
time is still very long in case of huge network and Multi-GNSS combined solu-
tions. The first part of the paper presents the current status of ZD data processing in
case of huge networks and Multi-GNSS data processing. Using 110 GPS/
GLONASS stations from the IGS network, we perform classical IGR-like data
processing with different data sampling ranging from 5, 6, 7….. till 15 min.
Estimated parameters including orbits, clocks, ZTDs, coordinates, ERPs etc.
Comparison of the products using different sampling data shows: precision of orbit
and clock somehow linearly increases with sampling rate changing from 5 to
15 min, and ERP precision is not influenced by the change of sampling rate. To
analyze the impacts of products based on different data sampling on positioning
applications, we perform PPP for 22 globally distributed IGS stations using
4 weeks’ data and kinematic precise orbit determination for GRACE satellites.
Results show that the coordinates/orbits precision is at the same level: precision of
PPP coordinate is of 2.3, 3.8, 8.8 mm in NEU directions using products based on
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5 min sampling data, and of 2.5, 4.3, 8.6 mm in case of using 15 min sampling
data.

Keywords GNSS � SHA � Analysis center � Precise orbit determination �
Efficiency

9.1 Introduction

GNSS (Global Navigation Satellite System) tracking network expands with the
developing/upgrading of GNSS stations. Currently, there are about 380 GNSS
tracking stations within IGS (International GNSS Service) global network,
including about 150 GPS/GLONASS stations [1]. Additionally, there are many
other regional GNSS networks, e.g. the CMONOC (Crustal Movement Observa-
tion Network of China) consisting of 260 reference stations and more than 2,000
campaign stations [2]. With more stations adding to the network and contributing
to data analysis, GNSS products like orbits, clocks and Earth Rotation Parameter
(ERPs) etc. could be improved. The combined GPS/GLONASS data analysis may
improve the accuracy of reference frame and other station-dependent parameters
as well. However, including more stations and satellites into data analysis results
in more parameters to be estimated and more computation time. Taking the current
daily data analysis using GPS/GLONASS constellation with 32 GPS satellites and
24 GLONASS satellite as example, Table 9.1 summarize the number of param-
eters for GPS only and GPS/GLONASS combined daily data analysis. In
Table 9.1, we assume there are 2 ambiguity parameters for each station/satellite
pair and 1 ISB (inter system bias) parameter for each station/GLONASS satellite
pair. Additionally there are 12 ZTD parameters for each station, 15 orbit param-
eters for each satellite, 3 coordinates for each station and 6 ERP parameters. The
epoch-wise clock parameters are eliminated during data analysis. From Table 9.1,
we clearly see that the dramatic non-linear increase of parameter numbers with the
growth of number of tracking stations. Consequently, this may cause problems in
data analysis using huge GNSS networks.

Currently, there are two strategies to handle this problem: the first is to use the
double-difference observations to remove clock parameters and reduce number of
ambiguities [3]; and the second is applied in Zero-difference solutions, it

Table 9.1 Growth of the number of parameters versus the increase in the number of stations
tracking GPS and GPS ? GLONASS (G ? G) constellation

Number of stations Ambiguity Others ISB (G ? G) Total number of parameter

GPS G ? G GPS G ? G GPS G ? G

50 3,200 5,600 1,236 1,686 1,200 4,436 8,486
100 6,400 11,200 1,986 2,436 2,400 8,386 16,036
150 9,600 16,800 2,736 3,186 3,600 12,336 23,586
200 2,800 22,400 3,486 3,936 4,800 16,286 31,136
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eliminates epoch-wise parameters and non-active parameters at each epoch [4].
Using the double-difference strategy, clock parameters no longer exist by defini-
tion and thus special procedure is needed to recovery them, which makes the
procedure of data analysis more complicated [5]. On the other hand, using the
parameter elimination strategy in Zero-difference solution cannot really solve the
problem when the number of stations and satellites increases to more than 200.
Taking the routine daily IGR analysis at Shanghai Astronomical Observatory for
example, GPS-only Zero-difference analysis needs 2 min for one iteration using
around 100 stations and it takes around 20 min to finish the entire solution. While
in case of GPS-only analysis using 300 stations, it takes more than 40 min for one
iteration and the entire daily analysis takes more than 10 h on the same computer.
As for the combined GPS/GLONASS data analysis, it needs 10 min for one
iteration, which is almost 5 times of the GPS-only solution. Based on this analysis,
the computation time is extremely long for the combined GPS/GLONASS solution
using more than 200 stations. The reason that Zero-difference solution is time-
consuming is because parameter elimination has to be carried out at each epoch,
which actually involves a lot of matrix inversion and multiplication between big
matrixes. The matrix dimension at each epoch is at the same level as we stated in
Table 9.1.

Parameter eliminate is performed at each epoch, therefore the computation time
depends on the total number of epochs. Reducing the number of processing epochs
could in genera reduce computation time. However, decrease of observations
could result in the decrease of precision of estimated parameters. This impact
could be marginable for daily constant parameters, e.g. orbit, coordinates, ERPs
and ISB etc. For other parameters like clocks and ZTDs this impact could be
noticeable. In order to find the optimal setting of Zero-difference data analysis to
improve efficiency and to keep the highest precision, we analysis the impacts on
processing time and product precision by changing data sampling. Four week data
of around 110 stations from the IGS global network is used in this paper. Data
analyses are performed under different scenarios with different data sampling.

9.2 Data and Analysis Settings

Data analysis is based on the iGPOS (integrated Geodetic Platform of SHAO)
system, which is the platform of the GNSS data analysis center SHAO (SHA) [6,
7]. iGPOS is based on the traditional least-square estimator. It implements Zero-
difference strategy, its correction models follow IERS and IGS conventions [8].
Routine parameters include: orbits (15 parameters for each satellite), coordinates
(3 parameters for each station), ERP (6 parameters for each day), clocks (epoch-
wise parameter for each satellite and station), ZTD (1 parameter each hour for each
station) and ambiguities. After the generation of all parameters, we densify the
GNSS clocks from original sampling (normally 5 min) to 30 s [9]. Comparisons
between the products of SHA and IGS analysis centers show: GPS orbit precision
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of SHA is around 1.5 cm and GLONASS orbit precision is of 3.2 cm; precision of
GPS clocks is of 40 ps and it is around 100 ps for GLONASS clocks [6]. To
analysis the impact of data sampling on computation time and product precision,
data of around 110 stations from the IGS global network spanning from GPS week
1686 to 1689 is used. Figure 9.1 shows the IGS network used in this paper, which
include around 65 stations providing GPS/GLONASS combined observations.
Data analyses follow the setting of daily routine analysis of SHA.

9.3 Impacts on Computation Time and Product Precision

9.3.1 Impacts on Computation Time

Computation efficiency is one of the important issues for GNSS data analysis
centers. For the analysis of computation time, data processing is performed on a
normal desktop (CPU: Intel Core i7-2600, 3.4 GHz; RAM: 8 * 2.0G = 16.0G).
Data processing is carried out in different scenario with data sampling set to 300 s
(5 min), 360 s (6 min), …, till 900 s (15 min). All together there are 308 (11 * 28)
daily solutions. Figure 9.2 illustrates mean computation time for daily analysis
under different data sampling. As it is shown in Fig. 9.2, the computation time is
linearly decreased with the sampling changes from 5 to 15 min. Comparing the
mean computation time under 5 and 15 min sampling, we notice that: the time for
GPS-only solution changes from 40 to 23 min (decreased by 42 %); the time for
GPS/GLONASS combined solution changes from 114 to 55 min (decreased by
52 %). Additionally, test of the CMONOC GNSS data analysis center at SHAO
[10] shows: time for daily routine with 5 min data sampling using 270 GPS
stations is about 727 min, and it takes 475 min when data sampling changes to

Fig. 9.1 Ground tracking network processed at SHA
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15 min, which is decrease by more than 30 %. All the tests show that the efficiency
of data analysis could be greatly improved by changing data sampling.

9.3.2 Impacts on Product Precision

Besides efficiency, product precision is another important issue for GNSS data
analysis centers. Currently GNSS orbits/clocks and other products from IGS
analysis centers are the most accurate products providing to world-wide users.
Product precision should not be sacrificed while improving efficiency.

9.3.2.1 Orbits

Figure 9.3 shows the comparisons between IGS orbits and the derived GPS orbits
under different data sampling. The RMS values range from 13 to 18 mm, which, in
general, is in the range of the current IGS orbit precision. And it could be
explained that there are enough tracking stations to ensure that satellites are
simultaneously tracked by many stations at each sampling epoch. And the accurate
orbit dynamic models ensure the overall orbit precision. Also, we notice that orbit
precision is better than 14 mm when sampling is smaller than 10 min, and it
gradually degrades when the sampling is bigger than 10 min. Based on the results

Fig. 9.2 Mean processing time using data of different sampling of GPS ? GLONASS combined
solution

Fig. 9.3 Mean precision of orbits using data of different sampling, comparing to the IGS final
orbits
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of orbit comparison, we could reduce the data sampling to 10 min. By doing this,
the precision remains unaffected while computation time is largely reduced.

9.3.2.2 Satellite Clocks

Figure 9.4 shows the comparisons between IGS satellite clocks and the derived
GPS clocks under different data sampling. The RMS values range from 0.04 to
0.08 ns, which, in general, is in the range of the current IGS clock precision. As
clocks have to be estimated at each epoch, the errors introduced by changing data
sampling could be absorbed by epoch-wise clocks. We notice that clock precision
is better than 0.06 ns when sampling is smaller than 10 min, and it gradually
degrades when the sampling is bigger than 10 min. Results based on data sampling
of 15 min have the worst precision of 0.085 ns (*2.6 cm). Based on the results of
clock comparison, we could reduce the data sampling to 10 min. By doing this, the
precision remains almost unaffected while computation time is largely reduced.

9.3.2.3 Earth Rotation Parameters

ERP parameters are defined as daily constants therefore the impact from difference
data sampling should be marginal. Figure 9.5 shows the comparisons between IGS

Fig. 9.4 Mean precision of satellite clocks using data of different sampling, comparing to the
IGS final clocks

Fig. 9.5 Precision of pole parameters using data of different sampling, comparing to the IGS
final ERP parameters
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ERPs and the derived ERPs under different data sampling. The RMS values range
from 0.04 to 0.08 mas for pole parameters and are around 0.025 ms per day for
LOD parameter. We notice that ERP precision is better than 0.04 mas when
sampling is smaller than 10 min, and it gradually degrades when the sampling is
bigger than 10 min. Meanwhile, LOD parameters are almost unaffected by the
difference of data sampling.

9.3.2.4 Reference Frame

Reference frame is defined by satellite orbits and station coordinates. To reflect the
impact on reference frame using different data sampling, we make Helmert
transformation between estimated orbits and IGS final orbits to derive Helmert
parameters [11]. Results show: the change of mean scale parameter is small than
0.01 ppb, change of mean translation parameters are less than 0.4 mm. The daily
variation of these parameters shows random property with values much smaller
than its precision. Figure 9.6 shows the mean rotation parameters for each sam-
pling scenario. We notice that the rotation parameters changes randomly in the
range smaller than 0.02 mas for the direction of Y and Z, while the mean rotation
parameter in X-axis becomes gradually bigger along with the increase of data
sampling. One possible explanation is related to the tracking network. As there are
fewer stations along the longitude of ± 90 (Y-axis), the coordinates/orbits along
the Y-axis could be more affected by number of observations. According to the
mapping function, larger values are required in X-axis in order to introduce such
impact.

9.4 Impacts on User Applications

To further assess the influence of data sampling, we apply the products derived
from different scenario (named 5 min-Prod, 6 min-Prod, …, 15 min-Prod) in static
and kinematic PPP (Precise Point Positioning). For the static PPP, data of 22 IGS

Fig. 9.6 Mean rotation parameters of Helmert transformation between GPS orbits under
different data sampling and the IGS final orbits
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stations, which are not used in product generation step, spanning the whole
4 weeks are used; and data of GRACE satellites spanning from Doy (Day of year)
94–100, 2010 are used in kinematic PPP.

9.4.1 Static PPP

Station used including: ALGO, AMC2, BRAZ, DRAO, GUAM, GUAO, HOB2,
IISC, ISPA, KARR, KELY, KOKB, KUNM, MAS1, MDVJ, OHI2, RAMO,
SCH2, SYOG, TIXI, TSKB, WUHN, YELL. BERNESE 5.0 [12] software is used
for static PPP. In the first step, daily coordinates are firstly estimated with data
sampling set to 30 s. Coordinate repeatability is derived for each station in weekly
combination. As we use 4 weeks data, there are 4 repeatability values for each
station, and mean values are used for comparison. Figure 9.7 shows the mean
repeatability of all stations using different products, which shows that the impacts
on the static PPP coordinates is less than 2 mm in horizontal and less than 6 mm in
vertical directions.

9.4.2 Kinematic Orbits of Low Earth Orbiters

Kinematic coordinates are most sensitive to the errors in orbits/clocks and other
input products. To reflect the impact of different products on kinematic PPP, data
of GRACE-A and GRACE-B satellites are processed using the in-house developed
LEO orbit determination software [13]. The kinematic orbits are compared to the
precise PSO orbits from JPL for precision assessment. Figure 9.8 shows the RMS
for results using products under different scenario. The precision in 3D changes
from 8 to 10 cm. Considering the accuracy of kinematic PPP, we could conclude
that the kinematic PPP is marginally affected by the data sampling in products
generation. Comparing the GRACE-A kinematic orbit on Doy 98 based on 5 min-
Prod and 15 min-Prod, results show: the mean coordinate difference is of (0.1, 0.2,
0.5) cm and RMS is of (3.4, 3.6, 3.6) cm in the R, T, N directions, respectively.

Fig. 9.7 Median coordinates precision of static PPP of 22 stations, using different GPS orbits/
clocks from different scenario
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9.5 Conclusions

Data analysis using Zero-difference strategy is widely used, because it could
estimate most satellite and station related parameters. However, its computation
efficiency has become a bottleneck with the development of the observing network
and inclusion of multi-GNSS systems. We discuss the impacts of changing data
sampling on product precision and user application. Using the GNSS data analysis
platform of SHAO, big amount of data from the 110 IGS globally distributed
stations are analyzed. Results show:(1) Computation time linearly decreases with
the data sampling change from 5 to 15 min; and this trend is more obvious when
processing more stations and satellites; Computation efficiency could be improved
by more than 50 % by changing data sampling from 5 to 15 min; (2) The change
of data sampling has not too much impact on the derived orbits, clocks, ERPs and
reference frame; And the impact could be ignored when data sampling is between
5 and 10 min; (3) PPP using products based on different data sampling shows the
user kinematic and static positioning are almost not influenced by the input
products.
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Chapter 10
Ionospheric Grid Modeling of Regional
Satellite Navigation System with Spherical
Harmonics

Jiachen Fan, Xiaoli Wu, Enqiang Dong, He Zhao, Haibo Kan
and Jinshi Xie

Abstract As an important component of differential navigation service, ionospheric
grid can greatly improve the accuracy of single frequency users. Wide-Area Aug-
mentation System (WAAS) broadcasts a set of ionospheric grids data for authorized
single frequency GPS users every 300 s. WAAS uses inverse distance weighting
(IDW) algorithm to calculate the vertical total electron content (VTEC) at those
ionosphere grid points (IGP). IDW algorithm has good correction accuracy, but has
low availability in the area with few ionosphere pierce points (IPP). The availability
and accuracy of ionospheric grid by IDW algorithm depend on the distribution of
monitoring stations and the constellation of navigation system. As the constellation
of regional satellite navigation system consists mainly of geostationary earth orbits
(GEO) satellites and inclined geosynchronous orbits (IGSO) satellites, the IPPs have
a concentrating distribution. Considering that the distribution of monitoring stations
are all in China, using IDW algorithm to calculate ionospheric grid will not have
good availability. This paper proposes a practical algorithm to calculate the regional
ionospheric grid based on spherical harmonics (SH) model and International Ref-
erence Ionosphere (IRI-2012) model. Compared with IDW algorithm, the simulation
data analysis indicates that the SH algorithm can greatly improve the availability
from 82.62 to 99.83 % for mainland China and from 34.66 to 94.25 % for all grids,
but the average correction RMS of ionospheric grid increases from 2.60TECU to
3.33TECU.

Keywords Regional satellite navigation system � Ionospheric grid � Spherical
harmonics � Inverse distance weighting
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10.1 Introduction

As one of the error sources for navigation calculation, ionospheric delay seriously
affects the positioning accuracy of the users. Dual-frequency users can remove
ionospheric delay by linear ionosphere-free combination ignoring the higher-order
term. Single-frequency users can calculate the ionospheric delay of IPP by the
broadcasted parameters of ionosphere model. GPS broadcasts 8 parameters
Klobuchar model on geomagnetic coordinate, and the correction accuracy is about
60 % [1, 2]; Galileo uses Nequick model, the designed correction accuracy is
about 70 %. The error of ionosphere model becomes the most important factor
determining single-frequency users’ positioning accuracy.

To meet the needs of advanced users, especially the aviation users, institutions
in different countries begin to build augmentation system, such as WAAS of
America, EGNOS of European and the GAGAN of Indian. Each system has a
similar principle to calculate the ionospheric grid: several monitoring stations and
a center station are distributed in service area. Each monitoring station equipped
with dual-frequency receivers collects the observation of all visible satellites, and
calculates the IPP’s coordinates and the ionospheric delays. Data mentioned above
transmits to the center station every second through the network. Then ionospheric
grid delay can be solved by the center station, and broadcasted by GEO satellites
for the authorized single-frequency users.

WAAS broadcasts 5� 9 5� ionospheric grid corrections by GEO satellites and
correction accuracy is about 80 % [3, 4]. Regional satellite navigation system
provides differential services for authorized users, the service area covers from
7.5� to 55� north latitude, 70� to 145� east longitude, and using its GEOs to
broadcast the ionospheric grid correction.

As regional satellite navigation system constellation consists mainly of high
orbit satellites, the distribution of IPPs has a relative concentration. The avail-
ability of ionospheric grid by IDW algorithm greatly depends on the distribution of
monitoring stations. IGP has low availability in case that there are few IPPs
nearby.

To solve this problem, this paper will propose a spherical harmonics (SH)
algorithm combined with regional satellite navigation system observation data and
the IRI-2012 model to calculate the ionospheric grid. Real data and simulation
analysis shows that this algorithm has a great increase in availability of grid points,
and loss little accuracy compared with the ionospheric grid by the IDW algorithm.

10.2 IDW Algorithm

The IDW algorithm is wildly used to calculate the ionospheric grid. It relies on the
IPPs near the IGP. The algorithm is simple but has good accuracy at the available
IGP. However, as the algorithm seriously relies on the distribution of IPPs,
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it shows bad accuracy at IGP with not enough IPPs nearby. IDW algorithm is
introduced as below.

According to global navigation satellite system (GNSS) observation equation,
the dual-frequency linear geometry-free combination P4 is:

P4 ¼ P1 � P2 ð10:1Þ

where P1, P2 are the P-code observations on B1, B2 frequency. Linear geometry-
free combination eliminates all errors related to geometry, and the remaining
factors are ionosphere delay, differential code bias (DCB) of satellite and receiver,
multipath error and ranging noise. Ignoring the multi-path and measuring error,

P4 ¼ �ð
f 2
1 � f 2

2

f 2
2

ÞFðzÞ � I þ c � Dbs þ c � Dbr ð10:2Þ

where f1, f2 are the frequencies of B1, B2. Dbs is the TGD of satellite s; Dbr is the
IFB of receiver r; c is the speed of light; I is the ionosphere delay from receiver r
to the satellite s:

I ¼ 40:28

f 2
1

� VTEC ð10:3Þ

Fð�Þ is the ionospheric mapping function depending on the zenith distance z.

FðzÞ ¼ 1
cosðzÞ ; sinðzÞ ¼ R

Rþ H
sinðz0 þ p

2
Þ ð10:4Þ

where z0 is the zenith distance at the IPP; R = 6371 km is the mean earth radius;
H = 375 km is the ionospheric single layer height. As Dbs and Dbr are already
known, VTEC of every epoch at every IPP can be got by Eq. (10.2).

For every IGP, IDW algorithm uses the VTEC of IPPs in the four adjacent grids
to calculate the VTEC of IGP.

IIGPi ¼
Xn

j¼1

IIPPj Pij=
Xn

j¼1

Pij ð10:5Þ

where IIGPi is the VTEC of ith IGP; n is the number of IPPs in the four adjacent
grids; IIPPj is VTEC of IPPs; Pij is the weight of jth IPP to the IGP. Here we take
Pij as the inverse distance from jth IPP to ith IGP.

10.3 Solution Method of Ionospheric Grid Based
on Spherical Harmonics

The SH algorithm uses all VTEC of IPPs to fit the ionosphere of whole area, but
this algorithm is relatively complex.
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Assume there are N IPPs during some time, IPPiði ¼ 1; � � � ;NÞ is the IPP at the
position of ðlati; loniÞ at ti, and its VTEC is VTECi. Using the SH to fit VTEC.

VTEC ¼
Xnmax

n¼0

Xn

m¼0

Pnm sin bð Þ Cnm cosðmsÞ þ Snm sinðmsÞð Þ ð10:6Þ

where b is the latitude of IPP; s ¼ sod þ lon=15 is the local time of IPP; nmax is the
maximum degree of SH expansion; Pnm is the normalized Legendre function; Cnm;
Snm are the unknown SH coefficients. According to the SH function above, we can
solve Cnm and Snm using the least squares. Then we can calculate the ionospheric
grid VTEC by the SH coefficients.

As regional satellite navigation system has less monitoring stations in western
and northern China, there are less IPPs in those areas. However, the SH algorithm
relies on the distribution of IPPs, better results are presented in IPPs covered areas,
and SH function diverges rapidly out of boundary. The greater degree of SH
function, the more seriously the SH function diverges. In order to decrease the
divergency of SH function in area out of China with no IPP, we use the IRI-2012
model to forecast the exact boundary of ionospheric grid service area.

IRI-2012 model is an experimental model based on observation data of satel-
lites and receivers, aiming to describe the ionosphere in a peaceful geomagnetic
condition. Yayukevich showed that given the geomagnetic planetary index Kp
under 7, IRI-2007 model has an accuracy of 30 % relative to measurement data
from satellite altimeters, and the amplitude of the absolute error is about 11TECU
in the abnormal areas [5].

Figure 10.1a is the VTEC map only using IPPs of navigation system by 6� SH
functions for day 300 of 2012 at 21:00 (UT), and we use pseudo-color to present
the VTEC value. It is assumed that the reasonable ionosphere delay is between
0TECU and 150TECU, we make the VTEC value equals 0TECU when it is out of
the interval above. From the figure, it is obvious that SH algorithm has a normal
condition in China, but diverges rapidly at high latitudes and low latitudes.
Figure 10.1b is the VTEC map using both IPPs of navigation system and boundary
IPPs of IRI-2012 model at the same time. In the same circumstance, SH algorithm
covers all area at high latitudes and most area at low latitudes.

Figure 10.2 is the VTEC map using the SH algorithm at the daily peak of
ionosphere. The SH function diverges at low latitudes. It is probably because IRI-
2012 model has low accuracy at low latitudes, then the additional IPPs of iono-
spheric grid boundary lack of enough data supporting. So the SH algorithm has a
bad performance in those areas.
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10.4 Interpolation Algorithm of IGPs

As the user receives the VTEC data of IGPs, interpolation algorithm is needed to
calculate the VTEC at an IPP. There are many interpolation algorithms. Here we
introduce a simple algorithm for the accuracy analysis of different ionospheric grid
algorithms in the next section.

As shown in Fig. 10.3, the IPP P is located in the grid ABCD. We can calculate
the VTEC of IPP with weighted VTEC of four IGPs. The weight of each IGP takes
the way of inverse distance weighted.

QA ¼ xxxy ð10:7Þ

QB ¼ ð1� xxÞxy ð10:8Þ

Fig. 10.1 Example of VTEC map using different IPPs, for day 300 of 2012, at 21:00 UT, unit
TECU. a Using IPPs of navigation system receivers. b Using IPPs of navigation system receivers
and boundary IPPS from IRI-2012

Fig. 10.2 Example of VTEC
map using IPPs of navigation
system receivers and
boundary IPPs from IRI-
2012, for day 300 of 2012, at
7:00 UT, unit TECU
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QC ¼ ð1� xxÞð1� xyÞ ð10:9Þ

QD ¼ xxð1� xyÞ ð10:10Þ

where

xx ¼
xp � xA

dx
ð10:11Þ

xy ¼
yP � yA

dy
ð10:12Þ

dx is the grid interval of longitude; dy is the grid interval of latitude. The VTEC of
IPP P is:

IP ¼
QAIA þ QBIB þ QCIC þ QDID

QA þ QB þ QC þ QD
ð10:13Þ

10.5 Numerical Experiments

In three sections above, we introduce the IDW algorithm, SH algorithm and
interpolation algorithm. This section will evaluate the performance of two iono-
spheric grid algorithms in both availability and accuracy.

We assume that 23 cities distributed in China include Nansha and Xisha islands
have monitoring stations. Coordinates of IPPs at every epoch can be achieved by
the coordinates of monitoring stations and broadcast ephemeris of navigation
satellites. VTEC of every IPP can be got by global ionosphere map of IGS. Then
we can use the VTEC of IPP to do simulation experiment and numerical analysis
of IDW algorithm and SH algorithm.

Fig. 10.3 Example of IPP
and IGPs
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10.5.1 Availability Analysis

If VTEC of a IGP can’t be calculated, we set this IGP unavailable. The number
and distribution of unavailable IGPs have a bad influence on differential service.
Define the daily availability of a IGP q:

q ¼ t

86400
ð10:14Þ

where t is the time span in which this IGP is available for one day, units second.
We define the areal availability as the average of daily availabilities of all IGPs in
the area.

Figure 10.4a shows the availability of ionospheric grid by IDW algorithm for
day 300 of 2012. Pseudo colors represent the availability. Dark red stands for the
availability of 100 %. It is obvious that most area in China has good availability,
however, the availability is quite low in northwestern China such as Inner
Mongolia, Xinjiang and Tibet. The area out of China is almost unavailable in all
daytime.

Figure 10.4b shows the availability of ionospheric grid by SH algorithm for day
300 of 2012. It is 100 % available in most China. The availability out of China is
improved by a large margin, and there is no IGP unavailable.

Fig. 10.4 Availability of two algorithms ionospheric grid, for day 300 of 2012, unit %.
a Availability of IDW grid. b Availability of SH grid

Table 10.1 Availability of two algorithms ionospheric grid in different areas

IDW algorithm (%) SH algorithm (%)

Low latitudes 16.85 88.86
Mid-latitudes 60.04 97.23
High latitudes 18.62 95.65
Mainland China 82.62 99.83
All grids 34.66 94.25
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Table 10.1 shows the availability in different areas. IDW algorithm has low
availability (less than 20 %) at low latitudes and high latitudes, and the availability
is 60.04 % at mid-latitudes. The availability of SH algorithm improved greatly, all
latitudes are more than 88 %. The availability increased from 82.62 to 99.83 % in
mainland China, and from 34.66 to 94.25 % in all service area. SH algorithm can
not only improve the availability of mainland China, but also can greatly improve
the availability of area out of China.

10.5.2 Accuracy Analysis

To comprehensively compare the effectiveness of IDW algorithm and SH algo-
rithm, this part analyses the accuracy of two algorithms. Since GEO satellite has
geostationary characteristics, it can be a good method to monitor ionosphere delay
at a specific point. In mainland China, we take dual-frequency COMPASS
receivers’ real observations to calculate the VTEC of IPP. We take this VTEC as
the reference. Ionospheric grid of IDW algorithm and SH algorithm are used to
calculate the VTEC of IPP by the interpolating algorithm in Sect. 10.4, compared
to the VTEC of dual-frequency observation can evaluate the accuracy of two
algorithms.

The top graph in Fig. 10.5 describes VTECs calculated by three methods above,
the bottom graph is the difference between VTECs of two grid algorithms and
VTECs of dual-frequency observations. It is shown that SH algorithm and IDW

Fig. 10.5 VTEC of three methods, and the differences between two ionospheric grids and
COMPASS observation, for day 300 of 2012
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algorithm have almost same correction accuracy, and their RMS are 1.25TECU
and 1.14TECU.

Table 10.2 is RMS of ionospheric grid by two algorithms in different areas.
Chengdu and Sanya are ionosphere abnormal areas, but RMS has little difference by
two algorithms. The difference of RMS in all areas is less than 2TECU (0.33 m of B1).

As there is no COMPASS receiver, global ionosphere map of IGS is used to
evaluate the accuracy of IGPs out of China. We take three IGPs (20�, 90�), (35�,
135�) and (50�, 80�) as an example, which are all unavailable by IDW algorithm.

Table 10.3 shows RMS and correction accuracy of three IGPs by SH algorithm.
RMS is small at high latitudes for 8.18TECU, with over 10TECU RMS at low
latitudes. As large ionosphere delay at low latitudes, it has a big RMS but good
correction accuracy. However, since ionosphere delay is small at high latitudes, it
has a small RMS but bad correction accuracy.

10.6 Conclusions

The theoretical analysis and numerical analysis above shows that the availability
in mainland China of IDW algorithm is 82.62 %, and almost unavailable out of
China, but has good accuracy at available IGPs. Mean of daily RMS in different
areas is 2.60TECU. The availability of SH algorithm improves greatly: all IGPs
are 100 % available in mainland China, the availability is 95.65 % at high lati-
tudes, and the availability is 88.86 % at low latitudes. SH algorithm and IDW
algorithm have almost same correction accuracy in mainland China. The differ-
ence is less than 2TECU. Average RMS of SH algorithm in different areas is
3.33TECU. In conclusion, two algorithms both have advantages and

Table 10.2 Two kinds of ionospheric grid RMS in different regions, for day 300 of 2012, unit
TECU

IDW algorithm SH algorithm

San Ya 4.81 6.74
Cheng Du 2.89 4.43
Ka Shi 2.75 2.06
Zheng Zhou 1.33 0.74
La Sa 1.96 3.97
Nan Jing 1.84 2.04

Table 10.3 RMS and correction accuracy of three grids solved by SH algorithm compared with
IGS map, for day 300 of 2012, unit TECU

IGP RMS Correction accuracy (%)

(20�, 90�) 14.92 71.65
(35�, 135�) 11.21 76.86
(50�, 80�) 8.18 65.95
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disadvantages. Compared with IDW algorithm, SH algorithm shows better
availability and slightly lower accuracy. As for differential single-frequency users,
availability is an important factor to ensure their navigation and positioning ser-
vice. Under the circumstance of sacrificing accuracy in small rang, it is very
meaningful that SH algorithm can greatly improve the availability.
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Chapter 11
Lunar Satellite Orbit Measurement Based
on Visual/Radio Fusion

Yanlong Bu, Geshi Tang, Jianfeng Cao, Songjie Hu, Lue Chen
and Baofeng Wang

Abstract A set of new orbit Measurement method was proposed based on the
integration of high-resolution lunar surface imaging and ground-based radio
measurement. Through the method, the advantage of stable tracking by radio
measurements and the advantage of short-range measurement by onboard camera
are expect to be fully integrated. The basic idea of the method is as following. First,
combined with orbit constraints of a lunar high resolution imaging satellite, relying
on optical imaging information and available reference images on the lunar surface,
and based on the visual related theory of multi-view geometry and photogram-
metry, the accurate location information of the satellite platform in a moment was
calculated. Then, the location information was fused reasonably with satellite
speed, range and angle by ground radio measurements. Thereby, a more flexible
lunar orbiter orbit determination method than the existing methods was established.
Currently, based on real data of ‘‘Chang’E II’’ satellite, visual/radio fusion-based
orbit determination model were studied. Transfer relationship of the position and
attitude between the satellite and imaging points on lunar surface was derived.
Typical aspects of information fusion-based orbit determination were analyzed.
Preliminary experimental results verify the feasibility of the proposed method.
After parameter calibration, the partial positioning accuracy of ‘‘Chang’E II’’ is
better than 100 m, variance limits at 30 m.
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Keywords Lunar orbiter � Orbit measure and determination � Photogrammetry �
Radio measurement � Information fusion � ‘‘Chang’e II’’ satellite

11.1 Introduction

Under the current lunar and deep space TT&C system, the orbit measurement of
the lunar satellite and other orbiter relies mainly on the earth based radio method,
including the unified microwave system and the radio interferometry system [1]. In
this way the accuracy of measurement is affected by the long distance between the
earth based measurement station and the orbiter, also it’s limited by the earth based
observational arc. The visual/radio fusion positioning, with its flexibility and
immediacy, has been well used in the UAV and the cruise missile. As the
development of satellite borne high resolution imaging technology, the research of
the orbiter positioning method with the information of the high resolution images
started.

A typical case is the terrain relative navigation (TRN) technology, proposed by
and given priority to the development by NASA. With this technology, when the
orbiter is at its nearest approach to the astronomical body, the camera load takes
photos for the characteristic area on the astronomical body, and the real time
matching is executed between the observed images and the pre-built map and
characteristic data base, so that the position and attitude of the orbiter can be
decided [2, 3]. John Hopkins Lab (JHAPL) and JPL have verified TRN method
with images from the moon and other solar system objects. Besides, the visual
photography measurement and positioning technology used by ESA, for the Mars
precise mapping, is based on the bundle adjustment [4–6]. Although the final goal
is to precisely calibrate coordinates of all pixels in the Mars image, the solving of
the camera platform position and attitude is an important step. This method is by
its nature a from-coarse-to-fine iteration process. With the success of ‘‘Chang’E I’’
and ‘‘Chang’E II’’ lunar exploration missions, China owns the technology of deep
space exploration. At the same time, a big amount of lunar surface images [7] and
elevation data [8] have been acquired, which provide a good condition for us to
develop visual fusion based orbit measurement and determination technology for
deep space orbiters.

Based on the ‘‘Chang’E II’’ satellite measured data, visual/radio fusion based
orbit measurement for a lunar satellite was studied in this paper. The primary
position and attitude transfer model from the satellite to lunar surface was
established. The typical implementation aspects were analyzed. Also the visual-
only based lunar satellite positioning method and the visual/radio fusion based
satellite orbit measurements have been preliminarily implemented.
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11.2 Fundamentals

The main idea of the visual/radio fusion based lunar satellite orbit measurement is
to solve the accurate position information of the lunar satellite platform at a certain
moment, by using the multi-view geometry theory and photogrammetry technol-
ogy, based on satellite imaging information and all kinds of available lunar base
map, and taking into consideration the operating constraints of the satellite. At the
same time, fuse the solved position information and the speed, distance and angle
information from earth based radio stations, to come to a more flexible and
complementary orbit measurement result, compared to results by current methods.
The fundamental is shown in Fig. 11.1.

11.3 Lunar Satellite Position Transfer Relation Model

11.3.1 Major Coordinate Systems

The lunar satellite position transmission based on visual methods involves four
major coordinate systems, which respectively are the lunar fixed coordinate sys-
tem, the camera coordinate system, the image coordinate system and the satellite
orbit coordinate system. The lunar fixed coordinate system is a coordinate system
that describes the position of a certain space point relative to the moon. The
camera coordinate system describes the position of a certain point relative to the
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Fig. 11.1 Visual/radio fusion based satellite orbit measurement process
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camera centre. It is fixedly connected to the satellite orbit, only with a fixed offset
and angle relationship. The origin of the camera coordinate system is at the
position X0; Y0; Z0ð Þ in the lunar fixed coordinate system, the rotation Euler angles
between the two coordinate systems are u; x; j: The image coordinate system is a
two dimensional projected coordinate system located in the imaging plane of the
camera. The origin is the corrected coordinate of the principal point x0; y0; cð Þ
where x0; y0 are relative to the camera coordinate system, while c is the camera
focus length 0. The orbit coordinate system is a transient coordinate system which
can be used to be an intermediate coordinate system between the camera coor-
dinate system and the lunar fixed coordinate system.

11.3.2 Colinearity Equation Constrains

According to the photogrammetry theory, for any point in the image coordinate
system, there is a fixed colinearity equation constraint relation between its lunar
fixed system coordinate X; Y; Zð Þ and its image system coordinate x; yð Þ; as in
Eq. (11.1). M and D are the rotation matrixes, k is the scale factor,
Dx;Dy;Dz;Du;Dx;Dj are the conversion parameters, and X0; Y0; Z0;u;x; j can
be presented as a function of the camera image scanning lines [9].
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11.3.3 Lunar Satellite Space Position Transfer

In Eq. (11.1), Dx;Dy;Dz;Du;Dx;Dj can be taken as constants after correction,
u;x; j can be measured by star sensors. The coordinate of the principal point
x0; y0; cð Þ can take the pre-defined value. The image points x; yð Þ can take the

corresponding points, which are acquired via matching of the satellite observed
image and the base map. Thus, for each image point, the camera center coordinate,
namely the origin coordinate X0; Y0; Z0ð Þ of the camera system under the lunar
fixed system, can be acquired by solving the colinearity equation. Because there is
only a small fixed bias between the camera center and the lunar satellite platform
center, when camera center positions are acquired in a time sequence, the satellite
positions can be acquired at the same time. Furthermore, since there is a big
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amount of corresponding points, the satellite attitude can be more sufficiently
compensated. Figure 11.2 shows the lunar satellite platform center position
transfer relationship based on the colinearity equation.

11.4 Visual Fusion Measurement Implementation Process

According to the principle of visual/radio fusion based lunar satellite orbit mea-
surement, the implementation process can be divided into five basic modules. They
are the radio data preprocessing module, the lunar surface image block array
matching module, the fusion based parameter optimization module, the satellite
position visual solving module and the fusion based satellite orbit computing
module. Presented in Fig. 11.3 are the sequence of different modules and the key
processing chains.

11.5 Experiment Results and Analysis

11.5.1 Base Map Preparation and Observed Image
Calibration

The WAC global mosaic is of the best positioning accuracy among all existing
global lunar surface base maps. This mosaic is made from the LROC (carried by
US LRO) wide range camera images. Its resolution and positioning accuracy both
reach 100 m. Based on the LROC-WAC lunar surface global base map,

Fig. 11.2 Coordinate
conversion diagram of
satellite position and lunar
surface match points
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considering the actual operation situation of ‘‘Chang’E II’’ satellite and its con-
straint conditions, local base maps can be made. Figure 11.4a is a local base map
of 20 9 20 km in size at lunar surface position (309.001�, 33.3�), with a pixel size
of 200 9 200 pix. Figure 11.4b is the geometry calibration result of the ‘‘Chang’E
II’’ satellite observation image on the corresponding area. As a comparison, the
shadow part in Fig. 11.4c is the corresponding area of the local base map in the
WAC original map [10].

11.5.2 Image Blocks Array Match in Wide Range

According to the operation characteristic of ‘‘Chang’E II’’ satellite and the
imaging characteristic of the twin-line array CCD camera, local base map block
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Fig. 11.4 Local base map preparation and observation image calibration. a A prepared local
base map. b ‘‘Chang’e II’’ calibrated image. c The corresponding position in WAC
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arrays and the observation image block arrays in wide range are made respectively,
matching between array image blocks is achieved, and the RANSAC model is
built to remove the wrong match points. Figure 11.5 shows the array match result
and the correction result between the latitude of -20.3 ± 1.0�. After correction,
the math rate increases to 99 % from 95 %.

11.5.3 Position Solving Independent by Visual Method

Let the satellite attitude be fixed, no radio measurement information needed, the
lunar satellite position can be solved via the colinearity constraint equation. Thus
the lunar satellite independent visual positioning is achieved. But it is found that
there exist biggish deviations in longitude, latitude and height, based on the
exterior coincidence evaluation with the radio precise ephemeris, while the fac-
tional variances are minor. This provides beneficial conditions for the fusion based
orbit measurement, as shown in Fig. 11.6.

11.5.4 Visual/radio Fusion Positioning

Because of high precision in the height direction by the earth based radio mea-
surement, the weight of radio measurements in the height direction should be
increased when information fusion. Also it can be taken as the constraints when
building the object function to correct the satellite attitude. In Table 11.1, the
correction results of four imaging areas in the 620th orbit are listed. Based on the
attitude correction, visual based position solving can be carried out again. Com-
pared to the radio precise ephemeris, the deviation in longitude, latitude and height
can be largely reduced. As shown in Fig. 11.7, in the longitude and latitude

(a) (b)

Fig. 11.5 Array match and correction. a Original match result. b RANSA corrected result
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(a)

(b)

(c)

Fig. 11.6 Independent
position solving result by
visual method. a Deviation in
longitude direction.
b Deviation in latitude
direction. c Deviation in
height direction
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direction, the precision of exterior coincidence between the visual/radio fusion
based positioning result and the radio precise ephemeris is smaller than 100 m, and
the variance is less than 30 m.

11.6 Conclusion

Aiming at high precision orbit measurement for deep space orbiter, a visual/radio
fusion based lunar satellite orbit measurement model is build. A fusion mea-
surement procedure is implemented combining with the ‘‘Chang’E II’’ satellite
images, radio ephemeris and the related measurement and control constraints.
After the parameter correction with the precise ephemeris, a precision of exterior
coincidence of less than 100 m, with 30 m variance is achieved, which primarily
prove the feasibility of the mentioned model. During the research, many error
factors are found to affect the model precision. Further, the exact error source will
be studied, and a deeper theoretical analysis will be performed, through which the
visual/radio fusion base orbit measurement model is expected to be perfected.

Acknowledgments Thank Academician Yu Qifeng, Professor Liu Lin and Dr. Li Xiang for their
beneficial help in the course of the study of this article.

Table 11.1 Height fused satellite attitude parameter correction

Orbit round Sections Pitch angle (radian) Yaw angle (radian) Roll angle (radian)

620 50 -0.007 0.002 0.002
20 -0.006 0.002 0.004

-20 0.001 0.001 0.003
-50 0.001 -0.001 0.004

(a) (b)

Fig. 11.7 Positioning results based on visual/radio fusion. a Deviation in longitude direction.
b Deviation in latitude direction

11 Lunar Satellite Orbit Measurement 131



References

1. Jian NC, Shang K, Zhang SJ et al (2009) A digital open-loop Doppler processing prototype
for deep-space navigation. Sci China Ser G: Phys, Mech Astron 52(12):1849–1857

2. Johnson AE, Montgomery JF (2008) Overview of terrain relative navigation approaches for
precise lunar landing. IEEE aerospace conference, pp 1–10

3. Johnson AE, Adnan Ansar, Larry H. Matthies (2007) A general approach to terrain relative
navigation for planetary landing. In: Proceedings of the AIAA infotech and aerospace
conference, AIAA 2007, p 2854

4. Schmidt R, Brand R (2003) Automatic determination of tie points for HRSC on Mars express.
ISPRS workshop high resolution mapping from space 2003, Hannover

5. Heipke C, Ebner H, Schmidt R et al (2004) Camera orientation of Mars express using DTM
information. Pattern Recogn Lect Notes Comput Sci 3175:544–552

6. Ebner H, Spiegel M, Baumgartner A et al (2004) Improving the exterior orientation of Mars
express HRSC imagery. Int Arch Photogrammetry Remote Sens 35(B4):852–857

7. Li CL, Liu JJ, Ren X et al (2010) The global image of the Moon by the Chang’E-1: data
processing and lunar cartography. Sci China Earth Sci 40(3):294–306

8. Ping J, Huang Q, Yan J et al (2008) Lunar terrain model CLTM-s01 based on ChangE-1 laser
elevate data. Sci China 38(11):1601–1612

9. Yu QF, Shang Y (2009) Videometrics: principles and researches. Science Press, Beijing
10. Bu Y, Tang G, Wang M (2012) Local base map preparation for lunar orbiter scene matching

aided navigation. Opt Precis Eng 20(8):1838–1845

132 Y. Bu et al.



Chapter 12
Performance Analysis of Single-Epoch
Dual-Frequency RTK by BeiDou
Navigation Satellite System

Jinlong Li, Yuanxi Yang, Junyi Xu, Haibo He, Hairong Guo
and Aibing Wang

Abstract The initial performance of the BeiDou single-epoch dual-frequency
RTK is evaluated. The success rate and reliability of single-epoch dual-frequency
ambiguity resolution (AR) by BeiDou or BeiDou/GPS are analyzed, which are also
compared with those by GPS alone. The results show that the BeiDou-only dual-
frequency RTK is already feasible, whose single-epoch AR performance and
positioning accuracy are compared to those of GPS alone. Furthermore, the suc-
cess rate and reliability of BeiDou/GPS single-epoch AR are improved when
compared to GPS, in particular under high cut-off elevation situations. It is also
observed that the improvement of positioning accuracy reach to 31 % for the very
short baseline of 4.2 m and is 2.9 % for the short baseline of 8.2 km.

Keywords BeiDou navigation satellite system � BeiDou/GPS � RTK � Single-
epoch � Ambiguity resolution � Positioning accuracy

12.1 Introduction

In early 1980s, China began to study the navigation satellite system consistent with
China’s conditions. In 1994, China started the construction of BeiDou Navigation
Satellite Demonstration System. In 2000, two BeiDou experimental satellites were
launched, and the BeiDou Navigation Satellite Demonstration System was basi-
cally established. The third BeiDou experimental satellite was launched in 2003,
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further enhancing the performance of the BeiDou Navigation Satellite Demon-
stration System, and then it was officially brought into services [1]. In 2004 China
started construction of BeiDou Navigation Satellite System (BDS) [2], and the first
Medium Earth Orbit (MEO) satellite was launched in 2007. By the end of 2012,
the BeiDou system will consist of 14 satellites, including 5 Geostationary Orbit
(GEO) satellites, 5 Inclined Geosynchronous Orbit (IGSO) satellites (two in-orbit
spares), and 4 MEO satellites. BeiDou Navigation Satellite System with global
coverage will be completely established by 2020 [1]. BeiDou Navigation Satellite
System retains the active positioning and short message services from BeiDou
Navigation Satellite Demonstration System, and has provided initial operational
services to China and most parts of its surrounding areas from December 27, 2011,
including continuous passive positioning, navigation and timing services. Up to
October 25, 2012, 16 BeiDou navigation satellites have been launched success-
fully, excepting that 3 satellites launched in September 19 and October 25, 2012
are testing in orbit, of which 11 satellites (4 GEO, 5 IGSO and 2 MEO) are in
operation normally in the period considered for this paper (September 2012),
which enables initial evaluation of the BeiDou-only RTK positioning. Shi et al. [3]
assessed the accuracy of BeiDou/GPS dual-frequency precise relative positioning
over very short baseline under the BeiDou ‘‘3 GEO ? 3 IGSO’’ constellation.
Montenbruck et al. [4] analyzed the success rate of BeiDou triple-frequency
geometry-free AR and the accuracy of epoch-wise relative positioning by BeiDou
carrier phase measurements over very short baseline. In this contribution, we
evaluate the performance of the BeiDou single-epoch dual-frequency RTK over
short baseline; the success rate and reliability of single-epoch AR and the accuracy
of RTK positioning for BeiDou or BeiDou/GPS are demonstrated by BeiDou/GPS
dual-frequency data collected in Beijing; the improvements of adding the BeiDou
data to the GPS data in AR and positioning accuracy are also analyzed.

12.2 Short-Baseline BeiDou/GPS RTK Model

Because there are no common frequencies between BeiDou B1/B2
(1,561.098 MHz/1,207.14 MHz) and GPS L1/L2 carrier frequency, the respec-
tive reference satellites were selected for BeiDou and GPS system when con-
structing the Double-Differenced (DD) observation equation, in order to retain
the integer property of the DD ambiguities [5, 6]. For simultaneous measure-
ments over short baselines, the receiver and satellite related errors (the clock
error, hardware delay and the initial phase offsets etc.) are completely elimi-
nated, while the DD troposphere and ionosphere errors can also be neglected. As
a result, the DD observation equation from the receivers r and b and the sat-
ellites s and k can be written as:
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Pks
br;j ¼ qks

br þ eks
br;j ð12:1Þ

Lks
br;j ¼ qks

br þ kjN
ks
br;j þ eks

br;j ð12:2Þ

where the symbol �ð Þks
br¼ �ð Þ

s
r� �ð Þ

k
r� �ð Þsb� �ð Þ

k
b

� �
indicates the DD operator, P and

L is the code and phase observations. The subscript j denotes B1, B2, L1 or L2, q
the geometric distance between receiver and satellite, k the wavelength, N the
ambiguity, e and e the code and phase measurement errors include unmodelled
errors. It is well known that the satellites orbit errors and base receiver position
errors will have no significant influence on the short baseline (\10 km) [7]. Thus,
the linearized DD code and phase observation equations can be written as:

Pks
br;j ¼ �qks

br � us
r � uk

r

� �T
Drbr þ eks

br;j ð12:3Þ

Lks
br;j ¼ �qks

br � us
r � uk

r

� �T
Drbr þ Nks

br;jkj þ eks
br;j ð12:4Þ

where the symbol �qks
br denotes the approximate geometric distance between

receiver and satellite, us
r ¼ �rs � �rrð Þ �rs � �rrk k�1 is the unit line-of-sight vector

from receiver to satellite. The baseline increment vector is Drbr, and the satellite
and receiver approximate position vector are �rs and �rr. As a result, the parameters
to be estimated are the baseline increment vector and the DD integer ambiguities.
After the real-valued ambiguities and its covariance matrix were obtained, the
well-known LAMBDA algorithm [8] was applied to solve ambiguities to their
integers, and the solved integer ambiguities were validated by the ratio test [9]. If
the ratio test was passed, the corresponding integer ambiguities were fixed, and
then the fixed solutions of the baseline vector were computed.

12.3 Inter-System Time and Coordinate System
Differences

BeiDou and GPS both use their own time scales, in addition, which are connected
to different realizations of UTC. The BeiDou system time is the BeiDou Time
(BDT), which is connected to the UTC maintained by Nation Time Service Center
(UTCNTSC), Chinese Academy of Sciences. The GPS system Time (GPST) is
connected to the UTC kept by the US Naval Observatory (UTCUSNO). Both GPST
and BDT are continuous uniform time scale, which differ from UTC by leap
seconds. GPST was started on January 6, 1980 UTC, and BDT was started on
January 1, 2006 UTC [1], when the number of leap seconds is 14 s. As a result, the
difference between GPST and BDT is 14 s, and further difference s (modulo one
second) arises from the fact that GPST and BDT are kept by different master
clocks, namely, BDT = GPST – 14 s ? s. From the Eqs. (12.3) and (12.4), it is
known that the clock errors related to difference time system are eliminated, and
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thus the inter-system time system difference has no influence on the DD obser-
vations. The main influence of the time system difference reflects on the deter-
mination of the signal transmission time which will be used for satellite position
calculation by using the navigation message. The time in the GPS and BeiDou
navigation message belongs to their own time system respectively. Assuming that
the receiver time of reception of the signal is in GPST, the signal transmission time
ts (in GPST for GPS satellites or BDT for BeiDou satellites) can be computed by
the following formulas:

tGPS
s ¼ tGPS

r � PGPS

c
þ dtGPS tBDS

s ¼ tGPS
r � 14� PBDS

c
þ dtBDS ð12:5Þ

where the symbol tr denotes the reception time at receiver (in GPS Time), and
BDS denotes BeiDou system, dt satellite clock error. It should be pointed out that
the difference between the GPST and BDT (modulo one second) is included in the
code observations.

The coordinate reference system of the BeiDou system is China Geodetic
Coordinate System 2000 (CGCS2000) [2], and that of GPS is World Geodetic
System 1984 (WGS84). The definitions of the origin, scale, orientation and time
evolution of the orientation for CGCS2000 and WGS84 are identical [10, 11].
Their realization is also consistent, and they can be treated as the same coordinate
system at the level of a few centimeters. It should be pointed out that the baseline
increment vector Drbr in the Eqs. (12.3) and (12.4) respectively belong to
CGCS2000 for BeiDou observations and WGS84 for GPS observations, namely,
in nature that it is different in BeiDou and GPS satellite observation equations.
However, the influence of the cm-level inter-coordinate system difference on the
calculation of the baseline vector can be neglected for the short baseline. Namely,
it can be treated as the common parameter of GPS and BeiDou observations, while
the BeiDou and GPS DD observations are related to each other just by the common
parameter.

12.4 Computations and Analysis

Three static stations (zz03, zz01 and gs01) data in Beijing were collected on
September 5, 2012 by the UB240-CORS-II BD2/GPS dual-system quad-frequency
(B1/B2 ? L1/L2) receivers produced by Beijing Unicore Communications
Incorporation. The time span is 24 h, and the sampling rate is 1 s. All data have
been processed in a simulated single-epoch RTK mode and the success rate and
failure rate of single-epoch AR and the positioning accuracy were analyzed. The
success rate of AR was determined as the proportion between the ambiguity-fixed
epochs and the total epochs, which denoted the availability of the RTK posi-
tioning, and the failure rate of AR was the proportion between the epochs that the
integer ambiguity was fixed incorrectly and the ambiguity-fixed epochs, which
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denoted the reliability of the RTK positioning. The sky plot of BeiDou satellites in
Beijing is shown in Fig. 12.1 (left).

The number of visible satellites, EDOP, NDOP and UDOP of BeiDou, GPS and
BeiDou/GPS with the cut-off elevation of 10� are depicted in Figs. 12.1 (right) and
12.2. In the following text, we name BeiDou/GPS as BGS in the figures and tables
for brevity.

From Fig. 12.1 (right), it is known that the number of visible satellites is 6–10
for GPS, 7–11 for BeiDou, and 14–20 for BeiDou/GPS. The number of visible
satellites for BeiDou/GPS is about the double of that for GPS. It is can be clearly
seen in Fig. 12.2 that the EDOP of BeiDou is almost comparable to that of GPS
and even it is smoother, while the NDOP and UDOP of BeiDou are larger than
those of GPS. The averaged EDOP, NDOP and UDOP are 0.73, 1.46 and 2.06 for
BeiDou, 0.66, 0.82 and 1.64 for GPS, and 0.45, 0.57 and 1.11 for BeiDou/GPS.
Compared to those of GPS, the improvements of these DOPs of BeiDou/GPS are
32, 30 and 32 % respectively. Therefore, it is expectable that the BeiDou/GPS
single-epoch AR will be significantly enhance, due to the increased number of
visible satellites in combination with the stronger model.

12.4.1 Experiment over Very Short Baseline

A very short baseline of 4.2 m was formed from two stations zz03 and zz01. The
total number of epochs is 86,383, but only one epoch the ratio of BeiDou single-
epoch AR is smaller than the threshold of ratio test (ratio = 1.5). Both the success
rates for GPS and BeiDou/GPS are 100 %. While the failure rates are 0 for
BeiDou, GPS and BeiDou/GPS. The ratio values of single-epoch AR for BeiDou,
GPS and BeiDou/GPS are shown in Fig. 12.3.

Fig. 12.1 Sky plot of BeiDou satellites in Beijing (left) and the number of visible satellites
(right)
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From Fig. 12.3, it is seen that the ratio values of BeiDou single-epoch AR is
smaller than 2 only a few epochs. The ratio values of single-epoch AR are larger
than 4 for GPS and 7 for BeiDou/GPS. The ratio-test tests the closeness of the float
solution to its nearest integer vector [12], the larger it is, the closer the float
solution to its nearest integer vector, and the reliability of the integer solution is
higher.

The static baseline fixed solution of GPS dual-frequency narrow-lane combi-
nation (Ln) by Trimble Total Control 2.71 is used as ‘‘true’’ position. The hori-
zontal scatters and vertical time series of single-epoch RTK fixed solution for
BeiDou, GPS and BeiDou/GPS are depicted in Figs. 12.4 and 12.5. The STD and
BIAS in the east, north and up direction are given in Table 12.1.

From Fig. 12.4, it can be clearly seen that the scatter in the east direction is
evidently smaller than that in the north direction for BeiDou (the left graph), of
which scatter plot is analogously oval, while the scatter plots of GPS (the middle
graph) or BeiDou/GPS (the right graph) is almost circular. From Fig. 12.5, we can
see that the fluctuating of vertical time series of BeiDou/GPS RTK positioning is
smaller than those of BeiDou or GPS. The STD of BeiDou RTK positioning in the
east direction is 0.88 mm even smaller than that of GPS, whose STD is 1.36 mm,
see Table 12.1. Though the STDs of BeiDou RTK positioning in the north and up
direction are only 2.45 and 4.85 mm, they are still larger than those of GPS, of
which the STDs are 1.65 and 3.65 mm. The STDs of BeiDou/GPS RTK posi-
tioning in the east, north and up are 0.85, 1.18 and 2.68 mm respectively, and the
corresponding improvements are about 37.5, 28.5 and 26.6 % when compared to
GPS. Furthermore, the BAISs of BeiDou RTK positioning are only 0.09, -1.63

Fig. 12.3 Ratio values (left BDS; middle GPS; right BGS)

Fig. 12.2 DOP values (left EDOP; middle NDOP; right UDOP)
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and 1.51 mm in the east, north and up direction, which means there is no evident
bias exist between the BeiDou RTK solution and the ‘‘true’’ position obtained by
GPS data. The BIASs of BeiDou/GPS RTK positioning in the east, north and up
direction are -0.41, -0.11 and -0.69 mm and also smaller than those of GPS. As
a whole, the 3D RMSs of BeiDou, GPS and BeiDou/GPS RTK positioning are
5.94, 4.60 and 3.16 mm respectively, and the improvement of adding the BeiDou
data to the GPS data achieve 31.3 %, which is very exciting.

Fig. 12.4 Horizontal error of RTK positioning (left BDS; middle GPS; right BGS)

Fig. 12.5 Vertical errors of
RTK positioning

Table 12.1 RTK positioning accuracy for very short baseline of 4.2 m (unit: mm)

STD Improvement (%) BIAS

BDS GPS BGS BDS GPS BGS

E 0.88 1.36 0.85 37.5 0.09 -0.93 -0.41
N 2.45 1.65 1.18 28.5 -1.63 0.24 -0.11
U 4.85 3.65 2.68 26.6 1.51 -1.53 -0.69
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12.4.2 Experiment over Short Baseline

A short baseline of 8.2 km was formed from two stations zz03 and gs01. In order
to evaluate the performance of BeiDou and BeiDou/GPS RTK under some chal-
lenging circumstances, the success rate and failure rate of single-epoch AR are
counted under different cut-off elevations of 10�–40� and the consequent results
are shown in Table 12.2.

From Table 12.2, we can see that the success rates of single-epoch AR are
larger than 94 % for BeiDou and 96 % for GPS with the cut-off elevations of 10�–
25�, and the failure rates are smaller than 0.7 % for BeiDou or GPS. Therefore, it
is evident that the availability and reliability of the BeiDou single-epoch RTK are
comparable to those of GPS at least in the open-sky conditions. When the cut-off
elevation is higher than 30�, the success rates of BeiDou are smaller than those of
GPS, and its failure rates are also larger than those of GPS. This may be related to
the special configuration of BeiDou constellation. It can be seen in Fig. 12.1 (left)
that two GEO satellites (C04 and C05) will be shielded when the cut-off elevation
reach to 30�, which reduces the number of visible satellite. The success rates of
BeiDou/GPS single-epoch AR are larger than those of GPS. The success rates are
100 % when the cut-off elevation is 20� and 25�. Besides, the improvement
becomes more evident with higher the cut-off elevations. The failure rates of
BeiDou/GPS single-epoch AR are smaller than those of GPS except for the cut off
elevation of 40� situation. When the cut-off elevations are smaller than 30�, their
failure rates is 0 %. Therefore, the availability and reliability of BeiDou/GPS are
obviously superior to those of GPS.

The static baseline fixed solution of GPS dual-frequency ionosphere-free
combination (Lc) by Trimble Total Control 2.71 is used as ‘‘true’’ position. The
horizontal scatters and vertical time series of single-epoch RTK fixed solution for
BeiDou, GPS and BeiDou/GPS with cut-off elevation of 10� are depicted in
Figs. 12.6 and 12.7 (left). The STD and BIAS in the east, north and up direction
are given in Table 12.3.

From Fig. 12.6, it is seen that the solution of BeiDou, GPS and BeiDou/GPS
RTK positioning are offset from the ‘‘true’’ position in the west–north direction.
The BIASs of BeiDou, GPS and BeiDou/GPS solution are about -1, 1 and

Table 12.2 Success rate and failure rate of single-epoch AR (ratio = 1.5)

Cut-off elevation (�) BDS GPS BGS

Success Failure Success Failure Success Failure

10 94.29 0.11 96.93 0.03 98.43 0.00
15 94.74 0.15 98.36 0.16 99.997 0.00
20 94.61 0.45 98.00 0.20 100.00 0.00
25 94.09 0.63 96.77 0.17 100.00 0.00
30 75.66 2.31 92.00 0.67 99.81 0.00
35 46.00 12.39 77.22 1.02 98.94 0.05
40 10.52 9.00 54.62 0.93 91.66 1.84
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-0.3 cm in the east, north and up direction respectively, see Table 12.3. The
similar BIAS between the BeiDou and GPS solutions suggest that there are strong
correlative errors exist between the BeiDou and GPS DD observations. It is easily
concluded that they should be the DD ionosphere remainder because the iono-
sphere delay is not processed in this study while the ‘‘true’’ position is computed
by the GPS ionosphere-free combinations. As a result, the STD improvements
brought by the adding BeiDou measurements are only -3.2, 12.5 and 7.8 % in the
east, north and up directions when compared to GPS-only. As a whole, the 3D
RMSs of BeiDou, GPS and BeiDou/GPS RTK positioning are 3.64, 2.60 and
2.52 cm respectively, and the improvement of adding the BieDou data to the GPS
data is only 2.9 % and marginal. Therefore, in order to take full advantage of the

Fig. 12.6 Horizontal error of RTK positioning (left BDS; middle GPS; right BGS)

Fig. 12.7 Vertical error of RTK positioning (left) and the elevation of BeiDou satellites (right)

Table 12.3 RTK positioning accuracy over short baseline of 8.2 km (unit: cm)

STD Improvement (%) BIAS

BDS GPS BGS BDS GPS BGS

E 1.16 0.94 0.97 -3.2 -1.24 -1.03 -1.10
N 1.29 0.72 0.63 12.5 0.96 0.96 0.97
U 2.77 1.80 1.66 7.8 -0.32 -0.33 -0.34
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adding BeiDou data, it may be necessary to minutely deal with the DD ionosphere
remainder, though it has no significant influence on AR over short baselines.
However, though the ionosphere delay is not processed, the 3D RMS of BeiDou
RTK positioning is only 3.64 cm. From Fig. 12.7 (left), we can see that there is a
large jump of near 20 cm at 6:00 in the vertical time series of BeiDou RTK
positioning. The may be caused by the large DD ionosphere remainder due to the
large satellite elevation differences (see Fig. 12.7) and the large UDOP value (see
Fig. 12.2).

12.5 Conclusions

BeiDou Navigation Satellite System has accomplished the deployment of ‘‘5
GEO ? 5 IGSO ? 4 MEO’’ region constellation, and will officially provide the
full services at least in the Asia–Pacific area by the end of 2012. In the present
initial services phase, we evaluated the performance of BeiDou single-epoch dual-
frequency RTK with real data collected in Beijing, and the following conclusions
can be drawn:

• The availability and reliability of BeiDou single-epoch dual-frequency RTK AR
are almost comparable to those of GPS, and those of BeiDou/GPS are higher
than those of GPS. Furthermore, the advantage is more remarkable with the
higher cut-off elevations.

• As a whole, the accuracy of BeiDou RTK positioning is slightly worse than that
of GPS at present, but it has reach to mm–cm level over very short and short
baselines in this contribution. The accuracy of BeiDou RTK positioning in the
east direction is even better than that of GPS over very short baseline.

• The accuracy improvement of adding the BeiDou data to the GPS data reach to
31.3 % for the very short baseline of 4.2 m, but the improvement is only
marginal (2.9 %) for the short baseline of 8.2 km, which imply that the strong
correlative errors is exist between BeiDou and GPS DD observations, likely due
to the DD ionosphere remain errors which is not dealt with in this study.

• The high availability and reliability of BeiDou/GPS single-epoch AR under the
cut-off elevations of 30�–40� is promising to relieve the embarrassment of GPS
RTK positioning in the urban canyon.

• With a completed BeiDou constellation or in the low latitude area of Asia–
Pacific area, the number of BeiDou visible satellites will further increase [13].
Thus, it is expectable that the availability and reliability of BeiDou single-epoch
RTK positioning will be improved consequently and those of BeiDou/GPS will
be much better than at present based on GPS-only.
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Chapter 13
Research on Receiver Clock Jump
Detection and Processing in Precise Point
Positioning

Rui Zhang, Yibin Yao, Runan Wu and Weiwei Song

Abstract The Melbourne-Wubbena (MW) and Geometry-Free (GF) combinations
of observations are generally used to detect cycle slips in Precise Point Positioning
(PPP). This article describes the GNSS receiver clock jump phenomenon, and
analyzes its impact on MW and GF combined observations from the observation
model. The experiment confirms that receiver clock jump will not affect GF
combination observations, but will lead to a misjudgment of MW cycle slip
detection; and changes are same for all satellites. This essay proposes a new
method that uses satellite differenced MW together with the undifferenced MW and
GF combinations to detect the clock jump in PPP; in the processing, clock jump is
estimated with the coordinate parameters together. The experimental results show
that this method can detect and estimate receiver clock jump, avoid unnecessary
re-initialization and help to improve the positioning accuracy, effectively.

Keywords GNSS receiver � PPP � Clock jump � Cycle slip

13.1 Introduction

Using Single GNSS receiver’s observation data, the users can achieve high
accuracy positioning both real time and afterwards with precise satellite ephemeris
and clock correction product at any position of the global scope, which is called
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the precise point positioning (PPP). PPP has more advantages compared with
relative positioning mode, such as: supply more available observations and pre-
serve the original observation information; get the receive station coordinates
directly, at the same time, estimated coordinates of each station are uncorrelated,
which is easy for quality control [1]. After the satellite signal is captured by GNSS
receiver, as long as the tracking is not interrupted, the receiver will automatically
give the carrier phase changes during tracking. High-precision positioning results
will be obtained using continuous phase observations. Therefore, in PPP solution,
it is very necessary to pretreat the observations before coordinate estimated. The
quality of pretreatment will directly determine the positioning accuracy and reli-
ability. A lot of methods have been proposed for cycle slip and gross error
detection up till now, such as: differential method, Doppler frequency shift
method, Kalman filtering method and so on [2]. Among all these, the turbo-edit
algorithm proposed by Blewitt is most widely used in PPP, which uses the MW and
GF combined observations to detect cycle slip [3].

Generally, GNSS receiver’s internal time scale takes quartz clock, whose day
frequency stability is around 10�11. In the start of GNSS observation, the receiver
is set to synchronize with the GNSS time, but the synchronization is not so
rigorous due to the limit of quartz clock’s accuracy. Moreover, with the mea-
surement carried out, the receiver clock will shift gradually [4]. In order to
maintain sync with the GNSS time, most receivers will insert periodically clock
jump to control the receiver clock keeping within a certain range of accuracy.
Receiver clock jump has an effect on observations similar to cycle slip. At present,
the receiver clock jump is usually detected and repaired PPP data processing. This
essay proposes a new method that uses satellite differenced MW together with the
undifferenced MW and GF combinations to detect the clock jump in PPP; in the
processing, clock jump is estimated with the coordinate parameters together.

13.2 GNSS Receiver Clock Jump

There are mainly two kinds of receiver clock jumps: millisecond jump and every
second jump. Millisecond jump is to correct the receiver by inserting 1 ms clock
correction periodically; while every second jump is to correct the receiver clock
every second, and the correction is very small (usually superior to the microsecond
range). Generally speaking, millisecond jump has little influence on GNSS
observation, so milliseconds jump is mostly considered during clock jump
detection [5]. The clock jump will lead to pseudorange or phase observations
jumping at all frequencies for all observed satellites which are similar to cycle slip.
However the two kinds of data step is different essentially, because the clock jump
will not change satellite ambiguity but cause a systematic bias for all satellites.
Data step caused by clock jump can roughly divided into two categories:
The phase step from clock jump divided into two classes roughly: one is that
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pseudorange and phase jump together; the other is pseudorange jumps and phase
keeps continuation [6].

MW is phase position Wide-lane and pseudorange Narrow lane combined:

Mw ¼ Lw � Pn; Pn ¼
f1 P1 þ f2 P2

f1 þ f2
ð13:1Þ

GF combination is L1L2 combination:

LI ¼ L1 � L2; NI ¼ N1 � N2 ¼
k1k2

kmkn

Nw � Ncð Þ ð13:2Þ

where fk represents the frequency of k wave range; kk represents the wavelength;
Lk is phase observation, Pk is pseudorange observation and Nk is ambiguity; kw is
wide-lane wavelength, kn is narrow lane wavelength.

From the above equations, it can be seen that MW combination can reflect the
variety of wide-lane integer ambiguity well, but it can’t detect the cycles slip when
there are same cycles slips at both frequencies, and GF combination is sensitive to
cycle slip, but not useful for some specific cycle slip combination. Priori infor-
mation such as satellite orbits or station coordinates are not needed when using the
two combinations to detect cycle slip, at the same time, there is no need to do any
difference between the stations or the satellites; so it can be used for any length of
baseline, especially suitable for PPP [3].

When the clock jump happens both for pseudorange and phase observations, the
MW and GF combination will not be influenced, and the systematic bias caused by
clock jump can be absorbed in receiver clock in parameter estimation, which will
not affect the positioning solver results. However, when the clock jump just
happens for pseudorange observations, it will not affect the GF combination, but
will influence the MW combination badly. When this happens, the clock jump is
easy to be mistaken for cycle slip. This may lead to ambiguity resetting of all
satellites and reinitialize of PPP solution. The solving accuracy and continuity will
be seriously affected [6].

13.3 Detect and Processing of Receiver Clock Jump in PPP

The clock jump happens just for pseudorange observations will cause misjudgment
of MW combination and appear an illusion that there are cycle slips for all sat-
ellites. So when detecting cycle slips, the interference of the receiver clock must be
excluded. Because the interference of clock jump is the same for all satellites, it
can be eliminated by inter-satellite differential. The single differential combination
observation between satellite i and satellite j is:

DMij
w ¼ Li

w
� L j

w

� �
� Pi

n
� P j

n

� �
ð13:3Þ
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The single differential MW combination can eliminate the impact of receiver
clock jump on pseudorange observation, and avoid the misjudgment of cycle slip
detecting. But only using the single differential MW combination may cause some
other weak points as follows: (1) the processing can be complicated when refer-
ence satellite changes; (2) when cycle slip happens, it is needed to judge whether it
happens at the reference satellite or the no reference satellite, which may lead to
misjudgment. In this paper, we propose a new method: single differential MW is
used to assist the undifferenced MW and GF combinations to detect the cycle slip
in PPP. The procedure is as follows: (Fig. 13.1).

After detecting the clock jump, the general processing approach is to correct it
on the observations directly. However this method not only changes the original
observations, but also when the value of receiver clock jump changes (not com-
pletely 1 ms), it may cause the positioning results appear deviation. The mathe-
matical model of PPP is as follows [1]:

P j
i ¼ q j � cdt þ dI j � dT j þ e j

i;P

kiU
j
i ¼ q j � cdt � N j

i ki � dI j � dT j þ e j
i;u

(

ð13:4Þ

where P; U represent the code and phase measurements of the receiver transmitter,
respectively; q; c; dt; dI; dT are the corresponding distance, light speed receiver
and transmitter clock errors, slant total electron content (STEC), and slant tro-
pospheric delay, respectively; k represents the wavelength of carrier observations,
and N represents carrier phase ambiguity in cycles.

Fig. 13.1 Cycle slip and clock jump detection flowchart
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Because the receiver clock jump is the same for pseudorange observations of all
satellites, we can add a clock jump parameter for the pseudorange equation, and
then the mathematical model turns to be:

P j
i ¼ q j � cdt þ Jclk þ dI j � dT j þ e j

i;P

kiU
j
i ¼ q j � cdt � N j

i ki � dI j � dT j þ e j
i;u

(

ð13:5Þ

where Jclk represent receiver clock jump. When receiver clock jump is detected,
the parameter is reset, or it will be estimated as a same parameter between the
epochs.

13.4 Experimental and Analysis

In this experiment, observation data used are from BeiDou Experimental Tracking
Stations (BETS) network [7]. The network is built from early 2011 by Wuhan
University, and the reference stations mostly lay in Asia-Pacific region. The BETS
tracking network is equipped with receiver named UR240-CORS. The kind of
receiver is independently developed by China, and can capture dual-band BeiDou/
GPS signal, but the data appear frequently clock jump phenomenon. Because
temporary no public institutions can provide precise ephemeris and clock products
for BeiDou satellites, only GPS data are used in PPP processing and the precision
ephemeris and clock products for GPS satellites are provided by IGS. Data pro-
cessing is based on Passion software which is developed by the author. Figure 13.2
shows the positioning results of lasa station at DOY126, 2012. The data is sim-
ulation dynamic and processed by two different algorithms: the new clock jump
parameter model and the traditional PPP model.

It can be seen from Fig. 13.3: the receiver clock jump often occurs, and the
frequency is approximately 1 h. The traditional PPP algorithm always mistaken
clock jump for cycle slip, and reinitialize. This causes poor positioning results; the
3D deviation RMS of full arcs is 0.309, 0.435 and 1.142 m for N, E, and U
directions, respectively. The PPP model considering the clock jump parameters
can effectively detect, estimated the clock jump, so that the clock jump does not
have a negative impact on the positioning results. The 3D deviation RMS of full
arcs is 0.038, 0.075, 0.089 m, and the statistical results after the convergence is
0.015, 0.018 and 0.047 m, respectively (Fig. 13.4).

13.5 Summary

This essay proposes a new method that uses satellite differenced MW together with
the undifferenced MW and GF combinations to detect the clock jump in PPP; in
the processing, clock jump is estimated with the coordinate parameters together.
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The new algorithm is validated analysis by measured data of lasa station which is
equipped with UR240-CORS receiver. The experimental results show that this
method can detect and estimate receiver clock jump, avoid unnecessary reinitialize
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and help to improve the positioning accuracy effectively. The positioning accuracy
is increased from 3D RMS 0.309, 0.435 and 1.142 m to 0.038, 0.075, 0.089 m for
N, E, and U directions, respectively.
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Chapter 14
Positioning Error Research and Analysis
Based on Comprehensive RDSS Method

Ji Dong Cao, Ran Ran Su, Wei Jie Sun and Xin Shi

Abstract Comprehensive RDSS positioning method is a combined positioning
method, using the pseudo range difference between a RDSS repeater satellite and
any other two navigation satellites to calculate the position information of the
users. This method has become an important research direction of global satellite
navigation to improve the ratio of cost and efficiency, reduce the user machine
complexity and improve the positioning accuracy. In this paper, combined posi-
tioning accuracy error source, including satellite constellation, measurement error
and multi-path effects is analyzed by the comprehensive RDSS method. On the
same time, the method to eliminate and weaken the influence of errors on the
positioning precision is also proposed.

Keywords Satellite navigation system � Comprehensive RDSS � Error analysis

14.1 Introduction

In recent years, along with the construction of the COMPASS regional satellite
navigation system and GALILEO system, global navigation satellite system
(GNSS) development will enter a new period. The compatibility and sharing of the
GPS, GLONASS, GALILEO and COMPASS four global systems is formed [1].
Because information development impetus is swift and violent, personal location
services sharing business needs grow with each passing day. The traditional
position and communication position report mode has been unable to meet the
wide needs of the industrial applications; there is an urgent need for a new
positioning integration mode.
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China’s COMPASS regional satellite navigation system has abilities of
Radio Determination Satellite Service, satellite services (RDSS) and Radio
Navigation Satellite Service, satellite radio navigation service (RNSS) ser-
vice, which has already preliminarily realized the new mode of integrating
positioning and position report. But because its RDSS service ability is
extended on the basis of COMPASS satellite navigation test system and has
no comprehensive treatment with RNSS business services, it is different in
the constellation selection, error control, and the positioning accuracy is
20 m. The independent RNSS system need at least 4 satellites to complete
the navigation and positioning services, positioning accuracy is 10 m, and
cannot realize the communication and position report function. Therefore,
the further research should study a new service mode with RNSS system and
RDSS system integration. In this service mode, the positioning can be
realized without visible 4 satellites on the condition of high shielding angle,
which can meet the user communication and location reporting function to
realize the user fast and precise positioning.

14.2 Comprehensive RDSS Positioning Principle

14.2.1 Comprehensive RDSS Concept

Comprehensive Comprehensive Radio Determination Satellite Service, Compre-
hensive satellite services (RDSS) is the basic concept: completing the distance
measurement between the master control center (MCC) to the users through back
and a measure of distance through a transmitting RDSS satellite with two-way
shuttle ranging function; The user complete the pseudo-range measurement with
any other two navigation satellites; Through the calculation and processing of
MCC, the user location determination and the location report to MCC can be
realized. Laying two RDSS transmitting satellites on geostationary orbit (GEO)
can complete the personal location services of the global land and the 70 % sea
coverage area, the location services of 85 % satellite coverage area [2].

Compared with GPS position reports by positioning and communication means,
the Comprehensive RDSS cost-effectiveness ratio significantly increased and the
traditional navigation service of at least 4 satellites can descend to 3 satellites. In
the same condition of the constellation satellites number, it is possible to select a
lower DOP value and improve the positioning accuracy. Another great advantage
is decreasing the additional communication equipment and reducing the user cost
and burden. So the Comprehensive RDSS can realize higher positioning precision,
more flexible user information sharing, the sharing of navigation system resources,
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which is a new application model of the system on the basis of comprehensively
use present existing global navigation satellite systems, taking the COMPASS
system as the main body [3].

14.2.2 Comprehensive RDSS Positioning Method

Comprehensive RDSS system is in fact a radio positioning system with multiple
reference stations distance measurement, which geometric principle is shown as
Fig. 14.1.

Its working principle is as follows: in the measuring station MCC (or at a user
location) the distance between the user U and the reference station Si is obtained,
then the user position is the three spherical intersection, which takes the three
reference stations Si as the center and the distance to users ri

sas the radius. The
matrix equation expressed by user vector is as follows.

R
*

¼ R
* i

S � R
*i

Su i ¼ 3 ð14:1Þ

R
*i

s is the satellite vector, R
*i

Su is a vector between satellite to the user.
Its observation equation is:

ri
s ¼

X3

i¼1

xi
j � xj

� �2
" #1

2

ð14:2Þ

ri
s is the observation distance between the reference station i to the user;

xi
j is the three-dimensional (i = 3) coordinates of the reference station I;

xj is three-dimensional (j = 3) coordinates of the user.

Fig. 14.1 Comprehensive
RDSS positioning principle
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When i = 3, it is a typical distance measurement of RDSS radio positioning
service. When the reference station is satellite, it is typical distance measurement of
RDSS satellite radio positioning service. Equation (14.1) is a common expression of
the Comprehensive RDSS satellite radio positioning, include all the circumstances
of taking the user or the known points outside the user as the measuring and locating
center, which is the prototype expression of Comprehensive RDSS [2].

In the multiple reference station distance measurement radio positioning system
shown as Fig. 14.1, the distance ri

u between the user u and the satellite S can not
only be completed by the user, but also be completed by the center control system
outside the user. When it is completed by the user u, RNSS is constituted; when it
is completed by the MCC outside the user, the practical RDSS system is consti-
tuted. So the Comprehensive RDSS business is the organic integration of RNSS
service and RDSS service, which integrates double-satellites RDSS, three-satellite
RDSS and four-satellite RNSS business, according to the different users’ needs, to
realize positioning and location reporting function. Figure 14.2 is the system
structure of the Comprehensive RDSS function implementation, which is made up
of a ground measurement and control center MCC, three navigation satellites (SG1,
SG2, SI) and a user. SG1 and SG2 are working in a geostationary orbit. SI can work
in an inclined orbit. Its working process is as follows.

A measurement and control center MCC is established on the ground of known
position. The three satellites constitute two-way distance measurement link from
MCC to user u as the transponder mode. The MCC launches the ranging signals;
the user u sends response signals to the three satellite transponder after it receives
the launch signal from any satellites; MCC receives the response signal return
from the three satellites to obtain round trip distance Di

u between the MCC and the
user u through the three satellites. Because the position of the three satellites SG1,
SG2, SI is known, the distance between the three satellites and the user can be
calculated. MCC can use Eq. (14.2) to complete the user position calculation.

Fig. 14.2 Comprehensive
RDSS system

156 J. D. Cao et al.



In which:

ri
u ¼

1
2

Di
u � ri

0 ð14:3Þ

Di
u is distance measured MCC

ri
0 is the calculated distance between the known satellite position and MCC.

The positioning equation is:

ri
u ¼

X3

i¼1

xi
j � xj

� �2
" #1

2

ð14:4Þ

xi
j is the three-dimensional position coordinates of the satellite i in user

coordinate system, which is the known parameters
xj is the user three-dimensional position coordinates, which is the unknown

solved parameters
ri

u is the distance between the satellite i to the user, which is a measurement.

Solving user coordinate three unknowns, the Comprehensive RDSS requires at
least three satellites to form three observation equations. In order to satisfy certain
geometric shapes, two of the three satellites are geostationary satellites, and an
inclined geosynchronous orbit (IGSO) satellite or circular orbit (MEO) satellite.

From the Comprehensive RDSS positioning principle knowable, navigation
parameter measuring and user position calculation is completed by the MCC, the
user terminal only needs to transmit a response signal to complete the orientation
and position report [2].

Advantage generalized RDSS positioning:

1. Due to the increase in non-GEO satellite observations, MCC solver position is
no longer dependent on the limitations of the digital elevation database;

2. Use RDSS positioning function at the same time, be able to get the RNSS
timing, the timing accuracy better than RDSS timing accuracy.

14.3 Comprehensive RDSS Positioning Precision Analysis

Comprehensive RDSS positioning accuracy is affected mainly by satellite con-
stellation geometry, satellite clock, ephemeris, propagation path, the user machine
and so on.
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14.3.1 Satellite Constellation Selection

Constellation selection depends entirely on the position of geometrical attenuation
factor PDOP, PDOP value is smaller, and the navigation system positioning
accuracy is higher [4]. Satellites selection design conditions include:

1. Provide the best DOP value

Observed satellites can be selected in the 2–3 constellation systems, taking into
account that it can make HDOP B 1.5 and VDOP B 1.5 in any place of the
service area. When using the two composite satellite constellation with 24 satel-
lites, the DOP value is greater than the probability of 90 %.

2. Elevation angle of the selected satellite

All users in the best DOP satellite observation angle is greater than 15 degrees
in order to avoid as much as possible multi-path effect.

3. Integrity of the selected satellite navigation signal.

The selected satellite should meet the integrity requirements totally. There is no
signal distortion and navigation parameters failure. Through the clock error, tra-
jectory correction, the clock error and tracking error can meet the accuracy
requirements.

2 GEO satellites +1 MEO satellite within a period of time, the average PDOP
values are shown in Table 14.1.

Table 14.1 2 GEO ? 1 MEO satellites PDOP value

B L

75� 85� 95� 105� 115� 125� 135�
55� 4.782 5.249 5.184 5.419 5.204 5.161 4.806
50� 5.201 5.261 5.260 5.220 5.119 5.218 5.192
45� 5.265 5.403 5.414 5.291 5.261 5.298 5.425
40� 5.467 5.529 5.234 5.114 4.995 5.108 5.208
35� 5.213 5.184 5.050 5.088 5.126 5.026 5.333
30� 5.244 5.125 5.005 4.885 4.948 5.031 5.151
25� 5.269 5.027 5.138 4.975 5.136 5.053 5.064
20� 5.274 5.129 5.022 5.083 5.075 4.933 5.033
15� 5.174 5.028 5.056 4.941 4.784 4.851 4.948
10� 5.096 4.977 4.765 4.819 4.813 4.883 4.910
5� 5.129 4.896 4.803 4.775 4.884 4.839 4.952
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14.3.2 Error Sources Analysis

14.3.2.1 Observation Equipment Error Analysis

Pseudo range measurement error is derived from the observation equipment and its
observation error caused by the environment in the observation process, which is
the main error source. This error includes three parts.

1. Equipment time delay error, including the channel time delay and time delay of
the signals’ going into the observation receiving device.

2. Time accuracy of the measurements, especially the pseudo range measurement
time accuracy.

3. The influence of multipath effects in the observation error, using only the
multipath antenna case, even for high elevation observation satellites, there is
about 1.0 m multipath error. In the high dynamic user, difficulties to further
suppress are the main error sources to improve the dynamic precision.

14.3.2.2 Single Point Positioning Error Analysis

Standard single point positioning error sources and estimation is shown in
Table 14.2.

According to the analysis result, single point positioning is affected by various
error factors, which can only meet the low dynamic and normal user demand.

14.3.2.3 Single Reference Station GPS Differential Positioning Error
Analysis

Single reference station pseudo-range differential positioning error sources and
estimation is shown in Table 14.3 (suitable for the situation that the distance
between the user to baseline station distance is 100 km).

Table 14.2 Standard single point positioning error table (unit: m)

Error sources Error name Single point positioning

Satellite Clock error 3.0
Orbit error radial 1.0

MCC Ephemeris prediction error 4.0
Star clock forecast error 1.0

Propagation path Ionospheric error 5.0
Tropospheric 1.5

User machine error Noise 0.3
Multipath 1.0

The total errors of user distances (RMS) 7.4
User position error 2DRMS, DOP B 1.5 26.4
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The basic conclusions can be drawn by the analysis:

1. The differential orientation method can eliminate most of positioning accuracy
influence of the satellite clock and track error.

2. Differential positioning method can significantly weaken the influence of the
transmission error on positioning accuracy.

3. Satellite clock error and the multipath error is the main error source of precision
positioning. Realization of m to submeter precision is very difficult.

The simulation used 2 GEO satellites and 1 MEO satellites, according to
UERE = 1.5 m, adding random white noise on the simulation measurements,
which mean is 0 and RMS is 1.5 m, then made a count on the positioning error of
14 days, which specific results is shown in Table 14.4.

14.3.2.4 The Datum Network Pseudo Range Differential Positioning
Error Analysis

Single reference station pseudo range differential positioning accuracy reduces
with the growth of the distance between stations. When the distance between
stations is greater than 500 km, the relativities between the base station and users
get worse. Ionosphere, troposphere propagation error cannot be completely
eliminated. The propagation delay error increases by ±0.0216 m/Km. When the
distance between stations is 600 km, the transmission error is ±2.16 m, position
error increases ±6.48 m [5].

Using reference station network (wide area differential) can overcome the
shortcoming of single pseudo-range differential accuracy’s change with the dis-
tance between stations. The correction value is composed of multiple reference
station observations for ionosphere correction parameter separation, tropospheric
correction parameters, satellite clock correction, and satellite orbit correction

Table 14.3 Single reference station pseudorange differential positioning error table (unit: m)

Error sources Error name Single point positioning

Satellite Clock error 0.0
Orbit error radial 0.0

MCC Ephemeris prediction error 0.0
Star clock forecast error 1.0

Propagation path Ionospheric error 0.0
Tropospheric 0.0

User machine error Noise 0.3
Multipath 1.0

The total errors of user distances (RMS) 1.45
User position error 2DRMS, DOP B 1.5 4.33(H)

4.33(V)
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parameters, noted in a different component representation in the message format.
A typical WASS error estimation is shown in Table 14.5.

Wide area differential GPS, base station uses dual-frequency monitoring
receiver to calculate ionosphere delay correction individually. But the three-
dimensional ephemeris error, satellite clock error and base station monitoring
receiver local clock error has a combined treatment using pseudo-range system by
MCC. Because of the error types, the involved factors are complex, the error
correlation after separation is weak, so the accuracy is still limited.

14.3.2.5 Comprehensive RDSS Single Reference Station Carrier Phase
Differential Positioning Error Analysis

Due to the high accuracy of the carrier phase measurements, closing to the 1/4
carrier wave, the observation accuracy is better than 5–6 cm when the carrier
frequency is between 1200 and 1575 MHz. The multipath effect has significant
inhibiting effect. From the measurement method, carrier phase recovers. Adopting
more narrow processing bandwidth and scale compared with PN code phase

Table 14.4 2 GEO ? 1 MEO RMS satellite positioning value (unit: m)

B L

75� 85� 95� 105� 115� 125� 135�
55� 5.792 6.205 6.102 6.033 5.974 5.921 5.881
50� 6.228 6.215 6.101 6.033 5.971 5.922 5.886
45� 6.304 6.224 6.112 6.034 5.977 5.924 5.893
40� 6.329 6.239 6.113 6.029 5.972 5.925 5.899
35� 6.308 6.240 6.102 6.026 5.970 5.919 5.902
30� 6.302 6.225 6.094 6.017 5.964 5.917 5.902
25� 6.309 6.211 6.094 6.017 5.957 5.910 5.899
20� 6.284 6.197 6.074 6.010 5.950 5.908 5.892
15� 6.242 6.163 6.058 6.002 5.946 5.905 5.890
10� 6.222 6.126 6.037 5.988 5.930 5.895 5.885
5� 6.195 6.103 6.018 5.974 5.917 5.885 5.878

Table 14.5 WASS pseudo range differential positioning error table (unit: m)

Error sources Error name Single point positioning

Satellite Clock error 0.1
MCC Ephemeris prediction error 0.1
Propagation path Ionospheric error 0.2

Tropospheric 0.1
User machine error Noise 0.1

Multipath (carrier phase processing) 0.2
The total errors of user distances (RMS) 0.35
User position error 2DRMS, DOP B 1.5 1.04
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recovery, random measurement error is 2 orders of magnitude higher than the
pseudo code phase. Therefore, to ensure the continuous observation of the carrier
phase can make the multipath effect weaken to obtain higher positioning accuracy.
Due to the propagation error varies with the increasing distance between stations,
to get distance measurements of cm grade accuracy in order to get m grade
positioning accuracy should increase the density of base station as the cost.

However, due to the two-way data communication function of the GEO satellite
RDSS loads L/S channel, it create the conditions for the transmission differential
correction parameters. In this two-way data exchange process, because the sta-
tion’s S and L beam signal has strict time synchronization, the round-trip distance
measurements from the user to MCC can eliminate the cycle slip, reduce the total
number of satellites for difference positioning. So the function and advantage of
the RDSS business involvement is more obvious, compared with the simple RNSS
service and communication service [3].

14.4 The Ending

Comprehensive RDSS positioning is a deep coupling positioning method com-
bining RDSS and RNSS characteristics and their positioning mode, which has
advantages including high positioning accuracy, less desired satellite number,
rapid first positioning speed and the simple user machine. The Comprehensive
RDSS positioning method research is the important technical measures not only of
creating a good competition with the service quality level, but also of independent
innovation support, national navigation industry development, major body of the
COMPASS system, service model opening and value-added services value crea-
tion. It is also the new thinking and new scheme of highlighting the user appli-
cation demands, enlarging the application scale, promoting the traditional services
to the on-demand advanced service stage, to realize the implementation of satellite
navigation industry [3].
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Chapter 15
Research on Technique of Single-Satellite
Orbit Determination for GEO Satellite
of Partial Subsatellite Point

Xiao Jie Li, Jian Hua Zhou, Li Liu, Ji Dong Cao, Rui Guo, Feng He,
Shan Wu and Hua Huang

Abstract Regional satellite navigation system contains geostationary satellites
(GEO) of partial subsatellite point, subsatellite points of these satellites are away
from ground tracking network. These satellites are important to improve the
geometric dilution of precision (GDOP) for positioning and time service in sevice
area. Comparing with geostationary satellite (GEO) of other subsatellite point,
ground tracking geometry condition of GEO of partial subsatellite point is worse,
precision of orbit determination of this kind of satellites is not stable and easier to
be affected by systemic error. In this paper the principle of POD based on time
synchronization mode was proposed particularly and thoroughly. Integrative orbit
determination of all satellites could provide precise clock offsets of all satellites
and all stations, precise orbit determination (POD) were realized using pseudor-
ange data without clock offset. The technique of single-satellite orbit determina-
tion could use all stations which participated in integrative orbit determination,
ground tracking geometry condition was improved greatly, at the same time, it
could achieve integrative solution of systemic error, POD of this kind of GEO was
realized, which could get rid of the restriction of satellite laser ranging data (SLR).
Precision of orbit determination were analyzed based on four orbit determination
strategies, including solving solar radiation pressure parameters, empirical force
parameters and common systemic error, solving solar radiation pressure parame-
ters and common systemic error, solving solar radiation pressure parameters,
empirical force parameters and fixing up common systemic error, solving solar
radiation pressure parameters and fixing up common systemic error. The experi-
ment based on ground data results indicated that precision of orbit determination
based on the strategies of solving solar radiation pressure parameters and fixing up
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common systemic error was highest. The orbit accuracy in radial component was
better than 1 m, which was evaluated with SLR data, the 2 h orbital prediction
errors were 1 m, the precision was stable, POD of GEO of partial subsatellite point
was come true.

Keywords Geostationary satellite (GEO) � Precise orbit determination (POD) �
Systemic error � Solar radiation pressure � Empirical force � Clock offset � Satellite
laser ranging (SLR)

15.1 Introduction

With the constraints of geostationary orbit, geostationary satellite (GEO) satellite
is adopted extensively in satellite navigation area. Especially GEO satellite of
partial subsatellite point, it not only can communicate information, but also can
boost up the geometric dilution of precision (GDOP), it is an indispensable
component in regional navigation system (COMPASS). Because of partial sub-
satellite point, POD for this kind of GEO become the hotspot and difficulty. The
main factors affected the orbit precision are as follows: one hand, ground tracking
geometry condition of GEO satellite is nearly unchanged due to regional tracking
network, and certain stations can’t observe this kind of GEO. The dynamic
restriction of stations for GEO satellite is very weak. The other hand, the current
measurement technique for GEO satellite contains distinct systematic error or
ranging biases. So, the precise orbit determination of this kind of GEO need to be
studied deeply.

Three conventional GEO tracking techniques are the pseudoranging, C-band
transfer ranging and satellite laser ranging (SLR). The transfer ranging is a two-way
ranging mode. The C-band ranging signal from a ground station is transmitted by a
transfer onboard GEO satellites designed for communication, and is also received by
the station, without clock corrections in the ranging data, its precision is high. The
precision of SLR is high, and doesn’t contain obvious systematic error, but can’t get
observation in whole day. The L-band downlink navigation signal is received by the
receiver and the pseudorange is observed with clock corrections of both the satellite
and the receiver, it is easy to come true and spread [1–3].

As to the orbit determination based on pseudorange, overseas satellite navi-
gation system currently adopts the uniting estimation method of orbit and clock
offset. But Compass regional satellite navigation system adopt the stations in
China, with the constraints of geostationary orbit, orbit parameters and clock
parameters can’t be effectively separated, the strong correlation of clock param-
eters and other parameters results in the morbidity of normal equation, we can’t
effectively estimate the satellite and station combination clock offset. The radio
comparison method is widely employed in the satellite navigation system for the
satellite-station time synchronization, which is an independent technique. The
clock offset is deducted from pseudorange in order to separate the orbit and clock,
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then only estimate the orbit parameters, which is the best method to determine the
orbit for GEO satellite of partial subsatellite point in COMPASS system.

At present, the conventional technique is POD based on time synchronization
mode, its principle is that adopting satellite-earth wireless two-way method and C
wave band satellite two-way method to get high precise satellite clock and station
clock, which are deducted from pseudorange, then determine the orbit. In this
method, systematic error is the key ingredient to restrict the orbit precision [4]. We
need SLR data to demarcate the equipment time delay, so this technique strongly
relies on SLR. At the same time, the tracking geometric condition is restricted the
distribution and number of time synchronization stations. As a result, an absolute
orbit determination method is needed to get rid of the time synchronization sta-
tions and SLR.

As to the POD for GEO satellite of partial subsatellite point, this paper brings
forward a single-satellite POD method based on multi-satellite orbit determination.
Its principle is as follows: the satellite clock is obtained from satellite-earth
wireless two-way method, the station clock is obtained from the multi-satellite
orbit determination, which are deducted from pseudorange in order to reduce the
estimated parameters. The systematic error parameter with other parameters are
estimated synchronously in orbit determination. Based on this method, we can use
anyone station without restriction of time synchronization stations and SLR data.
SLR is adopted to evaluate the orbit precision. This method is good for improve
the single-satellite orbit precision and stability.

15.2 Orbit Determination Method and Estimated Strategy

In the dynamical POD, both the quality of dynamical models and the parameter
estimation are the two main factors that influence the POD precision. According to
the feature, we may divide the force acting on the satellite into three groups: the
center gravity from the Earth and the satellite, the conservative acceleration and
non-conservative acceleration. The conservative acceleration includes the non-
spherical perturbation acceleration, the tidal perturbation acceleration, including
the solid earth tide, the ocean tide and the atmospheric tide, the rotational
deformation acceleration due to polar motion, the relativistic perturbation accel-
eration, non-conservative acceleration includes the solar radiation pressure per-
turbation, the Earth radiation pressure perturbation, the satellite thermal radiator
perturbation. JGM-3 Earth gravitation model truncated to 10 by 10� and order, JPL
DE403 planetary ephemeris, IAU80 nutation model, Box-Wing solar radiation
pressure model, and IERS96 solid tide model are employed in the POD.

With orbital pre-processing, measurement errors are corrected. Firstly, the
antenna phase offset errors of tracking stations are corrected, secondly reductions
of satellite antenna phase center to satellite mass center are made, and finally
propagation errors are corrected. The tropospheric errors are corrected by using the
Saastamoinen model, and the ionospheric errors are corrected by using global
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precise ionosphere delay model provided by CODE. The satellite-earth wireless
two-way method is adopted to get high precise satellite clock and multi-satellite
orbit determination method is adopted to get high precise station clock, whose
precision all are better than 2 ns [5, 6].

The concrete strategy of POD method based on multi-satellite orbit determi-
nation is as follows: pseudorange is smoothed by phase data. The estimated
parameters include initial orbit, solar radiation pressure parameter, common sys-
temic error, sine and cosine value of T orientation empirical force.

The labor of all parameters is as follows: firstly, the common systematic error is
designed to absorb the error of inconsistent benchmark between satellite clock and
station clock. The benchmark of satellite clock is time of communication antenna’s
1 pps port, that of station clock is the time of receiver.

Secondly, in single-satellite orbit determination, the solar radiation pressure
model is simple ball model, whose precision can’t satisfy the demand of orbit
precision for regional satellite. The most potential of the solar radiation pressure is
as follows:

R ¼ br½A cos f þ B cos f � ð15:1Þ

Thereinto, b is correlative with reflectance, A;B is correlative with directional
parameters of orbit plane. From formula (15.1), the solar radiation pressure is
correlative with orbit period. The empirical force can be adopted to absorb the
error of the solar radiation pressure. At the same time, if R, T, N empirical forces
are synchronously estimated, overfull parameters can result in the strong corre-
lation among parameters and serious morbidity of normal equation. The extent of
T orientation is larger, so only the sine and cosine value of T orientation empirical
force are estimated. The T orientation empirical force is as follows:

T ¼ a cosðf þ xÞ þ b sinðf þ xÞ ð15:2Þ

a; b is the estimated parameters.

15.3 Analysis of Orbit Determination Precision

15.3.1 Orbit Determination Based on Multi-Satellite Orbit
Determination

We make experiments on GEO on 160� E. The five stations include Beijing, a
certain station in Hainan, a certain station in Sichuan, a certain station in North-
east, a certain station in Southeast. The arc is 24 h. Table 15.1 represents the
residual error and the orbit accuracy in radial component and the 2 h orbital
prediction errors, which was evaluated with SLR data.
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Table 15.1 indicates that:

1. This method gets rid of the restriction of time synchronization stations, so we
can choose more stations. The problem is that what distribution of stations can
make the orbit precision highest.

2. The orbit accuracy evaluated with SLR data is better than 1 m only in 1 Mar
2011. Those in other two days are larger than 1 m. The orbit precision isn’t
stable, why? How to eliminate this phenomenon?

As to above problems, we make experiments as follows.

15.3.2 Influence of Stations Distribution to Orbit Precision

Because the orbit precision is high in 1 Mar 2011. The stations are Beijing, a
certain station in Hainan, a certain station in Sichuan, a certain station in North-
east, a certain station in Southeast, the distribution is symmetrical in China. We
adopt GDOP and orbit precision to evaluate the stations distribution. Table 15.2
represents the GDOP and orbit precision for a certain GEO in 1 Mar 2011.

Table 15.2 indicates that:

1. PDOP of five stations is least, according to the sort order of PDOP, the stations
combination is five stations except a certain station in Sichuan, a certain station
in Beijing, a certain station in Southeast, a certain station in Hainan, a certain
station in Northeast.

Table 15.1 Residual error and the orbit accuracy in radial component (Unit: m)

Time Stations num Residual error Num of SLR Orbit accuracy evaluated with SLR
data

Orbit accuracy 2 h prediction

1 Mar 2011 5 0.618 6931 0.870 1.051
4 Sept 2011 5 0.546 878 1.547 2.162
22 Sept 2011 5 0.765 1254 1.478 1.978

Table 15.2 1 Mar 2011 orbit precision based on different stations (Unit: m)

Station PDOP Orbit accuracy evaluated with SLR

Orbit accuracy 2 h prediction

Hainan, Sichuan, Northeast, Southeast 57.3 0.952 0.916
Beijing, Sichuan, Northeast, Southeast 66.5 2.658 2.600
Beijing, Hainan, Northeast, Southeast 52.0 0.318 0.310
Beijing, Hainan, Sichuan, Southeast 67.9 2.658 2.880
Beijing, Hainan, Sichuan, Northeast 60.7 1.537 1.504
Five stations 51.4 0.870 1.051
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2. Using the five stations respectively except Beijing, a certain station in Hainan, a
certain station in Sichuan, a certain station in Northeast, a certain station in
Southeast, the orbit precision is 0.952, 2.658, 0.318, 2.658, and 1.537 m. We
can find that the closer the station away the subsatellite point of GEO, the
stronger the restriction for GEO. We should choose the more stations, at least 4
stations close to the subsatellite point of GEO.

15.3.3 Decorrelationship Method Based on Priori Restriction

From above analysis we can find that the orbit precision isn’t stable based on
multi-satellite orbit determination, we make experiments to improve this phe-
nomenon. The definition of correlationship is as follows [7]:

As to X, Y, when D Xð Þ[ 0; D Yð Þ[ 0, E X�; Y�ð Þ is correlationship of X, Y,
namely q X; Yð Þ.

q X; Yð Þ ¼ E
X � E Xð Þ
ffiffiffiffiffiffiffiffiffiffiffi
D Xð Þ

p � Y � E Yð Þ
ffiffiffiffiffiffiffiffiffiffiffi
D Yð Þ

p

" #

¼ cov X; Yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D Xð Þ � D Yð Þ

p ð15:3Þ

When q X; Yð Þ ¼ �1, linearity correlationship exists in X and Y. When
q X; Yð Þ ¼ 1, positive 1 correlationship, when q X; Yð Þ ¼ �1, negative 1 correla-
tionship. Namely, non-zero constant k, c exists to make the relationship:

Y ¼ kX þ c ð15:4Þ

When we use the least squares prediction method, the normal equation is as
follows:
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The relativity of parameters is as follows:

q Xm;Ynð Þ ¼ cov X;Yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D Xð Þ � D Yð Þ

p ¼ Qm;nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Qm;m � Qn;n

p ð15:6Þ

The estimated parameters must be independent. If the linearity correlationship
exists in parameters, the normal equation will be rank-defect; the solution isn’t
alone, which affect the orbit precision and stability.

The orbit precision isn’t stable, which represents that the correlationship of
parameters is strong. We should choose the parameters of weak correlationship.
Table 15.3 represents the correlation parameters matrix in 4 Sept 2011 (which is
diagonal matrices). Cr is solar radiation pressure reflectance, dCr is the ratio of Cr,
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T-c, T-s is the cosine and sine parameter of T orientation empirical force, Bias0 is
the common systematic error.

Table 15.3 indicates that: there are relativity in different extent among T ori-
entation empirical force, common systematic error, orbit parameters and solar
radiation pressure parameters. If we reduce the estimated parameters, depress the
relativity, can the orbit precision be stable? We bring forward the decorrelation-
ship method based on priori restriction, through fixupping the best Bias0 based on
the UERE, making orbit determination again. If all the orbit precision is lower, we
can recalculate the accurate Bias0 through UERE. The calculating method is as
follows: accurate Bias0 = calculative Bias0—the value of UERE. If the value of
UERE is 3 m, the calculative Bias0 is 3.5 m, the accurate Bias0 should be 1.5 m.
The relativity of parameters is depressed, the orbit precision should be stable.

At the same time, we analyze the influence of empirical force in orbit deter-
mination, four strategies are constituted:

First strategy: the estimated parameters are initial orbit, solar radiation pressure
parameter, common systemic error, sine and cosine value of T orientation
empirical force.

Second strategy: the estimated parameters are initial orbit, solar radiation
pressure parameter, common systemic error.

Third strategy: the estimated parameters are initial orbit, solar radiation pres-
sure parameter, sine and cosine value of T orientation empirical force.

Fourth strategy: the estimated parameters are initial orbit, solar radiation
pressure parameter.

Figures 15.1 and 15.2 represent the orbit accuracy evaluated with SLR data in 4
and 22 Sept 2011. 1 represents 1 h from the ending time of observation data to the
starting time of SLR, 1 represents 1 h from the ending time of SLR a to the ending
time of observation data.

Figures 15.1 and 15.2 indicate that:

Table 15.3 Correlation parameters matrix in 4 Sept 2011

X Y Z Vx Vy Vz Cr dCr T-c T-s Bias0

X 1

Y 0.898 1

Z -0.734 -0.918 1

Vx -0.949 -0.964 0.867 1

Vy 0.994 0.854 -0.681 -0.866 1

Vz 0.233 0.558 -0.617 -0.917 -0.266 1

Cr -0.847 -0.904 0.930 -0.450 0.155 -0.597 1

dCr -0.321 -0.244 0.115 0.970 -0.798 0.132 0.139 1

T-c -0.862 -0.967 0.927 0.227 -0.294 -0.578 0.999 0.162 1

T-s 0.853 0.958 -0.930 0.966 -0.814 0.590 -0.999 -0.168 -0.999 1

Bias0 -0.992 -0.633 0.445 -0.972 0.802 0.151 0.570 0.396 0.595 -0.579 1
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Fig. 15.1 Orbit accuracy evaluated with SLR data in 4 Sept 2011 (black beeline represents the
starting time of SLR)

Fig. 15.2 Orbit accuracy evaluated with SLR data in 22 Sept 2011
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1. The orbit precision based on first strategy isn’t stable, orbit precision some
times is better than 1 m, some times is larger than 2 m, the 2 h orbital pre-
diction error is about 2 m.

2. The orbit precision based on second strategy is high and stable, but the orbital
prediction error is larger with the time, so when we estimate the empirical force
parameters in orbit determination, the orbital prediction will be low.

3. Bias0 coming from the results of first strategy is adopted in third strategy and
fourth strategy. The orbit precision based on fourth strategy is highest and sta-
blest. The orbit precision and the 2 h orbital prediction all are better than 1 m.

15.4 Conclusion

This paper analyzed the orbit determination of GEO satellite of partial subsatellite
point. The orbit determination method based on multi-satellite orbit determination
is systematically analyzed. The advantage of this method is as follows: firstly, this
method doesn’t rely on the number and distribution of stations, secondly, we can
estimate systematic error and other parameters in orbit determination, then get the
exactest value of systematic error based on UERE evaluation, which make this
method get rid of the restriction of SLR. In this paper, systematic error, distri-
bution of stations, orbit determination strategy, correlation of parameters are
analyzed detailedly. The decorrelationship method based on priori restriction is
brought forward. The main conclusions are as follows:

1. The orbit precision based on time synchronization mode relies on the equip-
ment systematic error, which relies on SLR data. If the systematic error isn’t be
adjusted for a long time, the orbit precision will be decayed; this method is in
the restriction of number and distribution of time synchronization stations,
whose number is little, if trouble of a certain station occurs, the number is less
than 3, the orbit determination can’t carry through.

2. We should choose the stations near to the subsatellite point of GEO in order to
endure the lesser PDOP and geometric condition.

3. The decorrelationship method based on priori restriction can make the orbit
prediction stable, the experiment results show that the orbit precision and the
2 h orbital prediction all are better than 1 m.
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Chapter 16
BeiDou Regional Navigation System
Network Solution and Precision Analysis

Yang Liu, Yidong Lou, Chuang Shi, Fu Zheng and Qianqian Yin

Abstract In this paper, BeiDou post-mission high precision orbit determination
and positioning in network solution mode are researched and implemented under
current BeiDou regional navigation system conditions. We made an in-depth
analysis of the influence factors, such as ambiguity resolution, orbit precision,
reference station selection, inter-station distance, on precision of BeiDou network
solution. We analysed the different ambiguity resolution strategy among GEO,
IGSO and MEO, and its impact on precision orbit determination and network
solution positioning. We conducted an experimental comparison of BeiDou net-
work solution with BeiDou precise point positioning (PPP). With long-term
continuous measurement data from Wuhan University BeiDou Experimental
Tracking Stations processed, the results show that ambiguity resolution improves
all the GEO, IGSO and MEO orbit precision, especially for the along direction and
3D RMS of GEO, IGSO and MEO is 155, 33 and 28 cm respectively, the radial
precision is basically better than 10 cm. BeiDou one-day network solution posi-
tioning precision is better than 1 cm in horizontal and better than 2 cm in vertical,
which is slightly better than BeiDou PPP precision.

Keywords BeiDou � Network solution � PPP � Ambiguity resolution � Precision
analysis

16.1 Introduction

BeiDou Navigation Satellite System began test service at the end of 2011, and has
now completed a constellation comprising four Geostationary Earth Orbit (GEO)
satellites, five Inclined Geosynchronous Satellite Orbit (IGSO) satellites and four
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Medium Earth Orbit (MEO) satellites in operation, and will provide official service
for most parts of the Asia–Pacific in early 2013. In order to explore the application
of BeiDou regional navigation system in high precision positioning, we need to
analyse the precision of orbit determination and positioning it can reach. Some
scholars have conducted a series of studies on this issue. In BeiDou precise orbit
determination, Mao et al. [1] conducted GEO and IGSO joint orbit determination,
the overlap orbit accuracy reaches a few meters with additional custom acceler-
ation, and radial accuracy is better than 10 cm assessed using satellite laser
ranging; Zhou et al. [2] achieved the GEO/IGSO orbit determination under a
regional monitoring network and used independent time synchronization system of
BeiDou and SLR to assess the accuracy of orbit and clock; Montenbruck et al. [3]
analysed the signal characteristics of the BeiDou regional navigation system, the
3D orbit overlapping accuracy of BeiDou satellite is 1–10 m; Shi et al. [4] used
joint orbit determination of GPS and BeiDou, where the coordinate of station,
receiver clock error and tropospheric parameters are firstly calculated using GPS
precise ephemeris, and then the above parameters are fixed in BeiDou orbit
determination to make the radial overlapping accuracy of BeiDou GEO and IGSO
to 10 cm level; Ge et al. [5] analysed independent orbit determination of BeiDou
system, where post-mission data is used to simulate real-time orbit determination,
and the 3D overlapping accuracy of GEO and IGSO respectively reaches 330 and
51 cm. In BeiDou precise positioning, Shi et al. [4, 6] used dual-frequency data,
Montenbruck et al. [3] used triple-frequency data, to analyse the relative posi-
tioning of BeiDou, and the precision can reach cm-level, but they are limited to
short baselines, e.g., a few hundred meters. Shi et al. [4] analysed BeiDou static
precise point positioning, with the accuracy reaching 2 cm in horizontal and 5 cm
in vertical; Ge et al. [5] conducted simulated BeiDou real-time kinematic precise
point positioning, with the accuracy reaching 10–20 cm.

The papers above have rarely discussed the ambiguity resolution which is an
important factor in BeiDou precise orbit determination and positioning; and the
BeiDou relative positioning is limited to the ultra-short or short baseline,while
long baseline positioning and the whole network solution have not been resear-
ched. On the basis of the above analysis, and under current BeiDou regional
system conditions, with long-term continuous measurement data from Wuhan
University BeiDou Experimental Tracking Stations, we adopt GPS and BeiDou
joint network solution to discuss the effect of ambiguity resolution on BeiDou
precise orbit determination and analyse some factors in BeiDou network posi-
tioning, such as ambiguity resolution, the selection of reference stations and inter-
station distance. The precision of BeiDou orbit determination and positioning is
analyse by checking BeiDou orbit overlapping differences, and by comparison of
differences between BeiDou network solution and precise point positioning.
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16.2 BeiDou Precise Orbit Determination and Precision
Analysis

16.2.1 Orbit Determination

GNSS multi-system joint precise orbit determination can obtain unified adjustment
of the observations and geophysical parameters in the strict sense. Based on this idea,
CODE realized joint orbit determination of GPS and GLONASS in 2003. In order to
gain high precision BeiDou orbit, we adopt joint orbit determination of GPS and
BeiDou, mainly based on the following two points: firstly, taking advantage of GPS
observations and mature refined error models, to obtain joint adjustment results in a
unified time and space frame and improve the precision of BeiDou satellite orbit;
secondly, using the GPS orbit and clock obtained from joint solution of dual-system
as an external check, where possible errors in joint solution can be detected by
comparison with IGS post-mission precise orbit and clock, and the factors which
affect both GPS and BeiDou orbit determination can be analyzed. Inter-system bias
exists in receivers with dual-system capability in joint processing. Taking receiver
clock error of GPS signal as reference, inter-system bias between GPS and BeiDou
can be set as a parameter to be estimated in joint orbit determination.

To analyze the accuracy of BeiDou orbit in joint orbit determination, we use
data from Wuhan University BeiDou Experimental Tracking Stations which is
between DOY 196 and DOY 205 in 2012, and distribution of BeiDou satellites and
stations is shown in Fig. 16.1. During this time, BeiDou satellite constellation
consists of four GEOs, five IGSOs and two MEOs, of which C04 and C08 have a
few unhealthy cases, leading to anomaly in some stations’ observation of them.
The stations used in orbit determination consist of six stations (HRBN, NTSC,
XIAN, CENT, CHDU, HKTU) in China and two stations abroad (XILA in Greece

Fig. 16.1 BeiDou satellite
and station schematic
diagram
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and PETH in Australia), all of which are equipped with dual frequency GPS and
BeiDou receiver UR240 [7].

Firstly, all stations’ precise coordinates are obtained by GPS PPP using IGS
post-mission precise products. During the test time, one-day static PPP standard
deviation is better than 1 cm, and we takes the average value and fix it in the joint
orbit determination of GPS and BeiDou. Since the observation geometry of the
regional monitoring network is weaker than global one, observation arc of three
days is employed to improve the strength of solution. The accuracy of GPS orbit
can be validated by comparison with IGS precise ephemeris, while the accuracy of
BeiDou orbit can be validated by checking the orbit differences of the overlapped
time span between two adjacent three-day solutions, as shown in Fig. 16.2,
comparison between the orbit of the last day of a three-day solution and the orbit
of the middle day of the next one.

Observation and force models used in three-day joint orbit determination in this
paper are listed as below (Table 16.1).

Fig. 16.2 Overlapping arcs
diagram

Table 16.1 Observation and force models and parameters used in the processing

Parameters Model Constraint

Observation Un-differenced LC and PC 0.02 cycle, 1.0 m
Interval 300 s
Cutoff elevation 7�
Weight Elevation 1 for E [ 30�, otherwise 2 9 sin(E)
PCV GPS: IGS absolute correction

BeiDou: only PCO
Station: not supplied

Phase wind up Applied
Tropospheric delay Saastamoinen model

GMF mapping function
Initial value 20 cm, random walk
1cm=

ffiffiffiffiffiffiffiffiffiffi
hour
p

Satellite clock error White noise 500 m
Receiver clock error White noise 500 m
ISB White noise 900 m
Tide displacement Solid tide, sea tide, pole tide
Relativity effect Corrected
Earth gravity EIGEN_GL04 12
EOP Fixed IERS EOPC
N-body gravitation Sun, moon and other planet
Atmospheric drag Not considered
Solar radiation Bern 5 parameter D0;Y0;B0;BC ;BSð Þ Parameter estimation
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The joint orbit determination without ambiguity resolution is carried out and
then a week of the RMS of BeiDou overlapping arcs in along, cross and radial
direction are presented in Fig. 16.3. It can be seen that BeiDou orbit, the same as
GPS, has its accuracy in along direction worse than in cross and radial direction.
Due to the geostationary property of GEO, there exists a big bias in its along
direction, whereas the three direction’s accuracy of IGSO and MEO are obviously
better than GEO, because of their movement relative to ground stations.

16.2.2 Ambiguity Resolution

Ambiguity resolution is an efficient mean to improve the precision of orbit and
positioning as it can reduce the strong correlations between ambiguity and other
parameters, such as orbit and station coordinate. The un-differenced ambiguity
doesn’t have the integer property because of the influence of the UPD at the
satellites and receivers which can be removed by double difference between
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satellites and receivers. Many scholars have researched ambiguity fixing in GPS
network solution and the precision of orbit and positioning have been improved
[8–11]. As the method in [10] considers the factors that affect ambiguity fixing in
actual data processing and chooses independent ambiguity based on the possibility
of fixing, we adopt it in GPS and BeiDou joint processing. As the error models are
still not refined in BeiDou system, strict and conservative criteria are adopted in
ambiguity fixing. The basic procedure is as following.

1. Choose the double difference ambiguity with certain common-view time (at
least 20 min) and baseline length(at most 4,000 km in this paper), divide un-
differenced ionosphere-free ambiguities at baseline and network level accord-
ing to the possibility of ambiguity fixing, and choose the ambiguities above to
form independent double difference ambiguities.

2. Use MW combination to get the estimate and variance of the wide lane
ambiguities and then make decision whether the wide lane double difference
ambiguities can be fixed according to the probability function, whose formula
is [8]:

P0 ¼ 1�
X1

n¼1

erfc
n� ðb� IÞ

ffiffiffi
2
p

r

� �
� erfc

nþ ðb� IÞ
ffiffiffi
2
p

r

� �� �
ð16:1Þ

where

erfcðxÞ ¼ 2
ffiffiffi
p
p
Z1

x

e�t2
dt ð16:2Þ

b and r is the estimate and standard deviation of ambiguity, and I is the closest
integer to b. We take the confidence level a of ambiguity fixing as 0.1 %, i.e.,
when P0 is bigger than 1� a, fix b to I, otherwise not.

3. Get the estimate and variance of the narrow lane ambiguities with the fixed
wide lane ambiguities and ionosphere-free combination ambiguities and then
make decision whether the ambiguities can be fixed according to the probability
function in the same way.

4. Obtain the fixed ionosphere-free double difference ambiguities using the fixed
wide and narrow lane ambiguities.

5. Introduce the fixed ionosphere-free double difference ambiguities into the
normal equation by way of adding virtual observation equation to improve the
estimation precision of other parameters (including the ambiguities still not
fixed). Fixing one double difference ambiguity is equivalent to put four un-
differenced ambiguities to integer constraints.

vb ¼ Dx� b�d
c Pb ð16:3Þ
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where D is the ambiguity projection matrix, b�d
c is the fixed ionosphere-free

double difference ambiguity, Pb is the weight of virtual observation which should
be large enough to ensure strong constraint to un-differenced ambiguities.

Repeat the procedure (1) to (5) until there are no more ambiguities to fix. It
must be pointed out that BeiDou GEO satellite ambiguity parameters are not easy
to be separated from other parameters because of the geostationary property and
error terms that are not refined. Ge et al. [5] find that in GEO orbit determination
there’s a systematic error in the along direction and its influence to carrier phase
can be absorbed by the ambiguity parameter, and its influence to pseudorange can
be dealt with by reducing its weight. Based on the two points above, fixing BeiDou
IGSO and MEO ambiguities to improve the orbit determination and positioning
precision is adopted in this paper.

In order to evaluate the effect of ambiguity fixing on BeiDou orbit determi-
nation, the STD of satellites’ initial state parameters (position, velocity and solar
radiation pressure) and the RMS of the overlap difference before and after
ambiguity fixing are analysed. Taking the three-day solution of the DOY of 197,
198 and 199 as an example, Figure 16.4 shows the percentage of improvement of
the STD of satellites’ initial state parameters after ambiguity fixing. It can be seen
that STD of initial state of both IGSO and MEO are reduced greatly where IGSO
by about 50 % and MEO by about 20 %. The difference between IGSO and MEO
may be related to the observation length, i.e., IGSO can be observed by the
regional monitoring stations the whole 3-day arc so that there are more ambiguities
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Fig. 16.4 Percent of STD improvement of initial state of BeiDou satellite after ambiguity fixing
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to be fixed than MEO, which can’t be observed at some part of the 3-day arc. After
ambiguity fixing of IGSO and MEO, the precision of GEO solar radiation pressure
parameters is improved and so do the initial position and velocity in some cases. It
shows that improvement of estimation of GEO parameters by fixing ambiguities of
IGSO and MEO is feasible.

Figure 16.5 is the average improvement of BeiDou satellite orbit accuracy in a
week by making statistics of RMS of overlap differences before and after ambi-
guity fixing, which shows that after ambiguity fixing, the improvement of accuracy
in along direction is most significant, with 43, 21 and 13 cm for GEO, IGSO and
MEO respectively; the improvement in cross direction reaches 9 and 7 cm for
IGSO and MEO respectively; and the improvement in radial direction is not
significant, about 1 cm. A week of the RMS of BeiDou overlapping arcs after
ambiguity fixing is presented in Fig. 16.6.

Statistics of average orbit accuracy in a week is shown in Fig. 16.7. It shows
that using six domestic stations and two foreign stations, the 3D-RMS of the
GEOs, IGSOs and MEOs is 155, 33 and 28 cm, respectively, the accuracy of radial
direction is basically better than 10 cm, the accuracy of GEO in along direction is
much worse than IGSO and MEO, although with improvement after ambiguity
fixing. It can be expected that with the increase of stations, improvement of
distribution and refined models, the accuracy of BeiDou orbit determination will
be improved further.
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16.3 BeiDou Network Solution Positioning and Precision
Analysis

16.3.1 BeiDou Network Solution Positioning

To analyse the precision of BeiDou relative positioning, network solution is
conducted using orbit from the joint GPS and BeiDou orbit determination in
previous section. The distribution of stations in network solution is shown in
Fig. 16.8, where red triangle is the reference stations of fixed coordinates, blue
circle is the rover stations, all of which are in Asia–Pacific service area of BeiDou
regional system. We select three reference stations (HRBN, CENT, HKTU), and
among all the stations the shortest baseline is about 30 km and the longest one is
about 6000 km. In double difference ambiguity fixing, we select the same mode as
in orbit determination, i.e., fixing the ambiguities of IGSOs and MEOs of BeiDou
and keep float ambiguity of GEO.

Using GPS one-day static PPP coordinates as reference true value, the results of
BeiDou network solution before and after ambiguity fixing is shown in Figs. 16.9
and 16.10. From the statistics, ambiguity fixing mainly improves the repeatability
and accuracy in east direction. For all domestic stations, the average accuracy
improves from 7.7 to 5.7 mm in east direction and from 8.9 to 7.8 mm in

Fig. 16.8 Distribution of network solution stations
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horizontal after ambiguity resolution. The accuracy in horizontal and vertical is
basically better than 1 and 2 cm, respectively. For foreign station PETH, which is
about 6000 km from the nearest reference station HKTU, accuracy of about
1.5 cm in horizontal and about 1.9 cm in vertical can be achieved.

16.3.2 Comparison with BeiDou PPP

In order to compare BeiDou network solution positioning and BeiDou PPP, we
conduct one-day static PPP to all stations in Asia–Pacific region, using BeiDou
orbit and clock obtained from previous section and the result is shown in
Fig. 16.11. From the statistics, the average accuracy in horizontal and vertical is
8.8 and 19.2 mm, respectively. The accuracy in horizontal and vertical is basically
better than 1.4 and 3.0 cm, respectively, which is slightly worse than BeiDou
network solution, but basically at the same level.
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16.4 Conclusion and Discussion

In this paper, GPS and BeiDou joint orbit determination is implemented and the
influence of ambiguity fixing on the precision of BeiDou orbit is analysed. Using
regional monitoring network consisting of six stations in China and two stations
abroad, the results show that the orbit precision of all GEO, IGSO and MEO satellites
of BeiDou is improved by ambiguity fixing, especially in the along direction. The
overlapping 3D RMS of the GEO, IGSO and MEO satellites of BeiDou is 155, 33 and
28 cm, respectively, and the precision in radial direction is basically better than
10 cm. The application of BeiDou regional navigation system in precise positioning
is analysed and discussed. In BeiDou single system network solution, the result
shows that the ambiguity fixing mainly improve the positioning precision in the east
direction. BeiDou network solution can achieve horizontal accuracy of better than
1 cm and vertical accuracy of better than 2 cm, and for long baseline about 6000 km,
the horizontal accuracy of 1.5 cm and vertical accuracy of 1.9 cm can be achieved.
At last, the difference of BeiDou network solution and BeiDou PPP is compared and
the result shows that BeiDou static PPP solution can achieve horizontal accuracy
better than 1.4 cm and vertical accuracy better than 3 cm, which is a little worse than
BeiDou network solution, but basically at the same level. The positioning result of
BeiDou network solution and PPP indicates the application of BeiDou regional
system in precise positioning can achieve the precision level close to GPS.

The sequential ambiguity fixing is used in ambiguity resolution in this paper,
and it has resulted in the improvement of the accuracy of BeiDou orbit determi-
nation and positioning. Other ambiguity resolution methods based on searching
algorithm can also be employed, such as LAMDA [12]. SLR is another effective
technique to examine BeiDou orbit accuracy, and after ambiguity resolution the
SLR data residual of BeiDou satellite is about 10 cm, which will be discussed in
another paper. BeiDou system is still at an early stage, but with the development of
data processing techniques, the refinement of satellite attitude control and force
model, the elimination or reduction of various error terms, the addition of data
from more stations with more evenly distribution, the orbit determination and
positioning accuracy of BeiDou system will be further improved and the appli-
cation in precise positioning field will be better.
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Chapter 17
A Method Based on the Orbital Error
Correction of the Wide Area Differential
Positioning Algorithm

Ranran Su, Nan Xing, Lei Zhang, Li Liu, Guifen Tang,
Guangming Hu and Min Ma

Abstract Satellite navigation service using GEO satellite provides positioning
service to local users. Continuous services ask for kinetic method to determine
orbit during the GEO satellite orbital maneuver phase. However, kinetic method
brings larger orbital error so that the positioning accuracy will drop. This paper
presents a method based on the orbital error correction of the wide area differential
positioning algorithm. Based on analysis of the GEO satellite orbit maneuver
characteristics and other factors that affect positioning accuracy, an improved
algorithm is designed, which can enhance the positioning accuracy during orbit
maneuver.

Keywords Satellite navigation service �Orbital maneuver �Orbit error correction �
Wide-area differential positioning

17.1 Introduction

Satellite navigation and positioning system can provide users with real-time,
continuous, under all-weather condition, precise positioning, navigation and tim-
ing services. GPS of the United States and GLONASS of Russia are the main
passive positioning systems actually putting into use at present. RNSS, a passive
positioning system of China, is developed to serve the regional user.
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Unlike passive positioning mode of RNSS, active positioning system only using
geostationary orbit (GEO) satellites provides a 24/7 positioning service. Since only
GEO satellites have the ability of transmitting the outbound and inbound signal,
with the constraint of the elevation, the main error source of active positioning is
GEO satellite orbital error. In coasting phase, GEO satellite orbit accuracy
broadcasted in RNSS navigation message is better than 10 m, the radial precision
better than 2 m [1]. But in order to maintain the ascending node longitude, GEO
satellite maneuvers frequently in east–west and north–south direction. During the
orbit maneuver phase, perturbation model needed by the conventional dynamic
orbit determination method is not clear so that orbit precision given by navigation
message will drop quickly. The kinetic orbit determination method, therefore, is
needed to maintain the continuity of the real-time positioning service [2].

Positioning precision is a vital indicator to measure the performance of a
navigation system. Although kinetic method can supplement the gap brought by
orbital maneuver, the positioning precision is a little lower than that when dynamic
method is used. Considering all above factors and the pseudorange correction in
wide area differential GPS positioning algorithm, we proposed one new posi-
tioning algorithm, which is based on the orbit precision correction in wide area
differential, in order to, increase positioning accuracy. Applying such method to
the observation data, we find that our algorithm can indeed enhance the positioning
accuracy by 10 %.

17.2 Principle of Active Positioning Based
on GEO Satellite

Principle of active positioning based on GEO satellite is on the basis of user
receiver that can respond to positioning inquiry signal sent from the Main Control
Center (MCC) and sent a request back to MCC. MCC can calculate the distance
between the satellite and the user and determine the position of the user and report
the result to the user [3]. The most simple system comprises a MCC, the two GEO
satellites with signal transponder, and a certain amount of difference reference
station [4]. The position of the user can be obtained according to intersection of
three spheres whose cores are two GEO satellites and geometric center of the earth
[5]. Since the distances between the user and the satellites have been measured,
once we know the distance between the user and the center of the earth, the
position of the user is uniquely determined, as shown in Fig. 17.1.

The measurement equation is shown as follows:

O1 ¼ 2S1 þ 2q1

O2 ¼ S1 þ S2 þ q1 þ q2

O3 ¼ H

8
><

>:
ð17:1Þ
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where O1 is the observation that MCC received from the first satellite, S1 is the
distance between MCC and the first satellite, q1 is the distance between the
satellite and user. O2 is the observation that MCC received from the second
satellite, S2 is the distance between MCC and the second satellite, q2 is the
distance between the second satellite and user. O3 is the elevation constraint, H is
the elevation retrieved from the elevation database. By solving the Eq. (17.1),
coordinate of user position can be derived.

17.3 The Method of Wide Area Differential Correction
Calculation

In order to improve the positioning precision of the user, we design a wide area
differential method based on the pseudorange corrections. Using reference station
within the scope of China, the method solves the differential corrections of each
satellite and applies corrections to calculation of the user position. Specific
methods are as follows.

In RNSS positioning and navigation service, after user correcting their real-time
observation with information broadcasted in navigation messages, there still are
several sources of errors remaining, such as ionospheric delay, satellite clock error,
the receiver clock error, orbital error, multi-path error. Using the monitoring
stations located in known high accuracy position coordinates and distributed
uniformly in the service area within China, satellite orbital error and clock error,
called wide area differential correction, can be estimated and predicted.

Observation equation is as followed:

Fig. 17.1 Principle of active
positioning
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vþ q j
i ¼ R j � Ri

�� ��þ Dti � Dt j � Dt0j þ Dtion

þ b� Bþ Dtrel þ Dttrop

ð17:2Þ

where, i and j specify the station and the satellite, v is the residual, Rj is the satellite
coordinates, Ri is the receiver coordinates, Dti is the parameters for the receiver
clock error, Dt j is the parameters for satellite wide area differential correction, Dt0j

is the satellite broadcast ephemeris clock error correction, Dtion is the ionospheric
correction, Dtrel is the relativistic correction, b and B specify hardware time delay
bias corresponding to each frequency of satellite and receiver respectively, Dttrop is
the tropospheric correction.

Using the satellite orbital error, clock error, ionospheric correction model and
satellite time delay parameter given by the navigation message, the relevant error
of the observation in Eq. (17.2) can be corrected. Consider that the prediction error
in navigation message, including the orbital error, clock error, ionospheric model
error, will accumulate with time. Therefore, the measurements of reference station
provide a effective tool to calculate differential correction and improve the posi-
tioning accuracy [6].

The public delay of the system is corrected with models. Ionospheric delay is
eliminated by dual frequency observation. The receiver clock error and hardware
time delay are unknown. With the monitoring receiver whose coordinates are
precisely measured, using multi-satellite observation, wide area differential cor-
rection and monitoring receiver clock error at the same time can be calculated
together, as shown in Eq. (17.3).

pcor þ ðDtrcvclk þ sIFBÞ ¼
f 2
1 P1 � f 2

2 P2

f 2
1 � f 2

2

� f 2
1 stgd1 � f 2

2 stgd2

f 2
1 � f 2

2

� jXsat � Xrcvj � Dtsatclk � Dtcor � dtmp � de

ð17:3Þ

Using the data set of all the stations and satellites, a set of equations can be list
and solved with least-squares method.

17.4 GEO Satellite Error Analysis During Orbit Maneuver

During coasting phase, RNSS navigation and positioning system determine the
satellites orbit with multi-satellite combined orbit determination method based on
days of the orbit arc data. And orbit precision, estimated with the laser mea-
surement, proved to be within 1 m in radial direction. Therefore, we can use the
orbit mentioned above as reference, and analyze the orbit precision of GEO
satellite determined with kinetic method. As shown in Fig. 17.2, radial, tangential,
normal orbital errors in July 12, 2012 when two methods are both used to compare.

The figure indicates that kinetic method introduces radial error of 6–8 m,
tangential error of 150 m and normal error of 20 m. And the total error is
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
82 þ 1502 þ 202

p
¼ 151 m

In GEO satellite coasting phase, GEO satellite orbit precision given by RNSS
navigation message is higher than maneuver phase and O–C residuals of all sta-
tions are almost the same. The differences between the residuals are less than
0.1 m. So a wide area differential correction scalar can apply to all stations for
orbital error correction. But during the orbit maneuver phase, orbit error is up to
150 m and differences between the residuals are remarkable. Since different
satellite in orbit maneuver phase has different orbital error, in order to analyze how
such facts effects the O–C residuals, we manually assumed three orbital error
conditions, i.e., 50, 100 and 500 m, and list the results in Table 17.1. We chose 6
imaginary receivers placed in Beijing, Hainan, Xinjiang, Heilongjiang, Neimeng
and Guangdong and calculate their O–C residuals. The differences between the
residuals are 1.24, 3.53 and 5.41 m when orbital error are 50, 100 and 500 m
respectively. Because the differences for the stations are larger than in coasting
phase, only wide area differential correction scalar cannot offset the projection of
orbital error into line-in-sight direction of all user within the service area. The
positioning precision after corrected by wide area differential correction will drop.

From the above table, it can be seen that, during orbit maneuver, when orbital
error is 500 m, O–C residual of each station is 5.41 m in maximum.

Fig. 17.2 Orbit accuracy assessment during GEO satellite maneuver
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17.5 An Orbit Error Correction Method Based
on the Wide Area Differential Algorithm

During orbit maneuver, orbital error is large and wide area differential correction
precision drops. Therefore, we design a new method based on orbit correction
calculated with the wide area differential GPS algorithm. The correction is
decomposed into X, Y, Z three components and apply directly to the orbit cor-
rection. Specific methods are as follows:

Based on distance correction of the wide area differential active positioning
observation equations:

sij ¼ Si � Cj j þ Si � Uj j þ Sj � U
�� ��þ Sj � C

�� ��þ Dsij ð17:4Þ

where, sij is the concept of measurement, C is the ground station position,
U representative of the need for solution of user location, Si is (i = 1, 5) the
satellite ephemeris position, Sj is the (j = 1, 5) forwarding user response signal of
the satellite ephemeris location, Dsij is the error based service system from the
observed data by removing the error. In the formula, calculation Si and Sj error
correction for the orbit after the satellite ephemeris position, the wide area dif-
ferential correction decomposition to X, Y, Z three components of the specific
implementation method as shown below.

Based on GEO satellite active positioning method, we can use the wide area
differential corrections to correct orbit error.
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Table 17.1 Different conditions of station error under different orbit error table

Station Orbit error

50 m 100 m 500 m

BeiJing 5.72 33.60 67.20
HaiNan 6.83 34.18 69.36
XinJiang 6.96 35.80 72.60
HeiLongJiang 5.65 32.27 67.54
NeiMeng 6.85 34.26 70.53
GuangDong 5.76 33.82 69.64
Max 1.24 3.53 5.41
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The wide area differential correction is as followed:

Dq ¼

e
R
*
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*

sta
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*

e
R
*

sat � R
*

sta

����

����

ð17:6Þ

However, one need to consider the self-consistency of wide area differential
correction calculation and GEO satellite active positioning calculation. Both of the
calculation are needed when using the same orbit data. Wide area differential
correction can be used during satellite maneuver phase.

17.6 Results

We analyzed observation data from two GEO satellites during their maneuver
phase on July 12, 2012 and July 18, 2012 respectively. Positioning results are as
follows:

1. July 12, 2012:

Figure 17.3 shows positioning results in Beijing area when GEO satellite is
during maneuver phase on July 12, 2012. In the figure, black stars are for primary
positioning results from geometry method, dark gray plus denotes when only
correcting the orbit of satellite in maneuver phase while the remaining satellite

Fig. 17.3 Positioning results of GEO satellite maneuver phase on July 12, 2012
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using geometric method, light gray dots denotes that all satellite orbit errors are
corrected using all the orbit positioning results.

2. July 18, 2012:

Figure 17.4 shows the results for July 18, 2012 data. All the captions are the
same with Fig. 17.3.

From the above figures, we can see that positioning results from three methods
have some common properties: error box shape of positioning results are all ellipse
and long axis of the ellipse is close to the north–south direction, while short axis
close to the east–west direction. Such formation should be composed of GEO
constellation characteristics. The constellation configuration to the north of the
NDOP value is greater than the east to EDOP. The major axis of the ellipse and the
north and south direction angle may be associated with the inbound satellite rel-
ative user angularly related. Scattered points on the southwest direction corre-
sponds to the satellite number less than 4, since when the satellite number is
reduced, EDOP obviously increased so that the east–west direction errors
increased significantly.

Comparing the three methods, we find that results of only correcting the orbit of
satellite in maneuver phase are better than primary positioning results from
geometry method, however it is worse than results that orbits of all satellites are
corrected. Note that the North–South error effect is more obvious since orbit
correction values are in radial direction of GEO satellite orbit.

We also collect the statistical results as shown in the figures in Table 17.2, we find:

Fig. 17.4 Positioning results of GEO satellite maneuver phase on July 18, 2012
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1. when different satellite is in orbit maneuver phase, geometric orbit determi-
nation precision is different, resulting in slightly different positioning accuracy.

2. applying error correction to all satellites could improve positioning precision by
10 %, comparing with the primary positioning results from geometry method.

17.7 Conclusion

Orbit precision is one of the key factors to guarantee satellite navigation system
operation, In this paper, based on wide area differential GPS positioning and in-
depth analysis, we proposed to use the wide area differential correction correcting
orbit error, in order to achieve high positioning precision. The simulation results
show that with initial precision positioning, this method can effectively enhance
the positioning accuracy by more than 10 %.
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Chapter 18
Realization of High-Precision Relative
Positioning Using Beidou Regional
Navigation Satellite System

Laiping Feng, Wei Zhou and Xianbing Wu

Abstract Based on Beidou regional navigation satellite system in the phase of
4GEO ? 5IGSO constellation, systematic research on Beidou high-precision relative
positioning has been carried out by sufficient measured data from Beidou test network.
A comparison scheme with Beidou/GPS dual-mode data is designed, and feasibility
and attainable precision of Beidou relative positioning have been verified effectively.
As shown in results: coordinate accuracy realized by Beidou relative positioning has
achieved centimeter level, and baseline repeatability has reached millimeter level,
which are equivalent to GPS high-precision relative positioning level. For short
baseline, coordinate repeatability in the North, East and Up direction is respectively
better than 0.5, 1.3 and 2.9 mm, and absolute error of coordinate is respectively better
than 0.2, 0.6 and 1.7 mm by comparison with GPS; for medium/long baseline, the
coordinate repeatability in the NEU direction is respectively better than 2.1, 5.9 and
7.3 mm, and absolute error of coordinate is respectively better than 1.6, 1.3 and
2.2 mm; for long baseline over 1000 m, NEU coordinate repeatability is respectively
better than 8.4, 14.6 and 21.3 mm, and absolute error is respectively better than 1.5, 1.5
and 14.5 mm, and baseline repeatability is approximately 0.003 ppm. The conclusion
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from the article provides technical criteria for widespread use of Beidou in the high
precision application fields, and makes sense for promotion of application prospect and
enhancement of usage confidence with Beidou.

Keywords Beidou navigation system � Relative positioning � Ambiguity �
Baseline � Repeatability � ppm

18.1 Forewords

The relative positioning technology based on carrier phase observable is an
important mode in GNSS application, therefore, the precision of relative posi-
tioning has become an major indicator used to evaluate performance of navigation
satellite system. In 1984, Dr B.W. Remondi had proposed mathematical model and
processing method of high precision relative positioning by the carrier phase
observables form two GPS receivers synchronously, conducted initial verification
by baseline with the length of 100 m, and achieved the precision of mm level by
relative positioning [1]. In the GPS test campaign in 1993, measuring accuracy can
be achieved 0.001 ppm order of magnitude for baseline of 3,000 km by GPS
relative positioning technology [2]. The development of IGS has tremendously
propelled the application of GPS, at present, the technologies of network RTK and
virtual reference station based on the prototype of relative positioning have been
gradually mature, and realized real-time, high precision, and dynamic positioning
[3]. The relative positioning technology has become one of the most important
work mode, and plays an important role in fundamental research of high-precision
surveying and mapping, atmospheric science, geosciences and so on. After several
decades of development, GPS has dominated high-precision GNSS application
market both at home and abroad [4–6].

Whole Beidou constellation had been completed in October 2012, which sym-
bolizes that the construction of China independent navigation satellite system has
entered a new development phase. As a strategic national infrastructure, the pro-
motion in application field of Beidou satellite navigation system in key fields of
national economy of China plays an important strategic role [7]. There are differ-
ences between Beidou regional navigation satellite system and GPS in terms of
constellation distribution, character of signal, satellite orbit precision and observa-
tion data quality [8], so it is essential to research feasibility and precision of high-
precision relative positioning using Beidou regional navigation satellite system.

Based on actual measured data form Beidou test network, large scope of Beidou
relative positioning test has carried out, systematic research under condition of
short, medium and long baseline. The results show that coordinate precision
realized by Beidou relative positioning has reached centimeter level, and baseline
repeatability has reached millimeter level, which are equivalent to GPS level of
high-precision relative positioning precision.
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18.2 Relative Positioning Strategy of Beidou

In this section, we first give the selection of model and parameter estimation, and
then perform data processing procedure in detail.

18.2.1 Ambiguity Fixing Strategy

Determination of integer cycle ambiguity is a critical technology of relative
positioning, after determination of ambiguity, observed value of phase will be
transformed as precise range observation. Therefore, ambiguity fixing plays an
important role for enhancement of positioning precision and positioning efficiency
[9]. Determination of ambiguity is divided into two steps: firstly calculate the float
solution of ambiguity, and then restrict float ambiguity to fixed one by covariance
information [10, 11]. Under the condition of poor pseudo-range precision of dual-
frequency, QIF method can be used for long baseline ambiguity resolving, and
good result have been achieved in Bernese software [12], and it applies to long
baseline data processing. For detailed algorithm about QIF, please refer to the
literature 12.

18.2.2 Parameter Estimation Strategy

The important details on selection of parameter and model adopted in paper such
as ionosphere and troposphere involved in resolution are listed in Table 18.1.

Table 18.1 Strategy of model selection and parameter estimation in baseline processing

Parameter Selection of parameter and model

Basic observables Ionosphere-free combination
Satellite ephemeris Post-processed Satellite orbit
Difference strategy Maximum of observation time
Ionosphere model TEC model of China region
Troposphere model Niell model (moisture content per hour) [11]
Troposphere mapping function Gradient is LINEAR
Ambiguity resolution method QIF
Network solution strategy Fixing constraint of one station
Tide model Hans-Georg Scherneck
Earth rotation parameter IGS ERP
Earth gravity field JGM3
Reference framework IGS 05
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18.2.3 Data Processing Procedure

Detailed processing procedure of Beidou relative positioning is as follows: (1) pre-
processing of original data: firstly, by performing pre-processing of zero-difference
data, clean phase observation value is acquired through detection of gross error
and cycle slip of phase observables, cycle slip detection of zero-difference
observables adopts Blewitt method [13]; (2) time synchronization and formation of
single-difference: using pseudo range observables for single epoch positioning,
receiver clock error is obtained, then we acquire single-difference observables with
zero-difference observables in observation network as certain rules and algorithm,
takes observables maximization as rules this article; (3) data pre-processing in the
triple-difference mode: adopt triple-difference observables combination to get
certain precise station coordinate, perform further cycle slip detection through
assumption inspection method of ionosphere-free combination residual error; (4)
residual error editing: under condition of mandatory constraint of prior coordinate,
we get positioning residual error by using phase ionosphere-free combination,
proceed with residual error editing, and further eliminate the gross error of
observation data, therefore pre-processing of observation data is completed; (5)
getting the first network solution using observation data after residual error editing,
meanwhile, the troposphere parameter is estimate; (6) ambiguity fixing: using
ionosphere model as prior constraint, to get the estimated value of wide-lane
ambiguity, use ionosphere-free combination to get and save the estimated value of
narrow-lane ambiguity with QIF method; (7) final result estimation: introduce the
fixed double-difference ambiguity into ionosphere-free combination observables,
so as to enhance precision of estimated parameter and get the fixed solution of
observation network. The processing procedure is shown in Fig. 18.1.

There are two schemes to detect the precision of Beidou relative positioning,
one is to use the precise coordinate acquired through GPS as reference, the other is
to use repeatability of multiple single-day solutions as evaluation index.

18.3 Processing Scheme of Beidou Relative Positioning

18.3.1 Design of Comparison Scheme

In order to verify relative positioning precision of Beidou reasonably, a detailed
schemes are designed, and flow chart is showed in Fig. 18.2. Firstly, we estimate
station coordinate with confederative GPS data from both Beidou/GPS dual-mode
receiver and IGS core stations (see yellow parts in Fig. 18.2), fix one IGS core
station for constrained adjustment, and unify reference framework to IGS05.
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In this way, precision coordinates of dual-mode station may be gotten, and then
they are used to reference for testing the precision of Beidou relative positioning
which are estimated with only Beidou data (see grey parts in Fig. 18.2). So
coordinates that come from different navigation system may be compared to
evaluate performance of Beidou.

18.3.2 Observation Data

The actual measurement data between June 18 2012 and June 20 (day of year
170–172) are processed, all stations are equip with Beidou/GPS dual-mode
receivers which can receive of Beidou and GPS data simultaneously. The data
sampling interval is 30 s, B1I and B2I carrier phase data are selected. The on-orbit
satellites of Beidou during the period of time are 4GEO ? 5IGSO constellation
(C01, C3, C04, C5, C06, C07, C08, C09 and C10). Distances between each sta-
tions are showed in Table 18.2.

Zero-differential 
observables

Observables pre-
processing

/Blewitt algorithm

Baseline resolution for 
the first time

Troposphere wet 
delay estimation

Form Baselines

Residuals edit
Coarse error elimination

Ionosphere correction model
QIF ambiguity fix

Fixed resolution (1Day)

Repeatability (3Day)

Iteration

Fig. 18.1 Flow chart of data
processing with Beidou
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18.4 Processing Results and Discussion

18.4.1 GPS Relative Positioning Test of Beidou/GPS
Dual-Mode Receiver

The purpose of this test is to acquire GPS relative positioning criterion, so as to get
precise coordinate of dual-mode receiver for comparison with Beidou positioning
results later. The GPS data form three IGS core stations including BJFS, WUHN
and from seven Beidou/GPS trace SHAO of IGS are selected, and form including
CENT, SHA1, XIAN, CHDU, HRBN, NTSC and BGLD of are together process,

Beidou/GPS tracking networks

Beidou/GPS
Double mode
observables

GPS observables Beidou observables
IGS core
station

Station
coordinate/GPS

Station coordinate
/Beidou

coordinate
repeatability/GPS

Baselines
repeatability/GPS

coordinate
repeatability/Beidou

Baselines
repeatability/Beidou

IGS

Absolute
coordinate
compare

Coordinate repeatability compare

Baseline repeatability compare

Fig. 18.2 Data processing scheme

Table 18.2 Distance between stations (unit : km)

CENT SHA1 XIAN CHDU HRBN NTSC WUHN SHAO

BGLD 652 1225 0.786 605 1958 28 652 1196
CENT 687 652 987 1986 643 0.43 657

SHA1 1225 1663 1679 1205 687 30
XIAN 604 1959 30 652 1197

CHDU 2551 633 987 1634
HRBN 1931 1986 1686

NTSC 643 1177
WUHN 657
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processing strategy in Sect. 18.3 is adopted, and BJFS is deemed as fixed station
constraint, coordinate repeatability of the other stations are shown in Fig. 18.3. As
shown in results, with the exception of slightly large statistics value of WUHN,
coordinate floating solution repeatability of all stations are better than 1.0 cm, and
fixed solutions are better than 6 mm.

Altogether 28 independent baselines have been formed from observation data of
3 days, and 2998 ambiguity parameters have been estimated, and 2318 parameters
have been successfully fixed, the average success rate is 77.3 %, as the statistics
characteristics of wide-lane and narrow-lane ambiguity, the residual error should
comply with normal distribution [14]. Figure 18.4 shows that wide-lane ambiguity
statistics in scope of 0.5 cycle, which complies with normal distribution well.

Analysing relative positioning residual error, Fig. 18.5 shows time series of
baseline of BJFS-SHA1 in one day, and Fig. 18.6 shows statistics of all double
difference observable. The result shows that GPS relative positioning residual error
is approximately 0.0015 m.

Relative positioning mainly measures coordinate difference between two sta-
tions, therefore baseline repeatability is especially important, for the sake of

Fig. 18.3 Coordiante
repeatability with GPS data
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correspondence with comparison with Beidou baseline repeatability later, 9 among
28 baselines are selected to analyze repeatability of three-days solution, as shows
in Table 18.3, baseline repeatability is related to baseline length, for long baseline
up to one thousand kilometres, the repeatability of GPS baseline is approximately
0.001 ppm.

18.4.2 Beidou Relative Positioning Test of Beidou/GPS
Dual-Mode Receiver

Scheme II realized relative positioning by Beidou observational data acquired
from dual-mode receiver, configuration of parameter is identical with scheme I,
CENT station is the restriction of fixed station. Figure 18.7 shows coordinate
repeatability of BGLD, SHA1, XIAN, CHDU and NTSC involved in positioning
resolution, as shown in the results, coordinate repeatability of five stations are

Fig. 18.5 Time series of
relative positioning residual
error with GPS
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better than 2 cm, and the accuracy of coordinate is not improved dramatically after
ambiguity fixing.

Due to the fact that the number of Beidou satellite is fewer than GPS, fur-
thermore, GEO satellite in Beidou constellation is always visible to observation
station and IGSO satellite regression cycle is one day, the number of satellite rises
and falls is fewer, so the number of ambiguities during three-day observation
period is relatively small, altogether there are 658 ambiguity parameters resolved,
326 parameters are successfully fixed and success rate is 55.0 %. The residual
error of wide lane ambiguity is shown in Fig. 18.8.

The observation residuals are analysed, the time serie of residual error of
CENT-SHA1 baseline is shown in Fig. 18.9, and the statistics results is given in
Fig.18.10 according to different baselines of Beidou, as seen from the above
results, most residual error of baselines are smaller than 0.0015 mm, and the longer
the baseline, the greater the residual.

Similarly, Repeatability of the nine baselines of Beidou is given, and the results
are shown in Table 18.4. Compared with the results in Table 18.3 obtained from

Table 18.3 Repeatability of baselines by GPS

Baseline Baseline length/m D(LGT) D(LGT) (ppm)

BGLD-SHA1 1225216.7 0.0006 0.001
BGLD-CHDU 605095.4 0.0010 0.002
BGLD-NTSC 28481.5 0.0010 0.035
SHA1-XIAN 1225641.0 0.0002 0.001
SHA1-CHDU 1663819.5 0.0004 0.001
SHA1-NTSC 1205323.7 0.0006 0.001
XIAN-CHDU 604313.9 0.0006 0.001
XIAN-NTSC 29250.1 0.0008 0.028
CHDU-NTSC 633341.0 0.0010 0.002

Fig. 18.7 Repeatability of
3D position with Beidou
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Fig. 18.9 Time series of Beidou relative positioning residual error

Fig. 18.10 Statistics of relative positioning residual error according to baselines with Beidou
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the GPS, The results show that the repeatability of Beidou is an order of magnitude
with GPS, but the accuracy is slightly lower.

18.4.3 Analysis of Relative Positioning Precision of Beidou
Individual Baseline

In order to further verify precision of Beidou relative positioning, three individual
baselines with different length, take BGLD as fixed station, and the other three
stations are XIAN, NTSC and SHA1, the formed baseline length are respectively
0.78, 28 and 1225 km, which covering short, medium and long baseline, the
coordinate repeatability of all baseline for 3 days are calculated (Fig. 18.11). By
comparing the coordinate of 3 days with ones by using GPS, the results are shown
in Table18.5. For short baseline, coordinate repeatability in the North, East and Up
direction is respectively better than 0.5, 1.3 and 2.9 mm, and absolute error of

Table 18.4 Repeatability of baselines by Beidou

Baseline Baseline length/m D(LGT) D(LGT) (ppm)

BGLD-SHA1 1225216.7 0.0039 0.003
BGLD-CHDU 605095.4 0.0026 0.004
BGLD-NTSC 28481.5 0.0025 0.087
SHA1-XIAN 1225641.0 0.0049 0.004
SHA1-CHDU 1663819.5 0.0053 0.003
SHA1-NTSC 1205323.7 0.0045 0.004
XIAN-CHDU 604313.9 0.0056 0.009
XIAN-NTSC 29250.1 0.0007 0.025
CHDU-NTSC 633341.0 0.0047 0.007

Fig. 18.11 Coordinate repeatability with different length
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coordinate is respectively better than 0.2, 0.6 and 1.7 mm by comparison with
GPS; for medium/long baseline, NEU direction coordinate repeatability is
respectively better than 2.1, 5.9 and 7.3 mm, and absolute error of coordinate is
respectively better than 1.6, 1.3 and 2.2 mm; for baseline over 1,000 m, NEU
direction coordinate repeatability is respectively better than 8.4, 14.6 and
21.3 mm, and absolute error is respectively better than 1.5, 1.5 and 14.5 mm.

Baseline repeatability is related to baseline length, Table 18.6 shows repeat-
ability results of short, medium and long baseline, short baseline BGLD-XIAN is
approximately 1.627 ppm, medium baseline BGLD-NTSC is approximately
0.062 ppm and short baseline BGLD-SHA1 is approximately 0.003 ppm. It can be
seen from comparison between the baseline repeatability Beidou and GPS in
Table 18.3 that Beidou is at a magnitude same with GPS baseline repeatability,
with slightly lower precision, the potential reason may be no precise calibration of
correction of antenna phase center, furthermore, the conclusion of this article are
drawn when Beidou is in the phase of incomplete 4GEO+5IGSO constellation.

18.5 Summary

Utilizing the 4GEO/5IGSO constellation during initial operation phase of Beidou
regional navigation satellite system, The method is systematically researched on
Beidou relative positioning, and then a large scope adjustment of Beidou control
network is carried out firstly, and the precision of short, medium and long baseline
based on Beidou are verified, as shown in the research results, coordinate accuracy

Table 18.5 Comparisons of coordinates between Beidou and GPS (mm)

Station Direction 170 day 171 day 172 day

XIAN
786 m

N 0.3 0.0 -0.2
E 0.7 0.0 -0.6
U -1.2 0.5 1.7

NTSC
28 km

N 0.5 -1.6 0.5
E -5.3 -1.3 0.4
U -5.5 2.2 -2.1

SHA1
1225 km

N -1.5 -10.9 -7.3
E 1.5 -6.3 -4.0
U -14.5 8.5 -7.9

Table 18.6 Repeatability of single baseline (mm)

Baselines Baseline length/km D(LGT) (ppm)

BGLD-XIAN 0.786 1.627
BGLD-NTSC 28.0 0.062
BGLD-SHA1 1225.0 0.003
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of Beidou regional satellite navigation system has reached centimeter level,
baseline repeatability has reached millimeter level, and can be widely used in
scientific research and engineering application.

The conclusions obtained in this study provide the technical basis for the use of
Beidou in the field of high precision applications fields. Although the accuracy of
current Beidou relative positioning is slightly lower than GPS, it has room for
further improvement. We should continue to strive to improve the Beidou orbital
accuracy, calibrate antenna phase center of the satellite and receiver. In addition,
the results of this paper is confined to incomplete 4GEO/5IGSO constellation,
when the constellation is completed, the relative positioning accuracy could be
further enhanced necessarily.
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Chapter 19
GOCE Precise Orbit Determination Using
Pure Dynamic Method and Reduced
Dynamic Method

Tianhe Xu, Min Li and Kangkang Chen

Abstract The basic principles and mathematical models for pure dynamic orbit
determination and reduced dynamic orbit determination are reviewed briefly. The
GOCE orbit determination accuracies of pure dynamic method (PDM) and
reduced dynamic method (RDM) are compared using different gravity field model
with different degree and order (d/o). The computational results show that the orbit
accuracies of the two methods using GOCO02S is obviously higher than those of
EIGEN-5C and a little superior to those of ITG-GRACE2010S with the same d/o.
The orbit determination accuracies of PDM and RDM using gravity field model
with 150 and 180 d/o are greatly higher than those with 120 d/o. The SST
observation, common-mode acceleration and attitude quaternion from 16/11/2009
to 18/11/2009 are used for GOCE orbit determination. The results show that the
orbit accuracy of using PDM is about 11 cm, which can meet the accuracy
requirement of GOCE rapid science orbit (RSO). The orbit accuracy of using
RDM is about 2.2 cm, which is very close to the accuracy requirement of GOCE
precise science orbit (PSO). There is still space of accuracy improvement since the
GOCE satellite antenna phase center variation (PCV) is not estimated and con-
sidered in PDM and RDM.
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19.1 Introduction

The GOCE (Gravity Field and Steady-state Ocean Circulation Explorer) satellite
was successfully launched on 17 March 2009. It is the first mission using gradi-
ometry measurement to recover the Earth gravity field model (EGM) at least up to
240� and order (d/o) [1]. Due to the limitation of measuring bandwidth of GOCE
satellite gradiometer, the ability to recover the low frequency information of EGM
is poor. The GPS SST observations of GOCE satellite or GRACE data are used to
determine the low-degree information of EGM. There are two types of GOCE
orbits, kinematic orbits and reduced dynamic orbits released by ESA, whose
accuracy is about 1–2 cm [2]. From the point of time latency, they can be clas-
sified into two types, rapid science orbit (RSO) and precise science orbit (PSO).
RSO is usually used for the preprocessing of gradiometer data, quick-look of
GOCE gravity field and the primary quality checking for GOCE data. It is pro-
vided by orbit determination workgroup of ESA just for interior use without
released. The time latency of RSO is one day and the accuracy is about 10 cm far
better than the specified accuracy of 0.5 m [3]. The kinematic orbit and reduced
dynamic orbit belong to the PSO products. The time latency of reduce dynamic
orbit provided by ESA is usually 7–10 days, and its accuracy is about 1–2 cm [2].

The pure dynamic and reduced dynamic orbit determination strategies are best-
known strategies for LEO precise orbit determination (POD) based on GPS
tracking data. The latter has been successfully applied in T/P, CHAMP, GRACE
and GOCE satellite POD [4–8]. The model errors resulted in systematic errors
limit the pure dynamic strategies. The key element of reduced dynamic strategies
is to introduce empirical parameters, e.g., one-per-revolution parameters or sto-
chastic pulses, in the parameter estimation. A lot of Chinese scholars have also
performed the reduced dynamic orbit determination for CHAMP and GRACE [9–
12], but few of them focus on the GOCE POD. GOCE satellite has high-precision
onboard accelerometer for measuring the non-conservative accelerations. It pro-
vides the possibility of using pure dynamic orbit determination for GOCE RSO
computation. In this paper, the computations and comparisons are conduced for
GOCE pure dynamic method (PDM) and reduced dynamic method (RDM).
Emphases of the influence of different EGM with different d/o on the orbit
accuracy of PDM and RDM are analyzed. By comparing with the official released
GOCE PSO, the ability and level of GOCE POD from our research team can be
tested and evaluated.

19.2 GOCE POD Using PDM and RDM

The movement equation of GOCE satellite can be expressed as [7]:
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tational constant, t the time, a the dynamic model parameter vector. There are two
parts in the right side of Eq. (19.1), where the first one is the acceleration vector

caused by two-body central gravitation and the second one F
*

a is the disturbing
acceleration vector. The disturbing forces acting on satellite can be classified into
two types, conservative and non-conservative forces measured by GOCE com-
mon-mode accelerometer.

For GOCE POD using GPS tracking data, ionosphere free linear combination is
usually used. After linearization, the error equations for the code and carrier phase
observations of the ionosphere free combination can be expressed as

VPC ¼ AX þ c � dti � c � dT j þ d j
i; trop þ /nm þ epc ð2Þ

VLC ¼ AX þ c � dti � c � dT j þ d j
i; trop þ kB j

i þ /nm þ elc ð3Þ

where VPC and VLC are residual vector of ionosphere free combination of code and
carrier phase respectively. c is the light speed. dti and dTj are receiver clock offset

and satellite clock offset respectively. d j
i; trop is the tropospheric refraction; kB j is

the ambiguity parameter of ionosphere free combination. ePC and eLC are code and
carrier phase noise respectively. X is the position correction vector. A is the design
matrix for position parameters. /nm includes non-modeling corrections such as
multipath errors, GPS orbit errors and atmospheric errors. GOCE POD can be
performed using least square batch strategy, which can be seen in a lot of literature
such as [5, 13].

Pure dynamic orbit determination makes use of known physical models of the
spacecraft motion to constrain the resulting position estimates. It allows an
averaging of measurement from different epochs and the satellite trajectory can
even be propagated across data gaps. However, the dynamics of real-world LEO
spacecraft are hardly known to a level that matches the accuracy of GPS pseud-
orange and carrier phase measurements. Fortunately, there is onboard acceler-
ometer for measuring non-conservative forces on gravity satellites such as
CHAMP, GRACE and GOCE, which can realize the POD using PDM for these
satellites.

Due to the accuracy limitations of PDM, the concept of reduced dynamic orbit
determination has been introduced since 1994. There are two different reduced
dynamic POD approaches, empirical acceleration-based RDM and pseudo-sto-
chastic pulse-based RDM. The first approach considers empirical accelerations in
radial, along-track and cross-track direction to compensate for any modeling
deficiencies in the employed spacecraft dynamics [5, 10]. The second approach
defines the process noise as pseudo-stochastic pulse by introducing the velocity
change as pseudo observation [6, 7]. Usually, the onboard accelerometer data are
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not used in reduced dynamic orbit determination because of the strong correlation
between pseudo-stochastic pulses and the accelerometer data. According to the
experience of GOCE POD strategy by ESA, we adopt the first approach, namely
empirical acceleration-based RDM to perform GOCE orbit determination.

19.3 Computations and Comparisons

The GOCE data including SST observation, common-mode acceleration and
attitude quaternion from 16/11/2009 to 18/11/2009 provided by ESA are used in
this paper. The reduced dynamic orbit (RDO) from ESA with accuracy of 1-2 cm
are used as true orbits for comparison. In PDM, two biases are estimated in radial
(R), along-track (T) and normal (N) directions per revolution and one scale factor
in R and N directions per day. Piece-wise constant accelerations are estimated per
6 min according to the suggested strategy in GOCE orbit determination using
RDM [2]. The GPS orbits and clock offsets are adopted from CODE final products.

19.3.1 Influence Analysis of Earth’s Gravity Field Model

In order to analyze the influence of different EGM with different d/o in orbit
determination of PDM and RDM, three representative EGMs EIGEN-5C [14],
ITG-GRACE2010S [15] and GOCO02S [16] with 120, 150 and 180 d/o are
adopted. The GOCE data of 16/11/2009 is used to perform the examination. For

Fig. 19.1 Orbit errors of PDM using EIGEN-5C with 120 d/o
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the limitation of length, only the graphs of orbit errors using EIGEN-5C with
120 d/o and GOCO02S with 180 d/o are shown (seen from Figs. 19.1, 19.2, 19.3,
19.4, 19.5, and 19.6). All the statistical results of orbit errors can be seen in
Tables 19.1, 19.2, Figs. 19.3, 19.6.

The following conclusions can be drawn from the computational results. The
orbit accuracies of PDM and RDM using GOCO02S are obviously higher than

Fig. 19.2 Orbit errors of PDM using GOCO02S with 180 d/o

Fig. 19.3 RMS of orbit errors of PDM using different EGM with different d/o
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those of EIGEN-5C and a little superior to those of ITG-GRACE2010S with the
same d/o. The orbit accuracy of PDM and RDM using EGM with 150 and 180 d/o
is greatly higher than those with 120 d/o. It can be improved from 16.4 to 11.3 cm
using PDM and from 6.5 to 2.2 cm using RDM when changing the EGM from
EIGEN-5C with 120 d/o to GOCO02S with 180 d/o. It is suggested that the
newest released gravity field model including GOCE data such as GOCO02S up to
at least 150 d/o should be chosen in GOCE PDM and RDM.

Fig. 19.4 Orbit errors of RDM using EIGEN-5C with 120 d/o

Fig. 19.5 Orbit errors of RDM using GOCO02S with 180 d/o
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19.3.2 Comparisons Between PDM and RDM

The 3-day’ GOCE data from 16/11/2009 to 18/11/2009 is used to test and compare
the orbit accuracies of using PDM and RDM. According to the above conclusions,
GOCO02S with 180 d/o are chosen in GOCE orbit determination of PDM and
RDM. Orbit errors are shown in Figs. 19.7, 19.8, and the statistical results are
listed in Tables 19.3, 19.4.

Fig. 19.6 RMS of orbit errors of RDM using different EGM with different d/o

Fig. 19.7 The orbit errors of PDM
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The above results show that the orbit accuracies of R, T and N directions are
4.7, 4.5 and 9.1 cm respectively and position accuracy is about 11.2 cm when
using PDM. The N direction has poor accuracy because of uncompleted or inac-
curate force models. It can meet the accuracy requirement of GOCE RSO. There is
obvious orbit jump between the day’s borders, which is a usual phenomena since
24 h data length are used for orbit determination. The orbit accuracies are great
improved when using RDM with orbit accuracies of 0.9, 1.0 and 1.7 cm respec-
tively in R, T and N directions and position accuracy of 2.2 cm. It is very close to
the accuracy requirement of GOCE PSO. There is still space of further improve-
ment since the GOCE satellite antenna phase center variation (PCV) is not esti-
mated and considered in orbit determination.

Table 19.1 Statistical results of PDM using different EGM with different d/o (unit: cm)

EGM EIGEN-5C GRACE2010S GOCO02S

120 d/o R 5.8 5.3 5.2
T 7.9 7.0 6.8
N 13.1 12.2 12.3
3D 16.4 15.0 15.0

150 d/o R 5.1 4.8 4.8
T 5.6 4.7 4.7
N 10.1 10.0 9.8
3D 12.6 12.0 11.9

180 d/o R 5.0 4.7 4.7
T 5.4 4.4 4.5
N 10.3 9.6 9.3
3D 12.7 11.6 11.3

Table 19.2 Statistical results of RDM using different EGM with different d/o (unit: cm)

EGM EIGEN-5C GRACE2010S GOCO02S

120 d/o R 1.4 1.4 1.3
T 1.2 1.2 1.1
N 6.2 5.6 5.6
3D 6.5 5.9 5.9

150 d/o R 0.9 1.0 0.9
T 1.3 1.2 1.2
N 2.9 1.8 1.8
3D 3.3 2.4 2.3

180 d/o R 0.9 1.0 0.8
T 1.1 1.1 1.1
N 3.0 1.8 1.7
3D 3.3 2.3 2.2
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19.4 Conclusion

There is high-precision accelerometer on GOCE satellite for measuring the non-
conservative accelerations, which provides the possibility of using PDM for
GOCE RSO computation. The GOCE PSO products with the highest accuracy up
to now is still relied on RDM. In this paper, the comparisons between PDM and
RDM using different EGM with different d/o are conducted. The results show that
he newest released gravity field model including GOCE data such as GOCO02S up
to at least 150 d/o should be chosen in GOCE pure dynamic or reduced dynamic
orbit determination. Orbit accuracies of 11 cm and 2.2 cm can be obtained when

Fig. 19.8 The orbit errors of RDM

Table 19.3 The statistical
results of PDM (unit: cm)

Statistics Max Min RMS

R 17.3 -7.7 4.7
Tv 13.5 -11.1 4.5
N 4.8 -23.7 9.1
3D 25.7 1.4 11.2

Table 19.4 The statistical
results of RDM (unit: cm)

Statistics Max Min RMS

R 3.1 -2.8 0.9
T 3.5 -5.2 1.0
N 5.7 -5.5 1.7
3D 5.9 0.2 2.2
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using PDM and RDM respectively. One way to further improve the orbit accuracy
is to estimate the GOCE satellite PCV using long-term observations which can be
feedback to GOCE POD.
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Chapter 20
Precise Orbit Determination of BeiDou
Satellites Using Satellite Laser Ranging

Gang Zhao, Shanshi Zhou, Xuhua Zhou and Bin Wu

Abstract As a highly accurate technique of satellite orbit tracking, a precise
determination method of satellite orbit, and an independent way of external val-
idation on the orbits obtained by other satellite precise orbit determination (POD)
means, satellite laser ranging (SLR) has been applied in many international and
Chinese satellite projects. In China’s BeiDou (Compass) Navigation Satellite
System, as the cooperative targets of international SLR monitoring, multiple sat-
ellites have been equipped with on-board laser retro-reflector array, and high-
quality observation data have been obtained from around 20 tracking stations
distributed all over the world. In this work, we summarized the SLR tracking status
on BeiDou satellites and determined the proper SLR dynamic POD strategy. Using
SLR tracking data, we determined orbits of four BeiDou satellites, assessed SLR
orbits’ accuracies by orbit overlap and orbit comparison with precise ephemeris
produced from radio navigation bands, and analyzed characters and possible
causes of orbit errors. The results demonstrated that SLR-derived orbits on BeiDou
satellites are on the level of meter, and the precisions along radial direction can
achieved decimeter level. For current BeiDou satellites in different types of orbits,
and in the future construction and improvement of BeiDou Navigation Satellite
System, SLR has already and will continue to play an important role in the process
of POD and orbit validation.
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20.1 Introduction

BeiDou (Compass) Satellite Navigation System is an independent-development,
independent-operation global satellite navigation system being implemented in
China. With the successful launching of the 16th BeiDou satellite on Oct 25, 2012,
the construction of China’s regional satellite navigation system has been com-
pleted, and will provide passive location, navigation and time service freely in
recent future. The space segment adopted in such regional system is a hybrid
constellation. In the current 16 satellites, 6 are Geostationary Earth Orbit (GEO)
satellites, 5 are Inclined Geo-Synchronous Orbit (IGSO) satellites and 5 are
Medium Earth Orbit (MEO) satellites. Several precise orbit determination (POD)
strategies have been carried out and validated in practice. For example, GEO
single-satellite POD method combined with satellite laser ranging (SLR) and C-
band transfer ranging is able to obtain fitting root mean squares (RMS) 0.205 m
and 3-D position precision is better than 5 m [1–3]. Using IGSO/MEO multi-
satellite POD method based on L-band multi-frequency pseudorange and carrier-
phase data, the fitting RMS is around 1 m, and the carrier phase post-fit RMS is
about 1 cm [4]. Furthermore, with the combination of GPS parameter solution,
more precise orbit of BeiDou satellites can be obtained, and their radial precision
can be better than 10 cm [5].

In the process of multi-satellite hybrid-constellation POD using L-band data,
errors introduced in orbit estimation are inevitable, no matter clock offset be taken
as estimated parameter or be fit with polynomials. And for MEO satellites, orbit
coverage is restricted by regional tracking network. These problems lead to some
difficulties in POD based on L-band data.

Alternatively, SLR observation is insensitive to satellite’s or receiver’s clock
offset. For MEO satellites, tracking data by global SLR network can be achieved.
SLR measures the round-trip propagation time of laser pulse between ground
station and satellite, and its accuracy is basically independent from the station-
satellite distance. Currently, the absolute cm-level even sub-cm-level station-
satellite distance can be derived from single-shot SLR measurement. As an
independent POD method, or as an auxiliary with other POD methods, SLR can
improve the precision and reliability of satellite POD. The SLR-derived station-
satellite distance can also validate orbits derived from other methods externally.
SLR has been exploited as POD and validation method in many satellite projects.
In this work, based on the current SLR tracking data from global SLR network, we
studied SLR dynamic POD method specified to BeiDou satellites, determined their
precise orbits and assessed the orbit precision in different ways.
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20.2 SLR Tracking Performance

As the cooperative targets of international SLR monitoring, multiple satellites in
BeiDou navigation system have been equipped with on-board laser retro-reflector
array. At present, tracking data of 4 BeiDou satellites, including 1 GEO, 2 IGSO
and 1 MEO satellites, have been obtained from the global SLR network. The basic
information of these 4 satellites is summarized in Table 20.1. (Another 1 IGSO
BeiDou satellite has been tracked only on Oct 14 and 15, 2012 and obtained few
observations, so it has been excluded from the discussion in this paper.)

The sub-satellite point of BeiDou-G1 is almost fixed, and the ground tracks of
BeiDou-I3 and -I5 are narrow 8-shaped curves and north–south symmetrical rel-
atively to Earth equator approximately. Generally, each of these 3 satellites can
only be tracked by the SLR stations located in the Earth’s hemisphere which is
east–west symmetrical to its corresponding orbital central longitude. Relatively to
that of BeiDou-I5, the orbits of BeiDou-G1 and -I3 are more eastward, and such
spatial configurations are inconvenient for the tracking by European SLR stations
which play important roles in global SLR network, so the volume of the mea-
surement data of BeiDou-G1 and -I3 are smaller than that of BeiDou-I5. BeiDou-
M3 belongs to 12-hour satellite, and can be tracked globally. From the time of
SLR tracking beginning to the end of Oct, 2012, BeiDou-G1 has been tracked by 6
stations, which distributed as circles in Fig. 20.1. For BeiDou-I3 and -I5, 7 and 12
stations have carried out observations respectively. BeiDou-M3 has been tracked
by 20 stations, which geographical distribution is shown as stars in Fig. 20.1.

As the echo amplitude of SLR is inversely proportional to the 4th power of
distance, and additionally, the meteorological condition will effect the SLR
observation greatly, the tracking on these 4 satellites is fairly difficult. As a con-
sequence, the quantities of SLR tracking data are limited and distributed unevenly.
In Fig. 20.2, temporal distributions of SLR normal points per day during 4 months
from Jul to Oct, 2012 are shown. The vertical lines in figure divide the time span
by month. It is obvious that observation on BeiDou-G1 and -I3 are relatively
sparse, with the daily mean of normal points are only 9 and 7 respectively. The
situations of BeiDou-I5 and -M3 stand a little better, and their daily means are
slightly more than 14.

Table 20.1 Overview of BeiDou navigation satellites tracked by SLR

Satellite Name -G1 -I3 -I5 -M3

Orbit type GEO IGSO IGSO MEO
Altitude 35793 km 35790 km 35790 km 21528 km
Inclination 1.53� 55.6� 55.6� 55.0�
Longitude of central sub-satellite point 140�E 120�E 95�E ——
Launch date 2010-01-17 2011-04-10 2011-12-01 2012-04-29
First SLR tracking date 2012-04-28 2012-04-27 2012-07-06 2012-07-11
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20.3 SLR POD Strategy

In general, attitude control for BeiDou GEO satellites belongs to ‘‘orbit normal’’
mode in which Z axis is towards nadir, Y axis is perpendicular to the instantaneous
orbital plane, and X axis is orthogonal with Y and Z axis. While for BeiDou IGSO
or MEO satellites, ‘‘yaw-steering’’ mode are adopted, in which Z axis is towards
nadir, Y axis is perpendicular to the sun-earth-satellite plane, and X axis is
orthogonal with Y and Z axis [6].

For the motion of these 4 medium and high satellites, the drag of Earth
atmosphere can be safely neglected, the rather low order/degree geopotential can
be used, and the solar radiation pressure must be adopted properly. For absorbing
perturbations which cannot be modeled precisely, empirical acceleration should be
taken into account. Considering the quantity of SLR tracking data, too much
estimated parameters should not be introduced.

180° 120°W 60°W 0° 60°E 120°E 180°

30°S

0°

30°N

60°NFig. 20.1 Geographical
distributions of SLR stations
which tracked BeiDou-G1
(circles) and BeiDou-M3
(stars)

Fig. 20.2 Temporal
distributions of BeiDou
satellites’ SLR normal points
(from Jul to Oct, 2012)
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In this work, the whole SLR single-satellite dynamic POD strategy is [7]:

1. measurement models: satellite center-of-mass correction, tropospheric delay,
general relativistic propagation delay, station eccentricity correction, solid tide
correction, ocean tide loading correction, tectonic displacement;

2. force models: Earth central gravitation, Earth nonspherical perturbation
(GGM02C model, 15 order/degree for BeiDou-M3 and 10 order/degree for the
other 3), N-body perturbation (JPL DE405 ephemeris, including effects of sun,
moon and planets), solar radiation pressure (Box-Wing model), additional
Y-bias, solid tide and ocean tide perturbation, general relativity perturbation,
RTN empirical acceleration;

3. reference systems: J2000.0 inertial system, ITRF2000 coordinate system;
4. estimated parameters: satellite’s initial state vector (3-D position and velocity),

solar radiation pressure coefficient, Y-bias coefficient, harmonic T/N empirical
acceleration coefficients. All parameters are estimated globally.

20.4 Evaluation of Orbit Precision

After enough trials, we conclude that 7-day arc length is suitable for the 4 satel-
lites’ SLR orbit determination and can get the best precision. Only the 7-day orbit
arc which hasn’t crossed the time of maneuver is considered. The time interval of
two adjacent sequenced normal points should be no more than 2 days so as to
determine the orbit rationally. Too short arcs lead to difficulty in parameter esti-
mation, while too long arcs lead to orbit deviation because of inaccuracy of force
models, which would degenerate the precision of orbit determination. The 7-day
orbit arc starts from UTC (Universal Time Coordinated) 00:00 in each day. It is
demonstrated that for BeiDou-G1, -I3 and -I5, orbit residual RMS of SLR POD are
generally better than 1 cm. For BeiDou-M3, residual RMS is around 2 cm. The
utilization ratios of SLR tracking data in POD processes are above 80 %.
Table 20.2 shows the statistics of SLR internal fitting during Jul to Oct, 2012.
Besides internal accuracy, we assess SLR results comprehensively from multi-
aspects, including orbit overlap analysis, comparison between independent orbits,
and SLR station-satellite distance validation.

Table 20.2 SLR internal accuracies of BeiDou satellites (from Jul to Oct, 2012)

Satellite name -G1 -I3 -I5 -M3

Number of orbit arc 53 80 65 77
Mean fitting RMS 0.55 cm 0.40 cm 0.80 cm 1.83 cm
Utilization ratio of observation 87.0 % 90.9 % 82.0 % 85.3 %
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20.4.1 Orbit Overlap Analysis

Every pair of 7-day orbit arcs with 5-day difference in their initial epochs holds a
2-day overlap period. Although SLR observation data in this 2-day period are just
the same, the pair of 7-day orbit arcs is estimated independently from each other.
Thus we can take the two estimated orbits within the overlap period as uncorre-
lated. The orbit agreement in this 2-day period is one of the indications of the POD
quality.

Two samples of differences in 2-day overlap period are shown in Fig. 20.3. In
each panel of Fig. 20.3, the horizontal axis represents the time and the vertical axis
represents the difference along R/T/N direction in meter unit. For the overlap of
BeiDou-I5 in Sep 6 and 7, 2012 (in top panel), the radial RMS is 0.43 m, the RMS
in T and N directions are 1.46 and 1.42 m respectively, and the 3-D RMS is
2.08 m. For the overlap of BeiDou-M3 in Sep 12 and 13, 2012 (in bottom panel),
the radial RMS is 0.11 m, the RMS in T and N directions are 0.22 and 0.66 m
respectively, and the 3-D RMS is 0.71 m. These results are in the same order of
magnitude as calculated before based on the overlap of BeiDou-M1 [8]. For
BeiDou-G1 and -I3, similar results can be derived, the 3-D position precisions are
on the level of few meters, and the precisions in radial direction are on the level of
decimeters.

20.4.2 Comparison with L-Band Precise Orbits

At present, BeiDou Navigation System broadcasts positioning and navigation
signals in three frequency channels of L band. Using L-band multi-frequency
pseudorange and carrier-phase data obtained from 7 ground stations in China,
based on multi-satellite POD strategy, orbits of BeiDou satellites can be derived.
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Fig. 20.3 Overlap errors of
SLR orbits for BeiDou-I5
(top, from Sep 6 to 7, 2012)
and -M3 (bottom, from Sep
12 to 13, 2012)
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L-band derived orbits and SLR derived orbits are independent from each other, so
the position differences between them are important reflection of orbit precisions.

Nodes of BeiDou time system used in L-band orbits and UTC time system used
in SLR orbits are unified by 9th-order Chebyshev polynomial interpolation. Taking
L-band orbit as reference orbit, the difference between them can be calculated.
Such differences are shown in Figs. 20.4 and 20.5. It can be seen that the agree-
ment degree of BeiDou-G1 (from Jul 13 to 19, 2012, in top panel of Fig. 20.4) is
the lowest, in which radial RMS is 0.63 m, T/N RMS are 1.16 and 2.40 m
respectively, and the 3-D position RMS is 2.74 m. The agreement degrees of
BeiDou-I3 (from Oct 4 to 10, 2012, in top panel of Fig. 20.5) and BeiDou-I5 (from
Oct 18 to 24, 2012, in bottom panel of Fig. 20.5) are moderate, in which 3-D
position RMS are 1.91 and 1.65 m, radial RMS are 0.43 and 0.61 m respectively,
and T/N RMS are both around 1 m. For BeiDou-M3 (from Sep 27 to Oct 3, 012, in
bottom panel of Fig. 20.4), the agreement degrees between two orbits are the
highest, in which radial RMS is 0.16 m, T/N RMS are 0.57 and 0.74 m respec-
tively, and 3-D position RMS is 0.94 m. These results consist with those of orbit
overlap analysis in the previous section. In general, radial differences RMS are
smallest, which can be on the level of decimeter for BeiDou-M3, and on the level
of several decimeters for the other 3. The differences along N direction are greater
than those along T direction in some cases, which might be attributed to the rather
poor geometric configuration of spatial distribution of SLR data. No significant
biases exit between these two kinds of orbits. The errors relevant to the satellites’
orbital periods are demonstrated in the orbit differences.

Since the SLR orbit is derived every 7 days with global estimation, it can be
taken as continuous trajectory. While the 7-day L-band orbit adopted here is the
consequence of certain connection which means the head of one 3-day orbit is
connected with the tail of another 3-day orbit according to the time sequence. The
time nodes when sudden jumps appear in Figs. 20.4 and 20.5 just locate in the
connection time nodes of 3-day L-band orbits, so the amplitudes of such jump
reflect essentially the precisions of L-band orbits in connection time nodes.

Fig. 20.4 Differences
between SLR orbits and
L-band orbits for BeiDou-G1
(top, from Jul 13 to 19, 2012)
and -M3 (bottom, from Sep
27 to Oct 13, 2012)
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The consistency at orbit connection point is also a commonly used index assessed
orbit precision. In this aspect, the precision of L-band orbits are also on the level of
meter.

20.4.3 SLR Validation

SLR measures the time difference between the emission and reception of laser
pulse in the ground station, and then the geometric distance from station to satellite
can be derived. As the frequency of laser is very high, the accuracy of media delay
along the propagation path can be up to cm level. SLR can be treated as a useful
verification tool on the orbit precision along the line of laser ‘‘sight’’. Even during
the period within which too few SLR tracking data obtained so that SLR POD
cannot be carried out successfully, SLR distance verification can also be taken to
evaluate the quality of L-band orbit.

In the process of SLR validation, ‘‘theoretical’’ station-satellite distance is
derived after the effects of solid tide, ocean tide loading, tectonic motion, station
eccentricity, tropospheric delay, general relativity correction and center-of-mass
correction have been taken off from SLR measurement. The corresponding L-band
distance can be derived by 9th Chebyshev interpolation and coordinate system
transformation from L-band orbit. The difference of ‘‘theoretical’’ distance and
L-band derived distance at the same time point is the SLR validation residual. The
performances of L-band orbits verified by SLR distance during the period from
Oct 18 to 24, 2012 are demonstrated in Table 20.3. It shows that the residual RMS
of BeiDou-G1, -I3 and -I5 are on the level of several decimeters, and the RMS
of -M3 is around 0.2 m, which is close to the orbit difference RMS along radial
directions.

Fig. 20.5 Differences
between SLR orbits and L-
band orbits for BeiDou-I3
(top, from Oct 4 to 10, 2012)
and -I5 (bottom, from Oct 18
to 24, 2012)
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20.5 Summary

In this work, we summarized the status of monitoring carried out to BeiDou
navigation satellites by global SLR network. The analyses in this work show that
SLR orbit determination precisions of BeiDou-G1, -I3, -I5 and -M3 are on the
level of meter or few meters, the radial precisions are on or near decimeter level.
SLR can be taken as effective POD method and orbit precision evaluation tool on
BeiDou satellites. In the progress of China’s Navigation Satellite System, as an
independent or auxiliary method of POD, SLR will play an important role con-
tinuously in orbit precision and reliability improvement.
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Chapter 21
Prediction of UT1-UTC Based
on Combination of Weighted Least-
Squares and Multivariate Autoregressive

Zhang-zhen Sun and Tian-he Xu

Abstract High accurate prediction of UT1-UTC is very important for high-preci-
sion aircraft navigation and positioning. In this paper, the weighted least-squares
(WLS) combined with multivariate autoregressive (MAR) is proposed to predict
UT1-UTC with different span. The new method can efficiently consider the influ-
ence of time-varying for the cycle and trend terms of UT1-UTC, which is closely
related to atmospheric angular momentum (AAM). The numerical example shows
that the prediction accuracy of WLS ? MAR method is better than that of
LS ? MAR method as well as LS ? AR method. The results prove that the
WLS ? MAR model can effectively improve the prediction accuracy of UT1-UTC.

Keywords UT1-UTC �Weighted least-squares �Atmospheric angular momentum
� Multivariate autoregressive

21.1 Introduction

The Earth’s rotation movement characterizes the situation of the whole earth
movement, as well as the interaction between the Earths’s various spheres of the
Earth’s core, mantle, crust and atmosphere, it can be described by Earth Orientation
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Parameters (EOP) [1]. EOP include the Nutation-precession parameters, the Polar
Motion (PM) parameters, the Length of day (LOD) and the Universal Time (UT1-
UTC) or the Earth’s rotation variation. The PM, UT1-UTC and LOD are also called
as Earth Rotation Parameters (ERP). EOP are the necessary parameters to achieve
mutual conversion of the celestial reference frame and earth reference frame, and are
very important for high-precision space navigation and positioning. Modern mea-
surement techniques (such as VLBI, SLR, GPS and DORIS) can provide users with
high precision, high spatial and temporal resolution of EOP [2]. However, due to the
complexity of data processing, it is difficult to access to these parameters in real-
time. In order to meet the needs of the space navigation and positioning, high-
precision prediction for EOP is urgent. The prediction of UT1-UTC is very difficult,
because it is impact by the Earth’s zonal harmonic tidal and strongly correlated with
the atmospheric angular momentum (AAM). AAM changes frequently, and makes
UT1-UTC more unstable and hard to be predicted.

At present, the prediction methods of UT1-UTC include: least square extrap-
olation (LS), combination of least square extrapolation and auto-regressive
(LS ? AR) [3–6], combination of least square extrapolation and auto-covariance
(LS ? AC) [7], Artificial Neural Network (ANN) (Schuh et al. [8]), (Wang [9]).
Due to the strong correlation between UT1-UTC and AAM, more than 80 % of the
UT1-UTC variation can be explained by the changes in the AAM on the scale of a
few hours to a few years [9]. Many scholars used this important information to
predict them and achieved good results [10]. Least square used in the above
methods should be performed based on the deterministic cycle and trend terms. In
fact, these terms have the characteristic of time-varying in the observational data
of the UT1-UTC [11, 12]. The closer the observational data is near to the pre-
diction point, the greater the impact on the prediction accuracy is. Based on the
above idea, the combination of the weighted least-square (WLS) and the multi-
variate autoregressive (MAR) is proposed. The procedure of the new method
follows two steps: Firstly, WLS is applied to fit the UT1-UTC data and the AAM
data, and generate the fitting residuals of UT1-UTC and AAM. Secondly, the
multivariate autoregressive (MAR) technique is applied to generate prediction
value of residuals and the final forecast UT1-UTC is obtained by adding the WLS
extrapolation value.

21.2 Data Description

In this paper, the UT1-UTC time series EOP 05C04 provided by the IERS is used
for calculation and analysis (http://hpiers.obspm.fr/eoppc/eop/). The time span
from 1980.01.01 to 2012.04.16 is select as the experimental data with sampling
interval of one day. The variation of UT1-UTC for this period is shown in
Fig. 21.1. Atmospheric angular momentum (AAM) consists with 3 main compo-
nents: equatorial component v1; v2 and axial component v3, each component can
be divided into pressure terms vp and wind terms vw. The first two components are
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associated with the excitation of polar motion, whereas the third one is responsible
for the excitation of UT1-UTC. AAM can be obtained from the National Centers
for Environmental Prediction (NCEP). Here we analyses the pressure terms vp

3
modified by inverse barometer correction and wind terms vw

3 are computed by
integrating winds from the Earth surface to 10 hPa. The following data sets:
aamf.ncep.reanalysis.1948.2009, aamf.ncep.reanalysis.2010, aamf.ncep.reanaly-
sis.2011 and aamf.ncep.reanalysis.2012 are provided by NCEP. The sampling
interval of these data is 6 h. In order to use them to predict UT1-UTC by
WLS ? MAR technique, the data should be selected with 1 day sampling interval.
The time span of 1980.01.01 to 2012.04.16 is select to calculate as the experi-
mental data in this paper.

The UT1-UTC is discontinuous according to Fig. 21.1. Thus, before the pre-
diction of UT1-UTC, the leap second should be removed from UT1-UTC first to
get UT1-TAI based on IERS Convention 2003 [13], and then the Earth’s zonal
harmonic tidal be removed from UT1-TAI to generate the series of UT1R-TAI.
The equation of tidal correction can be expressed as:

dUT1 ¼
X62

i¼1

Bi sin ni þ Ci cos ni ð21:1Þ

The meanings of symbols in Eq. (21.1) can refer to IERS Convention 2003.
The weighted least-square is applied to fit the UT1-UTC data and the AAM v3

data in order to get residuals of these time series. Then the multivariate autore-
gressive (MAR) technique is used to generate prediction value added with WLS
extrapolation. The specific prediction process is showed in Fig. 21.2.
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Fig. 21.1 The variation of UT1-UTC
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21.2.1 WLS 1 MAR Model

21.2.1.1 WLS Model

The fitting equation of LS model for UT1R-TAI can be expressed as:

fut(t) ¼ a0 þ a1t þ B1 cos
2pt

R1

� �
þ B2 sin

2pt

R1

� �
þ C1 cos

2pt

R2

� �

þ C2 sin
2pt

R2

� �
þ D1 cos

2pt

R3

� �
þ D2 sin

2pt

R3

� �
þ � � �

ð21:2Þ

where a0 is the constant term, a1 is the linear term, B1, B2, C1, C2, D1, D2���are the
coefficients for periodic terms, R1, R2, R3���are the corresponding periodic for
UT1R-TAI including long-term of 18.6 years and 9.3 years, annual and semi-
annual, t is the time of UTC.

The fitting equation of LS model for AAM can be expressed as:

fAAMðtÞ ¼ a0 þ b1 cos
2pt

/1

� �
þ b2 sin

2pt

/1

� �
þ c1 cos

2pt

/2

� �
þ c2 sin

2pt

/2

� �

ð21:3Þ
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Fig. 21.2 Algorithm for UT1-UTC by combination of WLS and MAR prediction
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where a0 is the constant term, b1, b2, c1, c2 are the coefficients for periodic terms,
/1, /2 are the corresponding periodic for AAM has annual and semi-annual, t is
the time of UTC.

The estimator by using the WLS for parameter solution can be written as:

X ¼ ðBT PBÞ�1BT PL ð21:4Þ

where X is the estimated parameter vector; B is the coefficient matrix; L is
observation vector; P is the weight matrix and a diagonal matrix is considered in
this paper.

For UT1R-TAI:

X ¼ a0 a1 B1 B2 C1 C2 D1 D2 � � �½ � ð21:5Þ

B ¼
1 t1 cos 2pt1

R1

� �
sin 2pt1

R1

� �
� � �

..

. ..
. ..

. ..
. ..

.

1 tn cos 2ptn
R1

� �
sin 2ptn

R1

� �
� � �

2

6664

3

7775
ð21:6Þ

For AAM:

X ¼ a0 b1 b2 c1 c2½ � ð21:7Þ

B ¼
1 cos 2pt1

/1

� �
sin 2pt1

/1

� �
� � �

..

. ..
. ..

. ..
.

1 cos 2ptn
/1

� �
sin 2ptn

/1

� �
� � �

2

6664

3

7775
ð21:8Þ

The WLS model is mainly used to generate UT1-UTC residuals Y1
t and AAM

residuals Y2
t , which can be denoted by bivariate residual vector Yt ¼ ðY1

t ; Y
2
t Þ

T .

21.2.1.2 Determination of the Weight Elements

The main principle for the choice of weight matrix is that the closer the data is near
to the predicted value, the greater the weight is. In this paper, 2 schemes are
designed to choose weight according to this principle [14].

Scheme 1: divide the basic observation sequence to 3 equal parts and each part
has different weight matrix, that is:

P ¼
P1

P2

P3

2

4

3

5

e

ð21:9Þ

where P1, P2 and P3 are the diagonal matrix with diagonal elements as 1
3,

1
2 and 1

respectively, and e is the power.
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Scheme 2: divide the basic of observation sequence to 10 equal parts, that is:

P ¼

P1

P2

. .
.

P10

2

6664

3

7775

e

ð21:10Þ

where: P1;P2 � � � and P10 are the diagonal matrix with diagonal elements as
1

10 ;
1
9 � � � and 1 respectively.

21.2.1.3 Multivariate Autoregressive

Multivariate autoregressive (MAR) model is similar to univariate autoregressive
model, which can be expressed as:

Yt ¼ A1Yt�1 þ � � � þ ApYt�p þ E ð21:11Þ

where Yt ¼ ðY1
t ; Y

2
t Þ

T is a random vector of residuals at time t, AiðAi 2 R2�2Þ are
the matrices of autoregressive coefficients ði ¼ 1; 2; � � � ; pÞ. E is the multivariate
white noise vector with zero mean and covariance matrix C. The above equation
usually denoted by MAR (p) is well-known as the multivariate autoregressive
model of the order p.

The order p of MAR model can be determined according to the Schwarz
Bayesian criterion (SBC), which can be process by:

SBCðpÞ ¼ lp
2
� 1� 2pþ 1

n� p

� �
logðn� pÞ ð21:12Þ

where lp ¼ log detððn� 3p� 1ÞĈÞ, Ĉ is the estimate of the residual covariance
matrix C, n is the data number.

21.2.1.4 Error Analysis

In order to evaluate the prediction accuracy, we use the mean absolute error
(MAE) standards. It can be expressed as following:

Ei ¼ Pi � Oi ð21:13Þ

MAEj ¼
1
n

Xn

i¼1

ð Eij jÞ ð21:14Þ

where Pi is the predicted value of the i-th prediction, Oi is the corresponding
observation value, Ei is real error (Assumed the observation value as true value), n
is the total prediction number.
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21.2.2 Calculation and Analysis

The description of the data used in this paper can be seen in Sect. 21.2. In order to
verify the validation of the proposed WLS ? MAR model, 4 cases are conducted
as following:

Case 1: Application of the LS ? AR model to predict the UT1-UTC;
Case 2: Application of the LS ? MAR model to predict the UT1-UTC;
Case 3: Application of the WLS ? MAR model to predict the UT1-UTC, choose

the weighted scheme 1;
Case 4: Application of the WLS ? MAR model to predict the UT1-UTC, choose

the weighted scheme 2.

The power e is determined according to the principle of minimize the prediction
error. The steps in detail are the following. The weight power e is chosen in the
range of 0–10 with 0.5 interval, the number that the highest of prediction accuracy
is selected as the best one. The absolute error of 4 cases shown in Fig. 21.3 and the
comparisons for them is shown in Fig. 21.4. Table 21.1 shows each span pre-
diction accuracy values of UT1-UTC under 4 schemes. It can be seen from the
Figs. 21.3, 21.4 and Table 21.1 show that the prediction accuracy of case 2 is
higher than that of case 1, since there are strongly correlation between UT1-UTC
and AAM. The prediction accuracy of UT1-UTC can be improved if AAM can be
taken into account. The prediction accuracies of case 3 and case 4 are higher than
of case 2 in the whole, especially in recent years. The prediction accuracy of case 3
is a little better than that of case 4, which means different weighting scheme has a
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Fig. 21.3 :Absolute prediction errors (in ms) for 4 schemes
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little influence on prediction accuracy. All these prove that the proposed method
WLS ? MAR in this paper, can improve the prediction accuracy of UT1-UTC
effectively.

21.3 Conclusions

Due to the cycle and trend terms have the characteristic of time-varying in the
observational data of the UT1-UTC, the closer the observational data is near to the
prediction point, the greater the impact on the prediction is. It is also strongly
correlated with the atmospheric angular momentum (AAM), and more than 80 %
of the UT1-UTC can be explained by the changes in the AAM on the scale of a
few hours to a few years. Based on the above reason, the weighted least-squares
and multivariate autoregressive (WLS ? MAR) is developed to predict UT1-UTC
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Fig. 21.4 Comparison of prediction accuracy of UT1-UTC under 4 schemes

Table 21.1 Comparison of prediction accuracy under 4 schemes

Day in future Case 1 ms Case 2 ms Case 3 ms Case 4 ms

1 0.0296 0.0272 0.0267 0.0269
5 0.4294 0.3552 0.3428 0.3480
10 1.2690 0.9929 0.9565 0.9664
20 3.3607 2.4611 2.4200 2.4179
30 5.4372 3.7475 3.7751 3.7288
60 13.0714 8.0541 8.2544 8.1569
90 22.5952 13.5016 13.5568 13.6616
120 33.5244 20.1686 19.1311 19.7094
180 59.4820 37.7832 32.4750 33.8374
240 87.1792 59.6874 49.3033 51.4981
300 114.2647 83.6285 68.0697 71.1483
360 143.1541 111.4165 89.4790 93.3763
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with different time span in this paper. Two kinds of weighted methods have been
proposed. The results show that the UT1-UTC prediction accuracy of WLS ?

MAR model is obviously higher than LS ? AR and LS ? MAR.A optimal
weighted method should be studied in further work.
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Chapter 22
Precise Point Positioning Using Combined
Beidou and GPS Observations

Lizhong Qu, Qile Zhao, Min Li, Jing Guo, Xing Su and Jingnan Liu

Abstract By the end of year 2012, China has launched 16 Beidou-2/Compass-2
navigation satellites that include 6 GEO, 5IGSO and 5 MEO. Initial navigation and
precise pointing services ability has formed in the Asian-Pacific regions. In order
to know the navigation and positioning performance of Beidou-2 system, Wuhan
University has built up a Beidou Experimental Tracking Stations over the world
and extents the PANDA software to determine the orbits of Beidou satellites, that
supplies the Beidou satellites’ precise orbit and satellite clock offset for the users
needing high accuracy positioning services. This article uses the Beidou/GPS
observations of the Beidou Experimental Tracking Stations to realize the Beidou
and Beidou/GPS static and kinematic precise point positioning (PPP). The result
indicates that the precision of Beidou static and kinematic PPP reaches centimeter
level, the precision of combined Beidou/GPS static and kinematic PPP improves
than that of both only-Beidou and only-GPS and the convergence time is less than
that of both only-Beidou and only-GPS.

Keywords Beidou satellite navigation system � Beidou experimental tracking
stations � PNADA � Beidou/GPS � Precise point positioning (PPP)

22.1 Introduction

On Oct. 25 of year 2012, the 16th Beidou-2 navigation satellite is launched suc-
cessfully, indicating that the Beidou region navigation satellite system has been
initially built up and the preliminary ability of navigation and high accuracy posi-
tioning services has formed in Asian-Pacific regions. The scholars both at home and
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abroad have a large of researches on the precise orbit determination and the static
precise positioning. Shi et al. [1] have researched on the precise orbit determination
of Beidou satellites and the Beidou PPP by using the precise orbit and satellites
clock error productions. The observations come from the Beidou Experimental
Tracking Stations and the software platform is PANDA while the constellation of
Beidou system had just 6 satellites at that time. The RMS of the difference in the
radial components are smaller than 10 cm and the static daily PPP COMPASS
solutions show an accuracy of 2 cm in horizontal and 7 cm in vertical. Hauschild
et al. [2] used the Satellite Laser Ranging (SLR) tracking data to determine the orbit
of Beidou M01 with 7 days arc length. The RMS of the 3-D overlap error varies
from 11 to 50 cm in the selected periods. Montenbruck et al. [3] researched on the
Beidou PPP and the errors in the horizontal and vertical position components of
static PPP can reach up to 12 cm, that due to the fewer tracking stations resulting in
the lower precision of Beidou orbit and clock error. Shi et al. [1, 4] also researched
on the static and kinematic precise relative positioning and the accuracy of static
solutions reached millimeter level and the kinematic solutions reached to centimeter
level.

The precision of navigation and positioning of satellites system mainly depends
on the numbers of satellites observed by users, the geometry structure of satellites
distribution and the precision of space signals containing the precision of the
precise orbit and the satellite clock error. The multi-systems data processing can
increase the numbers of satellites observed effectively, improve the geometry
structure of space distribution and improve the accuracy, continuity and reliability
of positioning [1, 5]. Nowadays the data processing of multi-systems focuses on
the combination of GPS and GLONASS [5–8]. So the researches on the Beidou
positioning and combined Beidou/GPS positioning will benefit the application and
popularisation of Beidou system. This article adopts the PANDA (Position And
Navigation Data Analysist Software) researched and developed by Wuhan Uni-
versity independently and process the data of Beidou Experimental Tracking
Stations in the modes of Beidou static and kinematic PPP, GPS static and kine-
matic PPP and combined Beidou/GPS static and kinematic PPP [9–11].

22.2 Precise Point Positioning Strategy for Beidou System

22.2.1 Data Acquisition

Beidou Experimental Tracking Stations (BETS) has 9 stations at home and 6
stations abroad. All the stations have equipped UR240-CORS receivers made by
the Beijing Unicore Communication Company. The receiver can receive both the
phase and pseudo-range observations on the dual frequencies. During the research
of this article, we have adopt 11 satellites operating well containing 4 GEO
including C01, C03, C04 and C05, 5IGSO including C06–C10, and 2MEO
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including C11, C12. The Fig. 22.1 displays the distribution of ‘‘BETS’’ over the
world and the tracks of sub-satellite points of Beidou system. As Fig. 22.1 shows,
5IGSO operates in the southern hemisphere and the northern hemisphere in the
shape ‘‘8’’, the difference of longitude of each IGSO satellite is about 30� and the
eastern and western parts of China and adjoining regions can be covered effec-
tively. 4GEO distribute in the Indian and Pacific oceans over the equator as the
supplements for the IGSO satellites to ensure users in Asian-Pacific regions to
observe enough satellites. Meanwhile, 2MEO operates over the world and their
periods are about 12 h.

22.2.2 Precise Point Positioning Strategy

The observation equations of Beidou satellite j are:

Bi
j ¼ q j

0 þ c � dtR � c � dt j þ q j
orb þ qtrop þ q j

iono=Ui
þ b j

Bi
þ q j

mul=Bi
þ eBi ð22:1Þ

Ui
j ¼ q j

0 þ c � dtR � c � dt j � kiN
j

i þ q j
orb þ qtrop � q j

iono=Ui
þ b j

Ui
þ q j

mul=Ui
þ eUi

ð22:2Þ

Where Bi, Ui, i ¼ 1; 2 are the pseudo-range and phase observations, q j
0 is the

geometry distance between satellite and station, dtR is the receiver clock offset, dt j

is the satellite clock offset, qorb, qtrop, qiono and qmul is the satellite orbit error, the
troposphere delay error, the ionosphere error and the multipath error, respectively, e

Fig. 22.1 The distribution of Beidou Experimental Stations over the world and the sub-satellite
points of Beidou 4GEO, 5IGSO and 2MEO
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is the observation noise, N j
i is integer ambiguity that is not an integer because of the

introduction of the initial phase biases, b j
Bi

, b j
Ui

is the hardware delay of the pseudo-
range and phase observations respectively containing both the hardware delay in
the satellites and receivers that is always expressed in the way below [7]. However,
the hardware delays of GPS satellites have been included in the IGS satellites
precise clock product so there are just the hardware delays of receivers [8, 9].

b j
Bi
¼ bavg

Bi
þ db j

Bi
ð22:3Þ

b j
Ui
¼ bavg

Ui
þ db j

Ui
¼ bavg

Bi
þ d~b j

Ui
ð22:4Þ

Where bavg
Bi

, bavg
Ui

is the mean hardware delay offset, db j
Bi

, db j
Ui

is the delay offset

between the channels. d~b j
Ui
¼ bavg

Bi
� bavg

Ui
þ db j

Ui
is always stable and always

absorbed by the integer ambiguity, while the delay offset between pseudo-range
channels is included by the pseudo-range noise, then we put Eq. (22.3) and (22.4)
into Eq. (22.1) and (22.2):

B j
i ¼q j

0 þ ðc � dtR þ bavg
Bi
Þ � c � dt j þ q j

orb þ qtrop þ q j
iono=Ui

þ q j
mul=Bi

þðeBiþdb j
Bi
Þ

ð22:5Þ

U j
i ¼ q j

0 þ ðc � dtR þ bavg
Bi
Þ � c � dt j � ðkiN

j
i þ d~b j

Ui
Þ þ q j

orb þ qtrop � q j
iono=Ui

þ q j
mul=Ui

þ eUi

ð22:6Þ

When applying the precise orbit and clock offset correction and put the mul-
tipath error and observation noise into the noise together, the ionosphere-free
pseudo-range and phase observation equations can be written as:

B j
IF ¼ q j

0 þ c � d~tR þ qtrop þ ~eBIF ð22:7Þ

U j
IF ¼ q j

0 þ c � d~tR � kb
IF

~N j
IF þ qtrop þ ~eUIF ð22:8Þ

where c � d~tR ¼ c � dtR þ bavg
BIF
; kIF ~N j

IF ¼ kIFN j
IF þ d~b j

UIF
; kb

IF is the Beidou

ionosphere free combination phase wavelength, ~N j
IF the Beidou ionosphere free

combination phase integer ambiguity, meanwhile, the ionosphere free combination
observation equations for GPS satellite k can be written as:

Pk
IF ¼ qk

0 þ c � dt
_

R þ qtrop þ e
_

PIF ð22:9Þ

Lk
IF ¼ qk

0 þ c � dt
_

R � kg
IFN

_ k

IF þ qtrop þ e
_

LIF ð22:10Þ

kg
IF is the GPS ionosphere free combination phase wavelength, N

_ k

IF is the GPS
ionosphere free combination phase integer ambiguity. From Eq. (22.7) to (22.10),
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we need to introduce an system time bias between GPS and Beidou system like the
Eq. (22.11) because of the different hardware delay for GPS and Beidou system.

dtsys ¼ d~tR � dt
_

R ð22:11Þ

The combined Beidou/GPS PPP observation equations can be written as:

B j
IF ¼ q j

0 þ c � ðdt
_

R þ dtsysÞ þ q j
trop þ ~eBIF ð22:12Þ

U j
IF ¼ q j

0 þ c � ðdt
_

R þ dtsysÞ � kIF ~N j
IF þ q j

trop þ ~eUIF ð22:13Þ

Pk
IF ¼ qk

0 þ c � dt
_

R þ qk
trop þ e

_

PIF ð22:14Þ

Lk
IF ¼ qk

0 þ c � dt
_

R � kIFN
_ k

IF þ qk
trop þ e

_

LIF ð22:15Þ

Equations above are the function model for Beidou PPP and combined Beidou/
GPS PPP. After turning Eqs. (22.11–22.15) into the error equations, we adopt the
recursive least square adjustment method to process data. The prior variances of
Beidou and GPS phase observations are rpbd ¼ 2 mm, rpgps ¼ 2 mm respectively,
the prior variances of Beidou and GPS pseudo-range observations are rrbd ¼ 0:2 m,
rrgps ¼ 0:2 m. We also use the elevation to decide the weighting of observations.

We consider the errors relating with the satellites (i.e. the default satellite
antenna phase offset from the satellite manufacturer), the errors relating with the
propagation path (i.e. the zenith tropospheric delay, the phase wind up), the errors
relating with the ground stations (i.e. the solid earth tide, the ocean loading) as
shown in Table 22.1 and do not consider the variation between the mean antenna
phase center and the mass center of satellite, the phase center offset between the
mean phase center of the receiver antenna and the receiver antenna reference point
and the variation between the instantaneous phase center of the receiver antenna
and the mean phase center of the receiver antenna because their values are
unknown.

22.3 Results and Analysis

Basing on the methods shown above, we process data of 7 days from September 4
to 10 in 2012 (day of year from 248 to 254) by using the PANDA software
package in the modes of Beidou, GPS, Beidou/GPS static PPP and kinematic PPP
and analysis the precisions of the positioning results. The stations referred below
contain 11 stations of ‘‘BETS’’ and in order to produce the independent solutions,
other 3 stations including WDKJ, CWKJ and GDCH are not used for orbit and
clock determination. WDKJ and CWKJ are in the City of Wuhan and GDCH is in
the City of Guangzhou.
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22.3.1 Static PPP

Table 22.2 is the bias in the east, north and up components of the results of the
Beidou, GPS, Beidou/GPS static PPP to the ‘‘ground true value’’ that is the mean
value of the GPS static PPP coordination from September 4 to 10 in 2012. And
interval of data processing is 300 s. From the table, we can see that:

1. The biases of the north components of almost all the stations are less than 1 cm
except LEID and GREECE, nearly all the biases of east components are less
than 2 cm except JOHA, LEID and GREECE and the biases of the up com-
ponents are less than 3 cm except CHDU, that may dues to the differences of
geometry structures of the satellites space distribution and the observations
environments between stations. The RMS of east, north and up components are
less than 2, 1 and 2 cm respectively;

2. The biases of east, north and up components of Beidou/GPS static PPP against
the ‘‘ground true value’’ are nearly less than 1 cm and the RMS of the biases of
the Beidou/GPS static PPP solutions are less than that of GPS static PPP
solutions in the north and up components but the east components, which dues

Table 22.1 The measurement model and parameters estimation on for Beidou PPP

Measurement model
Observations Undifferenced ionosphere-free linear combination PC and

LC
Cutoff elevations angular 7�
Sampling rate 30 s
Precise obit IGS Final ephemeris

PANDA Beidou final ephemeris
Precise clock offset IGS precise satellite clock offset 30 s

PANDA Beidou precise satellite clock offset 30 s
Satellite antenna PCO Default value
Satellite antenna PCV Unknown
Receiver antenna PCO and PCV Unknown
Troposphere Saastamoinen model for wet and dry hydrostatic delay with

global mapping function
Ionosphere 1st order effect eliminated by forming Ionosphere-free linear

combination
Solid earth tide, ocean tide loading

and pole tide
IERS conventions 2003

Parameters estimation
Coordination Static: constant

Kinematic: random walk for each epoch
Receiver clock offset Random walk process for each epoch
Troposphere Piece-wise constant
Integer ambiguity As a constant for each ambiguity arc
System time difference Random walk process for each epoch
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to that the ‘‘ground true value’’ is the mean value of GPS solutions and when
the weightings of GPS and Beidou observations are the same, the unknown
PCO and PCV of the receiver and PCV of the satellites may result in that,
which needs more researches.

Figure 22.2 is the RMS of the biases of the results of the Beidou, GPS and
Beidou/GPS static PPP of the ‘‘BETS’’ against the ‘‘ground true value’’ in the east,
north, up components from September 4 to 10 in 2012. It can be seen that:

1. The RMS of the biases of the east, north and up components of Beidou static
PPP against the ‘‘ground true value’’ are less than 1, 1 and 3 cm in the Asian-
Pacific region while that of station JOHA, LEID and GREECE are less than 4, 4
and 5 cm because the fewer Beidou satellites observed as shown in Fig. 22.1
and the poor geometry structure of satellites distribution there. The mean value
of the RMS of the east, north and up components of all the stations are 1.11,
0.66 and 2.43 cm;

2. The RMS of the biases of the east, north and up components of combined
Beidou/GPS static PPP against the ‘‘ground true value’’ are all less than 1 cm
and the mean values of the RMS of the east, north components are 0.44, 0.23
that are less than the values of GPS that are 0.47, 0.28 cm respectively while
the mean value of the biases of the up component of Beidou/GPS static PPP is
0.98 cm that is close to that of GPS that is 0.93 cm. The reason why the up
component of the Beidou/GPS static PPP is worse than that of GPS may due to

Table 22.2 The biases of the results of the Beidou, GPS and Beidou/GPS static PPP of the
‘‘BETS’’ against the ‘‘ground true value’’ in the east, north, up components in Sep 4 of year 2012
(Day of year is 248)

BD GPS BD/GPS

East
(cm)

North
(cm)

Up
(cm)

East
(cm)

North
(cm)

Up
(cm)

East
(cm)

North
(cm)

Up
(cm)

BJF1 -1.12 0.58 -1.4 -0.08 -0.18 1.04 -0.52 0.23 -0.11
WUHN -1.21 -0.18 0.19 0.23 -0.27 -1.49 -0.32 -0.15 -0.83
CHDU 0.19 -0.05 3.71 -0.26 -0.27 0.15 -0.12 0.01 1.48
HKTU 0.08 -0.12 -2.16 0.44 -0.55 -2.02 0.64 -0.22 -1.71
HRBN -0.07 -0.02 0.52 0.69 -0.07 -0.82 0.44 -0.03 -0.66
LASA 0.62 0.26 -2.51 -0.23 -0.29 -0.12 0.01 -0.09 -0.9
WDKJ -0.48 0.12 -1.79 0.22 -0.07 -0.42 -0.29 0.06 -0.99
CWKJ -1.27 0.02 -0.24 0.31 -0.3 -0.19 -0.25 -0.02 -0.54
GDCH -0.05 0.15 0.69 -0.28 -0.19 -0.75 0.05 0.13 0.25
XIAN -0.75 0.37 -0.32 0.21 -0.15 0.94 -0.14 0.16 0.53
JOHA 4.82 -0.71 -1.48 -0.38 0.11 2.05 -0.3 -0.06 -1.48
LEID -2.45 -2.17 0.81 0.51 -0.22 -0.01 0.15 -0.01 0.07
PETH -1.02 0.01 0.77 -0.55 -0.39 -0.81 -0.82 -0.27 0.01
GREECE -1.66 -1.46 2.65 -0.28 0.02 -0.06 -0.82 -0.02 0.68
RMS 1.66 0.75 1.72 0.37 0.26 1.02 0.43 0.14 0.89
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that the source of ‘‘ground true value’’, the unknown PCV and PCO correction
of the receivers and the differences of the positioning results of different
stations influencing the final mean values.

22.3.2 Kinematic PPP

Figure 22.3 is the time series of the biases of the results of the Beidou, GPS,
Beidou/GPS kinematic PPP in CWKJ against the ‘‘ground true value’’ in the East,
North, Up components with the satellites numbers and the PDOP variation of Sep
4 in 2012. Table 22.3 is the RMS of the biases of the east, north and up com-
ponents of CWKJ, HRBN, XIAN and PETH. And interval of data processing is
30 s. It can be seen that:

1. The east and north components of the Beidou kinematic solutions are with-
in ±10 cm while the up components are within ± 20 cm after convergence
(when the absolute value of the bias is below 10 cm). And the east component
has the quickest convergence time while that of the up component is the
slowest. The mean RMS of the east, north and up components for the four
stations are 1.5, 2.0 and 9.0 cm;

2. The east, north and up components of the Beidou/GPS kinematic solutions are
within ±10 cm after convergence and the convergence time also becomes less
in the north and up components. The mean RMS of east, north and up com-
ponents of the Beidou/GPS kinematic solutions for the four stations 1.3,1.8 and
3.8 cm and that of GPS are 3.5, 3.8 and 8.3 cm. That the precision and the
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Fig. 22.2 The RMS of the biases of the results of the Beidou, GPS, Beidou/GPS static PPP of the
‘‘BETS’’ against the ‘‘ground true value’’ in the east, north, up components from Sep 4 to 10 in
2012 (Day of year from 248 to 254)
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convergence time improve more than both that of GPS and Beidou dues to the
numbers of satellites observed increasing to 15 at least and the PDOP
decreasing obviously than that of the single system.

The reason why the kinematic results of Beidou PPP look better than that of
GPS may be that the numbers of Beidou satellites observed are less changeable
and more than that of GPS in Asian-Pacific region resulting in the stable changes
of PDOP and some satellites also may be deleted in the process of the residual edit.

22.3.3 The Time Difference Between GPS and Beidou

Figure 22.4 are the system time biases of Beidou/GPS static PPP of the station
CWKJ, HRBN, XIAN and PETH of September 4 in 2012 and Table 22.4 are the

-0.5
-0.3
-0.1
0.1
0.3
0.5

E
as

t 
(m

)

-0.5
-0.3
-0.1
0.1
0.3
0.5

N
o

rt
h

 (
m

)

-0.5
-0.3
-0.1
0.1
0.3
0.5

U
p

 (
m

)

0

10

20

S
at

N
u

m

100 300 500 700 900 1100 1300 1500 1700 1900 2100 2300 2500 2700 2900

2
4
6
8

P
D

O
P

EpochNumber

Beidou GPS Beidou/GPS

Fig. 22.3 The biases of the results of the Beidou, GPS, Beidou/GPS kinematic PPP in CWKJ
against the ‘‘ground true value’’ in the East, North, Up components with the satellites numbers
and the PDOP variation of September 4 in 2012 (Day of year is 248)

Table 22.3 The RMS of the biases of the results of the Beidou, GPS, Beidou/GPS kinematic
PPP in CWKJ, HRBN, XIAN and PETH against the ‘‘ground true value’’ in the East, North, Up
components of Sep 4 in 2012 (Day of year is 248)

BD GPS BD/GPS

East
(m)

North
(m)

Up
(m)

East
(m)

North
(m)

Up
(m)

East
(m)

North
(m)

Up
(m)

CWKJ 0.01 0.01 0.08 0.02 0.01 0.04 0.01 0.02 0.03
HRBN 0.03 0.03 0.12 0.04 0.06 0.08 0.01 0.03 0.04
XIAN 0.01 0.02 0.07 0.04 0.04 0.11 0.02 0.01 0.04
PETH 0.01 0.02 0.09 0.04 0.04 0.10 0.01 0.01 0.04
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mean values of the biases. We adopt the random walk process to estimate the
values in every epoch. The biases are mainly the differences of the average
hardware delays of GPS and Beidou signals channel. It can be seen that the biases
are different for different stations but within -10 and -25 m, that implies that the
hardware delays of the same type receivers may be close.

22.3.4 Residuals Analysis

The residuals usually contain the observations’ noise, the multipath error, the orbit
error and the unmodelled error (i.e. the receiver PCV and PCO). The residuals are
usually used as an important index of the positioning precision. Figure 22.5 are the
residuals of Beidou satellites ionosphere-free pseudo-range combination (PC) and
phase combination (LC) in CWKJ, HRBN, XIAN and PETH of Sep 4 in 2012
(Day of year is 248) and Fig. 22.6 are the RMS of the residuals from September 4
to 9 in 2012. It can be seen that:

1. The LC residuals of all the satellites are within ±2 cm and the PC residuals are
within ±4 cm while the LC RMS of all the satellites are less than 1.5 cm and
the PC RMS are less than 2.5 cm;
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Fig. 22.4 The system time biases [Eq. (22.11)] of Beidou/GPS static PPP in CWKJ, HRBN,
XIAN and PETH of Sep 4 in 2012 (Day of year is 248)

Table 22.4 The mean value
of biases of Beidou/GPS PPP
in CWKJ, HRBN, XIAN and
PETH of Sep 4 in 2012 (Day
of year is 248)

STATION MEAN (m)

CWKJ -12.89
HRBN -20.36
XIAN -17.91
PETH -22.66
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2. That the LC and PC residuals of PETH are larger than that of other stations may
dues to the different orbit error between the northern hemisphere and the
southern hemisphere because of the different stations distribution shown in
Fig. 22.1 and the residuals are also influenced by the multipath effect deter-
mined by the local environments;

3. That the LC residuals of C04 and C05 are larger than that of other satellites
dues to that the positions of GEO have less changes than that of MEO or IGSO
and the four stations distribution also may result in the nearly unchangeable and
lower elevations so that the observations noise become larger.

22.4 Summary and Discussion

PANDA software is used to process the Beidou/GPS data from the Beidou
Experimental Tracking Stations in the modes of Beidou, GPS and combined
Beidou/GPS static and kinematic PPP. The Beidou PPP model and Beidou/GPS

Fig. 22.5 The residuals of Beidou satellites ionosphere-free pseudo-range combination (PC) and
phase combination (LC) in CWKJ, HRBN, XIAN and PETH of Sep 4 in 2012 (Day of year is 248)
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Fig. 22.6 The RMS of residuals of Beidou satellites ionosphere-free pseudo-range combination
(PC) and phase combination (LC) in CWKJ, HRBN, XIAN and PETH of Sep 4–9 in 2012 (Day
of year is 248–254)
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PPP model are developed. A system time difference between Beidou and GPS is
introduced into the integration of Beidou and GPS observations. The strategy of
Beidou PPP and combined Beidou/GPS PPP is demonstrated in this article. The
results of Beidou and Beidou/GPS static and kinematic PPP are compared with the
‘‘ground true value’’ from the mean value of the GPS static PPP. The measured
data indicated that the accuracies of Beidou static and kinematic PPP have reached
centimeter level; the results of combined Beidou and GPS static PPP have
significant improvement than that of both only-Beidou and only-GPS and the
convergence time of combined Beidou and GPS also improved than that of both
only-Beidou and only-GPS. With the improvement of the orbit precision for the
increasing and the proper distribution of the ground tracking stations and with the
deploying of the other Beidou satellites, the precision of Beidou positioning may
have significant improvement in the future. The determination of the PCV of the
satellites’ antennas and the PCO and PCV of the receivers may also benefit the
positioning of Beidou system.

References

1. Shi C, Zhao Q, Li M et al. (2011) Precise orbit determination of Beidou Satellites with
precise positioning. China Scie: Earth Sci, 42(6):854–861

2. Hauschild A, Montenbruck O, Sleewaegen JM, Huisman L, Teunissen P (2012)
Characterization of Compass M-1 signals. GPS Solut 16(1):117–126. doi:10.1007/s10291-
011-0210-3

3. Montenbruck O, Hauschild A, Steigenberger P, Hugentobler U, Teunissen P, Nakamura S
(2012) Initial assessment of the COMPASS/Beidou-2 regional navigation satellite system.
GPS Solut. doi:10.1007/s10291-012-0272-x

4. Shi C, Zhao Q, Hu Z, Liu J (2012) Precise relative positioning using real tracking data from
COMPASS GEO and IGSO satellites. GPS Solut. doi:10.1007/s10291-012-0264-x

5. Changsheng Cai, Yang Gao (2007) Precise point positioning using combined GPS and
GLONASS Observations. J Glob Positioning Syst 6:13–22

6. Xiangguang M, Guo J The Research on Combined GPS and GLONASS Precise Po-int
Positioning. J Wuhan Univ�Inf sci edn, 2010, 35(12):1409–1413

7. Cai C, Gao Y (2012) Modeling and assessment of combined GPS/GLONASS precise point
positioning. GPS Solut. doi:10.1007/s10291-012-0273-9

8. Defraigne P, Baire Q (2011) Combining GPS and GLONASS for time and frequency transfer.
Adv Space Res 47(2):265–275. doi:10.1016/j.asr.2010.07.003

9. Liu J, Ge M (2003) PANDA software and its preliminary result of positioning and orbit
determination. Wuhan Univ J Nat Sci 8:603–609

10. Zhao Q (2004) Research on precise orbit determination theory and software of both GPS
navigation constellation and LEO satellites. PhD dissertation in Chinese with an abstract in
English, School of Geodesy and Geomatics, Wuhan University, Wuhan, China

11. Shi C, Zhao Q, Geng J et al. (2008) Recent development of PANDA software in GNSS data
processing. In: Proceedings of the society of photographic instrumentation engineers, 7285:
72851S, doi: 10.1117/12.816261

252 L. Qu et al.

http://dx.doi.org/10.1007/s10291-011-0210-3
http://dx.doi.org/10.1007/s10291-011-0210-3
http://dx.doi.org/10.1007/s10291-012-0272-x
http://dx.doi.org/10.1007/s10291-012-0264-x
http://dx.doi.org/10.1007/s10291-012-0273-9
http://dx.doi.org/10.1016/j.asr.2010.07.003
http://dx.doi.org/10.1117/12.816261


Chapter 23

The Establishment and Precision Analysis

of Global Ionospheric Model

of COMPASS System

Xiuqiang Gong, Nan Xing, Shanshi Zhou, Yueling Cao,

Xiaogong Hu and Bin Wu

Abstract Ionospheric delay is one of the main error sources affecting the

positioning and timing precision of satellite navigation system for single fre-

quency users. China’s regional satellite navigation system uses ionospheric

puncture point data of monitoring stations to fit the 8 parameters of klobuchar

model in geographic coordinate system,and broadcasts them to users through the

navigation message which is valid for 2 h. Long-term monitoring shows that this

model can correct the ionospheric delay up to 74 % in service area around

China. Due to the lack of ionospheric measured data in the southern hemisphere

and high latitudes of the northern hemisphere, this model can not guarantee

the correction accuracy in equatorial belt and high latitudes. This paper improves

the klobuchar model expressed in the form of 9 parameters. Not only this model

can keep the ionospheric double-peak characteristic but also ensure global fitting

precision. In order to obtain real-time ionospheric data outside regional moni-

toring network, this paper examines the precision of forecasting model based on

ionosphere spherical harmonic coefficient. According to the results of compari-

son,the model in this paper can correct the ionospheric delay for the next 24 h

up to 72 % in China. Globally, the correction accuracy reaches 70 % in the north

hemisphere, while 69 % in the south hemisphere. As a result, the correction

precision of the model is better than the model broadcasted by GPS.
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23.1 Introduction

Ionosphere is usually instable and described by some empirical models, such as

klobuchar, IRI and NeQuick, etc. IRI [1] model is built on large number of

ionospheric sounding data, integration of multiple atmospheric modes and intro-

duction of solar activity parameters and geomagnetic activity index. NeQuick

model is based on the DGR profile proposed by Di Giovanni [2] and Radicella [2],

and now it serves for Galileo’s single frequency users after modification and

optimization. IRI and NeQuick model can both describe the three-dimensional

ionospheric image, simulate the ionosphere’s double-peak structure [3] located on

both sides of the equator. However, klobuchar model considers all of the free

electrons concentrated on one spherical surface about 350–450 km height.

Klobuchar model is especially suitable for mid-latitude zone. It is adopted for GPS

and the precision is lower than NeQuick model.

Regional satellite navigation system also adopts klobuchar 8-parameter model

for ionospheric delay. Domestic Hongping Zhang [4, 5], Jinsong Ping [4, 6] and

Xiaoli Wu [4, 6] detail this model and analyze its correction precision in service

area around China. Different from klobuchar model GPS use: this model is based

under geographic coordinate system, and the ionospheric data fitting the model is

from monitoring stations. In addition, when using this model in the southern

hemisphere, the latitude should be taken absolute value. In order to view the

accuracy of this model, the ionospheric delay calculated by this model is compared

with the Global Ionospheric Maps (GIM) [7] data in UTC3 on November 3, 2012.

Then draw the difference as shown in Fig. 23.1. The horizontal axis and vertical

axis respectively represent the longitude and latitude with degree as unit. Color

depth expresses vertical total electron content with TECU as unit. From Fig. 23.1,

average error around China’s region is below 10 TECU [6], correction precision

around the equator is low and in the northern hemisphere is better than in the

southern hemisphere.

This paper first introduces regional system’s klobuchar 8-parameter model and

analyses its disadvantages, then designs four models to discuss the optimum fitting

method of global klobuchar model. It had better to examine the forecasting

Fig. 23.1 Difference of ionospheric delay computed between COMPASS model and GIM. The

horizontal axis represents longitude and the vertical axis represents the latitude in degrees
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precision of ionospheric model if we want to obtain real-time ionospheric data

outside China’s region. Subsequently the improved klobuchar model is fitted using

measured data of monitoring stations and forecasting ionospheric data. At last, the

ionospheric delay calculated by this model is compared with GIM and dual-

frequency measured data to give out the model’s correction precision around

China’s region as well as in the globe. In addition, some conclusions are given to

provide reference for China’s global navigation satellite system.

23.2 The Klobuchar 8-Parameter Model of Regional

Satellite Navigation System

23.2.1 Model Formula

Klobuchar model consider the ionospheric delay in the same latitude can be

expressed by trigonometric cosine function as below.

IzðtÞ ¼
A1 þ A2 cos

2pðt� A3Þ
A4

� �
; t� A3j j\A4

4

A1 ; others

8><
>: ð23:1Þ

where Iz is the ionospheric delay in seconds, t represents the local time in seconds.

For regional navigation system, flat-field A1 and initial phase A3 has the same

value with GPS’s model, usually set 5 ns and 50400 s. The remaining two

parameters amplitude A2 and period A4 are usually described by 3-order poly-

nomial on the latitude, see Eqs. (23.2, 23.3).

A2 ¼
P3
n¼0

anj/gjn; A2� 0

0 ; A2\0

8<
: ð23:2Þ

A4 ¼
P3
n¼0

bnj/gjn; A2� 72; 000

72; 000; A2\72; 000

8<
: ð23:3Þ

where an, bn(n = 1, 2, 3, 4) is third-order polynomial coefficients of ampli-

tude and period, /g represents geographic latitude of puncture points.

23.2.2 Model Analysis

There are two steps to generate klobuchar model for regional navigation system.

Firstly, according to Eq. (23.1), calculate amplitude and period for each latitude by
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fixing flat field and initial phase. By the way it is necessary to compress the

ionospheric puncture point data every three latitudes. Then fit all the amplitude and

period by three-order polynomial on the latitude. In order to analyze the reason

why klobuchar model’s accuracy loses, we realize the above two steps using

measured data from monitoring stations on November 3, 2012. Select 30� latitude
to analyze, see Fig. 23.2. The horizontal axis represents the local time with hour

as unit, and the vertical axis represents the vertical ionospheric electron content,

with TECU as unit. Yellow dots are the measured data of puncture points. The

black curve is drawn using 4 parameters calculated from the first step, meanwhile

the red curve using 8 parameters from the second step. It is clear to see the black

curve can basically express the yellow area, that is to say, the fitting of 4

parameters has high accuracy. However great deviation between red curve and

black curve has taken place in the fitting of three-order polynomial of amplitude.

In order to view the three-order polynomial fitting more clearly, draw the

amplitude of each latitude in Fig. 23.3. The horizontal axis represents latitude with

degree as unit, and the vertical axis represents the value of amplitude with TECU

as unit. The blue ‘*’ are calculated using ionospheric puncture point data of

monitoring stations, then fit the blue curve using three-order polynomial on the

latitude. For comparative analysis, it is helpful to draw the amplitude fitted using

false puncture points interpolated from GIM data. See symbol ‘o’ in Fig. 23.3.

As you can see from Fig. 23.3, the fitting mode being used by regional navi-

gation system has high accuracy in middle and low latitude, the blue curve

basically agrees with the read circles. But when providing global service, it will

bring great error, since the blue dotted curve deviates a lot from the read circles in

the southern hemisphere and the high latitudes of the northern hemisphere.

Fig. 23.2 Ionospheric

measurement data,4-para and

8-para curve in 30� of the
northern hemisphere
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23.3 The Global Ionospheric Klobuchar Model

23.3.1 Selection of the Global Klobuchar Model’s
Parameters

Considering ionospheric anomalies in the two polar regions, the global scope in

this paper refers to negative 75�–75� of latitude. In order to find the best fitting

method of amplitude, four kinds of models are designed in geomagnetic coordinate

system as shown in Table 23.1, the ionospheric data is interpolated from GIM data

on November 3, 2012.

Model 1 is a global average model similar to klobuchar model GPS use, unable

to describe the double-peak structure on both sides of equator, see the blue curve in

Fig. 23.4. Mode 2, 3 and 4 only fit the model in the northern hemisphere, therefore

the ionospheric delay in the southern hemisphere is symmetric about the equator.

Comparing model 2 (pink curve) with model 3 (red curve), find that three-order

polynomial cannot accurately express the peak of amplitude, thus it is necessary to

use four-order polynomial. In addition, the amplitude of north hemisphere is not

Fig. 23.3 Cubic polynomial fitting of each latitude’s amplitude

Table 23.1 Methods of modeling for klobuchar’s parameters

Model Detail

Model 1 Using data of the globe, three-order polynomial

Model 2 Using data of the north hemisphere, three-order polynomial

Model 3 Using data of the north hemisphere, four-order polynomial

Model 4 Using data of the north hemisphere and symmetry from the

south hemisphere, four-order polynomial
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completely symmetric with that of south hemisphere. In order to achieve global

optimal fitting result, model 4 is designed. First set the ionospheric data of the

southern hemisphere symmetric to the northern hemisphere, then fit this model

using four-order polynomial, as black curve shows, this method can ensure the

precision of both north and south hemisphere. At this time, the Eq. (23.2) is

modified to Eq. (23.4). From Table 23.2, we also can see that this model’s RMS is

less that the others.
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α φ
=

≥
=

<

∑ ð23:4Þ

23.3.2 Data Acquisition Outside China

The regional navigation system cannot obtain real-time global ionospheric

observations. It is a good choice to use the ionosphere background field to generate

false ionospheric puncture point data outside China. This section examines the

precision of forecasting model based on ionosphere spherical harmonic coeffi-

cients, and compared with IRI and GIM.

The ionospheric delay calculated by IRI model, forecasting model based on the

spherical harmonic coefficients and GIM in every day of 2011 are drawn in

Fig. 23.5. The horizontal axis represents day of year, the vertical axis represents

the total electron concentration in TECU. This paper’s forecasting value (green)

Table 23.2 RMS of different fitting methods

Model 1 Model 2 Model 3 Model 4

RMS 7.8 5.3 3.4 2.9

Fig. 23.4 Polynomial fitting

of global klobuchar model’s

each amplitude. The

horizontal axis indicates
geographic latitude in degree,

the vertical axis represents
the amplitude in TECU
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and GIM data (red) are in good agreement, the precision of IRI model is not so

high. Statistics of difference from GIM indicates that the accuracy of this paper’s

foresting model is up 85 %, meanwhile IRI model is only 62 %.

23.4 Analysis of the Ionospheric Model’s Correction

Accuracy

Integrated monitoring stations’ data with the forecasting ionospheric data, refer-

ring to Eqs. (23.1), (23.3) and (23.4), the klobuchar model can be fitted. Then use

this model to calculate ionospheric delay of any place at anytime. This section

designs two paths to verify the accuracy of the model. One is comparison with

GIM data provided by IGS, the other is comparison with measured data of IGS

stations around the world.

23.4.1 Comparison with GIM

Mode 1 in the second section is similar to fitting model GPS uses, so it is retained

as a reference. With GIM data as benchmark,compare the ionospheric delay

correction precision of regional navigation system, model 1 and model 4. The

statistical method is as below.

First the globle is divided into 5� 9 5� grid,then calculate ionospheric delay of

grid points using each model at 12 Clock of Beijing time on january 3, 2012.

Modelk is ionospheric delay calculated by each model, while Teck is that calcu-

lated by GIM, with unit in TECU. So ionospheric correction accuracy

CorrectRatio and average correction error CorrectError of each mode can be

calculated by Eqs. (23.5) and (23.6) respectively.

Fig. 23.5 The ionospheric

delay calculated by IRI

model, forecasting model

based on the spherical

harmonic coefficients and

GIM
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CorrectRatio ¼
Xn
k¼1

1� Modelk � Teckj j
Teck

� �,
n ð23:5Þ

CorrectError ¼
Xn
k¼1

Modelk � Teckj j
n

ð23:6Þ

where n represents total number of puncture points.

Tables 23.3, 23.4 give the Ionospheric average correction accuracy and Cor-

rection error of three model in Chinese area. From Table 23.3 in can see, using

this model in China could reach 72 % of the correction accuracy. And regional

COMPASS system equivalent accuracy. But the use of class GPS8 parameters,

accuracy is only 66.9 % in China region.

Tables 23.4, 23.5 give the Ionospheric average correction accuracy and Cor-

rection error of three model in the globle. Globally, the correcting accuracy

reaches 70 % in the north hemisphere, while 69 % in the south hemisphere. As a

Table 23.3 Mean correction

precision of different

ionospheric models in China

Latitudes COMPASS (%) Model 1 (%) Model 4 (%)

0�–20º 67.5 64.8 68.6

20�–35º 76.4 69.2 71.9

35º–50º 78.2 69.7 77.6

Mean 74.0 66.9 72.3

Table 23.4 Mean correction

error of different ionospheric

models in China (TECU)

Latitudes COMPASS Model 1 Model 4

0�–20º 12.2 12.7 12.1

20�–35º 7.8 8.5 8.8

35º–50º 4.5 8.4 5.1

Mean 8.1 9.8 8.6

Table 23.5 Mean correction

precision of different

ionospheric models globally

Latitudes COMPASS (%) Model 1 (%) Model 4 (%)

50� to 75º 15.9 60.5 68.2

0� to 50º 73.5 64.4 72.3

−30� to 0º 62.8 65.4 69.6

−30� to 50º 67.5 64.7 71.4

−75� to −50º 31.6 59.3 66.8

均值 50.4 62.8 69.6
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result, the precision of the model is better than the model broadcasted by GPS

(Table 23.6).

23.4.2 Comparison with Measured Data of IGS Stations

Dual-frequency measured data discounted hardware delay can actually express the

ionospheric delay, thus comparison with delay calculated by other models can

directly reflect the ionospheric correction accuracy. So select 8 IGS stations

around the world as follows:

scor (70.8 N, 21.9 W), opmt (48.8 N, 2.3 E), pdel (37.7 N, 154.2 W), nklg (1.2 N,

9.6 E)

brft (3.8 S, 21.5 W), kouc (20.5 S, 164.2 E), kerg (49.3 S, 70.2 E), maw1 (67.6 S,

62.8 E)

The value in the brackets are in degrees, S and N is separately on behalf of the

north and south hemisphere, while E, W behalves the east and west hemisphere.

Calculate ionospheric delay of puncture points at every epoch on January 3,

2012. There are four models used: dual-frequency measured data, GPS’s model,

regional system’s model and this paper’s model.

In order to visually reflect ionospheric delay correction situation of each model,

draw ionospheric puncture points’ data of different latitudes. As shown in the

following four illustrations: the horizontal axis represents time in hours, and the

vertical axis is ionospheric delay in meters. Yellow, red, green and blue dots

respectively describe ionospheric delay calculated using dual-frequency data, this

paper’s model, GPS’s model, and regional system’s model.

Figure 23.6 shows that in the mid-latitudes of the southern hemisphere, the

correction accuracy of regional system’s model is a little lower, while this paper’s

model and GPS model are more suitable. From Figs. 23.7, 23.9, we can see in the

equatorial region, the correction effect of this paper’s model model is better than

the GPS model. As shown in Fig. 23.8, the accuracy of regional system’s model

is equivalent to this paper’s model in service area around China.

Table 23.6 Mean correction

error of different ionospheric

models globally (TECU)

Latitudes COMPASS Model 1 Model 4

50� to 75º 97.0 9.2 5.3

0� to 50º 7.4 10.5 9.2

−30� to 0º 12.9 9.7 12.5

−30� to 50º 8.8 12.6 10.2

−75� to −50º 48.4 14.5 11.4

Mean 34.9 11.3 9.7
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Fig. 23.6 The middle

latitudes in the southern

hemisphere

Fig. 23.7 The low latitude in

the northern hemisphere

Fig. 23.8 The middle

latitudes in the northern

hemisphere
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23.5 Conclusions

Regional navigation system corrects ionospheric delay using klobuchar 8-parameter

model, and long-term monitoring shows that the correction accuracy of this model

around China is up to 74 % [8] and the mean error of this model is about 12 TECU in

China’s service area.

When broadcasting global ionospheric model, COMPASS system should

ensure the precision index across the globe including zones of high latitudes and

near the equator. Analysis of klobuchar model’s parameters shows that: third-order

polynomial is unable to reflect changes of amplitude correctly, and can not

describe the double-peak characteristic of the day-time ionosphere. As a result, the

precision of fitting global klobuchar model is lost. Based on the above analysis,

this paper presents klobuchar 9-parameter model. It uses 4-order polynomial on

the latitude to fit the amplitude and 3-order polynomial to fit the period, the

ionospheric delay in the southern hemisphere would be calculated through taking

absolute value of the latitude.

Using both measured data of monitoring stations and forecasting ionospheric

data, the method in this paper can correct the ionospheric delay for the next 24 h

up to 72 % in China. Globally, the correcting accuracy reaches 70 % in the north

hemisphere, while 69 % in the south hemisphere. As a result, the precision of the

model is better than the model broadcasted by GPS. In other words, comparing

with the model of regional system, this method can ensure correction accuracy

within the service area,while significantly improves correction accuracy in high

latitudes and in the equatorial region. Thus, the global correction accuracy index

can be achieved. Of course, this method also needs long-term verification in the

system.

Fig. 23.9 The higher

latitudes of the southern

hemisphere
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Chapter 24
Analysis of Effect About On-Orbit
Satellite Properties to Pseudo-Range
Measurement

Hui Yang, Meihong Li and Hong Mi

Abstract Pseudo-range measurement is effected with on-orbit satellite properties.
By the analysis and compares with the experimentation and on-orbit data, it gets
the satellite factors which influence the pseudo-range, including the satellite orbit
motion, attitude motion, temperature variation, antenna phase center variation, and
time-delay’s stability of channel. It also analyzes the effects mechanism and
magnitude of these factors, which has the significances to improve the correction
precision of pseudo-range measurement.

Keywords On-orbit satellite properties � Pseudo-range � Orbit � Attitude

24.1 Introduction

The navigation principle of satellite is based on Pseudo-range measurement. The
precision of the navigation is directly decided by the precision of Pseudo-range
measurement when the GDOP value is given [1, 2]. The factor influencing pre-
cision of pseudo-range measurement is from three parts: on-orbit satellite property,
space segment influences, the receive equipment and the influence of the envi-
ronment. We just analyze on-orbit satellite property aiming to roundly find the
correlative factors which influence the precision of pseudo-range measurement,
then analyze the effects mechanism and magnitude of these factors and try our best
to compare the data from ground test with that on-orbit test.
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24.2 The Properties of Pseudo-Range

Using the ground monitoring receivers to observe on-orbit satellite multifrequency
each branch consecutively [3], after processing data, we find that the difference
between pseudo-range and carrier range presents many kinds of change laws,
mainly including fast change and slow change, which presents strongly day-
periodic repeat, as shown in Fig. 24.1.

24.3 The On-Orbit Parameters Affecting Pseudo-Range
Measurement

We learn pseudo-range fluctuation is periodic from the property of pseudo-range
measurement. First of all we pay attention to the generation of navigation infor-
mation and the transiting path in satellite. During flying time, satellite searches and
catches the uplink signals from ground, according to satellite time information and
orbit information, and the phase of preset code. Navigation mission processor
receives the uplink injection signals and range code information, and then com-
pletes the formatting arrange of downlink navigation information.

During the flying segment, whether injection or not, downlink receives the
navigation data information from navigation mission processor, six spread

Fig. 24.1 Curve pseudo-range fluctuation for 3 days
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spectrum synchronization modulates B1, B2, B3 tri-frequency orthogonal micro-
wave, and sends the signals to emission antenna through power amplifier. Ground
devices receive the signal from satellites, then measure the distance between the
satellite antenna phase center and the ground antenna phase center, named pseudo-
range.

The factors arising pseudo-range fluctuation stems from satellite system, space
segment, and ground segment. The factors related to satellite system include orbit
motion and antenna phase center change along with satellite attitude variation,
multipath disturbance related to Satellite configuration, satellite payload channel
time-delay fluctuation,channel time-delay variation because of satellite tempera-
ture changing, and multipath disturbance inside navigation antenna (different
frequency signals note). The following sections analyze every factor one by one,
considering the periodic property of pseudo-range fluctuation.

24.3.1 Pseudo-Range Fluctuation Caused by Orbit
Movement

Satellite’s orbit changes due to perturbation of the Earth, Sun and Moon [4].
Figure 24.2 shows the change of semi-axis during 1 year.

The perturbation has relationship with satellite shape, optical character, antenna
phase center disagree with mass center, attitude control. Figure 24.2 is just a
special example. Generally, perturbation is predictable with the aid of engineer
parameters. In practice, the knowledge of satellite attitude scheme and attitude
control on orbit is a key problem to the use of engineer parameters.

The jet of engine will change satellite orbit, and the satellite engineers set a rule
that the number of engine jet is as little as possible (Generally, one jet can cause
the several meters change on semi-axis), and the jet control is plan-able. Such as,
the use of momentum wheel can avoid the random jet, and the orbit correction and
momentum wheel unloading are predictable and plan-able. The design can avoid
the break due to the momentum wheel unloading.

The orbit change due to perturbation and attitude control is not day-period.

Fig. 24.2 Curve IGSO’s
semi-major axis for 1 year
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24.3.2 Antenna Phase Center Variation Lead to
Pseudo-Range Variation Caused by Satellite
Attitude Movement

If the antenna phase center is not at the center of mass, satellite’s attitude variation
will cause the change of pseudo-range. The mechanism of pseudo-range variation
caused by roll, pitch and yaw attitude change are the same. Consider the changes of
real roll and pitch attitudes in orbit are usually small, it is only necessary to illu-
minate the change of yaw attitude. The antenna phase center variation lead to
pseudo-range variation caused by satellite yaw attitude change is shown in Fig. 24.3.

As shown in Fig. 24.3, if the ground station is at the sub-satellite point, when the
yaw attitude changes, the pseudo-range is invariable; when the ground station is not
at the sub-satellite point, the pseudo-range will change with the variation of yaw
attitude. Suppose the coordinate of antenna phase center is (x1, y1, z1)T in the satellite
body coordinate system, the orbit oriental elements are (i, Xk, w, f), the coordinate of
the ground station in the earth-fixed coordinate system is (x2G, y2G, z2G)T, the roll
angle is R, the pitch angle is P, the yaw angle is Y, the pseudo-range from the antenna
phase center and the ground station can be calculated as follows:

1. Transform the ground station coordinate from the earth-fixed coordinate system
to the satellite body coordinate system.

u ¼ wþ f ð24:1Þ

M GtoB ¼ R1 TRANð�90Þ * R3 TRAN(90) * R3 TRAN(u)

* R1 TRAN(i) * R3 TRAN(Xk)
ð24:2Þ

M OtoB ¼ R2 TRANðPÞ � R1 TRANðRÞ � R3 TRANðYÞ ð24:3Þ

M GtoB ¼ M OtoB * M GtoO ð24:4Þ

where, R3_TRAN (u) denotes the angle u rotate around Z axis, R1_TRAN (i)
denotes the angle i rotate around X axis, R3_TRAN (Xk) denotes the angle Xk
rotate around Z axis;

Fig. 24.3 Pseudo-range
variation caused by satellite
yaw attitude change
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ðx2By2Bz2BÞT ¼ M GtoB � ðx2Gy2Gz2GÞT ð24:5Þ

2. In the satellite body coordinate system, calculate the distance between the
ground station and the antenna phase center.

d ¼ jj x1y1z1ð ÞT� x2By2Bz2Bð ÞTjj ð24:6Þ

The designed attitude error index of the three-axis stable satellite is usually within
0.2�. However, the actual attitude error data in orbit are better than the demand
index. The following table shows the pseudo-range variation to satellite’s attitude
with some typical satellite engineering parameters and some given ground station
such as Beijing. Select different time points, the value of pseudo-range variation will
be different; however, the numerical quantity level is basically the same.

From the Table 24.1, GEO satellite attitude wave cause little effect on the
pseudo-range variation, the pseudo-range wave B0.3 mm, the contribution to the
observation of pseudo-range B1 ps. As for the IGSO satellite the yaw axis is
controlled to let the X axis point to the sun direction, the IGSO satellite attitude
wave cause greater effect on the pseudo-range variation, the pseudo-range wave
\40 mm, the contribution to the observation of pseudo-range\0.14 ns. There are
no period change rules of the roll and pitch, the affect of the pseudo-range is
relatively small. The yaw angle wave is changed in daily period rule, these
changes can be modified by the ground under the condition of the attitude angle
can be real time obtainable.

24.3.3 The Mass Center Change Caused by the Consumption
of Propellant

With the consumption of the propellant of the in orbit satellite, the mass center of
the satellite will be changed. As mentioned before the change of the mass is
the change of the satellite antenna phase center. The attitude error will affect the

Table 24.1 Pseudo-range variation due to satellite’s attitude

No. The variation range of three axis attitudes Pseudo-range variation (mm)

GEO1 Roll: -0.01�* 0.01� Beam 1: 0.24
Pitch: -0.01�* 0.01� Beam 2: 0.24
Yaw: -0.14�* 0.02� Beam 3: 0.24

GEO2 Roll: -0.01�* 0.02� Beam 1: 0.27
Pitch: 3.18�* 3.21� Beam 2: 0.27
Yaw: -0.14�* 0.04� Beam 3: 0.28

IGSO1 Roll: -0.01�* 0.01� Beam 1: 38.45
Pitch: -0.01�* 0.01� Beam 2: 38.54
Yaw: 42.7�* 136.8� Beam 3: 38.34
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measure value of pseudo-range variation. Take the GEO satellite for example, this
type of satellite consumes relatively more propellant in orbit, and the change of the
mass center is a lot. The following Fig. 24.4 shows the change of the mass center
with the consumption of the propellant.

As showing above, when satellite works in orbit, the fuel consumption is planed
without random state, fuel consumption of every orbit maneuver or uninstall is
foreseeable beforehand and measurable afterwards, the influence of measurement
error to center of mass is very little.

When satellite works in orbit, to master the centroid changing rule along with
fuel consumption is useful to improve distance measurement error. The changing
of centroid influences the torque of solar pressure to satellite, which is reflected to
the attitude change of satellite. As showing above, this influence is of millimeter or
centimeter.

24.3.4 Pseudo-Range Fluctuation Caused by Multipath
Effects from Layout

Pseudo-range measurement will be affected while outer equipment is in shadow of
satellite. For this reason, it is one of the important constrains of the satellite design
that the antenna beam should not be shadowed by the outer equipment. With
example of one kind navigation satellite construction design, we analyses the
multipath effects caused by outer equipment. For the electromagnetic field reci-
procity principle, the receive antenna beam will be analyzed, as shown in Fig. 24.5.

Assume the view field of navigation satellite antenna is about ±10�, the first
side lobe of the antenna is at ±30� and 20 dB below the main lobe. So, the side
lobe will not form interference to the main lobe. In the design of equipments
layout, interference between beams is already considered. Other items onboard
should not shadow the view field of antenna. Large area equipments should be laid

Fig. 24.4 Curve satellite’s mass center to the propellant consumption
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on back lobes of antenna, such as solar arrays, far from the view field of antenna.
Through the geometrical reflection and antenna beam coverage analysis, multipath
interference which causes pseudo-range fluctuation wouldn’t exist.

24.3.5 Pseudo-Range Fluctuation Caused by the Channel
Delay Fluctuation of the Satellite Payload

Under the condition of constant exterior environment temperature, the channel
delay of the satellite payload is fluctuant caused by the excursion of the circuit
parameters. The delay fluctuation is less than 0.1 ns in the long-term field test on
the ground, consequently affects the measured pseudo-orange fluctuation by mm
level. The error is random and not periodically.

24.3.6 Channel Delay Fluctuation Caused by Satellite’s
Temperature Variation

When the temperature is constant, the influence made by the delay has been talked
in Sect. 24.3.5, however, the temperature in the satellite is changing, we will
analyse the delay error made by temperature. Now we will analyze the law of the
temperate changing of the typical orbit of stationary satellite and synchronous
satellite.

The temperate change from internal to external of the satellite is made by solar
location. The solar will illuminate the different face of the three-axis stable satellite in
different time. Because of the difference of the orbit of the solar and the orbit of the
satellite, the faces of the three-axis stable satellite illuminated are different in dif-
ferent season, which makes heat flow change notably. To the lean-obit satellite, the
satellite will be illuminated by the solar in a fix face, so the heat flow change little.
When the solar run in the plane of the orbit, the heat flow outside of the three-axis
stable satellite is invariant, the same as it in the Spring Equinox. Because the solar rise
from the east, the southern and northern face of the satellite will not be illuminate.

solar array solar

earth 

S/L/C
Lantenna array

beam pattern 

Fig. 24.5 Antenna receiving
wave
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To sum up, the external heat flux of satellites fluctuates periodically. A day or a
year is a cycle. Satellites on different orbits present different fluctuation of external
heat flux. The thermal design of satellite should be done according to the fluctu-
ation of external heat flux, so as to ensure the onboard equipments working in a
relatively stable temperature.

Different satellites have the same requirements on temperature tolerance for
onboard equipments. For general electronic equipments, it’s -5� * 55�.
According to this range of temperature variation, the range of delay variation is
0.35 * 1.9 ns, as field test results. However, the results of satellites’ thermal
design are much better than the requirements for onboard equipments. For GEO,
the range of environment temperature for onboard equipments is below 8 �C for a
day and 10 * 20 �C for a year. For IGSO, the range of environment temperature
for onboard equipments is about 6 �C for a day and shows no annual variation.
Typical measurement data for temperature is as shown in Figs. 24.6, 24.7.

The above variables are stable as the on-orbit measurement data. For on-orbit
environment temperature, the pseudo-range variation caused by satellite’s down-
link channel delay fluctuation is below 0.25 ns.

24.3.7 Multipath Inherence in Antenna

The Pseudo-range instability of SVN49 which is one of the GPS IIR-M satellites is
introduced, in order to understand the inner-design of typical satellite antenna.

24.3.7.1 Pseudo-Range Fluctuation Analysis on GPSIIRM SVN49

The payload of this satellite has an additional signal channel compared with the
other GPS satellites. The antenna system of the satellite consist feed network plus

Fig. 24.6 Curve type temperature of GEO satellite
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antenna array. The navigation signal is broadcast by antenna array through feed
network, which is illustrated by Fig. 24.8.

The array comprises 12 units, and feed module is a ‘‘one in 12 out’’ feed
networks, which make the power pattern is like a saddle. The feed module has two
inputs (J1, J2), one input (J1) feed in L1/L2 signals, which is adopted by the other
satellites. Another input (J2) feeds in L5 signal. J1 and J2 are insulated, and the
other satellites have no L5 signal, and J2 is put load and matched.

SVN49 feeds the L5 signal into the feed network through isolation part and
radiated by antenna. The L5 antenna beam is actually narrow beam, for the range-
phase relationship is changed by isolation part.

Pseudo-range instability of SVN49 is founded in orbit. The reason is the L1/L2
signal goes into the input of L5 channel, which is feed back when reach to the L5
signal filter, and go into the L5 channel again. The feedback signal added by the
L1/L2 signal, and form the Multipath interferes, which is the major reason of
Pseudo-range instability.

Fig. 24.7 Curve type temperature of IGSO satellite
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24.3.7.2 Inside Design of Antenna

The antenna feed network of GPS, which has a lower isolation between J1 and J2
than a narrowband designed antenna feed network normally, is designed for a
broad band including L1, L2 and L5. The antenna feed network is designed for a
narrow band. As shown in Fig. 24.9, signals broadcast through a triplexer before
broadcasted by antenna array, the isolation requirement between any two beams is
more than 25 dB, and the isolation in field test is better than 40 dB. Therefore, we
can conclude that the isolation between RF channels can not cause a multipath
effect on pseudo-range fluctuation.

The antenna feed network of use a matched load connect with the isolation end,
which is different from the GPS SVN49 design that use the isolation end for L5
signal feed.

The antenna feed network of GEO satellite and IGSO satellite is all the same.
Through theory analysis, the multipath effect inside satellite is not periodical, and
it can also be avoided by considering the isolation between RF channels when the
satellite is designing.

24.4 Conclusion

By the analysis above, it has follow conclusions:

1. Generally, the factors of on-orbit satellite properties affect the Pseudo-range
measurement, including the satellite orbit motion, antenna phase center varia-
tion with attitude motion, multipath effects from layout, channel delay fluctu-
ation of the satellite payload, Channel delay fluctuation caused by satellite

Fig. 24.9 Navigation satellite antenna
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temperature variation and Multipath inherence in antenna (different frequency
signals note).

2. The typical navigation satellites analyzed above avoid ‘‘Pseudo-range fluctu-
ation caused by multipath effects from layout’’ and ‘‘Multipath inherence in
antenna’’ for special design.

3. The typical navigation satellites analyzed above have follow characteristics:

a. ‘‘Orbit movement’’. The perturbation is predictable with the aid of engineer
parameters. Satellite automatism control is plan-able and predictable. The
orbit change due to perturbation and attitude control is not day-period.

b. ‘‘Antenna phase center variation with attitude motion’’. GEO attitude wave
cause the observation of pseudo-range variation B1 ps. IGSO attitude wave
cause the observation of pseudo-range variation \0.14 ns. These changes
can be modified by the ground under the condition of the attitude angle can
be real time obtainable.

c. ‘‘Centroid changing brought by fuel consumption’’. The changing of cen-
troid influences the torque of solar pressure to satellite, which is reflected to
the attitude change of satellite without periodic characteristic.

d. ‘‘The channel delay fluctuation of the satellite payload’’. The delay fluctu-
ation is less than 0.1 ns in the long-term field test on the ground, conse-
quently affects the measured pseudo-range fluctuation by mm level. The
error is random and not periodically.

e. ‘‘The channel delay variation caused by temperature variation’’. Under the
on-orbit temperature condition, the periodic variation (with period of 24 h)
of the delay fluctuation of the satellite downlink channel is less than 0.25 ns,
the period of which is one day.
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Chapter 25
Towards a Precise Multi-GNSS
Positioning System Enhanced
for the Asia–Pacific Region

Xiaoming Chen, Herbert Landau, Feipeng Zhang, Markus Nitschke,
Markus Glocker, Adrian Kipka, Ulrich Weinbach
and Dagoberto Salazar

Abstract In June 2011, Trimble introduced the CenterPoint RTX service pro-
viding a real-time global centimeter level GNSS positioning service. The cor-
rection data stream is generated from the precise GNSS orbit and clock
information derived from the Trimble world-wide CenterPoint RTX tracking
network and delivered through L-band satellite links and Internet to support high
precision real time applications in a number of high accuracy markets like pre-
cision agriculture, survey and construction. While the system initially was intro-
duced supporting GPS and GLONASS satellites, developments have led to the
inclusion of the QZSS satellite in early 2012. The paper describes the current
status of the Trimble CenterPoint RTX system, its setup and its current perfor-
mance. Special emphasis is put on the evaluation of the possibility to include
BeiDou/Compass satellites. The authors have started to research the ability to
integrate BeiDou/Compass into the RTX system. First results on the achievable
orbit and clock quality for BeiDou/Compass satellites are presented when using
the Trimble NetR9 receivers in the CenterPoint RTX tracking network.

Keywords BeiDou � CenterPoint RTX � Multi GNSS � Real-time PPP

25.1 Introduction

Mid of 2011 Trimble introduced the CenterPoint RTX service providing centi-
meter-accurate positions for real-time applications in static or kinematic applica-
tions. The CenterPoint RTX service broadcasts satellite orbit and clock corrections
via multiple media to the client receivers, which carries out a PPP-like positioning
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computation without assistance of other ground reference stations. Trimble Cen-
terPoint RTX corrections are available from six geostationary satellites via L-band
signals covering most of the main continents, as shown on Fig. 25.1.

In addition to the L-band transmission the RTX corrections are globally
available for Trimble customers via NTRIP protocol and can be used for real-time
applications. Trimble also offers a post-processing service based on CenterPoint
RTX, which is available via a web interface www.TrimbleRTX.com [1].

After its introduction, the Trimble CenterPoint RTX service has been well
accepted by customers in precision agriculture due to its high accuracy, high
reliability, easy access and fast convergence. Trimble CenterPoint RTX has been
also prepared for other precision applications like survey, GIS, construction,
mining, natural hazard monitoring, etc. Products to monitor the reference station
positions for infrastructure solutions and for other types of monitoring applications
have been introduced by Trimble in 2012. This includes the support of RTX
Positioning in Trimble NetR9 receivers resulting in centimetre accurate absolute
positions in ITRF2008. Early 2012 the CenterPoint RTX service has been further
enhanced by adding QZSS support. The inclusion of the QZSS satellite in the
system has demonstrated around 20 % reductions in convergence time in the Asia
Pacific region [2]. Further improvements are expected once the BeiDou/Compass
system is added to the service.

25.2 Trimble CenterPoint RTX Global Tracking Network

One of the most important infrastructures of the CenterPoint RTX system is the
global tracking network. The tracking network consists of *100 Trimble
receivers as illustrated in Fig. 25.2. Only Trimble NetR5, NetR8 and NetR9
receivers are used. In order to be future-proof, the NetR5 and NetR8 receivers
(yellow circles in Fig. 25.2) are being replaced with modern Trimble NetR9
receivers (red circles, 57 receivers in early 2013). The Trimble NetR9 receiver

Fig. 25.1 Trimble CenterPoint RTX L-Band
coverage using six geostationary satellites

Fig. 25.2 Trimble CenterPoint RTX tracking
network with NetR9 (red) and NetR5/8 (yel-
low) receivers
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uses 440 channels and is capable of tracking the GPS, GLONASS, Galileo, Bei-
Dou/Compass and QZSS satellites. Due to the geographic distribution of stations
and satellites, different satellites are tracked by a different number of stations as
can be seen in Fig. 25.3. GPS and GLONASS satellites can be tracked by all
receivers in the network; the other satellite systems can only be tracked by the
NetR9 receivers. As an example for medium earth orbit (MEO) satellites, E11,
G01 and R01 have been chosen and are shown in Fig. 25.3. They show a typical
pattern, which reflects the density of the network in Europe and North America.
BeiDou/Compass satellite C08 and QZSS satellite J01 represent the group of
satellites in inclined geosynchronous orbits (IGSO) and BeiDou/Compass satellite
C04 shows the almost constant graph of a satellite on a geostationary orbit (GEO).

Stations with good Internet connection are required to keep the latency of
correction generation as low as possible. Precise station coordinates are deter-
mined in the ITRF2008 coordinate frame via weekly PPP solutions and the
coordinate changes are monitored via daily PPP solutions [1]. In addition, the
station positions are monitored continuously with real-time RTX positioning
resulting in 1 Hz position estimates. If necessary, the station coordinates used in
the RTX system are intermittently updated based on the weekly PPP solutions.
This might happen in cases of earthquakes, antenna movements or other effects
influencing the station positions.

25.3 Trimble CenterPoint RTX Performance

The service specification for Trimble CenterPoint RTX is currently described as
3.8 cm horizontal accuracy (95 %) after a convergence time of typically less than
30 min. This is achieved and has been demonstrated in dynamic scenarios like
precision agriculture. In an ideal situation of a low multipath fixed reference

Fig. 25.3 Number of tracking stations observing different satellites during a day
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station with geodetic antenna we achieve better accuracies. An example for an
ideally located, low multipath monitoring station is given in Fig. 25.4.

The convergence of CenterPoint RTX was derived by using 85 globally dis-
tributed monitoring stations for a time period of two weeks in December 2012 and
resetting the RTX positioning engines every hour (Fig. 25.5). Again, the situation
on these fixed stations is optimum compared to a typical dynamic positioning
environment. Still it gives an idea on the status and the potential of the system.

25.4 Specifics of Different GNSS Systems

While GPS and GLONASS are currently globally available satellite systems,
QZSS is a purely regional system, Galileo has four GNSS satellites in orbit for an
In-Orbit-Validation (IOV), BeiDou/Compass is a satellite system with a focus on
the Asia–Pacific region but targeting a global coverage in the next deployment
phase until 2020. Recently, the BeiDou Interface Control Document (ICD) V1.0
[3] was released.

The US-American, Russian and European systems have their satellites in
medium earth orbits. The GPS satellite system is fully operational since many
years with up to 32 operational satellites. The GLONASS system is fully opera-
tional too with up to 24 MEO satellites. Due to the higher inclination of the
satellites (*64� instead of *55�), the GLONASS satellites reach higher latitudes
than GPS satellites. QZSS has currently only one satellite in orbit. The orbital
shape is optimized in a way that the QZSS satellite is nearly in the zenith over
Japan.

Fig. 25.4 CenterPoint RTX position errors on a fixed monitoring station, 24 h (time in seconds
of week), horizontal RMS: 9 mm, vertical RMS: 19 mm
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The Chinese BeiDou/Compass satellite system consists of satellites in medium
earth, inclined geosynchronous and geostationary orbits. Hence it combines the
benefits and drawbacks of all kind of orbit types. The MEO satellites have a large
geometric change relative to a tracking station on the ground. The change in
geometry is especially helpful in orbit determination to achieve fast convergence
and highly accurate orbits. This benefit is much smaller for IGSO’s and almost
completely lost for GEO’s. On the other hand the IGSO’s and GEO’s can some-
times be tracked by a station for several days without any loss of lock and the
estimation process can benefit from a fixed ambiguity for a long time.

To date only GPS and GLONASS are in full operation. QZSS is predicted to be
in full operation by 2018 with three IGSO and one GEO satellite. Galileo uses four
satellites in orbit and is going through an IOV phase before the next satellites are
launched. At the time of preparation of this paper the Galileo satellites did not
transmit useful navigation data. This is why we decided to concentrate on GPS,
GLONASS and QZSS only for the Trimble CenterPoint RTX correction service.
However, orbit and clock processing for Galileo satellites will be very similar to
GPS processing and we expect similar or even better orbit and clock quality for
Galileo as for GPS, due to the fact that Galileo uses more modern signals. Besides
the geostationary satellites, BeiDou/Compass is comparable to a combined GPS
plus QZSS processing. Due to the high altitude of the QZSS satellite and its IGSO

Fig. 25.5 Trimble CenterPoint RTX convergence on fixed reference stations
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shape, the modeling of the QZSS orbit was undergoing an optimization procedure.
At present, the possibility to include BeiDou/Compass in the CenterPoint RTX
system is under investigation.

As an example a current user of Trimble CenterPoint RTX in Hong Kong will
find that he is able to track up to 19 GPS&GLONASS satellites simultaneously
above 10� elevation angle plus the QZSS satellite. This already provides good
convergence and accuracy. However, BeiDou/Compass will increase the number
of visible GNSS satellites on that location to up to 35 when also considering the 4
Galileo IOV satellites. In an earlier publication [2] we have demonstrated that by
adding the QZSS satellite to the Trimble CenterPoint RTX system we were able to
reduce the convergence time by approximately 20 % and the vertical error by a
similar percentage amount. This is why we seriously believe that adding BeiDou/
Compass to the Trimble GNSS positioning systems will make a considerable
difference in performance.

25.5 BeiDou and QZSS Pseudorange Observation Quality

The quality of pseudoranges for the different satellite systems was analyzed using
the MP1 and MP2 multipath combinations. A typical MP1/MP2 plot for BeiDou/
Compass GEO satellite C01 for station Bangkok is shown in Fig. 25.6.

The IGSO satellites exhibit a different behavior. As an example Fig. 25.7 shows
the multipath combination MP1/MP2 and elevation angle for the BeiDou/Compass

Fig. 25.6 MP1/MP2 for station Bangkok and BeiDou/Compass satellite C01
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satellite C09 observed from station Bangkok. The larger noise occurs when the
satellite is observed at a low elevation angle of *10� as shown in the figure. For
comparison we can look at the MP1 and MP2 values of the QZSS satellite for the

Fig. 25.7 MP1/MP2 and elevation for station Bangkok and Beidou/Compass satellite C09

Fig. 25.8 MP1/MP2 and elevation for station Bangkok and IGSO QZSS satellite

25 Towards a Precise Multi-GNSS Positioning System 283



same station Bangkok (Fig. 25.8). The elevation angle of the QZSS satellite varies
between 15 and 55�.

The MP1/MP2 values for the MEO satellite C12 shows the following behavior
in station Bangkok (Fig. 25.9). Again the higher noise/multipath occurs for lower
elevation angles.

BeiDou/Compass ionosphere-free B1/B2 pseudorange combination residuals
were analyzed from the satellite orbit/clock estimation process and plotted with
respect to the elevation angles (Fig. 25.10). 46 tracking stations during the time
period December 18–20, 2012 were used to derive the statistics shown in the
following figure. Satellite C01 was not computed during this time period and thus
is missing. All satellites except the GEO C02 are showing consistent error
behavior. C02 had shown some larger outliers at lower elevation angles during the
analyzed time period.

25.6 Orbit Estimation

In Trimble CenterPoint RTX we routinely estimate the satellite orbit for GPS,
QZSS and GLONASS in real-time. The accuracy we achieve on a regular basis is
of the order of a couple of centimeters when comparing with IGS/CODE final and
rapid orbits for GPS and GLONASS [4]. The achievable orbit accuracy for QZSS
and BeiDou/Compass is more difficult to judge since we currently have no good
reference orbit to compare with. Therefore our analyses so far are based on judging

Fig. 25.9 MP1 for station Bangkok and IGSO BeiDou/Compass satellite C12

284 X. Chen et al.



the overlap periods of different satellite arcs computed in a post-processing
approach. The scheme we are using for this first analysis is based on RMS values
computed from a 24 h overlap time period of two arcs in three days. The tangential
(along track), normal (cross track) and radial discrepancies of the overlap time

Table 25.1 RMS of orbit overlap RMS of the BeiDou/QZSS satellites (unit: meters)

Radial [m] Along-track (m) Cross-track (m)

C01 0.062 7.485 0.055
C02 0.046 16.308 0.087
C03 0.031 22.111 0.055
C04 0.045 19.121 0.025
C05 0.076 2.250 0.050
C06 0.056 0.716 0.100
C07 0.031 0.328 0.080
C08 0.037 0.448 0.087
C09 0.052 0.553 0.079
C10 0.034 0.382 0.084
C11 0.016 0.225 0.056
C12 0.036 0.285 0.067
C13 0.039 0.352 0.088
C14 0.026 0.212 0.055
J01 0.026 0.168 0.101

Fig. 25.10 Pseudorange RMS with respect to elevation angle (December 18–20, 2012)
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period are computed for a time period of three months from October to December
2012.

The overlap analysis results of BeiDou/Compass satellites and the QZSS
satellite are summarized in Table 25.1. The results for BeiDou/Compass IGSO,
MEO satellites and the QZSS satellite are shown in Fig. 25.11. The radial
repeatability is in the order of a few centimeters for all BeiDou/Compass satellites
and the QZSS satellite. As expected, the geostationary satellites show much larger
along track errors than the other satellites.

In comparison, the RMS values for GPS and GLONASS satellites were com-
puted too. The GPS and GLONASS satellites benefit a lot from the more complete
tracking network (all CenterPoint RTX tracking stations track GPS and GLON-
ASS satellites). This results in very small overlap differences, which are just in the
mm-range for the radial component. Figures 25.12 and 25.13 show the overlap
RMS in radial, tangential, normal direction for GPS and GLONASS satellites
respectively.

The carrier phase residuals in the orbit estimation process look similar to what
we typically get for GPS, there are also no significant differences between GEOs,
IGSOs, and MEOs. Figure 25.14 shows phase residuals for three selected satel-
lites, different stations are shown by using different colors.

Fig. 25.11 Overlap RMS for BeiDou (IGSO and MEO) and QZSS satellites

Fig. 25.12 Overlap RMS for GPS satellites
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25.7 Satellite Clock Stability

The satellite clock stability is an important factor for precise dynamic GNSS
positioning techniques like RTK, RTX, and PPP. Therefore we studied the fre-
quency stability of the different satellite clocks using the Allan deviation [5]. The
following results are based on clock estimates computed by the Trimble Center-
Point RTX system.

Figure 25.15 shows the Allan deviation of the GPS constellation on November
29, 2012. The superior performance of the new generation of rubidium clocks on
board of the GPS IIF satellites is evident. However, the Allan deviation of the IIF
satellite clocks is affected by the reference timescale of the clock errors which is
based on the average of all GPS clocks. The actual performance of these clocks
should therefore be significantly better. The first QZSS satellite J01 is equipped
with the same high-performance Rubidium (Rb) oscillator that is used in the GPS

Fig. 25.13 Overlap RMS for GLONASS satellites

Fig. 25.14 Carrier phase residuals for selected BeiDou/Compass satellites during the days from
January 6–8, 2013 (stations indicated by different colors)

25 Towards a Precise Multi-GNSS Positioning System 287



Block IIF satellites. As expected the Allan deviation of the J01 clock errors, also
shown in Fig. 25.15, is at a similar level as the GPS Block IIF satellites. Exem-
plary GPS satellite clock time series are shown in Fig. 25.16. A linear trend was
removed from each of the time series.

The frequency stabilities of the GLONASS satellite clocks are summarized in
Fig. 25.17. They show consistent values for the different satellites. Overall, the
Allan deviations for the GLONASS satellite clocks are not as good as for the
newer GPS satellites but better than the GPS IIA satellite clocks. Example time

Fig. 25.15 Allan deviations for the GPS
satellite clocks and the QZSS satellite J01
on November 29, 2012

Fig. 25.16 Exemplary time series for differ-
ent generations of GPS satellite clocks (trend
removed)

Fig. 25.17 Allan deviations for the GLON-
ASS satellite clocks on November 29, 2012

Fig. 25.18 Example time series for three
different GLONASS satellite clocks (trend
removed)
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ser-
ies

(Fig. 25.18) for the GLONASS satellite clocks show larger variations than for the
newer GPS satellites, but better performance than for the GPS IIA satellite clocks.

The Allan deviations of the BeiDou/Compass satellite clock errors are shown in
Fig. 25.19. No significant differences in terms of frequency stability can be
observed for GEO, IGSO and MEO satellites. The average frequency stability of
the BeiDou/Compass satellite clocks is significantly better than that of the
GLONASS clocks but does not reach the stability of the latest GPS frequency
standards (Fig. 25.20).

25.8 Summary and Outlook

Currently (early January 2013) the Trimble CenterPoint RTX service supports the
GPS, GLONASS and QZSS allowing a fast convergence of less than 30 min
(95 %) and a horizontal accuracy of better than 4 cm (2D, 95 %). Applications in
precision agriculture, infrastructure and monitoring solutions are supported in PC
software and receiver hardware implementations. The system is continuously
extended and improved by increasing the number of tracking stations, improving
the orbit modeling and the satellite clock estimation process.

Currently the potential use of BeiDou/Compass signals is being investigated.
BeiDou/Compass satellite orbits are computed with first post-processing batch
solutions with promising consistency numbers between satellite arcs of a few
centimeters in radial direction. The addition of these currently 14 Chinese satellites
to the Trimble CenterPoint RTX system is expected to provide significant per-
formance improvements with respect to RTX convergence, especially for the
Asia–Pacific region.

Fig. 25.19 Allan deviation for the BeiDou/
Compass satellites on December 19, 2012

Fig. 25.20 Example time series for the Bei-
Dou/Compass satellite clocks (trend
removed)
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Chapter 26
Cycle Slip Detection and Repair
with Different Sampling Interval Based
on Compass Triple-Frequency

Kai Xie, Hongzhou Chai, Min Wang and Zongpeng Pan

Abstract On the basis of the multiple-frequency observation combination theory,
the triple-frequency MW and Geometry-free combination and the triple-frequency
pseudorange/carrier phase combination cycle-slip detection model have been
deduced respectively. Using the Compass triple-frequency observation data, under
the circumstances of different sampling intervals, the detection effects of the two
methods have been studied in cases of cycle slip occurring on a single frequency
and multiple frequencies. The results have shown that when the sampling interval
is 1 s, both the two methods have good results; when sampling interval is 10 s, the
MW and Geometry-free combination is better; when the sampling interval is 30 s,
both the two methods are affected in some extent. Then we have the conclusion, in
the process of observation, the sampling interval should be set smaller than 10 s
which is beneficial for cycle slip detection and repair. And in most cases, the MW
and Geometry-free combination is more effective.

Keywords: Sampling interval � Cycle Slip detection and repair � MW and
geometry-free combination � Pseudorange/carrier phase combination

26.1 Introduction

As a result of self-fault of GPS signal receiver or unexpected interrupt of the
signal, the phase-lock loop momentarily loses lock, which causes a momentary
break in the Doppler count. The phenomenon of this break is called cycle slip [1].
Since cycle slip detection and repair is a necessary part of preprocessing, many
scholars have put forward various methods in solving this problem. Remondi [2]
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suggested using differential method to conduct cycle slip detection. Goad intro-
duced using the ionospheric residual of dual-frequency carrier phase observation
for cycle slip detection. Chen appropriately modified the detection model intro-
duced by Canon and then put forward polynomial method [3]. But all these
methods are based on single or dual-frequency observation, triple-frequency signal
can provide more observation information and more combinations with good
properties such as long wavelength and low observation noise. With the devel-
opment of triple frequency technology, Dai [4] put forward triple-frequency
Geometry-free combination. Fan [5] put forward MW and Geometry-free com-
bination which is suit for the automatic detection and repair of cycle slip in the
case of undifferenced triple-frequency data. Xiong [6] put forward triple-frequency
pseudorange/carrier phase combination on the basis of the traditional method.

In the context of that Compass-II will send signals in three different frequen-
cies, using Compass observation data, with different sampling interval, the
effectiveness of triple-frequency MW and Geometry-free combination and triple-
frequency Pseudorange/Carrier Phase combination are compared when cycle slip
occurs on a single frequency and multiple frequencies respectively. The condition
for these methods and the optimal sampling interval are analyzed.

26.2 MW & Geometry-Free Combination

26.2.1 MW Combination

MW (wide phase minus narrow pseudo range) combination uses the difference of
wide-lane carrier phase and narrow-lane pseudo range to consist the combination
observation. The triple-frequency MW combination can be expressed as follows:

Nij ¼
fi � fj
fi þ fj

ðPi

ki
þ Pj

kj
Þ � ð/i � /jÞ ð26:1Þ

Where: Nij ¼ Ni � Njði ¼ 1; 2; 3; j ¼ 1; 2; 3; i 6¼ jÞ
Wavelength of combination is kwij ¼ 1=ki � 1=kjði ¼ 1; 2; 3; j ¼ 1; 2; 3; i 6¼ jÞ

26.2.2 Geometry-Free Combination

The Geometry-free combination is as follows

La;b;c ¼ aL1 þ bL2 þ cL3

¼ ak1N1 þ bk2N2 þ ck3N3 � ðaþ b
f 2
1

f 2
2

þ c
f 2
1

f 2
3

ÞI þ ae1 þ be2 þ ce3 ð26:2Þ
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to eliminate the distance,set aþ bþ c ¼ 0
Make a difference of the above formula between epochs. Then the cycle slip of

geometry-free combination after eliminating the ionospheric error and observation
noise is

DNa;b;c ¼
½La;b;cðtÞ � La;b;cðt � 1Þ�

ak1
¼ DN1ðtÞ þ ð

bk2

ak1
ÞDN2ðtÞ þ ð

ck3

ak1
ÞDN3ðtÞ ða 6¼ 0Þ ð26:3Þ

where: DNiðtÞ ¼ NiðtÞ � Niðt � 1Þ ði ¼ 1; 2; 3Þ

26.2.3 The Combination of MW and Geometry-Free
Methods

After analyzing the combination error, we can get the referenced standard in
selecting the observation value [7]: long wavelength, small ionospheric effect and
small observation noise.

Then combinations of Nð�1;1;0Þ Nð�1;0;1Þ Nw32 are selected. The cycle slip
detection equations are as follows,

DN1 � k2
k1

DN2 ¼ n1

DN1 � k3
k1

DN3 ¼ n2

�DN2 þ DN3 ¼ n3

9
=

;
ð26:4Þ

where DN1;DN2;DN3 are the cycle slip values on three frequencies, n1; n2; n3 are
the cycle slip detection values of three combinations.

26.3 Multiple-Frequency Pseudorange/Carrier Phase
Combination

The cycle slip detection formula of Multiple-frequency Pseudorange/Carrier Phase
Combination is

DNc ¼ Ncðt2Þ � Ncðt1Þ

¼ /cðt2Þ � /cðt1Þ �
Rðt2Þ � Rðt1Þ

kc

ð26:5Þ

a. Wavelength of Combination Observation

kC ¼ k1k2k3= ik2k3 þ jk1k3 þ kk1k2ð Þ ð26:6Þ
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where i; j; k are the combination coefficients.

b. Ionospheric delay coefficient

aion is the specific value of dividing the ionospheric error by wavelength after
combination and dividing the ionospheric error by wavelength of L1.

aion ¼
Ic=k
I=k1

¼ ðiþ j
k2

k1
þ k

k3

k1
Þ ð26:7Þ

The smaller aion is, the smaller distance error of ionosphere is.

c. Observation Noise

Set rL1 ¼ rL2 ¼ rL3 ¼ rL, then the variance of observation noise after com-
bination is

rLi;j;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðik=k1Þ2 þ ðjk=k2Þ2 þ ðkk=k3Þ2

q
rL ð26:8Þ

According to the above three referenced standards, go through -10 to 10 for
i; j; k, then three coefficient combinations can be obtained after filter (Table 26.1).

Therefore the combination cycle slip value n1, n2, n3 of three combinations can
be expressed as follows

n1 ¼ �DN1 � 5DN2 þ 6DN3

n2 ¼ DN1 þ 4DN2 � 5DN3

n3 ¼ �4DN1 þ DN2 þ 4DN3

ð26:9Þ

26.4 Example Analysis

A range of ‘‘clean’’ data collected by a Compass receiver in Beijing on Nov.16th
2012 is used to conduct the experiment. The effectiveness of MW & Geometry-
free combination and Pseudorange/Carrier Phase combination are compared when
the sampling interval is 1, 10 and 30 s respectively.

The three frequencies of Compass signal are shown in the chart below
Table 26.2

Table 26.1 Combination observation property

Combination f=MHz k=m aion rc=m

(-1, -5, 6) 14.322 20.932 -8.963 1.374
(1, 4, -5) 47.058 6.371 0.652 0.345
(-4, 1, 4) 36.828 8.140 93.925 0.442
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26.4.1 Cycle-Slip on a Single Frequency

In the cases of different sampling intervals, add -1, -5, -10 cycle slip to L1 in
epoch 20, 50, 80 respectively. Then in theory, adopting the MW and Geometry-
free combination, the cycle slip value of combination Nð�1; 1; 0Þ is 1, 5, 10
respectively in corresponding epoch and 1, 5, 10 respectively for combination
Nð�1;0;1Þ, while for combination Nw32, the cycle slip is 0 in each epoch. Adopting
the Pseudorange/Carrier Phase combination, the cycle slip value of combination
(-1, -5, 6) is -1, 1, -4 respectively in corresponding epoch. The cycle slip value
of combination (1, 4, -5) is -5, 5, -20 respectively in corresponding epoch. And
the cycle slip value of combination (-4, 1, 4) is -10, 10, -40 respectively in
corresponding epoch.

1. The sampling interval is 1 s

After analyzing Figs. 26.1, 26.2, we can come to the conclusion. When the
sampling interval is 1 s, both the two methods can accurately detect the epoch
where cycle slip occurs. The difference between the detected cycle slip value and
the true value is smaller than 0.1 cycle. Therefore in the case of cycle slip
occurring on a single frequency, when the sampling interval is 1 s, both the two
methods can accurately detect and repair cycle slip.

2. The sampling interval is 10 s

After analyzing Figs. 26.3, 26.4, we can come to the conclusion. When the
sampling interval is 10 s, adopting the Pseudorange/Carrier Phase combination,
the difference between the detected cycle slip and the true value is smaller than 0.5
cycle while it’s bigger than 0.5 cycle for Nw32 combination of MW & Geometry-
free combination. Therefore in the case of cycle slip occurring on a single fre-
quency, when the sampling interval is 10 s, adopting the Pseudorange/Carrier
Phase combination can detect and repair the cycle slip more accurately.

3. The sampling interval is 30 s

After analyzing Figs. 26.5, 26.6, we can come to the conclusion. When the
sampling interval is 30 s, the detection precision of both the two methods are
greatly affected. When adopting the Pseudorange/Carrier Phase combination, the
difference between the detected cycle slip and the true value is bigger than 1 cycle,
making it unable to accurately repair the cycle slip, while it’s smaller than 0.5

Table 26.2 The carrier phase frequency and wavelength of Compass system signals

Signal Carrier frequency/MHz Wavelength/m

B1 1561.098 0.192
B2 1207.14 0.248
B3 1268.52 0.236
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cycle for Nð�1;1;0Þ and Nð�1;0;1Þ combination of MW and Geometry-free combi-
nation. Therefore in the case of cycle slip occurring on a single frequency, when
the sampling interval is 30 s, both the two methods cannot reach a relatively high
precision in detecting and repairing the cycle slip. In contrast, the MW &
Geometry-free combination is better.

Fig. 26.1 Detection result of MW and Geometry-free combination

Fig. 26.2 Detection result of pseudorange/carrier phase combination

296 K. Xie et al.



26.4.2 Cycle-Slip on Multiple Frequencies

In the cases of different sampling intervals, add 1, 2, 3 cycle slip to L1, L2, L3 in
epoch 30 respectively. Then in theory, adopting the MW & Geometry-free

Fig. 26.3 Detection result of MW and geometry-free combination

Fig. 26.4 Detection result of pseudorange/carrier phase combination
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combination, the cycle slip value is 1.58 for combination Nð�1; 1; 0Þ, 2.69 for
combination Nð�1; 0; 1Þ, and -1 for combination Nw32. Adopting the Pseudorange/
Carrier Phase combination, the cycle slip value is -7 for combination (-1,-5, 6),
6 for combination (1, 4, -5), and -10 for combination (-4, 1, 4).

Fig. 26.5 Detection result of MW & Geometry-free combination

Fig. 26.6 Detection result of Pseudorange/Carrier Phase combination
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(1) The sampling interval is 1 s

After analyzing Figs. 26.7, 26.8, we can come to the conclusion. When the
sampling interval is 1 s, both the two methods can accurately detect the epoch
where cycle slip occurs. The difference between the detected cycle slip value and
the true value is smaller than 0.1 cycle. Therefore in the case of cycle slip
occurring on multiple frequencies, when the sampling interval is 1 s, both the two
methods can accurately detect and repair cycle slip.

(2) The sampling interval is 10 s

After analyzing Figs. 26.9, 26.10, we can come to the conclusion. When the
sampling interval is 10 s, adopting the MW and Geometry-free combination, the
difference between the detected cycle slip is smaller than 0.2, while it reaches to
0.5 for combination (1, 4, -5) and (-4, 1, 4) of Pseudorange/Carrier Phase
combination. Therefore in the case of cycle slip occurring on multiple frequencies,
when the sampling interval is 10 s, adopting the MW and Geometry-free combi-
nation can detect and repair the cycle slip more accurately.

(3) The sampling interval is 30 s

After analyzing Figs. 26.11, 26.12, we can come to the conclusion. When the
sampling interval is 30 s, the detection precision of both the two methods are
greatly affected. When adopting the pseudorange/Carrier Phase combination, the
difference between the detected cycle slip and the true value is bigger than 1 cycle,

Fig. 26.7 Detection result of MW and Geometry-free combination
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making it unable to accurately repair the cycle slip, while it’s smaller than 0.2
cycle for Nð�1; 1; 0Þ and Nð�1;0;1Þ combination of MW & Geometry-free

Fig. 26.8 Detection result of Pseudorange/Carrier Phase combination

Fig. 26.9 Detection result of MW and Geometry-free combination
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combination. Therefore in the case of cycle slip occurring on multiple frequencies,
when the sampling interval is 30 s, both the two methods cannot reach a relatively

Fig. 26.10 Detection result of Pseudorange/Carrier Phase combination

Fig. 26.11 Detection result of MW and Geometry-free combination
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high precision in detecting and repairing the cycle slip. In contrast, the MW &
Geometry-free combination is better.

26.5 Conclusion

Adopting the Compass triple-frequency data, the effectiveness of MW & Geom-
etry-free combination and Pseudorange/Carrier Phase combination is analyzed in
detecting and repairing cycle slips in cases of different sampling intervals. The
results can be concluded as follows. When the sampling interval is 1 s, both the
two methods have good results when cycle slip occurs both on a single frequency
and multiple frequencies; when sampling interval is 10 s, the Pseudorange/Carrier
Phase combination is better in case of cycle slip occurring on a single frequency
while the MW & Geometry-free combination is better in case of cycle slip
occurring on multiple frequencies; when the sampling interval is 30 s, although
both the two methods are affected in great extent, the MW and Geometry-free
combination is relatively more effective in detecting and repairing cycle slips.

In a word, in cases of different sampling intervals, the MW-Geometry-free
combination is more effective in detecting and repairing cycle slips. In addition,
with the increase of sampling interval, the detecting result is affected in some
extent. Therefore, the sampling interval should be set smaller than 10 s in order to
obtain precise data.

Fig. 26.12 Detection result of pseudorange/carrier phase combination
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Since the data adopted in this paper is relatively ideal, the multi-path effect of G
satellite, the noise of I/M satellite when elevation angle is small and the incon-
sistency of pseudo range and carrier phase are neglected in cycle slip detection and
repair. Due to the limit of the experimental conditions, the paper has only adopted
sampling intervals of 1, 10, and 30 s to conduct the experiment. For the next step,
more sampling intervals will be tested to find the optimal sampling interval.
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Chapter 27
Progress Towards a Microwave Atomic
Clock Based on the Laser-Cooled
Cadmium Ions

Jianwei Zhang, Shiguang Wang, Kai Miao, Zhengbo Wang
and Lijun Wang

Abstract In the past decades, many groups in the world were engaged in building
the microwave or optical frequency standards based on different trapped ions and
achieved great improvements. A project aimed at a microwave atomic clock based
on the laser-cooled 113Cd+ ions has been carried out since 2010 in our laboratory.
The cadmium ion clock, a transportable clock with excellent frequency stability, is
suitable in the comparison between the clocks located in different places, for
example, to compare the time systems at different stations of BeiDou Navigation
Satellite System, or to examine the general relativity. A linear quadruple ion trap
and the technique of laser cooling are applied in this clock. Meanwhile, the cad-
mium clock can be designed to be transportable which requires only one laser to
accomplish the laser cooling, optical pump and optical detection. In this paper, we
will report the detailed progress of this clock.

Keywords Microwave frequency standard � Ion trap � Cadmium ion � Laser
cooling
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27.1 Introduction

The optical lattice and ion trap are successfully applied in the field of precision
frequency metrology taking the advantages of the narrow spectrum linewidth due to
the long interaction time between the radiation field and the trapped atoms or ions.
Meanwhile, the technique of laser cooling is also applied to cool down the tem-
perature of the atoms to greatly reduce the Doppler effect. The state of the art of the
ion clocks is the optical clock based on Al+ [1], which keeps the record of the most
precision atomic clock in the world to 8.6 9 10-18. Recently, an optical clock based
on a single 88Sr+ with the frequency uncertainty of 2 9 10-17 has been reported [2].
These optical clocks outperform the current realization of SI second, the caesium
fountains. This makes it possible to redefine the unit of time in the future.

Although the optical clocks are extremely accurate, they have to be operated
only in laboratory condition, at least until now, because of their complexity and
big volumes. In some special application fields, for example, the frequency
comparison between the different atomic clocks located in different laboratories,
the comparison between the frequency and time systems at the different ground
stations of BeiDou Navigation Satellite System, not only the precision, but also the
transportability of clocks is required. At LNE-SYTRE in France, a transportable
caesium fountain clock has been developed [3]. In China, the National Institute of
Metrology (NIM) is the one who builds and operates the best caesium fountain
clocks [4] so far.

The hyperfine splitting of the ground state of the 113Cd+ ions is a promising
choice as a clock transition for a microwave atomic clock, which has been pro-
posed by the groups in Japan and the USA [5, 6]. In the previous works, the buffer
gas is applied to cool the ions, which makes the temperature of ions to be slightly
higher than the room temperature. The fractional frequency shift due to the second
order Doppler effect is one of the factors limiting the final performance. In this
paper, a laser-cooled cadmium ion clock is reported, in which the temperature of
the ions can be cooled to be less than 1 K and the second order Doppler frequency
shift is greatly reduced. In the same time, the simple energy level structure of the
cadmium ions opens the way to build a transportable atomic clock.

27.2 Principles of the Cadmium Ions Clock

Figure 27.1 shows the energy levels of the 113Cd+ ions. The transition of |F = 0,
mF = 0[? |F = 1, mF = 0 [ of the ground state is the clock transition with the
frequency of 15 199 862 854.96(12) Hz [7]. The cycling transition of |S1/2, F = 1,
mF = 1 [? |P3/2, F = 2, mF = 2[ is used to laser cool the ions and to excite the
fluorescence signal for detection. Meanwhile, the ions can be optically pumped to the
state of |S1/2, F = 0, mF = 0[ via the transition of |S1/2, F = 1 [? | P3/2, F = 1[.

308 J. Zhang et al.



After the ions are loaded, firstly, the cooling laser is unblocked to cool the ions
to below 1 K. Secondly, the cooling laser is blocked after cooling phase, and the
pump laser is unblocked to pump the ions to the state of |S1/2, F = 0, mF = 0[.
Thirdly, all of the lasers are blocked, and two successive microwave pulses with
the Ramsey interval time of T are applied for interrogation. Last, the cooling laser
is unblocked again, and the fluorescence signal excited by the laser is detected to
obtain the transition probability of the ions in the detuning microwave field.

For the atomic clock based on the laser-cooled 113Cd+ ions, the cooling laser and
the detection laser can be the same one. There is a frequency difference of about
800 MHz between the cooling laser and the pump laser, corresponding to the
hyperfine splitting of the P3/2 state, which can be realized by using an acoustic-optic
modulator. Consequently, only one laser is need for all of the laser cooling, optical
pump and detection. To our knowledge, in all of the atomic clocks based on laser-
cooled ions, the microwave 113Cd+ ion clock is the only one that needs only one laser.

Since the design of the ion trap has been well described elsewhere [7, 8], only a
brief introduction is given here. A linear quadrupole trap is used for trapping ions.
The four electrodes of the trap are made of oxygen-free copper, and the dimension
of the trap is optimized. The diameter of the electrodes is 14.22 mm and the
minimum radial distance from the center of the trap to the surface of the electrodes
is 6.2 mm. Every electrode is cut into three segments. On the outer segments of
each electrode, a dc voltage is applied as endcap voltage to confine the ions in the
axial direction. And on the inner segments of the diagonal electrodes, a radio
frequency voltage with the frequency of 1.25 MHz and the amplitude of 300 V is
applied to confine the ions in the radial direction. Small dc voltages are added on
the inner segments of the electrodes to compensate the scattering electric fields.
The ion trap is installed in an ultrahigh vacuum chamber with a pressure of
5 9 10-8 Pa.

The used laser system for the cadmium ions clock is a TA-FHG pro from
Topitca Inc., a frequency-quadrupled diode laser system. An external cavity diode
laser, a DL pro operating at 858 nm, used as the seed laser, is boosted by a tapered
amplifier, a TA pro. The amplified laser is frequency-quadrupled to 214.5 nm by
two cascade doubling cavity.

Fig. 27.1 Energy levels of
113Cd+ ions. (Not to scale)
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For laser cooling, pumping and detection, the frequency of the laser must be
stabilized to MHz level. Normally the precision control of the laser frequency can
be achieved by directly locking the uv laser to the cadmium ion transition line, but
this method is not appropriate in our case because of the limited power output of
the laser system. Therefore, the seed laser of 858 nm is stabilized to MHz level by
comparing the frequency with an 852 nm laser stabilized to the cesium lines via a
transfer cavity [9].

27.3 Progress

To load ions, we heat the cadmium oven pointing the center of the trap and switch
on the electron gun on the opposite direction of the oven. The cadmium vapor from
the oven is ionized by the electron bombardment and some of these ions can be
trapped. The fluorescence signal of the trapped ions is induced by a resonant laser
and detected by a photomultiplier tube (PMT). Meanwhile, the appearance of the
ion cloud is captured by a electron multiplying charge coupled device (EMCCD),
as shown in Fig. 27.2.

By the technique of laser cooling, the ions can be cooled down to crystallization
state, i.e. the ions are confined in so small space that a crystal lattice structure is
formed by the Coulomb repulsion interaction among the ions. Usually, the more the
ions in the trap, the more difficult to cool the ions because many ions are out of the
nodal line of the trap, and they could be heated by the applied radio frequency field. In
our experiments, approximately 104 ions are cooled to 16 mK by laser cooling [10].

After the trapped ions are cooled, the ions are optically pumped to the state of |S1/

2, F = 0, mF = 0[ by a laser pulse. Then the transition probability of the ions in the
detuning microwave field is measured by detecting the fluorescence intensity with
the Ramsey’s separated oscillation fields technique, in our experiment the pulse
width is t and the interval separation is T. Figure 27.3 shows a typical measured
Ramsey fringe. In the experiment, the separation between the two microwave pulse
is T = 2 s. Consequently, the FWHM of the center fringe is 0.25 Hz.

Although the clock transition of the cadmium ions clock is insensitive to the
magnetic field, the quadratic Zeeman shift still exists, and it is one of the main
factors affecting the performance of the clock. To insure high precision of the
clock, one has to measure the frequency of the clock transition in zero magnetic

Fig. 27.2 The 113Cd+ ions
cloud photograph. (Exposure
time is 0.2 s)
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field. In our experiment, the frequencies of the clock transition in different mag-
netic fields are measured and the frequency in zero field is extrapolated. During the
measurement, the frequency reference is a commercial cesium clock (Symmetri-
com 5071). The measurement results of two isotopes of 113Cd+ and 111Cd+ are

113m0 ¼ 15 199 862 854:96 12ð Þ Hz ð27:1Þ

and

111m0 ¼ 14 530 507 349:9 1:1ð Þ Hz; ð27:2Þ

respectively [7]. The result of 113Cd+ agrees with other’s report very well [6] and
the precision of the 111Cd+ is improved by seven orders than previously reported
data [11].

The performance of the clock is measured further by the close-loop operation of
the atomic clock. According to the formula of Allan variance

r2
yðsÞ ¼ Tcycle=s

� �
= 2p Q SNRð Þ2; ð27:3Þ

where s is the sampling time, Tcycle the cycling time to obtain an error data, Q the
quality factor of the clock transition line and SNR the signal-to-noise ratio of the
clock transition signal. In the experiment, Tcycle = 9 s, Q = 6.1 9 1010,
SNR & 30, hence the frequency stability of the experimental setup should be
approximately ry = 3 9 10-13 s-1/2. In our laboratory, the best frequency ref-
erence is an ultra-stable quartz oscillator (Symmetricom 4145B) with phase locked

Fig. 27.3 The Ramsey fringe of the clock transition. The solid circle is the photon counts of the
fluorescence with a gate time of 20 ms, and the curve is the fit to the measured data
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to a commercial cesium clock, which is not sufficient to measure the frequency
stability of the cadmium ion clock.

In order to obtain the preliminary stability performance of the experimental
setup, we measured the frequency stability in open-loop operation mode. The
cadmium ion is used to interrogate the microwave signal synthesized from
the frequency reference 4145B. This measurement result is a combination of the
stability of the frequency reference and the cadmium ions clock. Analyzing the
data measured in a time duration of 1.5 h, we find that the obtained frequency
stability is consistent with the specification of the 4145B. Consequently, the fre-
quency stability of the clock is limited by the reference in the measurement.

A technique for the precise and continuous time and frequency synchronization
based on fibers has been developed in our lab recently [12]. It has been demon-
strated that a precision frequency signal can be transmitted by about 90 km with
the residual frequency instability at the 10-19 level for 1-day sampling time. Now,
an experiment has been planned to be carried out, in which the ultra-precise
standard frequency signal from NIM, who keeps the primary time standard of
China, will be used as the frequency reference. Further measurement result will be
reported once the experiment is accomplished.

27.4 Summary

The atomic clocks based on the trapped ions with outstanding performances have
been developed thanks to the successful application of techniques of ion trapping
and laser cooling. The microwave atomic clock based on laser-cooled 113Cd+ ions
seems to be of great performance potential, and can be design to be transportable
due to the simple energy level structure of the cadmium ions. This clock is
promising to be applied in the field of precise comparison of atomic clocks. In this
paper, we reported the principle and the design of the clock under development. In
the experiments, the laser-cooled ions cloud is obtained and the ground state
hyperfine splitting of the cadmium ions is measured precisely. These progresses
make it possible for us to build a transportable microwave atomic clock with high
performance in near future.
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Chapter 28
The Electronic System of 87Rb CPT
Maser Atomic Clock

Wenyu Zhao, Xin Wang, Xiaofeng Li, Jie Liu, Kan Zhao
and Shougang Zhang

Abstract We present the electronic system, together with the physical package, of
the 87Rb CPT maser atomic clock, which is related to the coherent population
trapping phenomenon. Moreover, frequency locking of our experimental apparatus
was also developed based on this system. Our results show that the measured
short-term frequency stability (Allan deviation) is better than 2 9 10-12 s-1/2

from 1 to 100 s.

Keywords CPT maser � Atomic clock � Microwave synthesizer

28.1 Introduction

Since the pioneering experimental observation of coherent population trapping
(CPT) phenomenon in 1976 [1], it raise the possibility of potential applications in
many fields, such as atom cooling [2], magnetometry [3], lasing without inversion
[4] and atomic frequency standard [4–6]. In recent years, its application in atomic
frequency standards has extensively drawn much attention [7–10]. The CPT
atomic clock is especially suitable for atomic clocks of small size and low power
consumption, and it has been widely used in measurement, navigation, commu-
nication, etc.
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In this paper, we first present the electronic system and the physical package of
the 87Rb CPT maser atomic clock. Then, we give a detailed description of the sub-
systems, including the microwave synthesis chain, the detection apparatus, the
digital servo system, the circuits of temperature control, and the C-field. Based on
the designs, a CPT maser with 87Rb as the atomic medium has been built. Our
results show that the measured short-term frequency stability (Allan deviation) is
better than 2 9 10-12 s-1/2 from 1 to 100 s.

We illustrate the CPT effect using a three-level K-system, where alkali metal
atoms are interacting with a pair of coherent radiation laser fields (as shown in
Fig. 28.1). When the atoms are placed in an electromagnetic cavity, this magne-
tization is responsible for a coherent microwave emission, namely, the so-called
CPT maser [11].

28.2 CPT Maser Experimental Setup

Figure 28.2 shows the CPT Maser experimental setup. The setup is composed of
optical sub-system (including laser, electro-optic modulator, fiber couplers etc.),
physical package (including microwave cavity, absorption cell, C-field coils,
magnetic shields), and electronic package [12, 13] (including microwave synthesis
chain, heterodyne Rb-maser receiver, and servo electronic system). Then we give a
detailed description of such system as follows:

Within our model, the quartz cell where 87Rb atoms, together with buffer gas,
are loaded, and the cavity are the most important ingredients of the physical
package. The coupling between CPT maser and the cavity is detected by the
heterodyne Rb-maser receiver. A double magnetic shield is used to reduce envi-
ronment magnetic field fluctuations, and the microwave synthesis chain is used to
modulate the phase of the laser carrier by driving the electro-optic modulator
(EOM), which modulates the laser with two frequencies according to the K
scheme. When the laser carrier is modulated at 3,417 MHz, which is half of the
hyperfine splitting, the first two modulation sidebands of the laser spectrum sep-
arated by 6,834 MHz, allowing the excitation of the atomic transition through the
CPT phenomenon. Finally, the servo electronic locks the quartz oscillator to the
atomic transition.

Fig. 28.1 Three-level
lambda atomic system
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28.3 Electronics

Next we describe the prototype of a CPT maser with emphasis on the electronic
setup in laboratory. With regard to main blocks, it can be realized by following
three parts.

28.3.1 The Microwave Synthesis Chain

The microwave synthesis chain requires low phase noise and adjustable fractional
frequency. Therefore, we use phase locked loop and direct digital synthesis (DDS).
The former compares the phase of the interrogate signal with the phase of the
signal derived from local oscillator, and adjusts the dielectrically stabilized
microwave oscillator (DRO) to keeping the phases matched. The latter provides
much better frequency agility, phase noise, and can be used to precise controlling
the phase of output. In the following subsections, our detailed design is described.

In the microwave synthesis chain, a 10 MHz low-phase noise Oven-Controlled
Crystal Oscillator (OCXO) is used as the local reference. The short-term stability of
OCXO is 10-13, satisfying the requirement of CPT maser short-term stability up to
10-12. The range of the OCXO frequency control must be suitable for a lifetime of
10 years. At the same time, it should keep the control range as narrow as possible to
minimize the frequency instability effects coming from the amplitude noise.

The initial frequency multiplication stages are designed to multiply the 10 MHz
signal to 100 MHz. First, 10 MHz signal is multiplied 5 times to 50 MHz. Its
power is split into two parts. One is mixed with 100 MHz with a mixer, the other is
phase detected with the output of the pre-mixer. The output of the phase detector is

Fig. 28.2 CPT maser prototype
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fed back to control the OCXO through a loop filter. The 100 MHz oscillator is
locked with similar method. The frequency of 100 MHz is fed to a varactor-based
comb generator exploiting the nonlinear behavior of a varactor diode junction to
step-up the signal to 3,200 MHz (932). The required components at 3,200 MHz
are filtered out by a band-pass filter. The signal of 3,200 MHz is power split into
two parts. One is doubled to 6400 MHz and used in the maser receiver. The other
is mixed to 217 MHz with the signal of the 3,417 MHz, which is output by
dielectrically stabilized microwave oscillator (DRO). The signal of 217 MHz is
down converted again with the signal of 200 MHz which is doubled from the
output by 100 MHz oscillator. This signal can be phase-compared with the
17 MHz component. The 17 MHz is produced by a commercially available 48-bit
DDS chip, which is clocked by 200 MHz obtained by double frequency of
100 MHz oscillator. The output of the DDS is controlled by an 8-bit microcon-
troller. Then the DRO is phase-locked to the appropriate component of the comb
generator (as shown in Fig. 28.3).

The phase noise of CPT synthesis chain at 3,417 MHz is measured to 3 kHz by
using a FSUP26 phase noise measurement system (Fig. 28.4). The result of the
phase noise measurement is close to theoretical value calculated by the deterio-
rating formula of 20lgN (dB) with N being the multiple times.

According to Eq. (28.1) [14], the calculated contribution of the synthesiser to
the clock frequency stability is 2 9 10-13 at 1 s, which is the most important
factor in the electronic system.
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Fig. 28.3 Block scheme of the synthesis chain
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ryðsÞ ¼ 0:45 Syð2fMÞ1=2 � s�1=2 ð28:1Þ

where fM is modulation frequency, Syðf Þ is phase noise of the synthesizer.

28.3.2 The Rb-Maser Receiver

Another functional block is the Rb-maser receiver (Fig. 28.5). It is a classical
super-heterodyne architecture with a double down-conversion in our scheme,
which offers superior sensitivity, frequency stability and selectivity. When the
laser is modulated in the cavity by the 3,417 MHz microwave signal exported
from the microwave synthesiser centered on the atomic resonance, it results in the
resonance interrogation. The CPT maser signal is detected by a coupling loop. The
function of Rb-maser receiver is detecting the power of this signal. The frequency
of the CPT maser signal is 6,834 MHz, and about -100 dBm in level actually
measured. It is fed to a low-noise amplifier (LNA) first with gain of 25 dB. The

Fig. 28.4 Phase noise of CPT synthesizer at 3,417 MHz
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double down-conversion transforms the input signal to IF frequency of 434 and
34 MHz. One of the local oscillators (LO) is 6,400 MHz doubled to the output of
the comb generator. And the other is 400 MHz doubled to 200 MHz from the
microwave synthesis chain. The gain of double down-conversion is 30 and 40 dB
separately. Finally, there is a voltage that is direct proportion to the power of CPT
maser signal converted through a power detector. The sensitivity of the receiver is
about -110 dBm approved in practice.

28.3.3 The Servo System

We built a digital quartz servo system (shown in Fig. 28.6). The output signal of
the heterodyne receiver is transformed by an analog to digital converter (ADC).
Then it is processed by a programmable microcontroller (MCU) that implements
the Lock-in and PI calculating blocks. The loop gain and the loop bandwidth can
be adjusted by changing a multiplicative constant. All the parameters are set via
the communication port of computer.

The stability of CPT maser is influenced by the temperature stability of the
physics package. There are several effects causing frequency shifts through tem-
perature, such as the collisions of Rb atoms with the buffer gas atoms contained in
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the cell, the cavity pulling, the atomic density and the light shift. The temperature
of the microwave cavity in the physics package is set about 60 �C. The temper-
ature control circuit is designed with analog technic. The temperature has a long-
term stability of about 20 mK for average times of 10,000 s (shown in Fig. 28.7).
And the C-field produced by a current source is measured, which has a long-term
stability of about 0.05 mG a day (shown in Fig. 28.8).
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28.4 Conclusion

In conclusion, the scheme of the electronic system for CPT maser was introduced.
With the system, the clock stability is measured (shown in Fig. 28.9). The elec-
tronic system we realized does not limit the performance of the CPT maser pro-
totype. The stability of CPT reaches a level of 2 9 10-12 s-1/2 from 1 to 100 s.
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Chapter 29
Research of Satellite Clock Error
Prediction Based on RBF Neural
Network and ARMA Model

Xiaoyu Li, Xurong Dong, Kun Zheng and Yatao Liu

Abstract As the main error sources of the observation data, the precision of
prediction model has a direct effect on the performance of navigation system.
Considering that the clock error was composed of trend part and random
component, an integrated model was proposed, which was based on RBF neural
network and ARMA. The trend was modeled using the RBF neural network, while
the random part by the ARMA model, and last added them to the predicted results.
The simulation results validate the feasibility and the better performance of the
integrated method through an example by using the precise IGS clock data.

Keywords Clock error prediction � RBF neural network � ARMA � Integrated
model

29.1 Introduction

The satellite clock error is one of the main error sources in precise navigation
satellite positioning. Taking GNSS for example, the accuracy of ex-post clock
error provided by IGS can be up to 75 ps, which fully meet the requirement of
centimeter-level orbit determination, but with a 13-days delay. It is difficult to
establish the accurate atomic clocks errors model for that the atomic clock
frequency fluctuation is a linear superposition of several different noises [1]. Clock
errors prediction has a great effect on the accuracy of navigation, which helps to
improve the reliability and accuracy of parameters forecast [2].

Traditional clock error prediction models include linear model, quadratic terms
model and gray model. Linear model and quadratic terms model are simple and
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suitable for short-term prediction, but errors accumulate seriously with the
increase of the prediction time; gray model has the advantages of less sample data
and strong anti-interference ability, while the model requires that the original
function is smooth and exponentially changes which affect the prediction accuracy
and length [3]. All these models consider the trend item of the clock errors, but
ignore the random part.

Combining the Radial Basis Function (RBF) neural network which has better
nonlinear prediction ability with the ARMA model that highlights random items
modeling, the paper builds up an integrated model to forecast the clock errors.
In order to verify the effectiveness and feasibility of the model, precise clock errors
offered by IGS are used to simulate and analyze.

29.2 Clock Error Prediction Models

29.2.1 RBF Neural Network Model

Radial Basis Function (RBF) neural network proposed by Powell in 1985 is a two-
layer forward-feed network with the single hidden-layer. It simulates the neural
network structure of human brain that can adjust partially, overwrite each accepted
domain and approximate overall performance [4]. The basic RBF neural network
structure is shown in Fig. 29.1.

RBF neural network is a feedforward neural network that uses the radial basis
function as the hidden-layer, including the three-layer structure of the input-layer,
hidden-layer and output-layer. From the input-layer to the hidden-layer is nonlinear,
while it is linear between the hidden-layer and the output-layer. Transformation
function of the hidden layer adopts radial basis function which is a local distribution
center radially symmetric attenuation non-negative non-linear function [5].
Gaussian function is used as the basis function generally.
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Fig. 29.1 RBF neural network structure
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Gaussian function can be expressed as Eq. (29.1)

GðXkÞ ¼ exp �
Xki� Cik2��

r2

 !

ð29:1Þ

where Xk is a set of input variables, Ci is the center of each cluster, r represents the
width of the radial basis function. Shown in Eq. (29.2), process between the
hidden-layer and output-layer is linearly-adding [6].

yk ¼
Xm

i¼1

w1G1ðXkÞ ð29:2Þ

29.2.2 ARMA Model

To a time series Xif g, the Auto Regressive Moving Average (ARMA) can be
expressed as ARIMA ðp; d; qÞ; where p; q are the orders of the model, and d is the
number of differencing.

The basic form of autoregressive moving average model ARMA p; qð Þ can be
expressed as Eq. (29.3)

xt ¼ /1xt�1 þ . . .þ /pxt�p þ et � h1et�1 � . . .� hqet�q ð29:3Þ

To determine the order of ARMA model and estimate the parameters, we need to
calculate autocorrelation function and partial correlation function of the series [7].

The autocorrelation and partial correlation calculated plot can roughly deter-
mine the order of the ARMA model, and the BIC criteria is given to decide the
precise model order as follows [8].

BICðpÞ ¼ N ln r2
x þ P ln N ð29:4Þ

where P is the order of the model, r2
x is the variance of the residuals and N is

length of the series.
After the model determine, the regression method is used to estimate the model

parameters. Firstly, establish the AR model of observational data, define the upper
bound of the regression order to P ¼ ½

ffiffiffiffi
N
p
�; and then adopt the BIC criteria to

calculate the estimates of the regression coefficients a01; a
0
2; � � � a0p0

� �
; calculate

residuals as Eq. (29.5).

e0t ¼ xt �
Xp0

i¼1

a0ixt�i ð29:5Þ

where t ¼ p0 þ 1; p0 þ 2; � � � ;N: And the approximate ARMA (p, q) model can be
expressed as follow.
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xt ¼
Xp

i¼1

aixt�i þ e0t þ
Xq

j¼1

bje
0
t�j ð29:6Þ

where t ¼ Lþ 1; Lþ 2; � � � ;N; L ¼ max ðp0; p; qÞ; a and b are the undetermined
parameters.

Using the least squares estimation method to solve the undetermined
parameters.

Assumed that,

X ¼

xL xL�1 � � � xL�Pþ1

xLþ1 xL � � � xL�Pþ2

..

. ..
. ..

. ..
.

xN�1 xN�2 � � � xN�P

2

66664

3

77775
; Y ¼

xLþ1

xLþ2

..

.

xN

2

66664

3

77775
;

e ¼

e0L e0L�1 � � � e0L�qþ1

e0Lþ1 e0L � � � e0L�qþ2

..

. ..
. ..

. ..
.

e0N�1 e0N�2 � � � e0N�P

2

666664

3

777775
and b ¼ ½a; b�T :

Least squares estimation of parameters can be solved as:

b ¼ XT X XTe
eT X eTe

� ��1
XT Y
eT Y

� �
: ð29:7Þ

29.3 Integrated Model

Clock error sequence can be considered as the superposition of two parts of the
trend part and the random component. The paper proposes an integrated model
based on RBF neural network and ARMA model, which is the combination of a
trend part and random part. The integrated model clock error prediction process is
shown in Fig. 29.2.

1. Clock error data preprocessing. To detect outliers, non-data segment, data
transition and so on, and correct them in order to achieve better results. As to
outliers and non-data segment, the interpolation method is used to interpolate
these points and the non-data segment after removing outliers. To deal with the
data transition a moving window method is given to detect the transition. The
clock error prediction model can be built up after the preprocessing;
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2. Use the RBF neural network model to predict clock error of M epochs, extract
trend items and random items, and establish random items prediction model
based on ARMA model;

3. To the following N epochs RBF neural network is adopted to predict the trend
part and ARMA model is utilized to the random items, and then add both
results to the predict the clock error.

29.4 Testing and Simulation

Use IGS precise clock product to analyze the real data of spaceborne atomic clocks
between 0:00 on January 1st, 2011 and 23:55 on July 30, 2011 with 5 min interval.
The results are evaluated by the maximum (MAX), minimum (MIN), standard
deviation (STD) and the mean square error (RMS) of the result.

29.4.1 Experiments Design

Case I: Research on model sampling interval and the input vector dimension.
Different dimensions and different intervals are used to improve the RBF model on

Clock error data preprocessing
M+N epochs

M epochs

RBF neural network

Trend item
M epochs

Random item

ARMA model 
selection

Parameter 
estimation

Prediction of N epochs

Compare the prediction 
with true value and get 

the residuals

N epochs

M epochs

Fig. 29.2 Clock error
prediction with integrated
model
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the satellite clock error prediction. Compare the simulation results to obtain the
optimal parameters that are suitable in clock error prediction, and taking the
PRN14 as an example.

Case II: Utilizing the optimal sampling interval and the input vector dimension
that obtained from Case I, the clock errors for PRN3 and PRN14t were predicted
for 1 and 30 days respectively, and compared with the RBF neural network model
at the same time. A cesium clock and a rubidium clock are onboard PRN3 and
PRN14, respectively.

29.4.2 Results Analysis

29.4.2.1 The Result of Case I

1. The influence of the sample interval

The test samples are used to predict with RBF neural network model.
Figure 29.3 and Table 29.1 show the results that when the input dimension is set to
500 and training sample interval is set to 5, 10 and 15 min respectively.

As we can see from Fig. 29.3 and Table 29.1, with sample interval increases the
prediction accuracy gradually decreases The reason is that with the increase of
sample interval training samples become more sparse, leading to ignore serious
short-term and the model can’t accurately predict the characteristics of the sample.

2. The influence of the input vector dimension

Figure 29.4 and Table 29.2 show the RBF neural network prediction results
when the sample interval is 5 min and the input vector dimensions are 100, 200
and 500.
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As shown in the table, the input vector dimension of 200 gets the best results,
and the input vector dimension that is too large or too small will reduce the
accuracy of the model, which indicates that the current output is related with the
past 200 epochs input vector to cover most of the features and can well be gen-
eralized. When the input is too small, it can’t accurately reflect the regularity of
clock error of sample, while excessive input dimension will lead to the interference
term and affect the accuracy of result.

29.4.2.2 The Result of Case II

Firstly, the prediction for 1 day is given by the model of RBF neural network and
ARMA based on the result obtained from the case I. The results are shown in
Fig. 29.5 and Table 29.3.

Table 29.1 Error result with different interval

Interval (min) Clock error (ns)

STD RMS

5 0.291 0.429
10 0.319 0.470
15 0.880 0.202
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Fig. 29.4 Clock error prediction with different dimension

Table 29.2 Error result with different dimension

Dimension Clock error (ns)

STD RMS

100 0.294 0.386
200 0.289 0.291
500 0.291 0.429
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As we can see from the results, the accuracy of the integrated model can reach
ns level, which is higher than the traditional RBF neural network model. Com-
paring the prediction result of PRN3 satellite with that of PRN14 satellite, PRN14
satellite is better.

Secondly, the prediction of 30-days is given and the results are shown in
Fig. 29.6 and Table 29.4.

From the conclusion of 30-days prediction results, it is easy to conclude that the
integrated model is better than the traditional RBF neural network model and the
accuracy is better than 100 ns. Unlike the 1-day result, the long-term clock error
prediction result of PRN14 satellite is worse than that of PRN3 satellite. The
reason is that RBF neural network prediction model of the PRN14 satellite can’t
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Fig. 29.5 Prediction results for 1 day

Table 29.3 Results for 1 day

Prediction model Clock error (ns)

MIN MAX STD RMS

PRN3 RBF NN -15.21 0.532 7.282 8.134
PRN3 integrated model -1.069 0.4604 1.307 1.311
PRN14 RBF NN -4.087 0.106 0.289 0.291
PRN14 integrated model -0.706 0.546 0.127 0.128
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give better results, which then influence the random part extracting and ARMA
modeling.

29.5 Conclusion

Considering that the clock error is composed of trend part and random component,
an integrated model is proposed based on RBF neural network and ARMA model.
Simulation results verify the feasibility and effectiveness of the model. However,
the long-term prediction is not ideal, for the reason that in the long-term forecast
for network training structure learning is inefficiency, easy to fall into local
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Fig. 29.6 Prediction results for 30-days

Table 29.4 Results for 30-days

Prediction model Clock error (ns)

MIN MAX STD RMS

PRN3 RBF NN -17.48 75.66 25.38 28.69
PRN3 integrated model -1.777 30.94 8.439 10.02
PRN14 RBF NN -59.76 100.9 43.99 51.08
PRN14 integrated model -1.855 52.62 13.44 15.45
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minimum point. Improvement of the neural network can be studied in the next step
to overcome this problem.
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Chapter 30
Progress on Linear Ion Trap Mercury-Ion
Frequency Standard

Hao Liu, Yuna Yang, Yuehong He, Haixia Li, Zhihui Yang, Yihe
Chen, Lei She and Jiaomei Li

Abstract Mercury-ion microwave frequency standard could achieve excellent
stability and insensitivity to environment perturbations, due to its large atomic
mass and Q value of clock transition spectrum line. These performances make it
attractive for both ground-based and space applications. After the closed-loop
operation on hyperboloid trap, we developed the mercury microwave frequency
standard based on linear ion trap. Buffer gas cooling and 202Hg isotope discharged
lamp are used for microwave-optical double resonance experiment. The detection
of clock transition signal and 199Hg+ ground-state Zeeman spectrum has been
preliminarily realized. All these work provide the foundation for the accom-
plishment of linear trap mercury-ion microwave frequency standards.

Keywords Mercury-ion frequency standard � Linear ion trap � Space atomic
clock

30.1 Introduction

Frequency stability is the one of the most significant performance for atomic
frequency standards [1], not only for ground based timekeeping but also space-
flight applications. And it is related to the quality factor (Q = m0/Dm) and Signal to
Noise Ratio (SNR) of clock transition line [2]. Improving the line Q value and
signal-to-noise ratio (SNR) are the effective ways for higher frequency stability.
199Hg+ has a much larger ground-state hyperfine splitting (about 40.5 GHz)
comparing the hydrogen (1.4 GHz), rubidium (6.8 GHz) and cesium (9.19 GHz).
In ion trapping system, owing to the absence of wall collision and ignorable first
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order Doppler shift, a very narrow clock transition linewidth can be obtained [3],
which means very high line Q and excellent frequency stability. The Jet Propulsion
Laboratory (JPL) mercury clocks have realized a record line Q of 5 9 1012 [4], a
short-term stability of 4 9 10-14s1/2 [5] and long-term stability beyond 2 9 10-16

[6, 7].
Due to the large atomic mass and line Q value, mercury-ion microwave fre-

quency standard are more immune to environmental changes than other micro-
wave standards. For 10-15 frequency stability, H-masers require 10-4 �C active
temperature regulation while 199Hg+ microwave frequency standards just need to
control in 0.1 �C temperature range [8]. These provide a very suitable capability
for continuously operating. There are three Hewlett Packard 199Hg+ frequency
standards maintained in U.S. Naval Observatory (USNO) for nearly a decennium
[9]. And Buffer gas for cooling and 202Hg isotope discharged lamp for state
preparation make it suitable for space applications. The JPL compact engineering
prototype based on multi-pole linear ion trap standard (LITS) has demonstrated
excellent long-term stability for 10-15 order of magnitudes, but only in 2 liters [7].
And the National Aeronautics and Space Administration (NASA) has planned to
fly and validate the miniaturized mercury clock in Technology Demonstration
Missions [10].

Increasing the number of trapped ions can enhance the SNR of mercury-ion
frequency standards. The linear ion trap permits storage of a string of ions close to
the center axis [11]. Theoretical calculation shows that this trap should store about
20 times the number of ions as a conventional RF trap without increasing the
second-order Doppler shift [11, 12].

With the closed-loop operation on hyperboloid trap, we developed the linear
trap mercury-ion frequency standards. Buffer gas cooling and 202Hg isotope dis-
charged lamp are currently used for microwave-optical double resonance experi-
ment, and the clock transition signal detection and ground-state Zeeman spectrum
of 199Hg+ has been preliminarily realized. All these work provide the foundation
for the accomplishment of linear trap mercury-ion microwave frequency standards.

30.2 Experimental Setup

The experimental setup is shown in Fig. 30.1. Our linear trap is composed of four
parallel cylindrical rods, each in diameter 4 mm, equally located on a circum-
ference with a diameter 20 mm, and two pins as end electrode on the each end.
The trap is set in an ultrahigh vacuum chamber with a background pressure of
5 9 10-8 Pa. The RF potential for radial confinement V0cos (Xt) is applied on one
pair of the opposing rods with the other pair grounded, with V0 = 1,000 V and X/
2p = 800 kHz respectively. The DC voltage U0 = 200 V on each end electrode
generates the axial confinement. A pair of Helmholtz coils is used to supply an
adjustable magnetic field along the nodal line of the trap.
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In our experiment, 199Hg+ ions are created inside the trap by electron bom-
bardment of the 199Hg neutral vapor with an electron beam along the trap axis. The
mercury vapor is obtained by heating the oven of HgO powder (199Hg isotopic
purity *90 %) to about 260 �C. A cold-cathode electron gun with LaB6 filament
is adopted to for reducing fringing light. The trapped ions are cooled to near room
temperature by collision with the helium buffer gas injected into the vacuum
chamber via a helium leak. The ultraviolet radiation (UV) of wavelength
194.2 nm, emitted by the 202Hg discharge lamp, is focused to a oval spot by the
lens to overlap the ion cloud as much as possible after a reflection on the surface of
a 45� filter, which could get rid of the noise contribution of the pumping light.
Microwave radiation interrogation is in the opposite direction of the UV pumping
light, and the detection of ions fluorescence produced by pumping light is on the
direction perpendicular to this pumping light.

30.3 Present Operation and Result

The process of the 199Hg+ state preparation is shown as Fig. 30.2. The ions are
excited into 2P1/2 state from the ground-state 2S1/2 (F = 1) by absorption of the
194.2 nm light, and they will decay to ground-state 2S1/2 (F = 1) and 2S1/2 (F = 0)
with a certain probability. The absorption of pumping light will depopulate the state
2S1/2 (F = 1), and the ion population will be accumulated onto the state 2S1/2

(F = 0) which will not be affected by pumping light. The 40.5 GHz microwave
interrogation will drive the 2S1/2 (F = 0) to 2S1/2 (F = 1) hyperfine transition and
then ions absorbed the 194.2 nm light will jump to state 2P1/2 again. Those are the
namely microwave-optical double resonance. With the cycling of this process,
continuous fluorescence signal could be detected by the photomultipliertube (PMT).

Scanning the frequency of microwave source nearby 40.5 GHz with an H-
maser as the external reference, the hyperfine structure Zeeman spectrum of 2S1/

Fig. 30.1 Schematic of the
experimental setup
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Fig. 30.2 Simplified
schematic of the 199Hg+

hyperfine structure
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2(F = 1) (See Fig. 30.3) could be depicted. Changing the C field by adjusting
current intensity of Helmholtz coils, frequency shift of the two Zeeman sidebands
is observed, nearly 600 kHz per 0.4 Gauss, which approximately correspond to the
theoretical calculation [13]. By decreasing the scanning range and the steps, clock
transition line appears, and the line width is about 600 Hz (Fig. 30.4).

30.4 Conclusion and Summary

The microwave-optical double resonance experiment on linear ion trap has been
demonstrated. The detection of clock transition signal and ground-state Zeeman
spectrum of 199Hg+ has been preliminarily realized by sweeping the microwave
frequency. Optimization of the optical system to restrain the stray light for better
signal-to-noise ratio and installation of magnetic shielding system for narrowing
line width are the mainly improvement before the closed-loop for achieving a
microwave frequency standard based on linear ion trap mercury hyperfine tran-
sition signal in the near future.
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Chapter 31
The Research of Miniaturization
CPT Rb Atomic Clocks

Shuangyou Zhang, Zhong Wang and Jianye Zhao

Abstract Based on current situation of the study in this area, our work will
introduce a miniature CPT atomic clock system with small physical size, high
stability and lower power consumption. The use of our original innovational
technology to fabricate small cells can avoid the complexity and difficulty of the
anodic bonding technology. By this technology, we could accomplish the objective
to minimize the occupied volume of the physical part of the system to 1 cm3. The
single FPGA chip is the main part of the control circuit to accomplish the slower
start-up of the laser, two necessary locking loops to make the system work, and the
temperature control logic. Our 3.035 GHz RF signal is generated from a TCXO
via the technology of DDS. Our prototype is a significant progress to realize CSAC
with the use of the single FPGA chip. We demonstrate our CPT clock prototype
with the volume less than 100 cm3. This prototype has frequency instability of
1� 10�10 for 1 s and 3� 10�11 for 1000 s.

Keywords CPT � CSAC � FPGA � Rb � Instability

31.1 Introduction

Because of the atomic clocks based on Coherent Population Trapping (CPT)
without use of the centimetre-scale microwave cavity, they have been a hot topic
in chip-scale atomic clocks (CSAC) research for sometimes. With the
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development of micro-fabrication and semiconductor laser technologies, micro-
fabricated atomic clocks with their low power consumption, miniaturization and
high stability, are expected to provide the precise timing for GPS receivers, net-
work communication and data processing devices [1], will be much competitive in
the field of atomic frequency standard. Foreign research organizations on micro-
fabricated atomic clocks mainly concentrate on US, France and Italy, like National
Institute of Standards and Technology (NIST), Symmetricom Company and
FEMTO-ST Institute. Symmetricom Company has launched a miniature CPT
atomic clock in 2009, but compared with conventional atomic clocks, it has no
obvious advantage, and its market share is not high. Emerging Chip-Scale Atomic
Clocks (CSAC) should meet the requirement of our country’s second generation of
satellite navigation technology.

31.2 Coherent Population Trapping

Taking 85Rb as an example, when the two ground-state hyperfine levels (F = 3,
F = 2) of K configuration are coupled to a common excited state (52P1=2) by
means of two coherent laser fields, a phenomenon has been called coherent pop-
ulation trapping takes place. This leads to a reduction of fluorescence intensity
from the vapor and an increase of the amount of light passing through the atoms.
This phenomenon was firstly observed by Alzetta et al. [2] in 1976. The atomic
clocks based on CPT are all-optically pumped, and do not need large components
like rubidium lamp and microwave cavity, so they have been an important research
direction of CSAC. Figure 31.1 shows the K three-level system involved in 85Rb
D1 line, and Fig. 31.2 shows the experimental setup of CPT phenomenon. The
k=4-plate and Polarizing Beam Splitter (PBS) convert the beam from laser into
linearly polarization.

3F =

3F =

2

2

3.035GHz

1/25P

1/25S

79
5n

m

Fig. 31.1 Typical schematic
of a K three-level system
involved in 85Rb D1 line
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31.3 Physics Part

This paper has achieved further improvement on the volume and power con-
sumption of the physics part of CPT Rb atomic clocks. An important milestone
toward realizing CSAC is the development of methods to fabricate highly min-
iaturized atomic vapor cells, which determine the linewidth and height of CPT
resonances. This paper also has some improvement on the physics package.

31.3.1 Microfabricated Vapour Cell

In this article, we have developed an original innovational technology to fabricate
millimeter-sized rubidium cells filled with rubidium atoms and buffer gas mixture.
The use of this innovational technology not only can figure out the flatness of
transmitted surface, but also can avoid the complexity and difficulty of the anodic
bonding technology. Using silicon micromachining and anodic bonding techniques
cannot guarantee the accurate pressure ratio of different buffer gases and the
excellent sealing performance [3]. Our cells can share the same reliability and
working life with the cells by traditional glass-blowing techniques.

The distance between two windows is 2.5 mm. The two windows are designed
to be convex mirrors that are better for the effective use of light beam. The volume
is 24 mm3. By this technology, we successfully introduce rubidium and a mixture
buffer gas in optimized pressure and ratio to the microfabricated vapor cell [4]. We
have developed a new method to fabricate the cells for the miniature CPT atomic
clocks.

Laser PBS λ /4

Attenuator

85Rb Cell PD

Bias_T

Temperature 
Control

LIADC Current

OSCRF Generator Waveform Generator

Physics Part

Magnetic and thermal shieldλ/2

Fig. 31.2 Experimental setup of CPT phenomenon
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31.3.2 Physics Package

Figure 31.3 shows the physics package components employed for this paper by the
method of CPT, it consists of VCSEL laser, polaroid, k=4-plate, rubidium cell,
temperature controlling element, photodiode (PD) and magnetic shield. The key
parts of physics part are the laser and the rubidium cell, which decide the linewidth
and signal-to-noise ratio (SNR) of CPT resonances and shift of frequency refer-
ence. The output from VCSEL is allowed to propagate through the polaroid and
k=4-plate before it enters into the cell. A quarter-wave polarization retarder (k=4)
converts the linearly polarized laser beam into circular polarization that passes
through the rubidium vapor. The photodiode converts the light into electronic
signal which is processed by servo circuits. The temperature controller consists of
NTC and resistive wire. Because the operating temperature of cell and VCSEL is
much higher than the operating ambient, we use resistive wire to make sure that
the temperature is stabilized to within 0.01 K, and to make sure that the output of
VCSEL is 795 nm. The ensemble is magnetically shielded with permalloy metal in
order to reduce spurious environmental magnetic fields. Based on the existing
mechanical process, we remove the defect of the traditional glass-blowing tech-
niques, and we can easily minimize the occupied size of the physical part of the
system to 1 cubic centimeter. Figure 31.4 shows the optical absorption signal and
CPT resonance signal.
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Fig. 31.3 Schematic view of
physics components

Fig. 31.4 Typical optical absorption signal (left, blue) and CPT resonances (right, blue) of
microfabricated cells
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31.4 Circuit Part

The function of circuit part is locking the microwave frequency to the rubidium
atomic ground state hyperfine splitting, and then the output frequency shares the
same stability with the atomic ground state hyperfine splitting. In order to mini-
mize the volume of atomic clock, we use the algorithm in digital chip to take place
of analog functions as many as possible. The Field Programmable Gate Array
(FPGA) chip is the key component of circuit part. With the use of FPGA, we can
minimize the component count, power consumption and size. Compared with the
microprocessor employed in traditional atomic clock architecture, FPGA chip is
the base of application specific integrated circuit (ASIC) for our late design.

Most functions are realized in FPGA, including the slower start-up of the laser,
two necessary locking loops to make the system work, power-off and power-up
protection. In addition to the physics package, the system consists principally of
DC current for laser, analog signal conditioning, temperature controlling and the
microwave synthesizer. A block diagram of the miniature atomic clock is shown in
Fig. 31.5. The signal from PD is amplified and filtered in order to avoid the mutual
interference from two feed-back loops before converted into digital signal by AD.
Because we use full band modulation (FBM), in which the laser is modulated with
a frequency equal to the atomic ground-state hyperfine splitting [5], the microwave
frequency is 3.035 GHz.

31.4.1 Laser DC Current

The current input of the VCSEL includes several components: DC bias, AC
modulation, and the 3.035 GHz RF. The DC current source for VCSEL is provided
by the summation of coarse tuning from a DA which is controlled by the FPGA
chip. The pulse current will cause the permanent damage of the VCSEL, especially
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Fig. 31.5 Schematic of the
microfabricated atomic clock
circuit
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when power-on and power-off, so we design the slow-start and power-off step for
protecting the laser. The noise of current source will cause the output of laser with
noise that will impact on the short-term frequency stability. Therefore, we should
keep the circuit low-noise and low temperature drift. Besides, a lock-frequency-
amplify (LFA) is employed in order to lock the laser to the 85Rb absorption
maximums, that is, we superpose an AC modulation and the feed-back error signal
from PD on the DC injection current to adjust and lock the center frequency.

31.4.2 Lock-Frequency-Amplify Loop

As mentioned above, there are two locking loops in the CPT atomic clocks; one
lock-in at 3 kHz is used to lock the laser to the 85Rb D1 absorption, the other is
used to lock the microwave frequency at the CPT resonance frequency by control
the TCXO output frequency. The LFA is employed in both of two loops. They
have the same architecture, but different operating frequencies in order to estimate
the mutual interference. Taking the first one as an example, the laser is operated
with a DC injection current which is superposed with AC modulation at 3 kHz.
The AC current modulation produces a corresponding laser frequency modulation
which results in amplitude modulation after the detection of PD. The signal from
PD is amplified by an operational amplifier and filtered by an analog filter at
3 kHz. The signal is rapidly digitized by the AD and the error signals are
implemented in FPGA chip. The DC current and RF error signals are integrated in
FPGA and applied to two DACs, which control the laser DC bias and TCXO
tuning respectively.

31.4.3 Microwave Synthesizer

The CSAC has three requirements for microwave synthesizer: frequency stability,
power consumption and tuning sensitivity [6, 7]. The long-term stability of CSAC
can be improved by locking the temperature-compensated quartz oscillator
(TCXO) frequency to the rubidium atomic ground state hyperfine splitting, but the
short-term stability depends on the free-running stability of TCXO. Considering
the low power consumption, small volume and stability, we chose TCXO to
generate 3.035 GHz signal. The microwave synthesizer (Fig. 31.6), made up of the
TCXO, DDS and an integer-N phase-locked loop (PLL) and a microwave VCO.
The PLL and VCO are implemented in the multiplier chip. The output of TCXO is
direct digital synthesized to 10.11911 MHz, and then multiplied to 3.035 GHz.

TCXO DDS MultiplierError 3.035GHz

Fig. 31.6 Schematic of the
microwave synthesizer
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Fig. 31.7 Measured instability of the free-running TCXO

Fig. 31.8 Measured instability of the TCXO locked to the physics package
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In this paper, we also have researched other microwave schemes. One scheme
uses dielectric resonator oscillator (DRO) to generate the 3.035 GHz signal, but its
short-term instability can just reach10�9. The short-term instability by using
TCXO can reach 10�10 and by using OCXO can reach 10�11. From the view of
power consumption, the scheme by using DRO is the best with a power con-
sumption of 5 mW. The power consumption of using OCXO is more than 3 W, so
this scheme is not suit for CSAC. The microwave synthesizer with the use of
TCXO can be realized by DDS, and this part is implemented in FPGA, which does
not need much power consumption. Figure 31.7 shows the instability of TCXO
while free-running. Figure 31.8 shows the instability of TCXO while locked to the
atomic CPT resonance of the integrated physics package.

31.5 Conclusions

Based on our previous work, we have continued to evolve the CSAC electronics
and physics part. We demonstrate our CPT clock prototype with the whole volume
less than 100 cm3 and the physics part occupied volume about 1 cm3. This pro-
totype has frequency instability of 1� 10�10 for 1 s and 3� 10�11 for 1000 s.
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Chapter 32

Fiber Based Time and Frequency

Synchronization System

Bo Wang, Chao Gao, Weiliang Chen, Yu Bai, Jing Miao, Xi Zhu,

Tianchu Li and Lijun Wang

Abstract We build up a time and frequency synchronization system via the 80 km

urban fiber link between Tsinghua University and the National Institute of

Metrology in Changping city. Using the system, we demonstrate simultaneous

time and RF signal distribution via optical fibers. The measured frequency dis-

semination stability of a 9.1 GHz RF signal is 7 9 10−15/s, 5 9 10−19/day, and the

measured time synchronization accuracy is 50 ps. Relevant results were published

on the Scientific Reports of Nature Publishing Group. To further build up a

regional time and frequency network, integrated-designed modules are needed. Its

long term continuous running stability and commonality should be tested. In this

paper, we introduce the design of the frequency dissemination modules. After

135 days’ continuously running, we get the million-second frequency dissemina-

tion stability of 8 9 10−19/106 s. We also introduce our multiple-access download

module, which improves the frequency dissemination scheme from the traditional

point to point protocol to be a tree structure protocol, and greatly improves its

applicability. Using it, the stability of the receiving frequency signal at arbitrary

accessing point is almost 4 orders of magnitude better than that using directly

accessing method. All of these modules will be applied to build up the regional

time and frequency network.
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Keywords Time � Frequency � Dissemination � Synchronization � Stability �
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32.1 Introduction

With the definition of second changing from astronomical second to atomic sec-

ond, in order to measure and further improve the accuracy of atomic second, a

regular time and frequency comparisons between atomic clocks located in different

locations are required. These requirements give birth to a new research directions-

precise time and frequency synchronization [1]. More importantly, precise time

and frequency synchronization has important applications in navigation systems.

In the satellite based global positioning systems (such as COMPASS, GPS, and

GLONASS), the entire system shares one common clock frequency and one

common highly synchronized system time. The entire system’s time is often

synchronized at the nanosecond accuracy level.

At present, the time and frequency synchronization between different atomic

clocks is mainly realized via the satellite link. Using the two-way satellite time and

frequency transfer (TWSTFT) [2] or GPS common view (CV) [3] method, the

frequency transfer stability at 10−15/day level and the time synchronization

accuracy at nanosecond level can be realized [4, 5]. With significant progress of

the precise atomic clock, the oscillator with frequency stability of 10−16/s [6] and

the optical clock with fractional frequency uncertainty of 10−18 [7] have been

realized. The conventional frequency dissemination methods can no longer satisfy

the requirement of measurement and comparison below 10−16/day. Due to its

prosperities of low attenuation, high reliability, and continuous availability, the

ubiquitous fiber network has become an attractive option for long-distance dis-

semination of time and frequency signals. Recently, the transfer of ultrastable

optical [8–13], microwave [14–21], and even frequency comb signals [22, 23] via

fiber link have been demonstrated.

The Joint Institute of Measurement Science (JMI) is co-established by Tsinghua

University (THU) and the National Institute of Metrology (NIM). There are reg-

ular requirements of the time and frequency comparisons between THU and NIM.

We build up a time and frequency synchronization system via the 80 km urban

fiber link between THU and NIM in Changping city, and demonstrate simulta-

neous time and RF signal distribution via the optical fibers. The measured fre-

quency dissemination stability of a 9.1 GHz RF signal is 7 9 10−15/s, 5 9 10−19/

day, and the time synchronizing accuracy is 50 ps [14]. Next step, since we will

build up the regional time and frequency network together with other research

institutions in Beijing area, integrated-designed modules are needed and its long

term continuous running stability and commonality should be tested. In this paper,

we introduce the designs of the frequency transmitting module and the receiving

module, respectively. We also test their 135 days continuously running stability,

and a million-second frequency dissemination stability of 8 9 10−19/106 s has been
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demonstrated. Although frequency transfer via fiber link has higher stability than

that of using conventional satellite links, the latter still occupies the dominant

position in practical time and frequency dissemination. One of the main drawbacks

of the fiber link is its limited accessibility of the dissemination frequency signal.

For satellite link, it can disseminate frequency signals to cover essentially the

entire globe, while for fiber link, one can only reproduce the disseminated fre-

quency signal at specific locations using all current schemes. To realize a

branching time and frequency network, we design a multiple-access download

module [20]. Using it, the download frequency signal is about 4 orders of mag-

nitude in improvement on the relative frequency stability compared to those of

directly download signals.

32.2 The Frequency Transmitting, Receiving,

and Download Module

32.2.1 The Frequency Transmitting Module

The fiber based frequency dissemination system is composed by the frequency

transmitting module, receiving module and the multiple-access download module.

Figure 32.1a gives the schematic diagram of the frequency transmitting module. It

needs a 100 MHz frequency signal (Vref) working as the reference of the whole

system. The 100 MHz signal may come from a Hydrogen Maser. To achieve a

higher signal-to-noise ratio error signal for compensation, Vref is boosted to 9.1

GHz. There are also two oscillators phase locked to Vref with oscillation frequency

of 9.0 GHz (V1) and 9.2 GHz (V2), respectively. They work as two assistant

frequency references which is used to generate the error signal. A stable oscillator

containing a voltage-controlled crystal oscillator (VCXO) and a phase-locked

dielectric resonant oscillator (PDRO) generates a 9.1 GHz frequency signal V0.

The phase of V0 can be controlled by the PLL. In this way, the phase noise induced

by fiber dissemination can be compensated. V0 is amplified by AMP and used to

modulate the amplitude of the 1,550 nm laser light. After passing through a

polarization scrambler and EDFA1, the modulated laser carrier is split into two

parts. One part is detected by FPD1, and the generated signal V´0 used to detect

and compensate the phase noise of the out-of-loop devices [16]. The other part,

passing through an optical circulator, couples into the fiber link. After the round-

trip transfer in the fiber link, the feedback light (see Sect. 32.2.2) carries the round-

trip phase noise of the fiber link and returns to the transmitting module again

through the optical circulator. The returned feedback light is amplified by EDFA2

and detected by FPD2 (generate signal V4). We mix down the signal V1 and V´0 to

obtain Ve1, and mix down the signal V2 and V4 to obtain Ve2. Then, by mixing the

signal Ve1 and Ve2, we get the error signal Ve. Passing through a PLL, the error

signal Ve is fed to VCXO. In order to reduce the influence of temperature
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fluctuation on the frequency dissemination stability, the optical parts (blue link in

Fig. 32.1a) inside the module is temperature controlled. Figure 32.1b is the photo

of the temperature-controlled transmitting module.

32.2.2 The Frequency Receiving Module

At the receiving site, the disseminated frequency is reproduced by the receiving

module. Figure 32.2a gives the schematic diagram of the module. The dissemi-

nated 1,550 nm laser carrier is coupled into the module by an optical circulator,

and is split into two parts. One part is amplified by EDFA3 and transferred back to

the transmitting module along the same fiber link. The other part is detected by

FPD3 to reproduce the 9.1 GHz frequency signal V3 which is phase locked to the

reference frequency signal Vr at the transmitting site. As the locking bandwidth of

the fiber noise compensation system is limited by the length of the fiber link,

normally, it is below 1 kHz. In other words, if the phase noise of the single-

sideband was greater than 1 kHz of the reproduced frequency signal V3, it could

not be kept at the normal scale. To solve this problem, at the receiving site, a

9.1 GHz oscillator (V5) should be phase locked to V3 using a narrow-band locking

loop. Consequently, the SSB noise of V5 below 1 kHz is follow that of Vr, and the
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SSB noise of V5 above 1 kHz is kept as its own character. Figure 32.2b is the photo

of the receiving module.

To test the long term continuously running stability of the fiber based frequency

dissemination module, using a 50 km fiber spool, we measure its 135 days con-

tinuous frequency dissemination stability. The results are shown in Fig. 32.3, and

the frequency dissemination stability is 1.9 9 10−15/s, and 8 9 10−19/106.

32.2.3 Multiple-Access Download Module

Figure 32.4 is the schematic diagram of the multiple-access frequency download

module. Using a 2 9 2 fiber coupler, the module can be connected with the

existing main fiber link. The laser carriers transferring forward and backward in
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the main fiber link can be coupled out. The frequency signal modulated on the

laser carriers can be detected and reproduced by two fast photo-detectors Da and

Db. The reproduced signal Va and Vb are mixed by a frequency mixer and filtered

by an 18.2 GHz bandpass filter. Using a divide-by-2 prescaling frequency divider,

a 9.1 GHz frequency signal V6 phase-locked to Vr at the transmitting site can be

reproduced.

As a performance test, via the 80 km round trip fiber link between THU and

NIM, we reproduce the disseminated 9.1 GHz signal at a location 3 km away from

the transmitting site and demonstrate the relative stability of the reproduced fre-

quency signal. The measurement results are shown is Fig. 32.5. For the directly
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download signal Va and Vb, they show very similar stabilities of 3.5 9 10−12/s and

3 9 10−14/day. While for the frequency signal reproduced by the multiple-access

download module, relative frequency stability of 7 9 10−14/s and 5 9 10−18/day is

obtained. It is almost 4 orders of magnitude better than that using directly

accessing method.

32.3 Conclusions

Based on the THU-NIM precise time and frequency dissemination system, the

integrated frequency transmitting module, receiving module, and the multiple-

access download module are designed and demonstrated. For the transmitting and

the receiving module, we demonstrate their 135 days continuous running stability,

and get the million-second frequency dissemination stability of 8 9 10−19/106 s.

Using the multiple-access frequency download module we designed, the stability

of the receiving frequency signal at arbitrary accessing point is almost 4 orders of

magnitude better than that using directly accessing method. All of these modules

will be applied to build up the regional time and frequency network.
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Chapter 33
Progress on Sapphire Hydrogen Maser
for Beidou Navigation System

Tiezhong Zhou, Qiong Wu, Jian Huang and Lianshan Gao

Abstract Active hydrogen maser is one of the most important equipments for the
Beidou Navigation system. The stability of active hydrogen maser does influence
the synchronize accuracy of time and frequency between the satellites and the
ground devices. In order to improve the stability of Sapphire Hydrogen Maser, we
had done several improvements on the physical package and electrical package,
which include magnetic shield improvements, developing a method to probe the
hydrogen atom beam, getter pump improvement and cavity auto-turning system
researching. The factor of magnetic shield has been improved to above 105. We
had researched several kinds of getter materials which can improve the lifetime of
physical package. We had designed a new form of getter pump, which make the
volume of physical package smaller than ever. The stability of the maser after
improvement can get 3.1 9 10-13 @ 1 s, 2.9 9 10-15 @ 1 day.

Keywords Hydrogen maser �Magnetic shield � Improvement �Beam controlling �
Frequency stability

33.1 Introduction

To ensure normal operation of the Beidou Compass Navigation Satellite System
[1] of China which is under construction, the ground stations must conduct con-
tinual detection and control over the space satellite system. In order to maintain
Beidou time system, master control station, injection station and monitoring
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station jointly track Beidou Satellite to calculate data such as satellite ephemeris,
satellite clock stability, and drifting, input navigation message and control
instruction, detect and control over the ‘‘health’’ status of the satellite. The
accomplishment of above tasks is based on the accurate atomic clock system on
the ground. During the synchronizing process between ground clock and satellite
clock, the system time base on central control station is regarded as the ideal clock,
and it has to be made up of large amount of reliable hydrogen clocks and caesium
clocks. Moreover, the strict synchronization between local ground stations for
orbit calculation and ground stations for time synchronization also rely heavily on
the highly stable and reliable hydrogen clocks and caesium clocks on the ground.
Therefore, highly reliable and stable active hydrogen maser is basic equipment of
ground time frequency system of Beidou System and its performance indicators
determines the generation and maintenance of the time of Beidou System, and
directly affects the timing accuracy and navigation positioning accuracy of Beidou
System.

Beijing Institute of Radio Metrology and Measurement has been working on the
research of sapphire active hydrogen maser frequency standard for many years. So
far sapphire hydrogen maser frequency standard technology has been mature, and
sapphire hydrogen clocks in many regions of China, such as the systems of China
Mainland Tectonic Environment Monitoring Network (CMTEMN) in Changchun,
Shanghai, Lhasa, and Kunming, as well as Navy Changhe Navigation System,
have been put into operation. The sapphire hydrogen clocks in operation are stabile
and reliable, and their breakdown maintenance rate is zero. According to a recent
report, the sapphire active hydrogen clock has been ‘‘fully qualified’’ to be used in
‘‘Beidou’’ time keeping system.

In order to further improve the performances of sapphire active hydrogen maser
frequency standard, and to meet the requirements of ground time frequency system
of Beidou Navigation System on atomic clock, we have made significant tech-
nological improvement on the physical package and electrical circuit system based
on the current status of sapphire active hydrogen atomic clock. The indicators of
the improved sapphire active hydrogen maser frequency standard could reach
3.3 9 10-13 @ 1 s, 2.9 9 10-15 @ 1 day.

33.2 Major Improvement

Structure of the sapphire active hydrogen maser is illustrated in the Fig. 33.1.
During the development of the device, we have found that shielding factor of
magnetic shielding system of sapphire active hydrogen maser is relatively small in
the process of long-term use, only about 60,000, which is difficult to meet the
requirement that the frequency fluctuation of maser frequency output is less than
1 9 10-15; the stability of the hydrogen atom beam of physical system is an
important factor to affect the long-term stability of maser, and it is necessary to
develop flowmeter to control atom beams; in terms of vacuum maintenance

358 T. Zhou et al.



system, previous method used small cartridge getter, small titanium pump was
placed in an equal position with getter pump, and the change of the pumping speed
of getter pump had certain impact on the long-term stability of the overall device;
in addition, the current automatic servo system used for microwave cavity has
potential to be further optimized.

33.2.1 Improvement of Magnetic Shielding System

In order to reduce the impact of change of external magnetic field on the frequency
of maser output, four layers of magnetic shielding have been installed outside the
microwave cavity. Magnetic shielding is directional, and usually shielding factors
of the magnetic shielding are divided into longitudinal shielding factors and lateral
shielding factors. For multilayer straight cartridge magnetic shielding, the lateral

Fig. 33.1 Structure of sapphire active hydrogen maser frequency standard before improvement
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shielding factors are usually two magnitudes larger than longitudinal shielding
factors. Therefore, we use longitudinal shielding factors Sl to define the shielding
ability of magnetic shielding. Assuming that change of the magnetic field of
atomic working area is caused by the change of external magnetic field. The
variation of output frequency of hydrogen atomic transition frequency along with
the internal magnetic field Dtm is expressed in the following formula [2]:

Dtm=t0
¼ 3:875� 102 BzðDBext=SlÞ ð33:1Þ

Usually internal magnetic field of maser operation Bz ¼ 100 nT ; and we can get
relation between maser frequency fluctuation and shielding factor. If we require
the fluctuation of the output frequency of physical section less than 1 9 10-15 and
external magnetic field fluctuation less than 10 % of the geomagnetism, namely
5 lT, then the shielding factor of the magnetic shielding must be larger than
2 9 105.

During the development of sapphire active hydrogen maser frequency standard,
we found that the structures and the processing methods of existing shielding
system have many problems, and there are only several ten thousand shielding
factors in overall shielding system, which is difficult to meet the technical
requirements of high performance hydrogen atomic clocks. Three layers of mag-
netic shielding cartridges inside the sapphire hydrogen maser frequency standard
are fixed on chassis in an extruding approach. Since magnetic shielding material is
thick, with weak rigidity, and easy to deform, this method of fixation is easy to
cause the defective tightness between magnetic shielding cartridge and the side
joint of the chassis. Partial joints are not surface contact, but just the line contact,
even virtual contact. Under condition of poor contact between cartridge and
chassis, the additional magnetic field of the uniform area is increased by the
magnetic leakage from the joints, which undermine the uniformity of magnetic
field of the uniform area. We have found that the defective tightness in the joint
between magnetic shielding cartridge and the chassis may lead to the problem of
magnetic leakage. To deal with this problem, we filled Perm alloy into the joint
between magnetic shielding cartridge and the chassis of the first and second layers.
The testing method is illustrated in Fig. 33.2a. We can calculate the remaining
magnetic field of the place by measuring the magnetic field within the magnetic
shielding of two directions at different places. The measurement results are
illustrated in the Fig. 33.2b.

Above experiment result shows that, there is crevice in the joint between
shielding cartridge and the back cover of the magnetic shielding system and it
affects the shielding effect. In addition, we found that, the short circuit may occur
between four magnetic shielding layers during the long-term operation of the
clock, and it leads to the change of the performance of the clock. In summary, it is
necessary to conduct the research on the optimization of the structure of magnetic
shielding, to improve the shielding effect, and to ensure the stability of the overall
system.
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From above experiment, we have made improvement on the structure which
illustrated in Fig. 33.3 and processing method of magnetic shielding system. Non-
metals vacuum materials are filled into the spaces between the magnetic shielding
layers to improve the shielding effect and reliability of the magnetic shielding
system.

In order to calculate the shielding coefficient of magnetic shielding, we mea-
sured the magnetic shielding after improvement, and the residual magnetism of the
internal magnetic shielding system was measured by changing the magnitude of
external magnetic field. The measurement results are illustrated in the Table 33.1.
The table gives the magnitudes of internal magnetic fields at different locations. It
can be seen from the table, the shielding coefficients at different locations of the

Fig. 33.2 Measurement of the performances of magnetic shielding, and comparison of
remaining magnetic fields before and after adding the shielding seal

Fig. 33.3 Magnetic shielding structures after improvement
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magnetic shielding are above 2 9 105, which satisfies the requirement on mag-
netic field for ensuring the maser frequency being maintained at 1 9 10-15.

33.2.2 Control of Hydrogen Atom Beams

The stability of the hydrogen atom beams has great impact on the long-term
stability of frequency of the clock. In most other countries, flowmeters are used on
hydrogen atomic clocks to control the stability of hydrogen atom beams. Since the
consumption of hydrogen on Sapphire hydrogen clock is very small, 1 mol
hydrogen could be used for three years, and the hydrogen flow rate is
2.37 9 10-10 Pa � m3/s, it is difficult to measure it accurately, and it is necessary
to develop highly accurate and stable hydrogen flowmeter.

The experiment is shown in the Fig. 33.4. After hydrogen passes nickel purifier
and is purified, the hydrogen flow rate could be controlled by the electric current of
the purifier. Purifier is a device for providing high purity hydrogen to physical
section, and its structure is shown in the Fig. 33.3. Two ends of electrodes in the
purifier are connected by small nickel tubes. The nickel tube outlets are connected
with vacuum system, and the internal end of nickel tube is connected with

Table 33.1 Comparison of the residual magnetism of magnetic shielding system before and after
oscillation

Measurement
location

External magnetic field is
zero

External magnetic field is
5Gs

Shielding
factor

Residual magnetism (nT) Residual magnetism(nT)

1 1.5 7.5 83,333.33
2 0.5 2.5 250,000
3 0 2 250,000
4 0.5 2.5 250,000
5 0 2 250,000
6 0 2 250,000
7 0 2 250,000
8 0 2 250,000
9 0 2 250,000
10 0.5 1 100,000
11 0 1 500,000
12 0.5 1 500,000
13 0 1 500,000
14 0.5 1.5 500,000
15 0 1 500,000
16 0.5 1 500,000
17 0.5 1.5 500,000
18 0 1 333,333.3
19 0 1 333,333.3
20 1.5 2.5 500,000
21 2.5 2.5 500,000
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hydrogen source. When electric current passes the nickel tube, the temperature of
nickel tube increases; when the temperature exceeds 500 �C, the metal lattice of
nickel material will inflate to the size larger than the hydrogen molecular, and the
hydrogen molecular could enter into vacuum through tube wall.

Figure 33.5 is flowmeter experimental layout and the experiment result. Vacuum
detection section of the flowmeter has two thermistors. One RT1 is placed in the
hydrogen passageway and used for sensing the impact of gas flow to thermistors
temperature. We use another thermistor RT2 to sense the change of environmental
temperature, and RT2 are placed far away from the gas passageway. The impact of
error caused by the change of the external environmental temperature could be
eliminated by detecting the differences of temperature change of above two cir-
cumstances. The change of flow rate of the gas could be calculated by measuring the
change of the voltage difference between A and B. In the experiment, experimental
device is connected with mass spectrometer (can measure a variety of gas com-
positions). We record the electric current of nickel purifier, change of vacuum
degree of the system, the leakage rate change of mass spectrometer, and the voltage

Fig. 33.4 Nickel purifier

V
A B

~
Nickel 
purifier

Airflow direction 
RT1

RT2

R3 R4

Vaccum detect

Leak 
hunting

(a) (b)

Fig. 33.5 Experiment on flow rate measurement. a Experimental layout. b The principle of
circuits and relationship between flow rate UAB and system vacuum degree and leakage rate
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difference between A and B. The data recorded are listed in the Fig. 33.5b. It can be
see that, the leakage rate of the system, the change of vacuum degree, and the
voltage difference between A and B of the flowmeter are nearly linear.

33.2.3 Improvement of Vacuum Maintenance System

Highly reliable and long-life internal vacuum maintenance system is a precondi-
tion for the long lifespan and high performance of a physical system. Previously,
the vacuum maintenance system of sapphire hydrogen clock of our institute was
equipped with one sputtering ion pump and 4 getter pump, which has the main
drawback of short 2 years lifespan of ion pump. When the speed of ion pump
decay, the total speed of the whole system will be changed, which will influence
the performance the maser. It could not meet the requirement of hydrogen maser
frequency standard products on long lifespan. In addition, it requires long-time
power connection, which limits the usage scope of the products and requires
higher requirement on maintenance.

Through experiment and analysis of the pumping effect of titanium wire getter
of other countries, we developed usable getter with the reference to foreign
products. During the experiment and development, we have developed production,
processing and activation technologies for getter. The pumping effect is tested
after processing titanium wire getter, and the test result is shown in the Fig. 33.6.
The test result shows that, the pumping effect of this kind of titanium wire getter
has been close to the pumping effect of the getter of other countries.

Fig. 33.6 Relationship between four-hour domestic titanium getter rate and getter capacity
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After the getter materials test, we design a new form of getter pump, which
make the volume of physical package smaller than ever. Moreover the new form of
getter pump has a very attractive advantage than ever, the pumping speed of ion
pump have nothing impact on the long-term stability of the overall device. The
contrast of new scheme and old one is shown in the Fig. 33.7.

33.2.4 Automatic Tuning of Microwave Cavity

The temperature coefficient of the sapphire loading microwave cavity is -50 kHz/�C,
given temperature precision of microwave cavity is 1 % �C. Formula (33.2) is cavity
pulling formula [3]. In the formula, mC is the resonance frequency of microwave
cavity TE011 model; m0 is base frequency; QC is unloaded quality factor of microwave
cavity; Qa is the quality factor of output maser signal. If output frequency fluctuation
of physical system is required to be less than 1 9 10-15

DmC

m
¼ QC

Qa
� mC � m0ð Þ

m0
ð33:2Þ

QC Typical value is 40,000; Qa typical value is 1 9 109; m0 is
1,420.405751 MHz; then it can be calculated that the fluctuation of mC should be
less than 0.1 Hz, namely, the resonant frequency of microwave cavity should
be controlled within the scope of 1,420.405751 ± 0.1 Hz. However, it could not
be realized only be relying on temperature control system. Therefore, it is nec-
essary to use servo circuit to control the frequency of microwave cavity.

Current servo system in cavity servo phase locked circuit has three schemes:
microwave detecting cavity scheme [4], low frequency modulation detecting
cavity scheme, and electromagnetic field phase detecting cavity scheme [5–10].

Microwave detecting cavity scheme is a traditional approach, and its major
principle is to input two detecting signals in the two sides of the central frequency
(1,420.405751xxx MHz) of maser output signal with the interval of 20 kHz in the
microwave cavity. If the microwave cavity frequency is not aligned with maser
transition signal, there will be a difference in the ranges of two jumping

Fig. 33.7 Two kinds of
Getter pump contrast
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frequencies. After passing the follow-up detecting circuit, the error signal of
microwave cavity could be calculated. Microwave detecting scheme is relative
mature. However, this scheme needs to input microwave signal to microwave
cavity, which may have impact on the maser oscillation signals, to further impact
the short term stability of the whole device. After inputting microwave cavity
detecting signal, the stability of maser signal frequency at 1 s and 10 s will
deteriorate 30 %.

Low frequency modulation scheme is a microwave cavity servo scheme used
by international advanced active atomic clock. In this scheme, the frequency of
microwave cavity is modulated through adding square-wave modulating signal
into the variable capacitance diode in microwave cavity. After the frequency of
microwave cavity TE011 model is modulated, the maser output signal contains
modulated information of microwave cavity. Meanwhile, since the TE011 model

Fig. 33.8 Schematic
diagram of low frequency
modulation scheme
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Fig. 33.9 Implementation diagram of low frequency modulation scheme
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frequency response is featured with symmetry, when maser output signal ampli-
tude no longer changes, we could regard the frequency of microwave cavity has
been aligned. Its principle is illustrated in the Fig. 33.8. Figure 33.9 is imple-
mentation diagram. The advantage of this scheme is that it reduces the interference

Physics 
package

E

H

Maser local 
oscillator

mixer

mixer

Phase 
detector

Filter 
Varactor

Fig. 33.10 Electromagnetic field phase detecting scheme

Fig. 33.11 Physical system of sapphire hydrogen clock after improvement
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generated by the maser oscillation caused by external signal, but this scheme has
relative high requirement on the indexes of time constant of the components such
as variable capacitance diode.

The main principle of electromagnetic field phase detecting cavity is that the
microwave signal released by hydrogen atoms in the storage bubble oscillates in
the microwave cavity in TE011 model. both of above two schemes are the coupling
of magnetic field energy of microwave field, but electric field energy in the
microwave cavity also contains the stability and accuracy of maser transition, and
the phase difference information between electric field signal and magnetic field
signal contains frequency information of microwave cavity. Therefore, by cou-
pling the electric field energy and magnetic field energy of microwave field at the
same time, the phase information of two fields could be detected and thus the
resonance frequency information of microwave cavity TE011 model could also be
worked out. Figure 33.10 is the specific implementation diagram of this concept.

We have made specific experiments on above methods. From experiments, we
found that microwave detecting cavity scheme is a mature technology to realize
the joint alignment of overall device; low frequency modulation scheme has rel-
atively higher requirement on the performance of components, and its experiment
is underway; the electromagnetic field phase detecting cavity scheme has realized
the detection of probe field of the physical system, and the overall device joint
alignment is underway.

Fig. 33.12 Frequency stability of the two sets of improved sapphire active hydrogen maser
frequency standards (measured by the Chinese National Institutive of Metrology)
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33.3 Design Validation

Based on the improvements discussed above, we developed two sets of improved
sapphire active hydrogen maser frequency standards, and their servo systems still
use microwave detecting cavity scheme. Figure 33.11 illustrates the structure of
the physical system of hydrogen maser frequency standard after improvements.
Frequency stability of the hydrogen maser frequency standards has been tested,
and the testing result is illustrated in the Fig. 33.12, which were measured by the
Chinese National Institutive of Metrology.

33.4 Conclusion

The research has made improvement on the key areas of magnetic shielding,
flowmeter, and servo system of microwave cavity of sapphire active hydrogen
maser frequency standards, and developed two sets of improved sapphire active
hydrogen maser frequency standards. The tests on two sets of devices have been
conducted and the test results show that, the optimal stability of sapphire active
hydrogen maser frequency standards could reach 3.3 9 10-13/s, 2.9 9 10-15/day.
Two newly developed devices uses microwave detecting cavity scheme as their
servo schemes. The stability of the sapphire hydrogen maser could be further
improved by the next step works of realizing the low frequency modulation
detecting cavity scheme and electromagnetic field phase detecting cavity scheme.
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Chapter 34
High-Resolution Frequency Measurement
of the Ground-State Hyperfine Splitting
of 113Cd+ Ions

Shiguang Wang, Jianwei Zhang, Kai Miao, Zhengbo Wang
and Lijun Wang

Abstract Time-keeping clock is one of the most important parts in COMPASS
global navigation satellite system (GNSS) of China and the synchronization of
these time-keeping clocks is the basis of GNSS. Recently, we have engaged in
developing a transportable atomic clock based on 113Cd+ ions, which is potentially
applied in the comparison of atomic clocks in different locations, including the
time-keeping clocks at the ground stations of the COMPASS system. To operate a
high precision microwave atomic clock, one has to measure its clock transition
frequency precisely at zero external magnetic field. In this paper, the progress of
the precision measurement of the ground-state hyperfine splitting of laser-cooled
113Cd+ ions is reported. In the previous experiment, the hyperfine splitting was
measured to be 15,199,862,854.96(12) Hz, using Ramsey’s separated oscillation
fields technique. Recently, by upgrading the ion trap apparatus, the control time
sequence, and the magnetic field stabilization, we obtained a preliminary improved
result of 15,199,862,855.013 Hz. This value is nearly one order of magnitude more
accurate than the results obtained before.
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34.1 Introduction

As an almost unperturbed atomic system, the trapped ion has been widely used in
atomic frequency standards. Trapped ions can provide frequency references in
both of the microwave and optical regions. The optical frequency standard based
on Al+ [1] is the most precise clock so far. And those microwave frequency
standards based on 199Hg+, 137Ba+, and 171Yb+ [2–4] were also investigated in the
past decades. Recently, we begun a program to develop a transportable microwave
frequency standard based on 113Cd+ ions with high precision, which has potential
application in the comparison of the time-keeping clocks at different ground sta-
tions of the COMPASS system. One of the main features of the 113Cd+ ion fre-
quency standard is that only one laser is needed to realize laser cooling, optical
pump, and probing due to its simple energy level structure compared to the 199Hg+,
137Ba+ and 171Yb+ ions.

High-precision measurement of the clock transition line at zero external mag-
netic field is a key step toward developing a frequency standard. In this paper, we
report the measurement of the ground-state hyperfine splitting of 113Cd+ ion by
using Ramsey’s separated oscillation fields technique. Compared with the results
of 15,240(200) MHz obtained by Hamel and Vienne [5], 15,199,862,858(2) Hz
obtained by Tanaka et al. [6], and 15,199,862,855.0(2) Hz obtained by Jelenkovic
et al. [7], our result is consistent with the recent one very well and the precision
improved. In order to further improve the measurement accuracy of the clock
transition, we upgraded the experimental setup and obtained a preliminary result
which precision is improved by nearly one order.

34.2 Experimental Setup

34.2.1 The Ion Trap

Figure 34.1a is a photograph of the linear quadrupole Paul trap used in experiment,
which is installed inside a vacuum chamber with the pressure of approximately
5 9 10-10 mbar. In the chamber, a homemade cadmium oven and an e-gun are
installed. The cadmium atoms evaporated from the heated oven are ionized by
electron bombardment. As shown in Fig. 34.1b, to confine the ions in radial
direction, the potential of both diagonal pairs of electrodes is alternated periodi-
cally. The alternating radio frequency (rf) voltage is 300 V with a frequency of
971 kHz. For the axial direction confinement, a dc potential of approximately
30 V is applied on the ring endcaps. Compensating voltages are applied on the
electrodes to compensate the scattering electric fields. The radius of the four rod
electrodes R is 3 mm, the minimum distance from the center of the trap to the
electrode surface r0 is 8.5 mm. The length of the trap is 49.5 mm. Outside the
vacuum chamber, there are three orthogonal pairs of Helmholtz coils. One of them

372 S. Wang et al.



is used to create the static magnetic field parallel to the electrodes of the trap, and
the other two are used to compensate ambient magnetic fields.

34.2.2 State Preparation and Laser System

The energy level of 113Cd+ is shown in Fig. 34.2. The ions can be laser cooled and
detected by a laser using the cycling transition of 2S1/2 |F = 1[$ 2P3/2 |F = 2[.
During the cooling process, the ions can be trapped in the dark state of 2S1/2 |F = 0[
since the hyperfine splitting of the 2P3/2 state is only 800 MHz. To avoid the cir-
cumstance, a microwave radiation field resonant with the hyperfine transition of
2S1/2 |F = 1[$ 2S1/2 |F = 0[ is applied to repump the ions back to the cycling
transition. The same laser is also used to pump the ions to the state of 2S1/2 |F = 0[

Cadmium
oven

E-gun

U0

(a) (b)

Fig. 34.1 a A photograph of the linear Paul trap installed inside the vacuum chamber. b The
schematic diagram of the linear quadrupole Paul trap with four rod electrodes and two ring
endcaps
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after the laser frequency is blue shifted 800 MHz by an acousto-optic modulator
(AOM) to reach the 2P3/2 |F = 1[state. Hence, only a single laser is needed for laser
cooling, pumping and detection in the experiment.

The laser system in the experiment is a frequency-quadrupled, tunable diode
laser system (TA-FHG Pro, Toptica), oscillating at 214.5 nm. The output power of
the laser is about 5 mW, and the frequency is stabilized to the megahertz level by
employing a Fabry–Perot optical spectrum analyzer as a transfer cavity [8]. The
ultra-violet (uv) laser beam is split into two parts. One of them is used to cool and
probe ions, which is circularly polarized via a quarter-wave plate. The other is
used to pump ions after its frequency is blueshifted by an AOM. Two optical
shutters are inserted in the light paths of these two beams to switch the laser on or
off during measurement, which are remotely controlled by a computer. The
fluorescence signal from the ions is detected by a uv photomultiplier tube (PMT) in
the Geiger mode. The microwave is generated by a signal generator referenced to a
cesium clock and fed to the ions via a horn antenna.

34.3 Experimental Results

In the experiment, we measured the ground-state hyperfine splitting of 113Cd+ ions
using Ramsey’s separated oscillation fields technique. Figure 34.3 shows a Ramsey
fringe obtained in the experiment. Every data point is obtained according to the
sequence of cooling, pumping, the first microwave interaction, free precession,
the second microwave interaction and detection. For cooling, the uv laser is tuned to
the red side of the 2S1/2|F = 1, mF = 1 [$2P3/2|F = 2, mF = 2 [ transition, and
the microwave radiation resonant with the ground-state hyperfine splitting is swit-
ched on to repump the ions back to the 2S1/2|F = 1, mF = 0 [ state. After that, the
cooling laser is switched off by an optical shutter, and the repumping microwave
radiation is also switched off. Then the pump laser beam resonant with the 2S1/

2|F = 1 [$2P3/2|F = 1 [ transition is switched on to pump all the ions into the
2S1/2|F = 1, mF = 0 [ state. After the state preparation, a microwave pulse of
s = 5 ms at the frequency m is applied after all lasers are blocked. After a free
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precession with a period time of T = 0.1 s, the second phase-coherent microwave
pulses of s = 5 ms is applied. After one Ramsey interrogation, the cooling laser is
unblocked and the fluorescence signal is detected by the PMT. The Ramsey fringes
as shown in Fig. 34.3 are fitted to the following equation [9],

PRamseyð2pmÞ ¼ 4 b2

X2 sin2 X
2

s cos
X
2

scos
X0

2
T � X0

X
sin

X
2

ssin
X0

2
T

� �2

ð34:1Þ

with

X ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pm� 2pm0ð Þ2þb2

q
; ð34:2Þ

where b is the Rabi angular frequency, m is the frequency of the microwave, m0 is
the center frequency of the transition spectrum, X0 = 2p(m - m0), s is the duration
of the microwave pulse, and T is the free procession time between two microwave
pulses. The statistical error of the center frequency during the curve fitting is less
than 0.02 Hz for 113Cd+.

According to the Rabi-Breit formula

m0;0ðBÞ ¼ mHFS þ K0B2; ð34:3Þ

where B is the static magnetic field, m0,0 (B) is the transition frequency in the
B static magnetic field, mHFS is the ground state hyperfine splitting at B = 0 and K0

is 257.5 Hz/G2 for 113Cd+ [10]. Since the magnetic field is generated by a
Helmholtz coil pair, the magnetic flux density at the midpoint of the Paul trap is
proportional to the current in the coil. Hence mHFS can be obtained by measuring a
series of m0,0 (B) at different magnetic field intensities, namely at different coil
currents. By fitting the experimental data according to the Eq. (34.3), we obtain the
ground-state hyperfine splitting of mHFS = 15,199,862,854.96(11) Hz for 113Cd+.
The errors are the statistical errors from extrapolating.

In estimating the measurement errors, the light shift can be neglected because
during microwave interrogations all of the laser beams are blocked. The temper-
ature of the ions is measured to be approximately 1 K, hence the second order
Doppler shift is at the level of 10-14. The frequency reference of the microwave in
the measurement is a commercial cesium clock which frequency accuracy is
5 9 10-13, calibrated by the National Institute of Metrology of China (NIM). The
variation of the magnetic field is the main limit of our measurement. After com-
pensating the magnetic field in the orthogonal directions, the residual magnetic
field in the orthogonal directions is estimated to be less than 10 mG. Hence, the
error of the second-order Zeeman shift is less than 0.03 Hz. Therefore, the ground-
state hyperfine splitting of 113Cd+ is

mHFS ¼ 15; 199; 862; 854:96ð12ÞHz;

where the main error is the combination of the statistical errors from the extrap-
olation according to the Rabi-Breit formula, and the second-order Zeeman shift.
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34.4 Improvement

In order to further improve the accuracy of the measurement of the clock transi-
tion, we upgraded the experimental setup, including the ion trap apparatus, the
control time sequence, and the magnetic field stabilization.

For the ion trap part, the ratio of R/r0 is optimized to be 1.1468, and the
optimum ratio formation can reduce the rf heating effect. In this new trap, we
measured the temperature of 113Cd+ ions to be approximately 16 ± 3 mK [11].
Hence, the second-order Doppler frequency shift is less than 1 9 10-16. Since
there is no magnetic shield outside the physical package, in order to stabilize the
magnetic field, we use a magnetometer with a nano-Tesla resolution close to
the vacuum chamber to measure the temporal variation of the magnetic field in
three dimensions. The magnetic field is stabilized via the feedback to the current of
the pair of the Helmholtz coils parallel to the electrodes, and the final fluctuation
of the magnetic field is controlled at the tens of nano-Tesla level. Furthermore, for
Rabi and Ramsey interrogation, the measurement sequence is controlled by a
microprocessor, and the time control precision is improved to microsecond level.
All of these improvements offer us a better signal-to-noise ratio (SNR) of the
spectroscopy and a more precise measurement result of the clock transition than
before.

According to the Rabi-Breit formula, the 0–0 ground state hyperfine frequency
m0,0 at a given magnetic field can be expressed as

v0;0ðBÞ ¼ vHFS þ
1
2

gJ � gI

gJ þ gI

� �2ðv0;1 � v0;�1Þ2

vHFS
; ð34:4Þ

where m0,1 and m0,-1 are the 2S1/2 |F = 0, mF = 0 [$ 2S1/2 |F = 1, mF = 1 [ ,
and 2S1/2 |F = 0, mF = 0 [$ 2S1/2 |F = 1, mF = -1 [ transition frequencies at
a given magnetic field, gJ and gI are constants. So we can obtain the mHFS by fitting
the experimental data of m0,0, m0,1 - m0,-1 at different static magnetic fields. In the
experiment, m0,1 and m0,-1 are measured with Rabi interrogation technique since it
is difficult to be measured with Ramsey’s method due to the DF = 1, DmF = ±1
Zeeman lines are magnetic field sensitive. The clock transition is measured also
with Ramsey interrogation technique. In the upgraded experiment system, the
pulse duration s is 400 ms, and the free precession period T between two pulses
can be up to 2 s. Figure 34.4 shows one example of measured Ramsey spectros-
copy of the clock transition at a given magnetic field. The statistical error of the
center frequency of the Ramsey spectra is less than 0.006 Hz, improved nearly one
order compared to the results obtained before. By fitting the experimental data
according to the Eq. (34.4), we obtain the ground state hyperfine splitting of
113Cd+ mHFS = 15,199,862,855.013 Hz.

This result consistent with previous ones very well. And the detailed error
analysis of this result is still under study. By the improved experimental setup, the
measurement precision of the ground-state hyperfine splitting of 113Cd+ is expected
to be improved about one order of magnitude than the results obtained before.
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34.5 Conclusion

We have reported the ground-state hyperfine splitting measurement of 113Cd+ ions
trapped in a linear quadrupole Paul trap by Ramsey’s separated oscillation fields
technique. In the previous experimental setup, the values of 113Cd+ ground-state
hyperfine splitting is measured to be 15,199,862,54.96(12) Hz. This result con-
sistent with the other’s measurements very well. In order to improve the mea-
surement accuracy, we upgraded the experimental setup. In the upgraded setup, we
have obtained 15,199,862,855.013 Hz for the ground-state hyperfine splitting of
113Cd+. Although the detailed measurement error analysis is still under study, the
frequency precision is expected to improve by one order. These measurements are
significant for the development of the microwave frequency standard based on
trapped 113Cd+ ions, which is potentially applied to the comparison of atomic
clock in different locations.

Acknowledgments We acknowledge funding supports from the Major State Basic Research
Development Program of China (973 Program) (No.2010CB922901) and the Tsinghua University
Scientific Research Initiative Program (No. 20131080063).
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Chapter 35
Development of New-Generation
Space-Borne Rubidium Clock

Chunjing Li, Tongmin Yang, Liang Zhai and Li Ma

Abstract Beijing Institute of Radio Metrology and Measurement began to
develop space-borne rubidium clocks from 2000. As one of the manufacturers of
space-borne rubidium clocks, the institute had delivered more than 10 products to
a satellite system of China until 2011, greatly supporting the construction of the
satellite system. This paper summarizes the design features and performances of
its previous products. The institute started to develop the new-generation space-
borne rubidium clock in 2011. By using a series of new techniques, a prototype has
been built. Compared to the previous products, the performance of the prototype is
greatly improved. This paper also discusses the main differences between the
previous and current products, both in design and in performance.

Keywords Space rubidium clock � New generation � Prototype

35.1 Background

Beijing Institute of Radio Metrology and Measurement began to develop space-
borne rubidium clocks from 2000. Our work includes the design of the whole clock
and the circuit system, the physics package, is supplied by another domestic unit.
We have produced space-borne rubidium atomic clocks, and the products have
been applied to more than 10 satellites. Recently, based on our previous experi-
ence, we are developing a new-generation space-borne rubidium clock, aiming at
improving the key performances of our products.
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35.2 Technical Features of Existing Space-Borne
Rubidium Clock

Our previous product is a 10 MHz output rubidium clock, see Fig. 35.1. Only one
10 MHz OCXO is employed inside the whole rubidium clock. The 10 MHz signal
is sent to a RF low-order frequency multiplier with 135 Hz modulation for 99

frequency multiplication to obtain a 90 MHz signal. Then the signal is frequency
multiplied by a 769 high-order frequency multiplier, and synthesized with the
5.3125 MHz signal generated by the frequency synthesizer to produce a
6,834.6875 MHz signal required for the physics package. The output discriminator
signal of the physics package is then subject to AC amplification, synchronous
detection and integral amplification, and is finally sent to the voltage control
terminal of the OCXO, so as to lock the 10 MHz frequency of the OCXO to the
transition frequency of rubidium atoms.

This design scheme is mature and reliable, in which the localization rate of
parts and components reaches 100 %. The advantages and disadvantages of the
design are as follows.

• The typical integrated filter mode was used. This design is simple and reliable,
but has a large microwave power frequency drift.

• A nonlinear transistor frequency multiplier was used. The 90 MHz signal with a
square wave FM modulation is sent to a four-transistor push–pull amplifier. The
merit is that few components are needed, and all the transistors work at low
power, not more than 300 mW. The demerit is that the microwave signal has
large temperature coefficient, and is difficult to be adjusted.
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• The amplifier, synchronous detector and integrator for the discriminator signal
are composed of operational amplifiers and analog switches, no notch filter and
lock acquisition circuit are used.

• The extra cavity step recovery diode (SRD) multiplication technique was used,
the 6,834.6875 MHz microwave signal is is sent to the cavity-cell assembly.
The signal adjustment is convenient, but the circuit structure is complicated.

• A glass sealed crystal resonator is employed for the 10 MHz oscillator. The
resonator is of demerit of large size.

• The mass of the whole set is up to 5.8 kg, excluding the secondary power
supply.

This kind of space-borne rubidium clock is of frequency stability of 5 9 10-12/
s1/2 (s = 1 * 10,000 s), and frequency drift of less than 3 9 10-13/d. Figure 35.2
shows the test performances of 10 products.

35.3 Technical Features of New-Generation Space-Borne
Rubidium Clock

In recent two years, we summarized main features of our previous products and
developed a new-generation space-borne rubidium clock with better overall
performance.

35.3.1 Conceptual Design

The system design scheme of the new-generation space-borne rubidium clock is
shown in Fig. 35.3. Key improvement is in the RF chain, which omits the mixer
and uses a 12.6568287 MHz SC cut OCXO. Its output signal is amplified to
20 dBm and then sent to the high-order frequency multiplier and cavity filter to
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obtain a microwave signal with power of -40 * -30 dBm, and frequency of
6,834.6875 MHz. The signal is sent to the physics package for discrimination. The
discriminator signal is subject to AC amplification, synchronous detection and
integration and then controls the 12.7 MHz crystal oscillator to obtain a stable
12.7 MHz sine wave signal.

For purpose of finally acquiring the 10 MHz signal with low phase noise and
good short-term stability, a 10 MHz SC cut OCXO locked to the 12.7 MHz signal
with superior phase noise and short-term stability is added.

The physics package adopts separate filter technique to improve the S/N ratio of
the discriminator signal.

35.3.2 Structure Design

The new design requires that the secondary power supply and on–off command
response units are integrated inside the rubidium clock, and the mass of the whole
set should be reduced to below 5 kg. In order to meet the above design require-
ments, we adjust the layout of components inside the rubidium clock, see
Fig. 35.4.

Two OCXOs and all circuits except for the power supply are all integrated in a
box shield, and installed parallel to the physics package in order to reduce the mass
and to facilitate assembly/disassembly operation and overall adjustment. The
circuit box and physics package are mounted on a base plate. Optimized thermal
conduction between the base plate and the chassis is realized. Through adjusting
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the thermal conductivity and properly setting temperature point, the temperature
control system for the base plate can work smoothly within the whole temperature
range determined by the satellite environment, and the temperature stability for the
rubidium clock is satisfactory.

The secondary power supply and linear voltage-stabilizing part of the rubidium
clock are installed in a single metal box. There is no temperature control for the
box. This closed structure can prevent the internal RF signal from radiating to
external space, improving electromagnetic compatibility of the clock.

The mass of the whole set is about 4.2 kg when the secondary power supply is
added. Compared to our previous product, the mass is reduced remarkably.

35.3.3 Circuit Design

The RF chain omits the mixer. To convert the 12.6568287 MHz signal to a low-
distortion modulated 6,834.6875 MHz microwave signal, a square wave frequency
modulator, a 49 low-order frequency multiplier and a 1359 high-order frequency
multiplier are used. The low-order frequency multiplier employs a current switch
frequency multiplier acting at the zero crossings to reduce AM-PM conversion
effect. Meanwhile, an amplitude limiter with optimized parameters is employed to
improve clutters so as to improve microwave spectrum purity. The high-order
frequency multiplier still adopts the extra cavity SRD multiplication technique.
Compared with the previous product, the temperature coefficient is reduced by one
magnitude order due to redesign and optimization of the frequency multipliers.

The servo amplifier for the discriminator signal adopts substantially the old
scheme, in which the discriminator signal is AC amplified by the operational
amplifier, and passes through the synchronous detection, integration and phase
correction network to obtain a voltage controlled signal for the 12.7 MHz crystal

Fig. 35.4 Photograph of new
rubidium clock inner
structure
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oscillator. Different from the previous product, in order to reduce the risk of
residual amplitude modulation and synchronous detector saturation, a high-Q
notch filter is added before the synchronous detector to reduce the amplitude of the
2nd harmonic (256 Hz) of the discriminator signal. Because of the narrower
absorption linewidth of the physics package, lock acquisition function is added in
the circuit to prevent unlocking. A new synchronous detector is designed, in which
the fundamental synchronous detection, lock detection and lock acquisition cir-
cuits share one analog switch chip.

In order to convert the 12.7 MHz signal into the 10 MHz signal, an analog PLL
circuit integrated with a DDS is employed. By using the DDS the frequency
accuracy of the whole set can be precisely adjusted with the controlled voltage of
the 10 MHz crystal oscillator in the reasonable range, which means that there is no
more requirement of frequency accuracy of atomic transition line for the physics
package. There is an accelerated lock circuit in the PLL, realizing rapid lock and
reducing the risk of unlocking and accidental off-locking.

In the secondary power supply (DC–DC) module integrated inside the rubidium
clock, the power supply voltage +26 * +45 V is converted into +20, ±16 and
+6 V for the first step, and the voltages are further converted into the required +19,
±12, +5, +3.3 and +2.5 V by using the linear voltage regulator. The switch power
supply module is a purchased component, the linear voltage-stabilized part is a
specially designed one. No integrated voltage regulator is employed in the special
design to guarantee low temperature coefficient, low noise and better stability.

35.3.4 Design of Temperature Control System

For the purpose to reduce the temperature coefficient and therefore to guarantee
the long-term frequency stability of the clock, the base plate temperature control
system is redesigned. In the new design, all the circuits and the physics package
except for the power supply are under temperature control. The temperature sta-
bility of the power supply is guaranteed by special circuit design. The temperature
point of the base plate is set to +40 * +45 �C. The working parameters of the
temperature control part are optimized.

Generally, the extra cavity SRD multiplier has a large temperature coefficient.
In the previous deign, the SRD multiplier has a secondary temperature control to
meet the requirement of low temperature coefficient. But the newly designed SRD
multiplier is of low temperature sensitivity, so the secondary temperature control is
removed.

The structure of base plate temperature control is similar to that of the previous
product. Analog circuits are employed for temperature acquisition and control. The
temperature control is realized by controlling heat exchange rate between the
temperature controlled part and environment. Based on the our previous experi-
ence, measures as follows are taken: (1) To enhance further the temperature
control gain, and (2) A nonmetallic plate, instead of metal parts as before, is used
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as the heat conducting part, to make the temperature distribution more uniform.
These measures avoid poor local temperature control in areas where the metal
parts are located.

Fig. 35.5 New space-borne rubidium clock frequency plot

Fig. 35.6 New space-borne rubidium clock stability plot
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35.3.5 Frequency Stability Test Results

The principle prototype has been tested for about 4 months, its frequency curve is
shown in Fig. 35.5. Except for two frequency hopping, one is caused by external
factors and the other one by temperature test, the frequency curve is smooth and
stable, but aging drift is still large, which is of -1.8 9 10-13/d. The frequency
stability is improved by a factor of about 5 compared with that of our previous
product, as shown in Fig. 35.6. The frequency stability (Hadamard deviation) in
6 9 104 * 4 9 105 s sampling time region of the prototype is in the 10-15 level.

The following work will focus on further reduction of aging. For this purpose
rubidium gas cell produce process and circuit element aging parameters will be
further optimized.
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Chapter 36
Novel Scheme for Chip-Scale CPT
Atomic Clock

Yi Zhang and Sihong Gu

Abstract In the presently prevailing CPT atomic clock the CPT state is prepared
with either a pure left (or right) circularly polarized light, which pumps certain
atoms into spin-polarized dark states thus degrading the quality of the CPT signal.
The contrast (the CPT signal intensity divided by the background intensity) is
normally only 4 % with this scheme. The paper presents our recently developed
scheme in which laser beam is twice utilized by means of polarization reflection
and the so obtained coaxial left and right circularly polarized lights simultaneously
resonate with atoms, which eliminates spin-polarized dark state and stronger CPT
resonance can be achieved with resonance interference enhancement. The contrast
higher than 12 % of CPT signal has been obtained and the experimental result also
reveals that the scheme especially suits for achieving atomic clock with good long-
term behavior. Moreover, our scheme is suitable for integration, which makes it a
promising candidate for both small-size and chip-scale CPT atomic clock.

Keywords Coherent population trapping � Atomic clock � Miniature � CSAC

36.1 Introduction

Coherent Population Trapping (CPT) phenomenon has been applied in atomic
clocks, atomic magnetometers, quantum computing, and other areas. CPT atomic
clock can be made of chip scale and is expected to be utilized in wide fields. In the

Y. Zhang � S. Gu (&)
Key Laboratory of Atomic Frequency Standards, Wuhan Institute of Physics and
Mathematics, Chinese Academy of Sciences, Wuhan 430071, People’s Republic of China
e-mail: shgu@wipm.ac.cn

Y. Zhang
e-mail: zhangyi@wipm.ac.cn

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 245,
DOI: 10.1007/978-3-642-37407-4_36, � Springer-Verlag Berlin Heidelberg 2013

387



presently prevailing CPT atomic clock, CPT resonance is prepared with either a
pure left (or right) circularly polarized light [1]. This scheme gives rise to the
polarized dark state, which degrades the quality of the CPT signal. And the
contrast (the CPT signal intensity divided by the background intensity) is normally
only 4 % with the scheme [2]. For the purpose of improving the quality of CPT
signal, new schemes, such as vertically linear polarization [3], parallel linear
polarization [4], PUSH–PULL pumping [5], r-–r+ light [6, 7], have been
developed. All of those can eliminate polarized dark states and enhance the
contrast of CPT signal. Among them, the r-–r+ light scheme utilizes both left
circularly polarized (r-) light and right circularly polarized (r+) light to resonate
with atoms simultaneously, that makes constructive interference between the two
CPT resonances generated by r- light and r+ light and eliminates the polarized
dark state thus more atoms participate in CPT resonance.

We have developed a Left-and-Right-Circularly-Polarized-Lasers (LRCPL)
CPT state preparation scheme [7]. In LRCPL CPT scheme, a dichromatic light in
r- form first interacts with atoms, then it is translated into a dichromatic r+ light
by a space delay and polarization rotation and reflection system and interacts with
atoms again. As a result, CPT resonance interference enhancement can be
achieved by properly adjusting the distance of space delay. Meanwhile, polarized
dark state is eliminated by the interaction between r-, r+ light and atoms. Here,
we give the studied results of LRCPL CPT scheme.

36.2 Theories

Figure 36.1 shows a simplified four-levels system of 87Rb associated in LRCPL
CPT scheme. The 5P1/2, F0 = 2, mF = -1, 1 are excited state levels. The 5S1/2,
F = 2, mF = 0 and 5S1/2, F = 1, mF = 0 are ground state levels. The four levels
are respectively represented by |e1[, |e2[, |g1[ and |g2[ in the figure. Ei repre-
sents energy of |i[. The x1 and x2 are angular frequency of dichromatic pumping
light. The k1, k2 are magnitude of wave vector of the corresponding light. The Rabi
frequency corresponding to the four light components are respectively X1

+, X2
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light is z-, z+ in the light transmission direction. Ee1 could be regarded equally to
Ee2 for the studied system. In the experiment, we set X1

+ = -X2
+ = X+,

X1
- = X2

- = X-.
Define Light-atoms interaction Hamiltonian according to r+ and r- light as HI

+

and HI
-, then we get

HþI ¼
1
2

�hXþe�ix1teik1zþ e2j i g1h j � 1
2

�hXþe�ix2teik2zþ e2j i g2h j þ h:c:

H�I ¼
1
2

�hX�e�ix1teik1z� e1j i g1h j þ 1
2

�hX�e�ix2teik2z� e1j i g2h j þ h:c:

Assuming atoms are in dark state, which satisfies \e|HI|dark state[ = 0, then
we obtain

dark stateþj i ¼ Xþeix1te�ik1zþ g1j i � Xþeix2te�ik2zþ g2j i
dark state�j i ¼ X�eix1te�ik1z� g1j i þ X�eix2te�ik2z� g2j i

Where dark state�j [ ; dark stateþ[j are CPT states prepared by r- and r+

light.
When dichromatic r-, r+ light interact with atoms at the same time, There

would be quantum interference between dark state�j [ and dark stateþ[j : The
interference maximum is achieved while dark state�j [ = dark stateþ[j ; to
which we have

e�ik2zþ

e�ik1zþ
¼ �e�ik2z�

e�ik1z�
, ei k1�k2ð Þ zþ�z�ð Þ ¼ �1

, zþ � Z� ¼ n� 1=2ð Þk00; n ¼ 1; 2;L; k00 ¼ 2p�hc= Eg1� Eg2ð Þ

The above equation reveals that the interference maximum is achieved, that is
to say, the two CPT resonance phases are equal, when the wave front difference
between dichromatic r- and r+ light equals to half-integer times of microwave
wavelength corresponding to hyperfine separation frequency of atomic ground
state levels.

36.3 Experimental Setup

The experimental setup is as shown in Fig. 36.2. The vapor cell (length = 8 mm,
diameter = 25 mm) is filled with 87Rb atoms accompanied by a mixture buffer gas
of N2 and CH4 at pressure of 28.2 Torr. The cell temperature is controlled at 75 �C
to produce certain 87Rb atomic vapor. Outside the cell, a solenoid produces a
uniform magnetic field B, which is shielded from the environmental magnet by a
permalloy shell. A Vertical Cavity Surface Emitting Laser (VCSEL) is used to
provide about 794.7 nm-wavelength 100 MHz-bandwidth linearly polarized laser
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beam. The VCSEL is frequency modulated by coupling a microwave signal at
frequency of Dhfs/2 & 3.417 GHz into the injection DC current. Therefore,
the VCSEL outputs a frequency-modulated monochromatic light. In experiment,
the ±1st order sidebands of light serves as CPT-generation frequency, whose
power meets the self maximum by tuning the microwave power.

The divergent laser beam emitted by the VCSEL is focused into a 1 mm
diameter parallel one by a lens system. A ND filter is arranged to adjust light
intensity. The first PBS (PBS1) selects out the horizontal linearly polarized
component of the light, which is converted into r- light for interacting with 87Rb
in the vapor cell by the first k/4 waveplate (1st k/4). The polarization of trans-
mitting part of the r- light is then translated into a vertical one by the second k/4
waveplate (2nd k/4). The vertically polarized light is then reflected by the second
PBS (PBS2) and the prism in turn, and overlaps with the horizontal linearly
polarized one at PBS1. The vertically polarized component of the overlapped light
goes through 1st k/4 and is transformed into r+ light to interact with 87Rb atoms
one more time. After the second interaction, the component is turned horizontal by
means of the 2nd k/4, which consequently passes through PBS2 and reaches the
photo detector to be detected.

By twice applications of laser beam, simultaneous interaction of r- and r+ light
with atoms is achieved in the scheme. In the experimental setup, the prism is fixed
on a one-axis platform, so that the wave front difference between r- light and r+

light can be adjusted in certain range. With the experiment setup, if we rotate the
2nd k/4 by 90�, the transmitting r- light after the first interaction can be converted
into a horizontal one which will pass through PBS2 and be detected like that of the
prevailing scheme. Thus, through rotation of the 2nd k/4, it is allowed to
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experimentally compare LRCPL with the prevailing scheme under the same
experimental conditions.

In order to stabilize laser frequency, Doppler-broadened atoms-laser absorption
spectrum is adopted to discriminate laser frequency in the scheme. Laser wave-
length servo in Fig. 36.2 is arranged for processing discrimination signal, pro-
ducing frequency correction signal and mixing it into injection DC current of
VCSEL to realize negative feedback control. CPT resonance spectrum is adopted
to discriminate microwave frequency. The microwave frequency stabilization loop
includes a microwave source, a homemade frequency modulation (FM) module
and a Lock-In Amplifier (LIA). The output of the microwave source is 500 Hz
frequency modulated with the modulation depth of 80 Hz by the FM module. The
LIA synchronously phase-sensitive demodulates the 500 Hz signal in the output of
photo detector. The demodulation result, i.e., the differential signal of CPT reso-
nance spectrum, serves as frequency correction signal to stabilize microwave
frequency in CPT atomic clock. In the experiment, the oscilloscope in Fig. 36.2
simultaneously monitors and records photo detector output signal and differential
signal of CPT resonance spectrum.

36.4 Experimental Process and Results

36.4.1 Contrast

We have experimentally observed periodical variation of CPT signal amplitude
original from interference effect when changing wave front difference between
r- and r+ light by adjusting platform in the marked direction in Fig. 36.2.
Figure 36.3 shows a recorded maximum LRCPL CPT signal by fixing the platform
at a proper position. The CPT signal in prevailing CPT scheme has also been
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recorded by rotating the 2nd k/4 by 90� under the same conditions. The CPT signal
amplitude in prevailing CPT scheme is 1.3 while that in LRCPL CPT scheme is
13.3 with enhancement of more than 10 times. Signal contrast is one of key
quantity to evaluate the performance of CPT atomic clock. We have studied the
dependence of CPT signal contrast on light intensity in certain range for LRCPL
CPT scheme. As it is shown in Fig. 36.4, for LRCPL CPT scheme the contrast
increases linearly along with the increase of light intensity within 20 lW/mm2,
after that it increases slower and then appears saturate. However it is seen that the
contrast increases along with light intensity in the whole experimental range of
light intensity, which is much different from that for prevailing CPT scheme [1],
where the contrast reaches the maximum value then decreases sharply.

Long-term light intensity aging is common for VCSELs. As a result, CPT signal
contrast changes in prevailing CPT atomic clock, which degrades long-term
working stabilization. However, for LRCPL CPT atomic clock, if light intensity
more than 30 lW/mm2 in Fig. 36.4 is chosen, more stable long-term performance
can be developed thanks to the less dependence of contrast drift on light intensity
aging.

36.4.2 Line Width

Signal line width is another key quantity related to performance of the atomic
clock. The CPT signal line width increases linearly with light intensity for pre-
vailing CPT atomic clock [1]. Figure 36.5 indicates the linear dependence of
signal line width on light intensity for LRCPL CPT scheme in agreement with that
of prevailing CPT scheme. That implies the two schemes have the same line width
broadening mechanism related to light intensity.
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36.5 Miniaturization Prospect

Miniaturization is important for application of CPT atomic clock. In comparison to
the prevailing scheme CPT atomic clock, the new scheme needs more optical
components while the added components can all be miniaturized. For 87Rb atoms
in our experiment, the minimum reflection delay length is 22 mm, while for 133Cs
atoms maybe used in experiment, the minimum reflection delay length is 16 mm.
Within the given size, it is not difficult to integrate the all components including
the additional components, such as optical path accurately set mirror (or prism) [8]
into a miniature physics package. Figure 36.6 illustrates our designed scheme of
chip-scale physics package for CPT atomic clock [9]. CPT signal is generally
weak in Chip-Scale Atomic Clock (CSAC), While it can be considerably improved
by application of LRCPL CPT scheme. Moreover, the deterioration of CPT signal
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quality owing to laser polarization fluctuations [10] can be depressed and the less
sensitive dependence of CPT signal contrast on laser intensity can be achieved, all
of those make the LRCPL CPT scheme atomic clock a better performance one.
Therefore, the LRCPL CPT atomic clock is a promise candidate for new gener-
ation CSAC.

36.6 Conclusions

In the presently prevailing CPT atomic clock the CPT state is prepared with either
a pure left (or right) circularly polarized light. For the scheme, CPT signal contrast
is normally limited in 4 %. We have developed and studied LRCPL CPT scheme,
with which laser beam is twice utilized by means of polarization reflection and the
so obtained simultaneous resonances of left and right circularly polarized lights
with atoms. Therefore, spin-polarized dark states are eliminated and atoms are
utilized more efficiently. A contrast of more than 12 % has been measured in the
experiment. The dependence of CPT signal contrast on the VCSEL light intensity
is monotonous, and near the saturation range the contrast is insensitive to light
intensity in a wide range. When the working light intensity close to the saturation
range is chosen, a more stable long-term performance can be developed in com-
parison to the prevailing scheme CPT atomic clock. LRCPL CPT atomic clock can
also be micro-fabricated into chip scale, we have presented our designed LRCPL
CSAC scheme.
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Chapter 37
An On-Board Clock Integrity
Monitoring Algorithm for Detecting
Weak Anomaly Bias

Xinming Huang, Hang Gong, Wenke Yang, Xiangwei Zhu
and Gang Ou

Abstract As a core part of satellite payload, on-board clock has a direct influence
on GNSS service performance. Therefore, it is necessary to monitor its integrity.
In this paper, real-time on-board clock phase residuals are obtained by sequential
least squares estimation, and a novel sum test statistic based on residuals is con-
structed. An integrity monitoring algorithm for on-board clock based on this test
statistic is proposed. Performance of the new algorithm is analyzed and verified by
simulation. The results show that the new algorithm has a perfect performance of
detecting weak on-board clock anomaly bias. The integrity monitoring algorithm
for on-board clock proposed in this paper is helpful to GNSS on-board clock
autonomous integrity monitoring.

Keywords On-board clock � Weak anomaly bias � Sum test statistic � Integrity
monitoring

37.1 Introduction

As the frequency and time reference of space satellites, on-board clock has a direct
influence on GNSS service performance. Therefore, it is necessary to monitor its
integrity. Reference [1] for the first time proposes the idea of satellite autonomous
on-board clock monitoring, and related algorithms are given, including the
dynamic ADEV and moving average filtering. However, performances of these
methods are analyzed unspecific. Reference [2] presents a frequency jump detector
for space clocks, which can detect the satellite clock frequency jump, but it is not
real-time. Clearly, an algorithm for on-board clock autonomous integrity moni-
toring is useful.
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Reference [3] provides a useful method to detect phase and frequency anomaly
using predicted errors. It is useful to detect obvious anomaly bias, but not very
effective for weak anomaly, especially under gradual change.

In this paper, real-time on-board clock phase residuals are obtained by
sequential least squares estimation, and a novel sum test statistic based on resid-
uals is constructed. An integrity monitoring algorithm for on-board clock based on
this statistic is proposed. Performance of the new algorithm is analyzed and ver-
ified by simulation. The results show that the new algorithm has a perfect per-
formance of detecting weak on-board clock anomaly bias.

37.2 Statistic Characteristic Analysis of Sequential Least
Square Estimation Residuals

It can be known that the on-board clock model can be expressed as a quadratic
model [4], which is computed as following

xðtÞ ¼ a0 þ a1 � t þ a2 � t2 þ exðtÞ ð37:1Þ

where a0 is initial atomic clock phase deviation, a1 is initial frequency deviation,
a2 is initial frequency drift of atomic clocks; exðtÞ is atomic clock phase noise.
Equation (37.1) can be also expressed as following

X ¼ HAþ e ð37:2Þ

where

H ¼
h½0�
..
.

h½n�

2

64
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In order to achieve real-time detection of phase anomaly, sequential least
squares estimation method is adapted to estimate parameters of on-board clock,
and estimation residuals are obtained by taking difference between the measured
and estimated phase offsets, which will be used to construct weak anomaly
detection test statistic.

Satellite clock parameters at time of tn can be computed as following

Â½n� ¼
â0½n�
â1½n�
â2½n�

2

4

3

5 ¼ ðHT ½n�C�1½n�H½n�Þ�1HT ½n�X½n� ð37:3Þ

The measurement updates as following

Â½n� ¼ Â½n� 1� þ K½n� � ðx½n� � hT ½n� � Â½n� 1�Þ ð37:4Þ
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Where

K½n� ¼ R½n� 1� � h½n�
r2

n þ h½n� � R½n� 1� � h½n� ð37:5Þ

Covariance updates as

R½n� ¼ ðI � K½n� � hT ½n�Þ � R½n� 1� ð37:6Þ

The one-step estimation residual is given as

zðnþ 1Þ ¼ xnþ1 � x̂nþ1 ¼ xnþ1 � hT ½nþ 1� � Â½nþ 1� ð37:7Þ

We shall construct the new weak anomaly test statistic by discussing the
Probability Density Function (PDF) of zðnþ 1Þ ¼ xnþ1 � x̂nþ1:

Under normal circumstances, the on-board clock measurements acquired each
time is independent and identically distributed. Statistical properties of RLS
residuals remain same as phase residuals of satellite clock after removal of the
trend term, which vary with sampling time interval. The statistical property of
satellite clock random items is often denoted as Allan variance. The relationship
between the sampling intervals s and Allan variance is shown in Fig. 37.1.

As the sampling interval is generally 1 s for on board satellite clock mea-
surement, random items of measurements mainly contain the phase modulation
white noise and white measurement noise.

Statistic characteristic of measurement noise can be get from measurements,
white phase noise can be obtained through the Allan variance, and specific com-
pute method can refer to Ref. [5].

Therefore, it can be concluded that residuals of RLS follow a Gaussian dis-
tribution. Its mean and variance are computed as following

L
og

2 y

Log 

RWF
µ = 1

FF
µ = 0

FP
µ = -2

WF
µ = -1

WP
µ = -2

Fig. 37.1 Relationship
between the sampling
intervals s and Allan variance
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EðzÞ ¼ Eðxnþ1 � x̂nþ1Þ
¼ EððhT ½nþ 1�Aþ enþ1 � hT ½nþ 1�ðHT HÞ�1HTðHAþ eÞÞ ¼ 0

ð37:8Þ

varðzÞ ¼ Eððxnþ1 � x̂nþ1Þðxnþ1 � x̂nþ1ÞTÞ
¼ ð1þ hT ½nþ 1�ðHT HÞ�1hT ½nþ 1�TÞ � r2

ð37:9Þ

Therefore, z�Nð0; ð1þ hT ½nþ 1�ðHT HÞ�1h½nþ 1�Þr2Þ
With the recursive computation, statistic characteristic of residuals tend to be

consistent with characteristic of satellite clock.

37.3 Integrity Monitoring Method for Weak Anomaly

In practical applications, the satellite clocks will appear minor deviation due to
space radiation, temperature change and other factors. Such deviation is at the
same level of satellite clock noise standard deviation or measurement noise
standard deviation, and changes slowly, often in the drift. Such anomaly is col-
lectively referred to weak anomaly in this paper.

In case of weak anomaly, the abnormal value is small, and often in the drift,
which will lead to a larger satellite clock deviation after a period of time, directly
affecting the positioning results. To this end, a new Integrity monitoring algorithm
for weak anomaly is proposed, whose processing flow is shown below (Fig. 37.2).

Measurement residuals are acquired by sequential least squares estimation,
which is used to update the data within the sliding window, guarantying sliding
window containing the latest measurement information. New sum test statistic is
constructed based on the residuals in the sliding window, which is used to anomaly
detecting. With a given probability of false alarm, we can get detection threshold,
if it fails, which decides detection performance.

37.3.1 New Test Statistic

In order to improve detection performance, residuals are accumulated. The new
test statistic can be expressed as following

2

1
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i
i

P z
Δ
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= ∑
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/γ σ2          2P    T>    =(  )x n
Sequential Least 

Square 
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Residuals
Refresh Data in 
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Fig. 37.2 Architecture of on-board clock integrity monitoring algorithm
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P ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

z2
i

s

ð37:10Þ

It can be known from Sect. 37.1 that least square estimation residuals z follow a
Gaussian distribution, so we can conclude that test statistic P follow a generalized
Rayleigh distribution, which will be named as square root test statistic. Statistic P
will follow a generalized Racine distribution when anomaly exists.

Assume length of sliding window is n, PDF of square root test statistic P can be
expressed as following

pðxÞ ¼
xn�1

2ðn�2Þ=2rnCð12nÞ
e
�

x2

2r2 ; x [ 0

0; x\0

8
><

>:
ð37:11Þ

When anomaly exists, PDF of square root test statistic P can be expressed as
following

pðxÞ ¼ xn=2

sðn�2Þ=2r2
e
�

x2 þ s2

2r2 In=2�1
rs

r2

� �
; x [ 0

0; x\0

8
><

>:
ð37:12Þ

37.3.2 Detection Performance

In order to detect anomaly, we view the anomaly detection problem as an attempt
to distinguish between the hypotheses

H0 : zðnÞ ¼ wðnÞ
H1 : zðnÞ ¼ ln þ wðnÞ

ð37:13Þ

Test statistics in the hypotheses can be expressed as following

H0 : p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1

w2ðiÞ

vuut

H1 : p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

i¼1

ðwðiÞ þ liÞ2
vuut

ð37:14Þ

Square root test statistic P follows a generalized Rayleigh distribution under H0,
while follows a generalized Racine distribution under H1.

Assume the probability of false alarm is Pf, and the probability of detection is
Pd, the detection threshold can be confirmed by false alarm as following [6]
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Pf ¼
Z 1

TðPf Þ

xn�1

2ðn�2Þ=2rnC 1
2nð Þ

e
�

x2

2r2dx ð37:15Þ

The probability of detection is given as

Pd ¼
Z 1

TðPf Þ

xn=2

sðn�2Þ=2r2
e
�

x2 þ s2

2r2 In=2�1
rs

r2

� �
dx ð37:16Þ

Where s2 ¼
PN

i¼1
l2i

Detection performance is only related to parameter s for a given probability of
false alarm. In order to improve the detection performance, an effective way is to
increase Value of parameter s.

Performance of sum test statistic can be obtained for a given probability of false
alarm detection according to formula (37.15) and (37.16).

Square root test statistic proposed is constructed by sliding accumulation of the
residuals within the entire sliding window, and detection performance varies with
accumulation number of anomaly measurement at each moment. Detection per-
formance of the sum statistic increases gradually with the accumulation of
residuals within the sliding window.

Square root test statistic P follows a generalized Rayleigh distribution under
normal circumstance, while it follows a generalized Racine distribution when there
have anomaly measurements in the sliding window. The detection performance is
decided by parameter s2, which is sum of abnormal bias. If there is only one
abnormal measurement, then s2 is equal to l2. And the detection performance of the
test statistic of current time can be confirmed when the probability of false alarm is
constant. If there are two abnormal measurements, then s2 is equal to l1

2 ? l2
2. It is

obvious that parameter s2 increase gradually with the accumulation of abnormal
measurements. Therefore, the detection performance has been improved with the
accumulation of abnormal measurements. Weak anomaly will be detected by
selecting the appropriate window length.

37.4 Algorithm Verification

The detection performance of the new method is derived in the previous section.
Detection probability of the CFAR conditions under weak anomaly can be
expressed as formula (37.16). Conclusions of previous section are further analyzed
and validated by simulation means as following.

Assume the measurement time interval is taken for 1 s, observation noise
standard deviation is taken as 0.1 ns, and second stability of satellite clock is about
10-12, so sequential least squares estimation residuals of the standard deviation
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can be regarded as 0.1 ns. Therefore, standard deviation of the residuals can be
taken as 0.1 ns; probability of the false alarm is 10-6.

In order to verify the correctness of the fault detection probability in the sta-
tistics, and analyze the relationship between the probability of detection and the
abnormal deviation in conditions of CFAR, numerical and Mont-Carlo simulation
are verified. Numerical calculation results of fault detection probability according
to formula (37.16) are compared with simulation results of repeat 10,000 Mont-
Carlo (MC) simulations, the results are shown below.

The number of accumulated residuals is 10 for prescribing square root test
statistic within a sliding window, while the number of accumulated abnormal
residuals is also 10 (Fig. 37.3).

It can be seen from simulation results that Mont-Carlo (MC) simulation results
are highly consistent with results of the calculation formula, which illustrates the
correctness of the calculation formula of detection probability. It is also obvious
that detection performance of new test statistic is better than that of one-step test
statistic.

As we can see that detection performance of prescribing square root test sta-
tistic is related the number of observed accumulated residuals, as well as that of
accumulated abnormal residuals within the sliding window. Simulation is adopted
in order to analyze detection performance of square root test statistic under con-
ditions of different observation residuals and accumulated abnormal residuals
within the sliding window. The results are shown in Figs. 37.4 and 37.5.

Simulation results of Fig. 37.4 shows the relationship between detection per-
formance of square root test statistic and accumulated abnormal residuals within
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the sliding window under conditions of fix observation residuals. Length of the
sliding window is taken as 10 sampling intervals. It can be seen that detection
performance improves gradually with accumulation of the abnormal residuals in
the window, but it also means that the detection delay is bigger. Assume that the
number of accumulated residuals is 10 in order to meet the detection performance,
and then detection lag delay is 10 sampling intervals. Therefore, the maximum lag
delay that can be tolerated and the detection performance that need to meet should
be comprehensively considered to select the length of the sliding window.

Simulation results of Fig. 37.5 shows the relationship between detection
performance of square root test statistic and observation residuals under conditions
of accumulated abnormal residuals within the sliding window. The maximum lag
delay that can be tolerated is fixed as 5 sampling intervals. Length of the sliding
window is taken as 5 sampling intervals, 10 sampling intervals, 15 sampling
intervals, and 20 sampling intervals respectively. It can be seen that detection
performance fades gradually with growth of length of the sliding window when
length of the sliding window exceeds the maximum lag delay that can be tolerated.
Therefore, the length of the sliding window should not the maximum lag delay that
can be tolerated and the detection performance that needs to meet should be
comprehensively considered to select the length of the sliding window.

37.5 Conclusion

In this paper, real-time on-board clock phase residuals are obtained by sequential
least squares estimation, and a novel sum test statistic based on residuals is con-
structed. An integrity monitoring algorithm for on-board clock based on this test
statistic is proposed. Performance of the new algorithm is analyzed and verified by
simulation. The results show that the new algorithm has a perfect performance of
detecting weak on-board clock anomaly bias. The integrity monitoring algorithm
for on-board clock proposed in this paper is helpful to GNSS satellite clock
autonomous integrity monitoring.
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Chapter 38
Non-Reciprocity Correction Using
Broadcast Ephemeris in Two-Way
Satellite Time and Frequency Transfer
(TWSTFT)

Wenke Yang, Hang Gong, Xiangwei Zhu and Guangfu Sun

Abstract Two-way satellite time and frequency transfer (TWSTFT) is applied in
BeiDou Navigation Satellite System for time synchronization of the ground sta-
tions. In fact, the geostationary (GEO) satellites have periodic motions around
their planned orbits instead of being stationary to the ground stations, which results
in periodic fluctuations of Sagnac correction and signal path geometry correction
in TWSTFT. Precise TWSTFT is relaying on the non-reciprocity corrections. An
analysis method with broadcast ephemeris of GEO satellite for Sagnac correction
and signal path geometry correction is introduced in this paper. With this method,
TWSTFT experiment result using BeiDou GEO satellite at 140�E of three links
between Beijing and three different sites is analyzed and the periodic fluctuation of
Sagnac correction and signal path geometry correction are presented in detail. The
fluctuation range of Sagnac correction is from 0.04 to 0.16 ns and that of signal
path geometry correction is from 0.01 to 0.53 ns for the three links, which shows
that Sagnac correction and signal path geometry correction can not be ignored in
time transfer requiring sub-nanosecond precision generally for the three links.

Keywords TWSTFT � Non-reciprocity corrections � Sagnac correction � Signal
path geometry correction � Broadcast ephemeris

38.1 Introduction

TWSTFT is applied in BeiDou Navigation Satellite System for time synchroni-
zation of the ground stations [1]. Precise TWSTFT is relaying on the non-
reciprocity corrections, where the signal delay difference in the transmitter and
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receiver of ground stations, the path difference of the geostationary (GEO) satellite
transponder in both directions can be calibrated [2, 3], the troposphere correction
can be ignored with the error of less than 10 ps and the ionosphere correction can
be obtained with the total electron content (TEC) along the signal path [2]. The
Sagnac correction considering the motion of GEO satellite have been analysed in
[4] with the satellite relative velocity and in [5, 6] with orbit data of GEO satellite.
But it is not introduced in detail on the exact use of orbit data of GEO satellite in
the literatures. For the signal path geometry correction, there are literatures on the
analysis with the satellite relative velocity [7], but it is lack of detail description on
the calculation process. In this paper, we will introduce an analysis method with
broadcast ephemeris for Sagnac correction and signal path geometry correction in
detail.

38.2 Non-Reciprocity Corrections of TWSTFT

As demonstrated in Fig. 38.1, TWSTFT is working as below: each ground station
transmits a radio frequency signal modulated by pseudorandom noise (PRN) codes
at the beginning of every second according to its own clock to GEO satellite
through one transmitter, which is called upward link. The transmitted signal is
retransmitted by GEO satellite using another radio frequency back to the earth,
which is called downward link. Each ground station receives the transmitted
signals from the other station (downward real line in Fig. 38.1) and its own (for
round-trip ranging, downward dashed line in Fig. 38.1). At both sites, the received
PRN code is correlated with the shifted local reproduced PRN and the one-way
measurement is given by the shifted phase of the local reproduced PRN referring
to the local clock when the correlation is above the threshold designed by the
receiver. Since the distances of the satellite from the two sites are different, the
signal transmitted by the two sites at the same time will reach the satellite at
different time [8], as is also demonstrated in Fig. 38.1.

The clock difference of station 1 relative to station 2, described as T1 - T2, is
determined as follows.

The one-way measurement PR21 at station 1 is,

T1 � T2 þ sT2 þ sU2jSat þ sU2jIon þ sU2jTrop þ sSCU2 þ sS21 þ sD1jSat þ sD1jIon

þ sD1jTrop þ sSCD1 þ sR1 ¼ PR21

ð38:1Þ

and the one-way measurement PR12 at station 2 is,

T2 � T1 þ sT1 þ sU1jSat þ sU1jIon þ sU1jTrop þ sSCU1 þ sS12 þ sD2jSat

þ sD2jIon þ sD2jTrop þ sSCD2 þ sR2 ¼ PR12
ð38:2Þ

Thus, the clock difference measured of site 1 and site 2 can be obtained as
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T1 � T2 ¼ 0:5ðPR21 � PR12Þ
þ 0:5ððsT1 � sR1Þ � ðsT2 � sR2ÞÞ
þ 0:5ðsS12 � sS21Þ
þ 0:5ððsU1 � sD1ÞjIon � ðsU2 � sD2ÞjIonÞ
þ 0:5ððsU1 � sD1ÞjTrop � ðsU2 � sD2ÞjTropÞ
þ 0:5ððsSCU1 � sSCD1Þ � ðsSCU2 � sSCD2ÞÞ
þ 0:5ððsU1 � sD1ÞjSat � ðsU2 � sD2ÞjSatÞ

ð38:3Þ

The symbols despite of T1 - T2, PR21 and PR12 in Eqs. 38.1 and 38.2, and the
symbols in Fig. 38.1 are listed in Table 38.1.

In Eq. 38.3, 0.5((sT1 - sR1)-(sT2- sR2)) is half of difference of the difference of
the transmit and receive delay of both stations, and 0.5(sS12 - sS21) is half of
difference of the satellite transfer delay in both directions, both of which can be
obtained by calibration [2, 3]. And 0.5((sU1 - sD1) |Ion -(sU2 - sD2) |Ion) is
ionosphere correction, which can be obtained with the total electron content (TEC)
along the signal path [2]. And 0.5((sU1 - sD1) |Trop -(sU2 - sD2) |Trop) is tropo-
sphere correction and can be ignored with the error of less than 10 ps [2]. The
above four terms are out of the scope of this paper.

In addition, 0.5((sSCU1 - sSCD1) - (sSCU2 - sSCD2)) is Sagnac correction and
represented as

sSC ¼ 0:5ððsSCU1 � sSCD1Þ � ðsSCU2 � sSCD2ÞÞ ð38:4Þ

GEO

Ground station at site 1

Receiver

Clock1Transmitter

Ground station at site 2

Receiver

Clock2 Transmitter

GEO

11 SCUU ττ +

11 SCDD ττ +
11τ

22τ

22 SCUU ττ +

22 SCDD ττ +

21Sτ

12Sτ

1Tτ 2Tτ

1Rτ 2Rτ

d1s

d2s

Fig. 38.1 Two-way time and frequency transfer system
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And 0.5((sU1 - sD1) |Sat -(sU2 - sD2) |Sat) is the signal path geometry cor-
rection and represented as

sUD;Sat ¼ 0:5ððsU1 � sD1ÞjSat � ðsU2 � sD2ÞjSatÞ ð38:5Þ

We will focus on the last two non-reciprocity terms in the following sections.

38.3 Sagnac Correction

Sagnac correction for upward (downward) signal path is the difference of the
signal paths from the ground station (GEO satellite) to the GEO satellite (ground
station) with the consideration of the earth rotation and without, which are illus-
trated in Figs. 38.2 and 38.3 for the Sagnac effect of the upward signal and the
downward signal respectively.

In Fig. 38.2, when the signal is transmitted from the ground station at location
A, the GEO satellite is located at S. For the rotation of the GEO satellite along with
the earth, the GEO satellite receives the signal at location S’. The Sagnac cor-
rection of the upward signal path is as sSCU = AS’ - AS. In Fig. 38.3, the GEO
satellite transmits the signal at location S, and at the same time, the ground station
is at location A. When the ground station receives the signal, it rotates with the
earth to the location A’. The Sagnac correction of the downward signal path is
sSCD = SA’ - SA.

The equations for the Sagnac correction of the upward signal path is [9, 10]

Table 38.1 The symbol list

Symbol Explainations

sTi Signal delay in the transmit path of the ground station i
sUi|Sat Signal delay caused by geometry path from ground station i upward to GEO satellite
sUi|Ion Signal delay caused by ionosphere from ground station i upward to GEO satellite
sUi|Trop Signal delay caused by troposphere from ground station i upward to GEO satellite
sSCUi Sagnac correction of the signal path from ground station i upward to GEO satellite
sSij Signal delay in satellite transfer path with the direction from ground station i to ground

station j
sDi|Sat Signal delay caused by geometry path from GEO satellite downward to ground station i
sDi|Ion Signal delay caused by ionosphere from GEO satellite downward to ground station i
sDi|Trop Signal delay caused by troposphere from GEO satellite downward to ground station i
sSCDi Sagnac correction of the signal path from GEO satellite downward to ground station i
sRi Signal delay in the receive path of the ground station i
dis Distance between ground station i and GEO satellite
sUi sUi|Sat +sUi|Ion ? sUi|Trop

sDi sDi|Sat +sDi|Ion ? sDi|Trop
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sSCU ¼ �X=c2 � 1
2

rL sin a

¼ �X
�

c2ðr þ ALTðsÞÞðr þ ALTðkÞÞ cosðLAðsÞÞ cosðLAðkÞÞ sinððLOðkÞ � LOðsÞÞ
ð38:6Þ

And the one for the downward signal path is [9, 10]

sSCD ¼ X=c2 � 1
2

rL sin a

¼ X
�

c2ðr þ ALTðsÞÞðr þ ALTðkÞÞ cosðLAðsÞÞ cosðLAðkÞÞ sinððLOðkÞ � LOðsÞÞ
ð38:7Þ

Where X is earth rotation rate, c is the speed of light, r is earth radius, L is
Distance from the earth mass centre to the mapped point of GEO satellite on the
Earth’s equatorial plane, a is the difference of the longitude of the ground station
and the GEO satellite, ALT (s) and ALT (k) are the altitude of GEO satellite and

L

r

S

A

O

SFig. 38.2 Sagnac effect of
the upward signal path

L

r

S

A
A

O

Fig. 38.3 Sagnac effect of
the downward signal path
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ground station k respectively, LA(s) and LA(k) are the latitude of the track of sub-
satellite points of GEO satellite and ground station k respectively, LO(s) and
LO(k) are the longitude of the track of sub-satellite points of GEO satellite and
ground station k respectively.

When considering the motion of GEO satellite, the broadcast ephemeris is
interpolated to the proper epochs to calculate the GEO satellite locations to obtain
the Sagnac correction for the upward signal path and the downward signal path
respectively. According to Eq. (38.6), the Sagnac correction of the upward signal
path sSCU is decided by the GEO satellite’s location at the epoch when it receives
the signal from the ground station. While according to Eq. (38.7), Sagnac cor-
rection of the downward signal path sSCD should be calculated by the GEO
satellite’s location at the epoch when it retransmits signal back to the ground
station.

38.4 Signal Path Geometry Correction

To take the one way signal path from ground station 1 to GEO to station 2 as an
example, we demonstrate a method to estimate the up and down signal path
distance respectively.

Thanks to the round-trip ranging link from the ground station to the satellite and
back working simultaneously with the TWSTFT, the one way ranging delay can be
estimated as the half of the round-trip delay measured by the ranging link, as s11

for ground station 1 and s22 for ground station 2 in Fig. 38.1.
The epoch of the arrival of the transmitted signal from station 1 referring to the

local clock at station 2 is known as t12, and the round-trip delay measured at station
2 at the same epoch as s22. Supposing that the stations has no clock bias referring
to the navigation system time, the epoch of the signal transmitted by ground station
1 arriving at the satellite can be obtained as

t1;Sat ¼ t12 �
1
2
s22 ð38:8Þ

Then, the location of the satellite S1;Sat

!
at the epoch of signal retransmitting can

be calculated from the broadcast ephemeris by interpolation. If we define that the

locations of ground station 1 and ground station 2 are A1

!
and A2

!
respectively, then

the signal path geometry distance (expressed as the signal transfer time with the
speed of light) from ground station 1 to GEO satellite of the uplink is as below.

sU1jSat ¼ j S1;Sat

!
�A1

!
j=c ð38:9Þ

The signal path geometry distance (expressed as the signal transfer time with
the speed of light) from GEO satellite to ground station 2 of the downlink is as
below.
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sD2jSat ¼ j S1;Sat

!
�A2

!
j=c ð38:10Þ

Similarly, sU2|Sat and sD1|Sat can be obtained. Then, sUD| Sat can be obtained
from Eq. (38.5).

38.5 Experiment Results

TWSTFT with BeiDou GEO satellite at 140�E experiments have been conducted
among stations at Beijing and other three sites. These three sites are at the
southwest, south and west of China respectively, which are named as ‘SWest’,
‘South’ and ‘West’ accordingly afterwards. The measurement data for two days of
the three links between Beijing and SWest, Beijing and South, Beijing and West
simultaneously collected in 2012 with sampling interval of 1 s without averaging
are analyzed in this section.

The motion of the GEO satellite is shown in Fig. 38.4 with the altitude sub-
tracted by 35,784.504 km for the sake of clarity, and the latitude and longitude of
the track of the sub-satellite points of the GEO satellite obtained from the
broadcast ephemeris are shown in Figs. 38.5 and 38.6 respectively. All of them
show periodic fluctuations of 24 h around the nominal value. And the track of the
sub-satellite points of the GEO satellite is shown in Fig. 38.7, which shows an ‘8’
style with a big head.

The Sagnac correction and signal path geometry correction for the three links
are shown in Figs. 38.8 and 38.9 respectively. In addition, the distance difference
between d1s and d2s, which is shown in Fig. 38.1 with Beijing set as site 1 and
SWest, South and West set as site 2 for links of Beijing-SWest, Beijing-South and
Beijing-West respectively, are demonstrated in Fig. 38.10.

The period and the amplitude of the motion of GEO satellite is listed in
Table 38.2.

The period and amplitude of the non-reciprocity corrections are listed in
Table 38.3. The mean values of |d1s - d2s| are listed in Table 38.4.
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From Table 38.3 it can be seen that the fluctuation amplitude of Sagnac cor-
rection is from 0.04 to 0.16 ns for the three links, and signal path geometry
correction is from 0.01 to 0.53 ns for the three links. For time transfer with sub-
nanosecond precision, both of non-reciprocity corrections can not be ignored as to
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the three links, except signal path geometry correction of Beijing-SWest link.
Especially for Beijing-West link, the fluctuation amplitude of signal path geometry
correction is larger than 0.5 ns. And it can be seen from Table 38.4 that Beijing-
West link has worse geometry non- reciprocity for the two ground stations respect
to the GEO satellite than the other two links, which is possibly the reason for the
large signal path geometry correction.

In addition, Sagnac correction and signal path geometry correction of the three
links have the same fluctuation period as that of the GEO satellite motion.
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Fig. 38.8 The sagnac
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motion GEO satellite against
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GEO satellite at the planned
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38.6 Conclusions

In this paper, we have introduced an analysis method of non-reciprocity correction
for TWSTFT concerning Sagnac correction, the signal path geometry correction
considering the GEO satellite motion with broadcast ephemeris. For Sagnac cor-
rection considering GEO satellite motion, it is pointed out that the Sagnac cor-
rection of the upward signal path is decided by the GEO satellite’s location at the
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Fig. 38.10 The distance
difference d1s - d2s for links
of Beijing-SWest, Beijing-
South and Beijing-West

Table 38.2 The period and
amplitude of GEO satellite
motion

Symbol Period (h) Amplitude

ALT 24 37.11 km
LA 24 3.18�
LO 24 0.09�

Table 38.3 The period and
amplitude of the non-
reciprocity corrections

Symbol Period (h) Links Amplitude (ns)

sSC 24 Beijing-SWest 0.04
24 Beijing-South 0.06
24 Beijing-West 0.16

sUD,Sat 24 Beijing-SWest 0.01
24 Beijing-South 0.14
24 Beijing-West 0.53

Table 38.4 The mean value
of |d1s - d2s|

Symbol Links Mean value (km)

|d1s - d2s| Beijing-SWest 39.53
Beijing-South 838.01
Beijing-West 2481.84
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epoch when the ground station transmits signal, while the Sagnac correction of the
downward signal path should be calculated by the GEO satellite’s location at the
epoch when it retransmits signal back to the ground station. For signal path
geometry correction, the analysis method introduced in this paper is easy to apply.

With this method, TWSTFT experiment result using BeiDou GEO satellite at
140�E of three links between Beijing and other three sites, which distribute from
southwest to south and west of China, is analyzed and the periodic fluctuation of
Sagnac correction and signal path geometry correction are presented in detail. Sa-
gnac correction and signal path geometry correction of the three links have the same
fluctuation period as that of the GEO satellite motion. The fluctuation amplitude of
Sagnac correction is from 0.04 to 0.16 ns and that of signal path geometry correction
is from 0.01 to 0.53 ns for the three links. For time transfer with sub-nanosecond
precision, both of non-reciprocity corrections can not be ignored as to the three links,
except signal path geometry correction of Beijing-SWest link. Especially for Bei-
jing-West link, the fluctuation amplitude of signal path geometry correction is larger
than 0.5 ns, which is possibly suffered from the bad geometry non-reciprocity for the
two ground stations respect to the GEO satellite.

More investigations can be done to the signal path geometry correction con-
sidering the clock bias of the ground stations referring to the navigation system
time.
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Chapter 39
Progress of the Portable Rubidium
Atomic Fountain Clock in SIOM

Yuanbo Du, Rong Wei, Richang Dong and Yuzhu Wang

Abstract A portable 87Rb atomic fountain clock has been constructed and
researched in Shanghai Institute of Optics and Fine Mechanics, and some
improvements have been made recently. So far, comparison data with the H-maser
shows that, the Allan deviation of the relative frequency stability of this fountain
clock is 5.0 9 10-13s-1/2, which reaches 2.6 9 10-15 at the average time of
40000 s, and degenerates for longer time due to the frequency drift of the H-maser.
The relative frequency uncertainty has been evaluated with the value of
2.4 9 10-15. In addition, some characteristics technique has been realized on this
fountain clock, including ‘‘local-oscillator-locking’’ which gives the error signal
back to the local oscillator directly and offers the standard frequency output whose
stabilities arrive at the limit determined by the Dick effect, ‘‘health safeguard’’, an
improvement used to increase the continuous running time, and suppress the
possible faults caused by frequency unlocking and power fluctuation of the laser,
and ‘‘self comparing’’, a simple and effective way for the frequency uncertainty
evaluation, which is used to evaluate the distributed cavity phase shift, collision
shift, and light shift.
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39.1 Introduction

Atomic fountain clocks (AFC) are the most accurate atomic clocks participating in
the UTC and TAI [1], which have been or are being built in most important timing
laboratories all over the world. For example, seven rubidium atomic fountain
clocks are being constructed to upgrade the timekeeping system in USNO [2]. A
portable 87Rb AFC device has been made and researched in Shanghai Institute of
Optics and Fine Mechanics since 2003, and early works were reported in the
CSNC in 2011 [3]. Since then, a new microwave synthesizer with lower phase
noise for a better stability of AFC has been set up and certificated, and the local
oscillator locking (LOL) technology is adopted to lock the microwave frequency,
namely, error signal given back to the servo local oscillator instead of the DDS in
the microwave synthesizer. In addition, certain characteristics technique such as
‘‘health safeguard’’(HS) is applied to increase the continuous running time and
suppress the possible faults caused by frequency unlocking and power fluctuation
of the laser in the AFC. ‘‘Self comparing’’ technology is proposed and applies to
type B evaluation of frequency uncertainties such as distributed cavity phase,
collision shift, light shift and so on.

39.2 Experimental Scheme

39.2.1 The LOL and Evaluation of the Frequency Stability
of the Fountain

The difference between our device and usual AFCs is the locking mode. In usual
AFCs, error signal is given back to the DDS in the microwave synthesizer, and in
the meantime, the clock does not output standard frequency signal, as shown in
Fig. 39.1a. In contrast our device is working in LOL mode, and the scheme is
plotted in Fig. 39.1b. In LOL mode, feedback of error signal is directly transmitted
to the local oscillator, an oven controlled crystal oscillator (BVA 8607 option 10,
OSA comp.) for our device, with the capability of outputting standard signal with
good frequency stability.

Fig. 39.1 a Scheme of the
locking mode in which the
error signal is given back to
the DDS. b Scheme of the
locking mode in which the
error signal is given back to
the OCXO
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The frequency stability of output signal is limited by phase noise of the OCXO
and microwave synthesizer adopted, and Dick effect of AFC which works in
periodic mode. For realization of better stability, a new set of microwave syn-
thesizer has been built with the help of professor Giorgio of Paris Observatory.
Measured single sideband power spectrum of this microwave synthesizer is as
illustrated in Fig. 39.2.

Dick proved in 1987 that in the periodical atomic clock, frequency stability of
atomic clocks would degenerate due to the down conversion of the phase noise of
the local oscillator adopted [4], which is addressed as Dick effect. The limit of the
frequency stability is shown as in Eq. (39.1) [5].

r2
y sð Þ ¼ 1

s

X1

m¼1

gc2
m

g2
0

þ gs2
m

g2
0

� �
Sf

y m=Tcð Þ ð39:1Þ

Here gm
s and gm

c are defined in Eq. (39.2).

gs
m

gc
m

� �
¼ 1

Tc

ZTc

0

g nð Þ sin 2pmn=Tc

cos 2pmn=Tc

� �
dn ð39:2Þ

g(t) is sensitivity function. According to the characteristic of time sequence in our
AFC, and the single sideband power spectrum of the microwave synthesizer, we
could obtain the limit of the frequency stability determined by the Dick effect
which is 4.9 9 10-13s-1/2, which is better than 8 9 10-13s-1/2, our previous
result reported in Ref. [3].

One difficulty for LOL is obtaining a high resolution through the low noise
value-controlling circuit of OCXO. Compared with frequency resolution of less
than 1lHz, or fractional resolution of less than 1 9 10-16 for DDS, it is required
that value resolution is less than 10nV at value data in the vicinity of 5 V. We
design and realize a circuit with value resolution of 15 lV or fractional frequency
resolution of 1.5 9 10-13. It’s obvious that the resolution of OCXO is far lower
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than that of DDS, but it can basically fit the requirement of short-term stability of
the AFC, and thus is enough for it. The comparison data of the frequency stability
of the AFC with the H-maser is as shown in Fig. 39.3, whose fitting curve is
5.0 9 10-13s-1/2, and it reaches 2.6 9 10-15 at the average time of 40,000 s,
which almost arrives at the frequency limit of the H-maser, but data of longer
average time degenerates limited by the H-maser, for there are some faults on the
oven temperature-controlling module of this device. In all, the result is coincident
with calculated data above, so it’s considered that the frequency stability of the
AFC in LOL mode arrives at the limit determined by the Dick effect.

39.2.2 Evaluation of Type-B Uncertainties

By now, evaluation of certain type B uncertainties has been made, including the
2nd Zeeman shift, collision shift, blackbody radiation shift, microwave power-
related shift, cavity pulling, gravity redshift, Majorana transitions, Rabi & Ramsey
pulling, light shift and frequency error due to OCXO drift. The evaluated data is as
illustrated in Table 39.1. Here we propose and experimentally realize a novel
evaluating method named as ‘‘self comparing’’, which enables AFC to alternately
work in two states, one locking and one unlocking state respectively. By analyzing
the frequency difference between two states, the effect of corresponding parame-
ters on frequency will be obtained, and the uncertainty could be evaluated. The

Fig. 39.3 The frequency stability of the atomic fountain compared with the H-maser
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method has been used to evaluate the uncertainty due to distributed cavity phase,
and the detail will be shown in following paper of our group.

In conclusion, the evaluation result of the total frequency shift is
1.237 9 10-13, while the total frequency uncertainty is 2.4 9 10-15.

39.2.3 The Health Safeguard of the Fountain

Though performance of AFCs is much better than that of traditional thermal
atomic clocks [6], the failure rate (FR) is still a shortage for AFCs, and by now
there exists no AFC satisfying the requirement of continuous work with FR of less
than one time per year. Thus an idea is proposed to decrease the FR, make AFC
robust and reliable enough, which is named health safeguard (HS) here. If there
exist several elements affecting FR, we could monitor the corresponding param-
eters of these elements. Only if they exceed a data range (named health range)
which is still far from failure, we could adjust them to normal value, as illustrated
in Fig. 39.4. After several improvements to increase reliability of AFC, we
observe that frequency unlocking and power fluctuation of the laser are main
elements leading to failures of AFC. Thus HS is used to decrease the failures,
through which a subprogram is running to monitor the control voltage of the laser
head and total power of the laser, together with the locking program. If the values
of the monitoring parameters are beyond the health range, the system will alarm,
and message will be sent to alert members of the laboratory to such a situation.
The improvements increase continuous time of AFC from about 10 day to several
months.

Table 39.1 Evaluated data of frequency drift and uncertainties, and experiment methods of
evaluation

Cause of frequency shift Drift
(10-15)

Uncertainty
(10-15)

Experiment
methods

2nd Zeeman effect 140.0 0.6 Magnetic intensity map
Collision shift -0.1 0.03 Measure Density of cold cloud
Blackbody radiation shift -17.3 0.2 Measure temperature map
Microwave power-related

shift
0 \2 Directly measure distributed cavity phase,

need improving
Cavity pulling 0 0.08 Measure temperature of Ramsey cavity
Gravity redshift 0.9 0.1 Measure height above sea level
Majorana transitions \0.001 \0.001 Measure magnetic intensity map
Rabi & Ramsey pulling \0.001 \0.001 Measure split and population of sub-levels
Light shift 0 \0.1 Direct measurement
Error due to OCXO drift 0.2 0.3 Direct measurement
Total 123.7 2.4
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39.3 Conclusion

There have been several improvements in our 87Rb AFC. Better stability data has
been obtained by improving the microwave synthesizer and other corresponding
work, with 5.0 9 10-13s-1/2 from 3.5 to 40,000 s, and 2.4 9 10-15 at 40,000 s.
And primary type-B uncertainty evaluating tasks have been done, with fractional
frequency error of shift of 1.237 9 10-13, uncertainty of 2.4 9 10-15. Besides,
optimizing and improving works are being launched for better data. Several
characteristic works have been proposed and realized, such as LOL is used to
obtain an independent clock, self comparing for simplifying uncertainty evalua-
tion, and health safeguard for lower FR.

This work was supported by national natural science fund of China (Grant No.
10974215 and 1302121).
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Chapter 40
Precision Analysis of RDSS
Two-Way Timing

Bingcheng Liu, Jianghua Qu, Hong Yuan, Lijuan Xu and Ting Liu

Abstract RDSS system of Compass provides the service of two-way timing.
In this paper, the factors which may affect the precision of system are analyzed
according to the theory of RDSS two-way timing. Through the experimental data
in Sanya, each of the factors is calculated and analyzed. The results show that the
ionospheric error and multipath error have some impact on the RDSS two-way
timing error, but the impact is small, while the approximation error which is
caused by ignoring satellite motion and the RDSS two-way timing error is fairly
close in magnitude, so the approximation error may be the main factor which
causes the error of RDSS two-way timing.

Keywords RDSS � Two-way timing � Time

40.1 Introduction

Compass satellite navigation system which is constructed by ourselves is a new-
type, all-weather, high-precision, regional satellite navigation and positioning
system. It has three functions, which are quick positioning (navigation), two-way
short message communication and timing [1]. One of the ways to achieve timing
function of Compass is RDSS two-way timing.

In this paper, two-way timing service of Compass RDSS system is discussed.
Through the theory of two-way timing, the factors which may affect the precision
of two-way timing are analyzed. With the experimental data, the impact of various
factors on the precision is discussed.
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40.2 Theoretical Analysis

40.2.1 The Theory of Two-Way Timing

The theory of RDSS two-way timing is: under the control of local time reference, a
time frame interrogation signal is transmitted from the central station to satellite
with regular time via satellite transponder, and finally received by the two-way
timing terminal. The time difference between the local clock 1 PPS signal and the
interrogation signal is measured by the terminal. At the same time, a response
signal is transmitted from the timing terminal to satellite via satellite transponder,
and finally received by the central station. The round-trip time delay between
sending the interrogation signal and receiving the response signal is measured by
the central station. The forward propagation delay, which refers to the transmission
time of the interrogation signal conveying from the central station to timing ter-
minal, is calculated and then sent to the terminal as delay correction value. Finally,
based on the measured time difference and the received delay correction value, the
clock error between user clock and system time is calculated by the two-way
timing terminal [2–4].

The basic theory of the two-way timing is shown in Fig. 40.1. According to the
above-mentioned basic theory, for any user i, specific formula of two-way timing
is as follows:

DTi ¼ 1� nDt � Ri � soi ð40:1Þ

Wherein, DTi � TiðtÞ � t stands for clock error between the user local clock and
the system time clock, t stands for the system time, TiðtÞ stands for the clock time of
user i when the system time is t; Ri stands for time delay measured by user i, Dt
stands for the time span of each frame of interrogation signal, nDt stands for the
system time corresponding to the nth frame, soi stands for the forward propagation
delay from central station to the user i: And the unit of the formula is second (s).

In actual system, soi is calculated as follows:

soi ¼
1
2

Roio þ ðsair
oi � sair

io Þ � sequ2
i

h i
þ sequ1

i ð40:2Þ

oioR

iTΔ n tΔ oiτ iR

Fig. 40.1 Theory of
two-way timing
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In formula (40.2), sequ1
i stands for the one-way total device delay in forward

propagation process from central station to the user, sequ2
i stands for the two-way

total device delay in forward and backward propagation process between central
station and the user; sair

oi and sair
io respectively stand for atmospheric delay in

forward propagation process and in backward propagation process; Roio stands for
time delay measured in forward and backward propagation process between
central station and the user i by central station.

After inserting formula (40.2) to formula (40.1), formula (40.3) can be obtained as:

DTi ¼ 1� nDt � Ri �
1
2

Roio þ ðsair
oi � sair

io Þ � sequ2
i

h i
� sequ1

i ð40:3Þ

40.2.2 Analysis of Influencing Factors

The factors which mainly affect the precision of RDSS two-way timing could be
obtained from formula (40.3). 1 - nDt contains second signal error. Ri and Roio

contain measurement error which composed of multipath error and random error.

sair
oi and sair

io contain atmospheric delay error, sequ1
i and sequ2

i contain device delay
error. Consequently, some factors which would affect the precision contain mea-
surement error, device delay error, atmospheric delay error, second signal error
and so on. In addition, the relativistic effect error, which is caused by the motion of
central station, user and the satellite with the transmission of signal, should be
considered.

Meanwhile, it should be noted that formula (40.3) is just approximation. As the
satellite is kinetic with the signal transmission, the satellite position is different at
each transponding time. Therefore, Roio=2 in formula (40.3) is an approximation
which contains an approximation error.

In conclusion, as shown in Fig. 40.2 the factors which affect the precision of
RDSS two-way timing include the following six aspects: (1) Measurement error;
(2) Device delay error; (3) Atmospheric delay error; (4) Second signal error;
(5). Approximation error; (6). Relativistic effect error.

40.2.2.1 Measurement Error

Measurement error mainly comes from multipath error and random error measured
in user device and central station. Normally, in RDSS two-way timing system, the
measurement random errors of both user device and central station are about a few
nanoseconds, which have little effect on the precision of RDSS two-way timing.

Multipath error has large fluctuation range with the changes of environment. So
it may be the main factor affecting the precision of RDSS two-way timing and it
will be analyzed in this paper.
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40.2.2.2 Device Delay Error

In RDSS two-way timing system, both one-way and two-way device delays are
prior calibrated and stored in the central station as constants. Although the actual
device delay does not necessarily remain constant at all times, and may change
with the influences of temperature and other conditions with small magnitude. The
device delay could be regarded as a constant within a short time, which has little
effect on the precision of RDSS two-way timing. Therefore, the device delay error
would not be analyzed in this paper.

40.2.2.3 Atmospheric Delay Error

Atmospheric delay error, comprised of ionospheric error and tropospheric error,
includes forward and backward propagation processes. Atmospheric delay error
has obvious daily-cycle property.

Although the tropospheric delay changes with the atmosphere, temperature,
barometric pressure, it could be modified well with accurate model. The residual
tropospheric error based on the model modification is small. So the tropospheric
error has little effect on the precision of RDSS two-way timing and would not be
analyzed in this paper.

Because the ionospheric delay is large and the influencing factors are quite
complex, the residual ionospheric error of current model modification is large.
So the ionospheric delay may be the main factor affecting the precision of RDSS
two-way timing and would be analyzed in this paper.

Measurement 
error

Device 
delay 
error

Atmospheric 
delay error

Second 
signal 
error

Relativistic 
effect
error

Error of RDSS two - way timing

error

Fig. 40.2 Analysis of RDSS two-way timing error
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40.2.2.4 Second Signal Error

Second signal error is caused by the instability of atomic clock and the second
signal error of central station is negligible. Normally, the second signal error of
user has little effect on the precision of RDSS two-way timing, which would not be
analyzed in this paper.

40.2.2.5 Relativistic Effect Error

The relativistic effect error is due to the motion of central station, user and satellite
caused by the earth rotation. With the correction of earth rotation, the relativistic
effect error has little effect on the precision of RDSS two-way timing, and would
not be analyzed in this paper.

40.2.2.6 Approximation Error

GEO satellite owns daily-cycle property. The relative velocity between GEO
satellite and the earth is small. But since GEO satellite is far away from the earth
and it moves quickly, the position of satellite is quite different between the two
times when the central station transmits signal to timing terminal. So if the
approximation error is ignored on the timing terminal, it would affect the precision
of RDSS two-way timing. Meanwhile, the approximation error has significant
daily-cycle property which would be analyzed in this paper.

In conclusion, multipath error, ionospheric delay error and approximation error,
which are considered as main factors affecting the precision of RDSS two-way
timing, would be analyzed in this paper.

40.3 Experimental Results and Analysis

In order to analyze the factors above, a time reference was established in Sanya.
Based on historical data, the time synchronization accuracy between the time
reference and Compass time is less than 10 ns and aperiodic. On that basis, a two-
way timing test was carried out based on the two-way timing terminal. The data
was collected for nearly 3 days, and it was analyzed as follows.

40.3.1 Magnitude Analysis of Two-Way Timing Error

The distance, from the central station to user via satellite transponder and then
from user to the central station via satellite transponder, is calculated with both
satellite ephemeris and user approximate coordinates. The distance is subtracted
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from the original pseudo-range, getting the original O–C. As the user’s precise
location is unknown, the result contains certain systematic error. Comparing the
two-way timing error with O–C (without systematic error), the result is shown in
Fig. 40.3.

As can be seen in the figure above, two-way timing error is daily-cycle and the
change of peak-to-peak is approximately 80 ns.

40.3.2 Analysis of Multipath Error

Two two-way timing terminals were placed in short distance. As the terminals
were near, the effects of ionosphere, troposphere and satellite motion are almost
the same for the two terminals. However, multipath environment of both terminals
were quite different. The residual error is mainly caused by multipath error. The
result is shown in Fig. 40.4.

As can be seen in the figure above, the error fluctuates around 15 ns (peak-
to-peak) which is significantly lower than the two-way timing error. Therefore, the
multipath error would not be the main factor which affects the precision of RDSS
two-way timing.

40.3.3 Analysis of Ionospheric Error

The ionospheric delay, from the central station to user via satellite transponder and
then from user to the central station via satellite transponder, was calculated with
grid ionospheric data. Comparing the ionospheric delay with O–C (without sys-
tematic error), the result is shown in Fig. 40.5.

Fig. 40.3 Comparison of
two-way timing error and
O–C (without systematic
error)
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Taking the O–C (without systematic error) as reference (that is with accurate
zero-correction), the ionospheric delay error across the entire path was calculated. In
case of the accurate zero-correction, the residual ionospheric error is within 25 ns
with current grid ionosphere model. For delay correction process of the two-way
timing, the delay correction is one half of the ionospheric delay across the entire
path, and the ionosphere impact factor is about -1/5 of total delay. So in case of the
accurate zero-correction, the residual ionospheric correction error is within 5 ns
with current grid ionospheric model correction. The result is shown in Fig. 40.6.

Comparing the residual ionospheric correction error with two-way timing error,
the result is shown in Fig. 40.7.

As can be seen in the figure above, the residual ionospheric correction error has
significant daily-cycle property, and its effect on two-way timing is significantly
smaller than the two-way timing error. So the ionospheric error would not be the
main factor which affects the precision of RDSS two-way timing.

Fig. 40.4 Effect of multipath error

Fig. 40.5 Comparison of
ionospheric error and O–C
(without systematic error)
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40.3.4 Analysis of Approximation Error

Two distances were calculated based on the satellite ephemeris and user approx-
imate coordinates. One distance is from the central station to user via satellite
transponder for the first time when the interrogation signal is sent out. Another
distance is from the central station to user via satellite transponder for the second
time when the delay correction value is sent to user. Subtracting one distance from

Fig. 40.6 Effect of
ionospheric error

Fig. 40.7 Comparison of
ionospheric correction
residual and two-way timing
error
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another and calculating the distance of satellite position at the two times when the
signal is outbound from the central station, the results are shown in Fig. 40.8.

As the satellite position changes greatly at the two different times, the distance
from the central station to user via satellite transponder changes greatly. Com-
paring the difference of distance with the two-way timing error, the result is shown
in Fig. 40.9.

As can be seen in the figure above, if the approximation error due to the
changes of satellite position is ignored in user, the error is equivalent to the two-
way timing error in magnitude. So the approximation error may be the main factor
which affects the precision of RDSS two-way timing.

Fig. 40.8 Effect of
approximation error

Fig. 40.9 Comparison of
approximation error and
two-way timing error
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40.4 Conclusion

The factors affecting the precision of RDSS two-way timing mainly include
multipath error, ionospheric error and approximation error. As the discussion
shown above, the ionospheric error and multipath error have little effect on the
precision of RDSS two-way timing and would not be the main factors, while the
approximation error due to ignoring satellite motion is equivalent to the two-way
timing error in magnitude. Therefore, the approximation error may be the main
factor causing RDSS two-way timing error.
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Chapter 41
Demonstration of a Physics Package
with High SNR for Rubidium Atomic
Frequency Standards

Wenbing Li, Songbai Kang, Gang Ming, Feng Zhao, Feng Qi,
Fang Wang, Shaofeng An, Da Zhong and Ganghua Mei

Abstract The frequency stability of a rubidium atomic frequency standard (RAFS)
depends mainly on the signal to noise ratio (SNR) of atomic discrimination signal
provided by the physics package. In order to improve further the frequency stability
of our RAFS, a new physics package with high SNR was designed recently. The
physics package was designed based on an improved slotted tube cavity. Compared
with our previous design, the new cavity has more uniform magnetic line distri-
bution and larger size, so that a larger resonance cell can be used. In the design the
separated filter technique (SFT) was used. A Helmholtz coil was substituted for a
solenoid one to create a more uniform C field. At present a prototype of the physics
package has been made. A preliminary test has been performed, and a short term
frequency stability of 6 9 10-13/1 s was achieved. This result indicates that the
SNR of the physics package could meet the requirement for building a RAFS with
frequency stability better than 1 9 10-12/s1/2.

Keywords Rubidium atomic frequency standard � Signal to noise ratio � Physics
package � Separated filter technique � Slotted tube cavity
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41.1 Introduction

The on-board atomic frequency standard is a key part of a Global Navigation
Satellite System (GNSS), and its frequency stability has great influence on the
positioning accuracy of the GNSS. Up to now the on-board atomic frequency
standards used in the GNSS are the rubidium atomic frequency standard (RAFS),
the passive hydrogen atomic frequency standard and the cesium beam frequency
standard. The RAFS has always been the first choice for the GNSS satellites due to
its small volume, low power consumption, high reliability and satisfactory per-
formance. Motivated by the GNSS application, the performance of the RAFS has
been largely improved in recent decades. The newly launched GPS IIF satellites
used the so called ‘‘enhanced RAFS’’ produced by the PerkinElmer. The RAFS is
of frequency stability better than 1 9 10-12/s1/2 [1], which is recognized as the
best performance for the RAFS in the world.

We have been engaged in developing high performance RAFS for a long time.
The short-term frequency stability of our RAFS products was better than
3 9 10-12/s1/2 [2]. The frequency stability of the RAFS is mainly determined by
the signal to noise ratio (SNR) of the physics package. In order to improve further
the frequency stability of our RAFS, a modified physics package with higher SNR
has been designed. A preliminary test indicated that the SNR of the physics
package could meet the requirement for building a RAFS with frequency stability
better than 1 9 10-12/s1/2. In this paper we report the main design features and the
test result of the physics package.

41.2 Structure of the Physics Package

Figure 41.1 shows the structure of the RAFS new physics package. The system is
mainly composed of a rubidium spectral lamp, a filter cell and a cavity-cell
assembly. The physics package was designed by using the separated filter tech-
nique (SFT). The light beam from the 87Rb spectral lamp is collimated by a lens,
then passes the filter cell containing 85Rb vapor for isotope light filtering. The
filtered light beam enters the cavity-cell assembly to pump 87Rb vapor atoms in the
absorption cell. The absorption cell and the filter cell temperatures are controlled
separately. The cavity-cell assembly is composed of a slotted tube cavity [3] and
the absorption cell. The key part of the cavity is the slotted tube, which determines
the resonance frequency and the microwave mode of the cavity. A dielectric ring
located between the slotted tube and the cavity body was used to minimize the
volume of the cavity and to finely adjust the cavity’s resonance frequency.
A Helmholtz coil outside the cavity body creates a weak and static magnetic field,
defining the quantum axis for clock transition. The coupling loop is used to feed
microwave signal into the cavity, and the photocell is used as a light detector.
A two-layer magnetic shielding is used to minimize the influence of environmental
magnetic field on the atomic transition frequency.
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Compared to the structure of our previous one, the physics package has many
improvements. Firstly, a lens is used to collimate the pumping light beam,
improving its spatial uniformity. Secondly, the filter cell is moved out of the
cavity, therefore higher filtering and pumping efficiencies could be expected by
independently adjusting the temperatures of the filter cell and the absorption cell.
Thirdly, the uniformity of the microwave field distribution inside the cavity is
obviously improved so as to increase atom utilization ratio. Fourthly, the inner
diameter of the slotted tube is increased from 14 to 20 mm, so that an absorption
cell with larger size could be used. Finally, a Helmholtz coil was substituted for a
solenoid one to create a more uniform C field. All the improvements are aimed at
increasing the number of atoms participating in atomic transition.

41.3 Characteristic of the Slotted Tube Cavity

The microwave resonance mode inside the cavity has great influence on the dis-
crimination signal of a RAFS. According to quantum mechanics theory, only those
magnetic lines with component parallel with quantum axis defined by C field are
useful to excite the rubidium atomic clock transition, i.e. the transition between the
two ground state hyperfine Zeeman levels (F = 2, mF = 0) and (F = 1, mF = 0).
To obtain a strong clock transition signal, the microwave magnetic lines are
required to be uniformly and densely distributed in the cavity, and to be in parallel
with the direction of the C field as much as possible. While for our current slotted
tube cavity, it was found that the microwave magnetic field in the axis area inside
the cavity is weak [4, 5], similar to the standard TE111 mode. This means that the
atoms in the axis area can’t be used efficiently. Besides, the inner diameter of the
current slotted tube is 14 mm, restricting the size of the absorption cell used.

Fig. 41.1 Structure of the physics package
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Considering these disadvantages, we developed a microwave cavity with more
uniform microwave field distribution and larger size by changing the structural
parameters of the slotted tube. The simulation result of the microwave filed dis-
tribution inside the cavity is shown in Fig. 41.2.

As shown in Fig. 41.2, the magnetic lines of the microwave field are densely
and uniformly distributed in most area inside the slotted tube, and have a dominant
orientation parallel with the axis of the cavity. The microwave mode is similar to
that of the standard TE011 cavity. This means that the atoms in center area can be
used efficiently. The inner diameter of the slotted tube is increased to 20 mm from
14 mm, enabling to use an absorption cell with diameter of 20 mm. The micro-
wave distribution in the area near to the inner wall of the slotted tube is slightly
inhomogeneous, but if the 1 mm wall thickness of the absorption cell is taken into
account, the effect of the field inhomogeneity can be neglected. With this modi-
fication in cavity size, the SNR of the atomic transition signal could be enhanced
by a factor of nearly 21/2, since the cross section of the absorption cell has been
increased by a factor of nearly 2. This would lead to a considerable enhancement
in SNR.

41.4 Characteristic of the C Filed

Since the modified cavity has a bigger diameter and a shorter length than our
previous one, the uniformity of C filed distribution may be a problem if a
solenoid coil is still used as before. To ensure a uniform C field inside the cavity,

Fig. 41.2 Distribution of magnetic field lines in the slotted tube cavity. a and b show the
distribution in a side view section and in a top view section respectively
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using a Helmholtz coil to create the C field maybe a better choice. To make it
clear, we simulated the static magnetic fields created by the two kinds of coils.
The results are shown in Fig. 41.3. The left two pictures show the magnetic lines,
with arrows standing for the orientation of the magnetic field. The right two
figures show the field intensity distributions, with red color representing
‘‘strong’’, and the blue one representing ‘‘weak’’. Comparing Fig. 41.3a and b, we
see that both orientation and uniformity of the C field will be improved if a
Helmholtz coil is used instead of solenoid one. The quantitative calculation
showed that there is an about 25 % increase in field uniformity if the Helmholtz
coil is used. This is the reason why a Helmholtz coil is used to create C field in the
physics package shown in Fig. 41.1.

Fig. 41.3 Simulation results of magnetic fields produced by a solenoid coil (a) and a Helmholtz
coil (b). The left and the right two figures correspond to the victor and the scalar simulation
results respectively
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41.5 Optimization of Operation Temperatures of the Filter
Cell and the Absorption Cell

The filter cell and absorption cell are temperature controlled separately, as shown
in Fig. 41.1. The higher isotope filter efficiency and a higher SNR of the physics
package could be expected by independently adjusting operation temperatures of
the filter cell and the absorption cell.

We studied the relationship between the SNR of the physics package and the
cells temperatures through a table system of RAFS consisting of the physics
package and the relevant electronics. For simplicity the locking signal of the
system, whose peak to peak amplitude (VPP) is proportional to the atomic dis-
crimination slope of the system, was taken to measure the SNR of the physics
package. The experimentally obtained VPP as a function of the filter cell tem-
perature (TF) for three absorption cell temperatures (TA) 66, 68.1 and 70.1 �C is
shown in Fig. 41.4.

As shown in Fig. 41.4, for a fixed absorption cell temperature, the SNR of the
system increases and then decreases with arising of the filter cell temperature,
being of a maximum value. This behavior is reasonable since the filtering effi-
ciency of the filter cell has a maximum value for an appropriate cell temperature
[6]. The SNR of the physics package is also influenced by the absorption cell
temperature. When the cell temperature is low, the atomic transition signal will
increase as the cell temperature increases, since when the 87Rb density inside the
absorption cell will increase (see Fig. 41.6). But the cell temperature can’t be
taken too high, since in this case the atomic transition signal will reduce due to the
self-filtering effect of 87Rb atomic vapor, resulting that many atoms can’t be
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Fig. 41.4 Locking signal amplitude (VPP) as the function of the filter cell temperature (TF) and
the absorption cell temperature (TA)
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efficiently pumped. Therefore to obtain a high SNR of the physics package, both
the filter cell temperature and the absorption cell temperature should be optimized.
As shown in Fig. 41.4, the maximum SNR is achieved when the absorption cell
temperature is set at 66 �C and the filter cell temperature is set around 90 �C. In
our previous design of physics package, both the filter cell and the absorption cell
were located inside the cavity, sharing the same temperature of 68 �C. As seen in
Fig. 41.4, if both temperatures are still set at 68 �C, the SNR will be reduced by
more than 50 %. Obviously, it is advantageous for improving the SNR of physics
package to control the temperature of the two cells separately.

Figure 41.5 shows the fractional frequency (dF/F) of the RAFS system as a
function of the filter cell temperature when the absorption cell temperature is set at
66, 68.1 and 70.1 �C respectively. As shown in Fig. 41.5, the fractional frequency
decreases and then increases as the filter cell temperature rises, no matter what
temperature is chosen for the absorption cell. The output frequency of the RAFS
system is no sensitive to the filter cell temperature if the filter cell temperature is
around 90 �C. This temperature dependent behavior of output frequency will be
useful to minimize the temperature coefficient of the RAFS. From Fig. 41.4 we
know that the highest SNR occurs also at 90 �C of the filter cell temperature, so
90 �C of the filer temperature should be a good choice for both temperature
sensitivity suppression and SNR enhancement of the RAFS.

To investigate further the relationship between characteristic of the physics
package and the absorption cell temperature, we obtained the dependence of the
locking signal amplitude and the fractional frequency of the system on the
absorption cell temperature. The results are shown in Figs. 41.6 and 41.7. In both
experiments the filter cell temperature is fixed at 90 �C.
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As shown in Fig. 41.6, the SNR increases and then decreases with the
absorption cell temperature arises. The maximum SNR occurs at the absorption
cell temperature of 66 �C. The reason for the behavior has been analyzed in above
text. From Fig. 41.7 we see that the fractional frequency increases linearly as the
absorption cell temperature increases, and the temperature coefficient is
6.46 9 10-10/�C. The temperature coefficient with this value is acceptable. On
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Fig. 41.6 Locking signal amplitude (VPP) as the function of the absorption cell temperature
(TA). The filter cell temperature is fixed at 90 �C
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one hand, the absorption cell temperature could be strongly controlled by a high
gain temperature controller. On the other band, the positive temperature coefficient
of the absorption cell could be partly compensated by the negative temperature
coefficient of the filter cell if the cell temperature is set at a value slightly lower
than 90 �C (see Fig. 41.5). In this case we don’t think that the SNR of the physics
package will be affected so much.

Through the optimization above, the operation temperatures of the absorption
cell and the filter cell were finally chosen to be at 66 and 90 �C respectively.

41.6 Short-Term Frequency Stability Test and Discussion

A short-term frequency stability test of the RAFS has been performed. The ref-
erence frequency source was the OCXO 8607 produced by the O.S.A, which has
frequency stability of 2 9 10-13/1 s and 8 9 10-14/10 s. The stability test was
performed by using the Frequency and Phase Difference Meter modeled A7-MX
from the QUARTZlock. The test result is 5.57 9 10-13/1 s, 2.53 9 10-13/10 s
and 8.40 9 10-14/100 s (Fig. 41.8). This result indicates that the SNR of the
physics package meets the requirement for building a RAFS with frequency sta-
bility better than 1 9 10-12/s1/2. It should be pointed out that the obtained result
may be restricted to some extent by the performance of the frequency source and
the noise of the electronics of the RAFS system, especially when the sampling
time is longer than 10 s. Therefore the actual performance of the physics package
may be better than the obtained. The relevant work is still in progress.

Fig. 41.8 Test result of short term frequency stability of the RAFS system containing the physics
package
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Chapter 42
Realization and Performance Analysis
of Time and Frequency Remote
Calibration System

Tao He, Huijun Zhang, Xiaohui Li and Zhixiong Zhao

Abstract On the basis of traditional GPS common-view, Continuous Comparison
Technique of Time and Frequency (CCTTF) had been put forward by National
Time Service Center (NTSC). With this method, Time and Frequency Remote
Calibration System (TFRCS) has been designed and realized to achieve time and
frequency calibration as well as traceability for remote users. The design idea and
framework of TFRCS are described in this paper, and the data processing of near
real-time common-view is presented. Moreover, the experiments of short baseline
comparison and long baseline comparison are designed to calibrate the measure-
ment system and test the performance of TFRCS; meanwhile, the measurement
uncertainty has been analyzed. The experimental results show that high-precision
comparison of time and frequency has been realized by TFRCS, which can be used
to establish traceability to UTC (NTSC) for remote users. Time is measured with a
combined expanded uncertainty of less than 14 ns, and the frequency is measured
with a combined expanded uncertainty of less than 1.5 9 10-13 after 1 day of
averaging.
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42.1 Introduction

The requirement of time and frequency is increasingly extensive with the devel-
opment of science and engineering technology. Crystal oscillator and atomic clock
are generally used as the signal source of time and frequency in modern mea-
surement of time and frequency [1]. However, local time and frequency reference
standard should be traceable to national standard or international standard before
used as the measuring standard of time interval or the synchronizing resource of
another timing system.

GPS common-view is a method of remote high-precision time transfer. Com-
mon time transfer yields a great reduction in the effect of the ephemeris or position
error of a satellite between two stations [2], and achieves high-precision time
comparison; if common-view data are exchanged between difference client sta-
tions, the comparisons can be realized between these stations.

The Coordinated Universal Time (UTC) maintained at National Time Service
Center (NTSC) of Chinese Academy of Science (CAS), known as UTC (NTSC),
can be used as a resource to achieve time and frequency calibration as well as
traceability for remote users. On the basis of traditional common-view method,
Continuous Comparison Technology of Time and Frequency (CCTTF) has been
put forward by NTSC. With this technology, TFRCS is developed to establish time
and frequency traceability to UTC (NTSC) for remote users.

The design idea and framework of TFRCS are described in the paper, and the
data processing of near real-time common-view is also presented. Moreover, the
experiments of short baseline comparison and long baseline comparison are
designed to calibrate the measurement system and test the performance of TFRCS.
Finally, the time uncertainty and frequency uncertainty are analyzed.

42.2 General Designs of TFRCS

42.2.1 Design Idea and Structure of TFRCS

With traditional GPS common-view, 16 min are regarded as an observation cycle.
2 min are used to track satellites by GPS receiver, the following 13 min are used to
record the visible satellites data during a series of scheduled tracks, and the last
1 min is the tracking gap [2, 3]. So there is the dead time lasting for 3 min in each
observation cycle.

On the basis of traditional GPS common-view, CCTTF had been put forward by
NTSC. 10 min rather than 16 min are regarded as an observation cycle for GPS
satellites tracking with CCTTF. Furthermore, the measurement of time difference
between local reference time and GPS system time (GPST), and data processing
proceed simultaneously in the client stations and master station by measurement
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system. If the former observation cycle is over, a new observation cycle will
proceed at once. So the dead time in the observation cycle has been removed with
CCTTF.

According to this design idea, TFRCS, shown as Fig. 42.1, has been developed.
TFRCS consists of three parts, including multiple client stations, a master

station and a data analysis center. The time difference between local reference time
and GPST (REFGPS) is measured by measurement system in client stations once a
second. The data processing and GPS satellite tracking proceed simultaneously.
When an observation cycle is over, the REFGPS data collected in the observation
cycle are fitted with linear least squares and the results are sent to analysis center
by remote data transfer network (RDTN). After receiving the fitted REFGPS data
of client stations and master station, the software in analysis center will calculate
the time difference between UTC (NTSC) and local reference time of each client
station, and send them back to each client station and published them on the
Internet web. The measuring result reports also can be provided according to user’
request.

42.2.2 Improvements on Traditional GPS Common-View
System

CCTTF instead of International Bureau of Weights and Measures (BIPM) tracking
schedule is required in TFRCS, and 144 segments tracking data will represent
the REFGPS at 1 day in measurement system. Generally speaking, eight GPS
satellites are being tracked at any time of 1 day. Subsequently, 11,520 min
(144 cycles 9 10 min 9 8 satellites) data can be collected in 1 day. Compared to
9,360 min (90 cycles 9 13 min 9 8 satellites) data collected with traditional GPS
multi-channel common-view, tracking data collected with CCTTF have increased
by 23 %.

Local
reference time

Local
reference time

Local
reference time

GPS space signal

GPS space signal

GPS space signal UTC(NTSC) GPS space signal

Internet

Remote Data
Transfer Network

Client Station

Analysis
Center

Master
Station

Client
Station 

Client
Station

Inquiry

Measuring
Result Report

User

Fig. 42.1 Framework of time and frequency remote calibration system
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On the aspect of data transmission, RDTN has been used in TFRCS, and it makes
possible that users can view their time difference with respect to UTC(NTSC) from
measurement system or Internet web in near real-time. As traditional common view
system, Global Time Service (GTS) system served for original remote time cali-
bration service, the users of which only can view the result by monthly report in the
mail [4]. So it is convenient for users of TFRCS to view the measurement results as
soon as possible.

In 2005, near real-time common-view systems had been implemented in the
SIM region [5], but they are still the exception rather the rule now. In addition,
data transmission by means of wireless network instead of wire network in RDTN
is also a great improvement on traditional common-view system.

42.3 Data Processing of Near Real-Time Common-View

42.3.1 Calculation of REFGPS

The travel time of GPS satellite signal can be divided into two parts [6], the one is the
propagation time required by the geometrical distance between satellite and GPS
receiver; the other is the time delay caused by atmospheric refraction in the pro-
ceeding of signal transmission, including the ionospheric delay and the tropospheric
delay. So the total travel time of GPS signal can be calculated by the equation:

s ¼ r=c þ I þ T ð42:1Þ

where in Eq. (42.1), s is the total travel time of GPS signal, r is the geometrical
distance between GPS satellite and antenna of GPS receiver, c is the speed of light
traveling though a vacuum, I is the time delay caused by ionosphere, and T is the
time delay caused by troposphere.

Generally speaking, the GPS receiver time and GPST are asynchronous, and the
time difference between them is recorded as dtu: Likewise, the time of every
satellite clock are also asynchronous, the time difference between GPST and time
of a satellite clock is recorded as dt sð Þ: The time difference between GPS receiver
time and GPST will be calculated with pseudorange as Eq. (42.2).

dtu ¼ tu � tGPS ¼ ðq� rÞ=c� I � T þ dt sð Þ ð42:2Þ

In Eq. (42.2), tu is the receiver time, q is the pseudorange for measurement
system in client station.

The relationship between local reference time and GPS receiver time is pre-
sented as Eq. (42.3).

ttic ¼ tref � tu ð42:3Þ

where, ttic is the time-interval measurement result from time interval counter, tref is
the local reference time of remote user.
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The equipment delay should be taken into account during data processing,
which include receiver delay, expressed as srec; and delay of local reference time,
expressed as sref : Accordingly, the REFGPS, expressed as tREFGPS; can be cal-
culated with Eq. (42.4).

tREFGPS ¼ t ref þ sref

� �
� tGPS þ srecð Þ ¼ tref � tGPS þ sref � srec ð42:4Þ

Combined of Eqs. (42.2–42.4), tREFGPS can be calculated as Eq. (42.5).

tREFGPS ¼ ðq� rÞ=c� I � T þ dt sð Þ þ ttic þ sref � srec ð42:5Þ

The relationship between REFGPS and elevation of a GPS satellite is showed in
Fig. 42.2. Ionosphere and troposphere have an important impact on the GPS signal
in the proceeding of signal transmission when a satellite is at low elevation angles,
and the REFGPS data is with high uncertainty [7]. So the REFGPS data from the
GPS satellite, the elevation of which is below 30�, should be abandoned during
data processing.

42.3.2 Least Square Linear Fitting

Six hundred REFGPS data are collected in an observation cycle by tracking a GPS
satellite in measurement system, and these data should be smoothed by least
square linear fitting to remove the measurement noise.

As is shown in Fig. 42.3, 600 REFGPS data, collected in an observation, have
been smoothed with least square linear fitting. Finally, the midpoint of the fitting
line is selected as the final measurement result and sent to analysis center.

Fig. 42.2 The relationship between REFGPS and elevation of a GPS satellite
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42.3.3 Time Difference Between Local Reference Time
and UTC(NTSC)

After receiving the smoothed REFGPS data from the measurement system, soft-
ware in analysis center will calculate the time difference between local reference
time of remote user and UTC(NTSC) for an observation cycle with Eq. (42.6).

T ¼

Pn

i¼1
ðSatUseri � SatMasteriÞ

n
ð42:6Þ

Where, T is the time difference for an observation cycle, SatUseri is the series
of individual satellite tracks recorded by measurement system at client station,
SatMasteri is the series of individual satellite tracks recorded in NTSC, n is the
number of satellites tracked by both station.

42.4 Experimental Design and Performance Analysis

42.4.1 Experiment of Short Baseline Comparison

42.4.1.1 Experimental Design

The measurement system should be calibrated with the experimental results of
short baseline before being shipped to client station for remote time and frequency

Fig. 42.3 The time difference data and the directed line after filtering
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calibration. In the experiment of short baseline comparison, relative errors can be
removed as much as possible, because the same time signal is used in both
measurement systems. The comparison results are just impacted by the time delay
of measurement system and observation noise [8].

As is shown in Fig. 42.4, the same 10 MHz frequency standard has been
connected to GPS receivers and time interval counters. The distance between two
GPS antennas is about 0.5 m, and their coordinates has been measured accurately.

42.4.1.2 Analysis of Experiment Results

The experiment of short baseline comparison lasts for about 5 days, and 650
REFGPS data has been selected in each measurement system to calculate the
relative time delay between two measurement systems.

Figure 42.5 shows that the peak-to-peak variation of experimental results is less
than 5 ns, the average time delay is -33.68 ns, and the standard deviation is
0.64 ns. However, if the experiment of short base line comparison is continued for
several months or longer, the average result of 5 day will vary by several nano-
seconds due to the environment factor, so the uncertainty of delay calibration is
estimated as 5 ns.
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Fig. 42.4 Experiment of short baseline comparison
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42.4.2 Experiment of Long Baseline Comparison

42.4.2.1 Experimental Design

As is shown in Fig. 42.6, the framework of long baseline comparison is presented.
The master station locates in NTSC (Xi’an), and the client station locates in
Changchun Satellite Observation Station (Changchun). The baseline is about
1,800 km, the time and frequency standard used in Changchun is cesium clock,
and the data transmission is achieved by RDTN. The experiment of long baseline
comparison lasts for nearly 30 days, and the relative frequency deviation, fre-
quency drift rate, time stability as well as the frequency stability will be calculated.

42.4.2.2 Analysis of the Experiment Results

Figure 42.7 shows the experimental results. It indicates that the measurement of
the time difference between two stations for a long distance can be realized by
TFRCS. The relative frequency deviation can be calculated with the time differ-
ence data obtained in the experiment, the time stability and frequency stability of
cesium clock in Changchun Satellite Observation Station also can be measured by
TFRCS.

Table 42.1 shows the experimental results of long baseline comparison: the
time stability at 1 day is less than 3.5 ns, the frequency stability at 1 day is less
than 7 9 10-14, and the frequency drift rate at 1 day is -5.25 9 10-15.

Fig. 42.5 Experimental results of short baseline comparison
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According to the statistic, the measurement system in Chang Chun receives the
responding time difference from analysis center within 13 s after sending REFGPS
data. It means that remote user can obtain their time difference with respect to
UTC (NTSC) within 13 s when an observation cycle is over.

The experiment of long baseline experiment indicated that TFRCS has a well
performance on the time difference measurement as well as analysis of time and
frequency standard stability. Moreover, it has a good real-time performance.

42.5 Uncertainty Analysis

42.5.1 Analysis of Time Uncertainty

The time uncertainty analysis of TFRCS is divided into two parts, the one is Type
A uncertainty, UA; and the other is Type B uncertainty, UB: The time stability of
1 day time average is used to evaluate the Type A uncertainty, as presented in
Table 42.1, UA ¼ rx ¼ 3:45 ns:

It is difficult to evaluate the Type B uncertainty, because more components
which can potentially introduce systematic errors should be considered. As is
described in Table 42.2, eight components are taken into account in Type B
uncertainty evaluation.

Accord to Table 42.2, the combined Type B uncertainty is 6.01 ns. The com-
bined expanded uncertainty, UC; is calculated by Eq. (42.7).

UC ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

A þ U2
B

q
ð42:7Þ

Where, k is the coverage factor. If k = 2, the combined expanded uncertainty is
13.86 ns, and the confidence probability is 0.95.

However, the time uncertainty would become less as the decrease of baseline
length between client station and NTSC. So it is expected that the time uncertainty
is less than 14 ns for all the client stations with the distance less than 1,800 km
from NTSC. Although the combined uncertainty may change as the change of
temperature or humid in the laboratory, the errors in any condition have been
contained by using the coverage factor of k = 2.

Table 42.1 Experimental results of long baseline comparison of TFRCS

Time stability rx (1 day) Frequency stability ry (1 day) Frequency drift rate (1 day)

3.45 ns 6.92 9 10-14 -5.25 9 10-15
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42.5.2 Analysis of Frequency Uncertainty

The frequency stability at 1 day, ry; is used to evaluate the Type A frequency
uncertainty of TFRCS as Eq. (42.8).

Ua ¼ kry ¼ 2ry ¼ 1:38� 10�13 ð42:8Þ

In Eq. (42.8), k is the coverage factor.
There is no critical Type B component for frequency measurement, so the

combined expanded uncertainty Uc is equal to Ua:

42.5.3 Uncertainty Comparison Between TMSA and TFRCS

Time Measurement and Analysis Service (TMSA) developed by National Institute
of Standard and Technology (NIST) assist laboratories that maintain an accurate
local time standard just like TFRCS. We compare the time uncertainty and fre-
quency uncertainty of TMSA and TFRCS in Table 42.3.

Table 42.2 Analysis of type B time uncertainty of TFRCS

Uncertainty component Analysis of errors Estimated
uncertainty (ns)

Ionospheric delay errors The ionospheric delay is acquired
from broadcast ephemeris with
large uncertainty

3

Measurement system
calibration errors

Refer to Sect. 42.4.1 5

Time interval counter Multiple measurements accuracy
of self-developed time interval
counter is less than 0.4 ns

0.4

Antenna coordinate error The errors of antenna coordinate
is less than 0.2 m

0.7

Equipment delay change because
of environmental factors

A sudden temperature change in
laboratory may cause the
equipment delay to change

1

Travel time change of GPS signal
because of multiple path

The reflection of GPS signal beside
the antenna is subject to the errors
about 0.5 ns

0.5

Error of cable delay measurement The cable delay represented the time
delay from local time standard
to the measurement system, and
is measured with SR620

0.5

Resolution uncertainty of software The software limits the resolution
of the entering value, including
calibration value of measurement
system and cable delay

0.1
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Table 42.3 shows that the time uncertainty and frequency uncertainty of TMSA
is better than that of TFRCS. Now, we prepare to search for a method to smooth
the pseudorange with carrier phase and remove the measurement noise to decrease
uncertainty of TFRCS.

42.6 Conclusion

The method of CCTTF has a great improvement on the traditional GPS common
view, and TFRCS has been realized with this method. Time is measured with a
combined expanded uncertainty of less than 14 ns, and the frequency is measured
with a combined expanded uncertainty of less than 1.5 9 10-13 after 1 day of
averaging.

The performance test and analysis indicated that TFRCS can achieve remote
time and frequency comparison with high precision and good performance in real-
time, it can be used to establish traceability to UTC (NTSC) for remote users.
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Chapter 43
Use of the Global Navigation Satellite
Systems for the Construction
of the International Time Reference UTC

Z. Jiang and E. F. Arias

Abstract The International Bureau of Weights and Measures (BIPM) has the
mandate to generate and distribute the international time scales Coordinated
Universal Time (UTC) and International Atomic Time (TAI). About 400 atomic
clocks belonging to national timing laboratories world-wide are used to generate
UTC/TAI at the BIPM. Clock comparison is the key issue in the generation of any
international time scale based on individual clock readings. Considering that in the
case of UTC the clocks are located in remote laboratories, the use of time and
frequency transfer techniques is necessary. Time transfer by Global Navigation
Satellite System (GNSS), at present consisting mainly of the American GPS and
the Russian GLONASS, constitutes the major technique used in the computation
of UTC/TAI. To enable higher accuracy and robustness, a multi-system strategy is
indispensable. Combined GPS and GLONASS time transfer has already been
implemented at the BIPM with excellent results. In the near future it will be
desirable to incorporate the Chinese BeiDou and the European Galileo systems in
the computation of UTC/TAI. The GNSS time and frequency transfer is completed
with another spatial technique, the Two-Way Satellite Time and Frequency
Transfer (TWSTFT), that is completely independent of GNSS. In this paper, we
present the applications of GNSS to accurate time and frequency transfer; we
describe new data processing techniques such All in View (AV), Precise Point
Positioning (PPP) and combined multi-system solutions; we analyze the corre-
sponding uncertainties and introduce the BIPM’s new projects.
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43.1 Introduction

A practical time scale has two essential elements: a realization of the unit of time and
a continuous temporal reference. The time scale that provides the international
reference is Coordinated Universal Time (UTC) maintained at the International
Bureau of Weights and Measures (BIPM) using data from about four hundred atomic
clocks [1] (Fig. 43.1) and a dozen primary frequency standards (PFS) installed and
maintained by over seventy national laboratories (Figs. 43.2, 43.5 and 43.7).

The continuous atomic time is in fact International Atomic Time TAI; since it
does not keep in step with the slightly irregular rotation of the Earth, UTC was
defined in 1972 as a time scale which is identical to TAI except that from time to
time a leap second is inserted to ensure that, when averaged over a year, the Sun
crosses the Greenwich meridian at noon UTC to within 0.9 s. The dates of
application of the leap second are decided by the International Earth Rotation and
Reference Systems Service (IERS). While TAI can only provide a reference for
frequency, UTC is the reference for world-wide time coordination. The metro-
logical characteristics of UTC and TAI are identical.

The stability of TAI is assured by a judicious way of weighting the participating
clocks and by an adequate model for predicting their frequencies. The scale unit of
TAI is kept as close as possible to the SI (the International System of Units) second
by using primary frequency standards data [1] (PFS, Figs. 43.2 and 43.3).

Fig. 43.1 Industrial Cs tube
clock (left) and H-maser
clock (right) with the
stabilities respectively 10- 14

and 10- 15 in frequency or
correspondingly 1 and 0.1 ns
in time in one day

Fig. 43.2 Cs fountains at
LNE-SYRTE in France (left)
and NIST in USA (right) with
the stabilities respectively
10- 16 per 10-day in
frequency or correspondingly
10 ps in time in one day
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UTC is published monthly in BIPM Circular T, in which UTC is represented by
the values of the differences [UTC–UTC(k)] (Fig. 43.4) [1]. UTC(k) is the local
realization of UTC at laboratory k.

The BIPM is mandated to compute the international time scales UTC/TAI. The
differences between clock readings are the basis of the construction of any com-
posite time scale. In the case of UTC it consists on comparing clocks located at
remote sites and developing strategies for accurate time transfer is one of the major
tasks at the BIPM. These comparisons are implemented by using various tech-
niques and methods of time and frequency transfer. In time metrology, the result of
the comparison of clocks over the baseline between two remote laboratories is
referred to as a ‘‘link’’. The progress in time and frequency transfer technology
allows today to use different methods and techniques that in many cases provide

Standard     Period of     d     uA     uB  ul/Lab ul/Tai     u  Ref(uB) uB(Ref)  Note  
             Estimation                                                                 

 PTB-CS1    56229 56259  -3.03   6.00   8.00  0.00   0.07   10.00   T148    8.     (1)  
 PTB-CS2    56229 56259  -8.62   3.00  12.00  0.00   0.07   12.37   T148   12.     (1)  
 NIST-F1    56229 56254   0.01   0.32   0.31  0.21   0.23    0.54   T214    0.35   (2)  
 NPL-CsF2   56224 56254  -0.36   0.20   0.23  0.04   0.20    0.36   T284    0.23   (3)  
 SYRTE-FO1  56229 56259  -0.17   0.30   0.43  0.11   0.20    0.57   T227    0.72   (4)  
 SYRTE-FO2  56234 56259  -0.52   0.40   0.33  0.12   0.23    0.58   T227    0.65   (4)  
 PTB-CSF1   56224 56244   0.04   0.14   0.74  0.10   0.09    0.77   T162    1.40   (5)  

Notes:                                                                                  
(1) Continuously operating as a clock participating to TAI                              
(2) Report 27 NOV. 2012 by NIST                                                         
(3) Report 23 NOV. 2012 by NPL                                                          
(4) Report 03 DEC. 2012 by LNE-SYRTE                                                    
(5) Report 03 DEC. 2012 by PTB

Fig. 43.3 Example of the primary frequency standard comparison for improving the accuracy of
TAI in Sect. 43.4 of BIPM Circular T 299, with data from November 2012. Here d is the
difference of a particular PFS to the weighted mean value
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1 - Coordinated Universal Time UTC and its local realizations UTC(k). Computed values of [UTC-UTC(k)]            
    and uncertainties valid for the period of this Circular.                                                     
    From 2012 July 1, 0h UTC, TAI-UTC = 35 s.                                                                    

Date 2012    0h UTC         OCT 29   NOV  3   NOV  8   NOV 13   NOV 18   NOV 23   NOV 28    Uncertainty/ns Notes 
       MJD                   56229    56234    56239    56244    56249    56254    56259     uA    uB    u       
Laboratory k                                         [UTC-UTC(k)]/ns                                             

AOS  (Borowiec)               -2.3     -3.5     -5.0     -5.0     -5.1     -5.8     -6.5    0.3   5.3   5.3      
APL  (Laurel)               -143.4   -358.2    -57.0     -7.9    -23.0    -19.2    -15.8    0.3   5.3   5.3      
AUS  (Sydney)                423.5    424.8    437.0    425.8    420.7    418.1    422.6    0.3   5.2   5.2      
BEV  (Wien)                   26.7     28.7     27.3     25.3     31.6     33.0     35.9    0.3   3.4   3.4      
BIM  (Sofiya)               1728.6   1738.2   1742.7   1754.6   1764.5   1784.5   1788.5    1.5   7.2   7.3      
BIRM (Beijing)               248.1    245.0    241.4    236.3    240.9    239.9    242.3    1.5  20.1  20.1      
BY   (Minsk)                  35.0     24.1     15.5     11.1      6.2     -1.2     -6.7    1.5   7.2   7.3      
CAO  (Cagliari)                  -        -        -        -        -        -        -                         
CH   (Bern)                   -4.5     -0.1      4.5      6.1      9.4     12.7      4.6    0.3   1.9   1.9     

Fig. 43.4 Excerpt of the table containing values of [UTC–UTC(k)] in Sect. 43.1 of the BIPM
Circular T 299, with data from November 2012
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redundant results over a baseline. Examples of this are laboratories that have
multi-GNSS reception, enabling the calculation of the time link by GPS and
GLONASS and in the future also by Galileo and BeiDou.

GNSS clock comparison is re-enforced by the use of two-way satellite time and
frequency transfer (TWSTFT). This is an independent technique that allows
remote clock comparisons through a telecommunication satellite.

The BIPM organizes and maintains the international network of time links, see
Fig. 43.5. By the end of year 2012, 72 national time and frequency (T/F) labo-
ratories contribute to the maintenance of UTC. All the contributing laboratories are
linked to a unique pivot for clock comparison; it is the Physikalisch-Technische
Bundesanstalt (PTB) in Germany. This single pivot comparison structure has been
in use since 2006 when the Consultative Committee for Time and Frequency
(CCTF) approved to change from GPS Common View (CV) [2] to GPS All-in-
View (AV) time comparisons [3].

In the following sections, we describe the evolution of GNSS T/F comparisons
during the last 15 years, their role and the uncertainty that characterizes the time
links used for the generation of UTC. We conclude by a brief overview of
promising T/F transfer techniques.

Fig. 43.5 Geographical distribution of the 72 national time laboratories that contribute to UTC
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43.2 GNSS Techniques Used in the Generation of UTC

During the past three decades, GNSS has been used in modern timing metrology
and is still the most used technique. The GPS constellation was the only in use for
time comparisons over more than twenty years. Only since 2009 GLONASS
observations were incorporated to clock comparisons for UTC, and finally a
combination of both GPS and GLONASS links proved to give satisfactory results.
In 2009 and 2011 respectively the GPS PPP method (Precise Point Positioning) [4]
and a combination of GPS and TWSTFT were introduced in Circular T [5].

The GNSS observables cover the C/A (GPS) and L1C (GLN) codes, the precise
P3 codes [6] and the carrier phase (CP). The type A (statistical) uncertainty (uA) of
the time links has decreased more than one order of magnitude from 3–5 ns in
2000 to 0.3 ns in 2009, cf. Fig. 43.8, 43.9 and [1]. This improvement was achieved
in successive steps due to different causes; before Selective Availability (SA) in
the broadcast GPS time (GPST) was switched off in May 2000, the noise in the
intermediate system time was greater than 30 ns. Considerable improvement
became possible thanks to the products provided by the International GNSS Ser-
vice (IGS); the IGST (IGS time, a more stable realization of the GPST) replaced
the GPST as the common reference for all-in-view clock comparison. Table 43.1
shows the evolution of the impact of the progressive improvements in the system
times during the last one and half decades.

An important step in the generation of UTC was the change from GPS common
view (CV) [2] to GPS All-in-View (AV) [3], see Fig. 43.6. Until 2006, CV was
used in all the GPS links (note that only GPS was in use at that epoch). CV
requires simultaneous observation of a satellite from two remote laboratories on
the Earth so as to cancel the common errors in the GNSS signals, which were the
dominant error sources in the past. For a very long distance baseline, one or even
two intermediate laboratories are needed to establish a comparison, as illustrated in
the left plot of Fig. 43.6. For the very long baseline between AUS (in Australia)
and PTB (in Germany), NICT (in Tokyo region) served as a bridge. In conse-
quence extra error sources were added into the total link uncertainty. Therefore,
the quality of the final link also depends on the intermediate measurements. Since
the beginning of the 21st century, dual frequency multi-channel receivers have
been in widespread use to allow the ionosphere delay to be measured. Meanwhile
IGS provides precise GNSS satellite ephemeredes and clock corrections. The most

Table 43.1 Impact on GPST and IGST due to selective availability (SA) and measurement noise

Circular T # Year/month r/ns Note

T 97 1996 January 30–55 GPST/SA on
T 150 2000 May 3 6 GPST/SA off
T 199 2004 July 1.8 IGST/CA
T 299 2012 December 0.7 IGST/P3
T 299 2012 December 0.3 IGST/PPP
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important error sources disturbing the GNSS links are hence greatly reduced and
CV has lost its advantages. AV does not require the geometric conditions required
by CV. In AV the local reference is compared directly to the precise IGST using
all the available satellites in view (right plot in Fig. 43.6). Compared with CV, the
advantages of AV are obvious, especially for long distances. T/F transfer can be
performed directly between any two remote laboratories on the Earth and the
stabilities in the links are therefore considerably improved. Intermediate bridges
are no longer necessary and the network becomes a single pivot system.

GNSS PPP is a natural extension of the AV code links where the carrier phase
(CP) data are used. The CP measurements are two orders of magnitude more
precise than the code data, much less sensitive to multi-path, and allow a better
estimate of the atmospheric effects. By fully using CP, precise satellite orbits and
clock corrections evaluated by IGS, we can obtain the differences between a
ground clock and the IGST reference with utmost precision. Combining the pre-
cise CP and accurate code measurements provides very good short- and long–term
stabilities. GPS PPP has been used in Circular T computation since September
2009. The Time Deviations of the best PPP links may achieve 100 ps or lower
within hours, heralding a new era of precise UTC clock comparisons.

On the other hand, GLONASS has been developed in parallel with GPS. The
first GLONASS satellite was launched in 1982 and the system became operational
several years afterwards. Efforts to introduce this system into the generation of
UTC began in the early 1990s [7, 8]. In 2005, the BIPM proposed an operational
method to enable GLONASS to be used for UTC generation [9]. In 2009, the
GLONASS satellite constellation was complete and the more GLONASS multi-
channel timing receivers were available. The CCTF recommended the use of
multi-techniques in time transfer to ensure precision, accuracy and robustness in
UTC. To complement existing GPS and TW links, the first two GLONASS time
links were introduced into the UTC time link network in November 2009 [9]. As in

GPST

AUS 

PTB 

IGST 

Sat1 

NICT

PTB 

AUS 
Sat2

Fig. 43.6 Illustration of time and frequency transfer between the AUS in Australia and the PTB
in Germany using the CV (left bridged by the NICT in Japan) and the AV (right direct without
bridging)
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January 2013 six GLONASS time links are used in UTC computation. This is a
benchmark of the beginning of the era of multi-GNSS time transfer in the history
of UTC. The use of GLONASS PPP is currently under investigation.

Until the end of 2010, a unique technique of time transfer was used for the
computation of Circular T. The choice was made following the order of priority
imposed by the quality of a link; TW first, followed by GPS PPP, GPS P3, GPS C/
A or GLN L1C codes. Many of the laboratories contributing to UTC operate more
than one time transfer technique, resulting in a rich redundancy in the UTC time
link. All the major laboratories support practically all three main satellite systems:
TW, GPS and GLONASS. How to profit from this redundancy for UTC generation
was a challenge. The studies in [9] and [5] proved the advantage of combining
different techniques. Two kinds of combination, GPS ? GLN code and
TW ? GPS PPP code and phase combination are applicable. Since Circular T 277
in January 2011, combined links have been used in the UTC regular computation
[1, 5, 9]. At present there are 16 combined links which account for nearly a quarter
of the total UTC links, which in turn support more than two thirds of the clock
weight and all the primary frequency standards (Figs. 43.4 and 43.7). The main
advantages of the combined links are: (1) to provide better robustness due to the
independence between GPS, GLONASS and TW; (2) to repair the disruptions in
the raw measurement data, such as gaps, jumps, discontinuities and drift in the
links; (3) in the case of the TW ? GPS PPP to keep accurate TW calibration and
precise GNSS CP short-term stability and still reduce the diurnal signal present in
TW links; (4) to fully use the existing redundancy. Briefly, the multi-technique
combination has proven to be an effective strategy to improve UTC and the BIPM
will continue to use it.

An estimation of the short-term stability or of the measurement precision of the
links can be obtained in different ways: by smoothing residual analysis, through
the Time Deviations and by comparisons of the different links. We present in
Table 43.2 statistical results of different links on the baseline OP-PTB (Paris-
Braunschweig). Comparisons between the links obtained using the different
techniques over the common-clock baselines allow a better understanding of the
uncertainty and the advantages of the combinations of the different links without
the influence of clock noise.

The values of the uA uncertainties of the time links are updated in Circular T
individually whenever necessary. However, a new estimation of the uA was carried

GLN+GPS
Since 2011

GPS C/A
Since1980s

GPSP3 Since 2004 

GPSPPP
Since 2009 

TW+PPP
Since 2010 6/9%13/19%

25/37%

7/10%

16/24%

Fig. 43.7 Status of time
comparisons for UTC (end of
2012)
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out globally, for all time links at the end of 2011 and introduced in BIPM Circular
T. The UTC links can be roughly divided into three groups depending on the
values of uA: the uA of the first group is between 0.3–0.5 ns; the second 0.7–1 ns
and the third 1–3 ns, see Fig. 43.8.

The type B uncertainty (uB) is represented by the calibration uncertainty. Until
present, the calibration of GNSS receiving equipment has been organized by the
BIPM. We have established four categories depending on the values of uB (cf.
Fig. 43.9): the first is uB = 1 ns for certain TW links. These are calibrated by
employing the transportable TW calibration station performed by a commercial
company; the second is uB = 5 ns for some GNSS receivers, with relative cali-
brations performed by using the BIPM traveling standard receivers; the third is
uB = 7 ns also for GNSS where the calibrations are made by the receiver man-
ufacturer and the fourth uB = 20 ns when the relevant receiver has not been

Table 43.2 Statistics of all link types and the link differences (dL = Lk2-Lk2 corresponding to
the non-diagonal elements) on baseline OP-PTB (over 15 months between July 2010 and
September 2011. uA is the type A uncertainty; uA

0: standard uncertainty of the dL; r: standard
deviation of the dL; r: standard deviation of the Vondrak smoothing residuals of a link; TDev/
s0: time deviation corresponding to the averaging time s0 indicating the flicker PM segment)

Lk2
Lk1

1 TW

TW
uΑ
σ
TDev/τ

1

/ns
0.5
0.710
0.40/2h 2 TW+PPP

TW+PPP
uΑ /uΑ
σ/σ
TDev/τ

2 0.6
0.664

/ns
0.3
0.429
0.25/2h 3 GPS+GLN

GPS+GLN

uΑ /uΑ
σ/σ
TDev/τ

3 1.3
1.078

1.3
0.852

/ns
1.2
1.066
0.81/10h

4 C/A

C/A
uΑ /uΑ
σ/σ
TDev/τ

4 1.6
1.253

1.6
1.109

2.0
0.117

/ns
1.5
1.154
0.95/10h

5 P3

P3
uΑ /uΑ
σ/σ
TDev/τ

5 0.9
0.886

0.8
0.669

1.4
1.077

1.7-2.6
0.605

/ns
0.7
0.744
0.7/10h

6 PPP

PPP
uΑ /uΑ
σ/σ
TDev/τ

6 0.7
0.756

0.5
0.705

1.3
1.161

1.6-2.6
1.042

0.8
0.566

/ns
0.3
0.176
0.31/2h

7 GLN

GLN
uΑ /uΑ
σ/σ
TDev/τ

7 1.6
1.135

1.6
0.968

2.0
0.186

2.2
0.277

1.7
0.897

1.6
1.027

/ns
1.5
1.180
0.94/10h

TW
GPSPPP 
TW+PPP

P3 
GPS+GLN

GPS C/A, GLN L1C 
Multi- and Single- Channel 

1st 0.3~0.5 ns 

2nd 0.7~1.0 ns 

3rd 1.0~ 3.0 ns

Fig. 43.8 The three groups
resulting from the 2011 re-
evaluation of the uA values
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calibrated. A BIPM pilot study currently underway aims to reduce the uB to lower
than 2 ns for the UTC time links.

43.3 Future Outlook

Accurate and precise time and frequency transfer have been ceaselessly developed
due to the introduction of new techniques. It is anticipated that in the near future
the Chinese BeiDou and the European Galileo GNSS will be used in the com-
putation of UTC/TAI. Both are basically similar to GPS and GLONASS. Hope-
fully, their data will be used directly in the UTC/TAI computation as soon as the
relevant receivers are available to output the measurement data in the standard
formats, i.e., CCTF CGGTTS or IGS RINEX conventions. New frequency, new
CP and code observables supported by new and more satellites suggest significant
amelioration in T/F transfers: a few parts of 10-16 in days in frequency and sub-
nanosecond in time are predicted.

Using telecommunication satellites and CP plus code data, TW potentially allows
T/F transfer of a few parts of 10-16 in one day in frequency and 0.1 ns in time.

A promising technique which is progressing very quickly is the optical fibre
link. Some successful experiments, up to 900 km in distance, have demonstrated
encouraging results: 10-18 in frequency within one day. Type B uncertainty below
100 ps was reported in some experiments.

The European Space Agency (ESA) mission Atomic Clock Ensemble in Space
(ACES) onboard the International Space Station which is programmed to be
launched in 2016 [10] will allow the next generation of TW T/F transfers. It is
expected to achieve a stability of 1 ps with an accuracy of 0.1 ns in time and a
corresponding stability of 10-17 in frequency in one day.
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43.4 Summary

Seventy two national time and frequency (T/F) laboratories located world-wide
contribute to the generation of the UTC/TAI using data from around four hundred
atomic clocks and a dozen primary frequency standards.

GNSS is the major tool for clock comparison and contributes to all the T/F
links. As can be seen in the Fig. 43.9, during the last decade, the type A uncer-
tainty reduced significantly from 3–5 ns to 0.3 ns, thanks to the new methods
introduced. The present strategy consists in enhancing clock comparison for UTC/
TAI by using all available techniques, including also the combinations of the
different techniques. A major challenge to further improve the accuracy of UTC is
in reducing the uncertainty of the GNSS calibrations.

In addition to GPS and GLONASS, the Chinese BeiDou and the European
Galileo systems are the most promising techniques and are forecast to make
indispensable contributions to UTC/TAI generation in future years.

Optical fibre links will also contribute significantly to T/F transfers for com-
parison of optical clocks.

Finally, complementing the monthly Circular T, the BIPM Time Department
supplies other products. To view these products visit the BIPM web page: http://
www.bipm.org/jsp/en/TimeFtp.jsp, cf. also [11] for more information about UTC/
TAI time links and the link comparisons.
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Part III
Integrated Navigation and New Methods



Chapter 44
Research and Implementation
of Ambiguity Resolution for Combined
GPS/GLONASS/COMPASS Positioning

Xiaoyu Shi, Benyin Yuan and Zhixiong Bao

Abstract As GLONASS and COMPASS systems are approaching their full
constellations, and more Galileo satellites are to be launched, the need of combined
positioning is increasing quickly. For high precise applications, data preprocessing
and ambiguity resolution are the most important parts. Because Code Division
Multiple Access technology is applied by both GPS and COMPASS, so the current
data processing methods are also suitable for combined GPS/COMPASS position-
ing, but for GLONASS the cycle slip detecting and ambiguity resolution will biased
by satellite wavelength differences because the Frequency Division Multiple Access
technology. To solve this problem, a single difference phase observable differenced
in time is proposed in this paper. With a majority voting procedure using the
observable residuals from all the satellites we can detect and mark satellites obvi-
ously suffering from a cycle slip and ‘‘clean’’ satellites, then fixed the cycle slip using
the receiver clock term computed by ‘‘clean’’ satellite. Iterative search approach is
applied in ambiguity resolution. One double differenced ambiguity is fixed to integer
according to the specified criteria in each iteration until all double differenced
ambiguities are fixed. The data experiment shows that even one cycle of slip can be
detected and fixed and ambiguities can be resolved correctly.
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44.1 Introduction

With the 16th COMPASS satellite launched on October 2012, the COMPASS
system network in the Asia–Pacific region has been completed, at the same time
GLONASS system reached full constellation, experimental Galileo satellite has
been lifted off, it is widely known that the combination of multiple GNSS con-
stellations for positioning will be a future trend. Compared to a single system,
multi-system positioning has efficiency advantages in terms of continuity, avail-
ability, reliability, accuracy, can greatly improve the usability, precise integrity
and reliability of the user by the advantage of wealthy navigation information [1].

Although the combination of multi-system positioning make satellite posi-
tioning and navigation applications more widely, it also faces a number of chal-
lenges: the COMPASS system with GPS system using code division multiple
access technology, the GPS processing technology is equally applicable to the
GPS/COMPASS combination positioning; but the GLONASS system uses fre-
quency division multiple access system, each satellite has different carrier fre-
quency, so original cycle slip detection methods (such as triple differential
method) and ambiguity resolution would be effected by the wavelength difference
between the satellites. Therefore, how to weaken or eliminate the impact of the
wavelength differences between GLONASS satellites is the key point in the rel-
ative positioning with the combined GPS/GLONASS/COMPASS constellations.
The data preprocessing especially ambiguity resolution of GPS/GLONASS/
COMPASS is studied and a data processing method suitable for multi-system
applications is proposed in this paper, through the implementation of the new
method into our commercial software. The corresponding results are obtained and
presented here.

44.2 Cycle-Slip Detection and Repair

44.2.1 Triple Difference Cycle-Slip Detection

In GPS relative positioning, the triple difference carrier phase observations are
commonly used to the detection and repair of cycle slip. Triple difference obser-
vations eliminate the initial ambiguity and avoid constant value for the integer
cycles after slip occurs and almost eliminate the clock error and common error terms
of two stations. The ionospheric delay, tropospheric delay and multipath error are
also considerably weakened after differencing for shorter baseline. So the triple
difference model can be used to obtain the initial position to fix the ambiguities and
cycle slip detection. Through examine the triple difference observation residuals
based on initial baseline solution after adjustment, we can use the triple difference
observation residuals changes to detect and repair cycle slips.

Triple difference observation model can be expressed as:
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rDupq
ij ðt1; t2Þ ¼rDupq

ij ðt2Þ � rDupq
ij ðt1Þ

¼rDqpq
ij ðt1; t2Þ þ kpbp � kqbq

ð44:1Þ

with:

bp ¼Np
ijðt2Þ � Np

ijðt1Þ
bq ¼Nq

ijðt2Þ � Nq
ijðt1Þ

Residual can be expressed:

drDr ¼ kpbp � kqbq ð44:2Þ

For data without cycle slip, drDr should be a small value, but if the obser-
vation exists cycle slips, residual will result in great changes. We can think
observations exist cycle slips when this change large than a certain limit. But for
same cycle slip occurs both on base station and rover station, this method also
can’t accurate detecting.

For GPS, kp ¼ kq, the only requirement is the double difference phase obser-
vations without cycle slip effect, we do not need to determine which satellite
suffers cycle slip; but for GLONASS as different satellite has different signal
wavelength, so after the cycle slip detection, we can eliminate its influence only if
the satellite can be indicated exactly, so triple difference method can’t detect and
repair GLONASS satellites cycle slips [2].

44.2.2 Single Difference Phase Observable Differenced
in Time

We form a new type of difference starting from the single difference phase
observable:

Dup
ijðt1; t2Þ ¼ Dqp

ijðt1; t2Þ þ c � Dtijðt1; t2Þ ð44:3Þ

with:

Dup
ijðt1; t2Þ ¼ Dup

ijðt2Þ � Dup
ijðt1Þ

Dqp
ijðt1; t2Þ ¼ Dqp

ijðt2Þ � Dqp
ijðt1Þ

Dtijðt1; t2Þ ¼ Dtijðt2Þ � Dtijðt1Þ

called a single difference phase observable ‘‘differenced in time’’. The residuals
derived from the observation type (44.3) may be interpreted as sum of a possible
cycle slip and the change of the receiver clock in the time interval, neglecting other
error sources. We may thus write:

Drp
ijðt1; t2Þ ¼ kp � bp þ c � Dtijðt1; t2Þ ð44:4Þ
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This residual can be expressed in cycles of satellite i and shows the integer
nature of the cycle slip, but it is biased by the receiver clock change. If the receiver
clock change would be known to a few cm, Eq. (44.4) could be used directly to
detect cycle slips. The receiver clock term derived from code measurements
(single point positioning) shows an error of a few nanoseconds or some tens of
cycles (a few 0.1 ls or some hundreds of cycles) and is certainly not good enough.

44.2.3 Cycle Slip Detection Algorithm

We have seen in Sect. 44.2.1 that the triple difference cannot be used to detect all
possible cycle slips and to correct them on the single difference level. However,
the single difference residuals ‘‘differenced in time’’ (44.4) may be used to detect a
cycle slip on the single difference level by computing:

bp ¼
Drp

ijðt1; t2Þ � c � Dtijðt1; t2Þ
kp ð44:5Þ

But it requires the receiver clock change is known exactly. In order to keep the
receiver clock term smaller than 0.1 cycles, the receiver clock change has to be
determined with a precision of 6� 10�11 s (or a few cm in units of length). In
order to achieve this purpose, we first calculated all satellite single difference
phase observable ‘‘differenced in time’’ of each epoch, then use a majority vote
procedure we detect and mark satellites obviously suffering from a cycle slip and
‘‘clean’’ satellites and then calculate the receiver clock change using clean
satellite:

D�tijðt1; t2Þ ¼
n

i¼1
Drp

ijðt1; t2Þ

n � c ð44:6Þ

New ambiguities for all satellites are introduced if the number n of ‘‘clean’’
satellites is lower than two. Using Eq. (44.5) for each satellite with the receiver
clock estimate D�tijðt1; t2Þ the cycle slip is:

bp ¼
Drp

ijðt1; t2Þ � c � D�tijðt1; t2Þ
kp ð44:7Þ

The data measurement proved this method can detect and repair more than one
cycle slip, and at the same time, this method can be used for GPS and COMPASS
and GPS/GLONASS/COMPASS combination observations.
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44.3 Ambiguity Resolution

44.3.1 Mathematical Model

Traditional double difference observation model can be expressed as:

rDupq
ij ¼rDqpq

ij þ kpNp
ij � kqNq

ij

¼rDqpq
ij þ kpNpq

ij þ ðkq � kpÞNq
ij

ð44:8Þ

For GPS and COMPASS system, since the code division multiple access technology
is adopt, satellite wavelength equal for every satellite, the last term in Eq. (44.8) can
eliminate, and the site the initial position and ambiguity floating solution can be
acquired using the least square principle. Finally, with a certain ambiguity resolution
methods (such as FARA, LAMBDA, etc.) to get the integer ambiguity, and then
accurate three-dimensional site coordinates can be resolved [3].

Frequency division multiple access technology make the GLONASS satellite
signals emitted at a different wavelength, when forming double difference obser-
vation equation a new single differential bias term bSD ¼ ðkq � kpÞNq

ij can’t be
eliminated. The single difference ambiguity and double difference ambiguity
cannot be separated, the normal equation become singular. One solution is to use
other information such as pseudorange to obtain single difference ambiguity:

Nq
ij ¼

1
kq
ðRq

ij � kqu
q
ijÞ ð44:9Þ

With Rq
ij is the single differential pseudorange observation value. If we want to

make the double difference ambiguity well fixed, its precision must be less than 0.1
cycles, the requirements of single difference ambiguity for different GLONASS
satellites combination is showed on Table 44.1.

It is easy to see from the previous discussion that properly estimation of the
Ambiguity greatly depends on the precision pseudorange observations. In many
practical situation, however, pseudorange may be seriously biased by multipath
and hardware delay. For example, a 5 m error in pseudorange can lead to an error
of 26 cycles in single difference ambiguity. These errors can be negligible for the
smaller wavelength difference satellite combination, but for the satellites combi-
nation with large wavelength difference the pseudorange accuracy will greatly
affect the ambiguity resolution.

Table 44.1 GLONASS wavelength differences in cycles and maximum bias allowed for the
single differences ambiguities

Satellite pare Wavelength difference (cycle) Maximum bias allowed

Min 0.000351 285
Max 0.00810 12
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44.3.2 Ambiguity Resolution Algorithm

In view of that the single difference ambiguity has smaller effect on satellite
combination with small wavelength difference, an iterative solution of the double
difference ambiguity is adopted, one double ambiguity in each iteration step. A
specific algorithm is as follows:

1. For n satellites n single difference ambiguities are set up as unknown param-
eters in the normal equation system, assuming that there are no breaks or
problems in the data forcing us to set up additional ambiguities.

2. After introducing code observations to remove the singularity of normal
equation system, single difference can be estimated as real values.

3. Using the estimated single difference ambiguities and their covariance matrix,
all possible double difference ambiguities are computed with the corresponding
formal errors.

4. After the computation of all possible double difference ambiguities and their
formal errors, a first double difference ambiguity parameter with the smallest
wavelength difference is fixed to an integer number, according to specified
resolution criteria (such as FARA, LAMBDA, etc.) [4].

5. After fixing the first double difference ambiguity, one of the two single dif-
ference ambiguities involved in the double difference ambiguity may be
eliminated from the normal equation system and go to the next iteration until
n-1 double ambiguities is fixed to integer.

6. In the final solution the unresolved single difference ambiguities and the
baseline components are estimated at the same time using the fixed double
ambiguities.
Theories prove the above method is applicable to GLONASS and combined

GPS/GLONASS/COMPASS solution applies to both the original and a combi-
nation of carrier phase observations [5].

44.4 Applications and Results

44.4.1 Software Implementation

According to the model, the author added and modified a number of modules on
the basis of Guangzhou Hi-Target Survey Instruments Co. Ltd new version data
processing software HGO (Hi-Target Geomatics Office), including cycle slip
detection and repair, GPS/GLONASS/COMPASS ambiguity resolution, developed
a software oriented multi-system data integration and processing. When processing
the data, you can set a certain kind of system separately or set using a variety of
systems integration to conduct relative positioning. The following testing and
analysis of the measured data is based on new HGO software.
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44.4.2 Results

As there is no multi-system baseline data, GPS/GLONASS and GPS/COMPASS
experiments are implemented separately. The measured data is acquired by Hi-target
Vnet6 and Vnet8 receiver. Vnet6 and VNet8 is CORS reference station receivers of
GPS/GLONASS and GPS/COMPASS systems. GPS/GLONASS data collected in
Hainan in November 13, 2012 and GPS/COMPASS data collected in Guangzhou in
March 21, 2012 is adapted for example, the baseline length is 34.4 and 20.1 km,
observation time span is two hours, the interval is 5 s, the total COMPASS satellites
is 11 and average observed number is 8 during observing period. The baseline fixed
solution reference value is the previous day’s single-day solution results.

In order to fully evaluate the combination of relative positioning performance,
two different programs is used based on the observation environment. The first
program is the ideal observing environment, more than four satellites and geometry
strength is good; the second program is the non-ideal observation environment, the
number of observation satellites is few. In each program, three ways including
independent positioning and combined positioning is used for data processing.

44.4.2.1 Ideal Environment Results

In ideal environment, Hainan and Guangzhou baselines processing results shown
in Tables 44.2 and 44.3.

From Tables 44.2 and 44.3, we can see:

1. Independent positioning accuracy of GLONASS system is poor due to defects
in the design and cannot meet the demand of relative positioning.

2. Under ideal conditions, the GPS/GLONASS combined positioning ratio value
is lower than GPS, but the positioning accuracy is better than the standalone
GPS, which is due to an increase in the number of satellites, space geometric
distribution conditions improved.

3. COMPASS system has met the need of independent relative positioning and
positioning accuracy is comparable with GPS. Under ideal conditions, as sepa-
rate system has meet the requirements, positioning accuracy of combination of
GPS/COMPASS is not significant improved, the advantage is not obvious.

Table 44.2 Comparison of relative positioning results in good environment in Hainan

System Satellite number Precision (mm) Ratio RMS (mm)

X Y Z

GPS 9 2.0 15.9 6.6 39.7 7.4
GLONASS 6 19.4 -37.1 -9.8 2.5 9.9
GPS/GLONASS 15 5.0 1.7 4.0 2.1 11.5
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44.4.2.2 Non-ideal Environment Results

In many observations case, the user cannot guarantee continuously tracking many
GNSS satellites, such as in urban areas with dense buildings or serious occlusion
area, sometimes the number of satellites is too insufficient to positioning. In order
to artificially simulate the harsh environment of observations, part of the GPS
satellite and part of the COMPASS satellite as well as GLONASS satellite is
disabled in HGO software respectively, only remaining four satellites to solve, and
the results are shown in the following Tables. 44.4 and 44.5.

We can see that in the case of less simultaneous observing satellites the posi-
tioning accuracy of the single system descend sharply, especially GLONASS and
COMPASS system. This may be because the satellite number is few, space geo-
metric distribution is poor, wrong ambiguity resolution is likely to appear in this
regard. In combined relative positioning the positioning accuracy is declined but
still within the allowable range due to the large number of synchronous satellite,
we can see the advantage of combination of GPS/GLONASS/COMPASS posi-
tioning performs well in non-ideal observing conditions.

Table 44.3 Comparison of relative positioning results in good environment in Guangzhou

System Satellite number Precision (mm) Ratio RMS (mm)

X Y Z

GPS 8 0.7 -2.5 -2.2 26.4 10.9
COMPASS 8 -1.4 2.0 2.6 56.6 8.9
GPS/COMPASS 16 0.8 -1.6 -3.0 22.7 9.8

Table 44.4 Comparison of relative positioning results in bad environment in Hainan

System Satellite number Precision (mm) Ratio RMS (mm)

X Y Z

GPS 4 -4.7 20.1 11.6 23.6 7.6
GLONASS 4 -23.5 62.3 13.9 1.9 9.6
GPS/GLONASS 8 2.2 16.3 10.4 6.3 9.6

Table 44.5 Comparison of relative positioning results in bad environment in Guangzhou

System Satellite number Precision (mm) Ratio RMS (mm)

X Y Z

GPS 4 10.1 -7.1 7.7 3.5 10.6
COMPASS 4 -13.8 20.4 10.1 1.6 8.3
GPS/COMPASS 8 -0.6 2.5 -3.5 26.3 9.9
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44.5 Conclusions

The correctness and feasibility of the proposed relative positioning algorithm for
combined GPS/GLONASS/COMPASS constellations have been demonstrated by
our experimental results. The COMPASS system has been used to carry out rel-
ative positioning independently, but the latest COMPASS positioning results are
not yet as good as the results from the GPS system because the low number of
satellites and weak constellation distribution. In addition, independent GLONASS
positioning is not an easy task. GPS/GLONASS and GPS/COMPASS combination
for relative positioning have no obvious advantages compared to a single system
under ideal observing conditions, but in non-ideal observing conditions the com-
bined positioning approach can well enhance observing satellite geometry
strength, thus improving reliability and accuracy significantly.

As the lack of multi-system baseline data, the multi-system data experiment
didn’t take in this article, so the effect of multi-system positioning accuracy still
needs further discussion.
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Chapter 45
A New Celestial Positioning Model Based
on Robust Estimation

Chonghui Li, Yong Zheng, Zhuyang Li, Liang Yu and Yonghai Wang

Abstract A large field of vision (FOV) star sensor can be used to image multiple
celestial bodies at the same time, and then through center extraction of the star
point and star patterns matching to realize navigation and positioning. The FOV
based method has gradually become the main way of celestial navigation.
However, in the process of center extraction, mistakenly identifying image noise
as the star point and encountering some abnormal coordinate errors are inevitable.
Meanwhile, in the process of star patterns matching, wrong matches are always
encountered too. To solve these problems, this paper introduces the Robust
Estimation for the first time, and based on it a celestial positioning model is
established. The experiment shows that the model can effectively exclude the
impact of noise and wrong patching, limit the abnormal observations, and take full
advantage of high-precision observation information, by which positioning
accuracy is increased from 4.0500 to 1.1500.
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45.1 Introduction

Celestial navigation is a kind of technique and method which uses sun, moon, stars
and other natural objects as navigation beacons. Taking the celestial horizon
coordinates (azimuth or height) of such objects as observations, it could finally
determine the geographical position (or space position) and orientation of the
station [1, 2]. It has the advantages of simple equipment, not easy to be disturbed,
and the positioning error doesn’t accumulate over time. So it is an important way of
autonomous navigation. Early celestial navigation mainly used in sailing, which
utilize the sextant for manual observation, and the International Maritime Orga-
nization (IMO) also explicitly provides that mariners must have the ability to use
celestial bodies to determine the ship’s position in ‘‘STCW78/95 Convention’’
[3, 4]. Celestial navigation equipment has gradually developed into a star sensor
with large field of vision, which can image multiply celestial body at the same time,
and then realize navigation and positioning through solve integrated information of
the image coordinates of celestial bodies, the imaging time and the theoretical
position of celestial bodies. Correspondingly, the application range of celestial
navigation was extended from sailing to land, aerospace and other fields [3].

The image acquired from the large FOV star sensor generally contains dozens
of stars or even hundreds of stars. When use it to realize positioning, first need to
extract the star point in the image by the star point extracting algorithm, to cal-
culate the coordinates of star center by gradation weighting or other algorithm.
Secondly, need to match the stars in image with the known stars in star catalogue
according their image coordinates, to identify their star series number and cal-
culate their theoretical apparent position depending on location. Finally, celestial
navigation and positioning could be realized by comprehensive utilization of the
coordinates of the center of the star point and the corresponding theoretical
apparent position. However, such circumstance like mistakenly identify image
noise as a star and too large abnormal coordinates errors are widely exist when
extract the center of the star point. Meanwhile, wrong match is also frequently
occurs in the star matching process. Unfortunately, those existing algorithms
cannot effectively solve these problems. The paper introduces robust estimation for
the first time, which will assigning zero weights to the wrong match stars and noise
observations, carried down the weights for those large error observations, and will
take full advantage of the high-precision observation information to improve
navigation and positioning accuracy.
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45.2 Robust Estimation

45.2.1 Fundamental

Robust Estimation stems from the concept of statistical robustness, it is proposed
for least squares estimation which does not have the characteristic of the anti-
interference. Its principle is to take full advantage of effective information, limit
the use of useful information and exclude harmful information, to obtain a more
reliable, effective and meaningful parameter estimates under the assumed model, it
is a estimation which can both relief the affect of outlier and has a high efficiency
[5–9]. Set error equation as:

V ¼ AX̂ � L ð45:1Þ

where, V is a n 9 1 residual vector, A is a n� t design matrix, X̂ is a t 9 1
estimate parameter vector, L is a n 9 1 observations vector. Assuming the
observations are independent, the priori weight matrix is diagonal. In order to
eliminate or reduce the impact of outliers and large deviation observations on
estimates, set �P as equivalent weight matrix and its diagonal element is �pi, Then
we arrive at

AT �PAX̂ � AT �PL ¼ 0 ð45:2Þ

The robust M estimation of unknown parameters is as follows.

X̂ ¼ AT �PA
� ��1

AT �PL ð45:3Þ

The posterior covariance matrix of X̂
X

X̂

¼ r2
0 AT �PA
� ��1

AT �PP�1�PA AT �PA
� ��1 ð45:4Þ

To get the solution we generally use iterative method, the k þ 1 times iterative
solution is as follow.

X̂kþ1 ¼ AT �PkA
� ��1

AT �PkL ð45:5Þ

The element of �Pk is

pk
i ¼ pix

k
i ;x

k
i ¼

w vk
i

� �

vk
i

ð45:6Þ

vk
i is the residual component of k time iterative solution.
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45.2.2 Equivalent Rights

From the robust M estimation principle we can see, a kind of q function is cor-
responding to a kind of M estimation, at present, many scholars have put forward
various equivalent weight functions [10, 11]. Equivalent weight function assigns
outlier zero weight, decreases doubtful observation’s weight, a common equivalent
weight function is IGG3 scheme.

w ~við Þ ¼
~vi ~vij j � k0

k0
k1� ~vij j
k1�k0

� �2
k0� ~vij j � k1

0 k1� ~vij j

8
><

>:
ð45:7Þ

As for independent observation situation, equivalent weight function is:

�p ~við Þ ¼
1 ~vij j � k0

k0
~vij j

k1� ~vij j
k1�k0

� �2
k0� ~vij j � k1

0 k1� ~vij j

8
><

>:
ð45:8Þ

In Eq. (45.8), the value of k0 and k1 is respectively 1.5 and 3.0, ~vi is for
standardization residual, which is

~vi ¼
vi

mvi

ð45:9Þ

In Eq. (45.9), vi is observation residual, mvi is mean error to vi, mvi is calculated
by followed equation.

mvi ¼ r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
pi
� Ai AT PAð Þ�1AT

i

s

ð45:10Þ

In Eq. (45.10), r0 is unit weight of error, we can use theoretical or empirical
value; pi is the weight of observations, Ai is the i line of the matrix A, and it is the
i error equation coefficient vector [12].

45.3 Robust Celestial Positioning Model

45.3.1 Error Equation

In the celestial sphere, north celestial pole, zenith and stars can constitute a
positioning triangle [13, 14], as is shown in Fig. 45.1.

In Fig. 45.1, P is the north celestial pole, Z is the zenith, W is the west point,
WMQ is the horizon circle, WNQ0 is celestial equator, r is a star in celestial sphere.
According to the spherical triangle cosine formula, we can get zenith Angle z,
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station astronomical latitude u, longitude k, and star right ascension a and dec-
lination Angle d, the connection with t is shown as Eq. (45.11).

cos z ¼ sin u sin dþ cos u cos d cos t ð45:11Þ

Among them

t ¼ S� aþ k ð45:12Þ

S is the Greenwich true sidereal time when observe, it can be obtained through
observation time UTC instant of time T. First of all, according to the time bulletin
A of IERS, UTC time T plus time difference between UT1 and UTC is UT1 time
T 0, then transform it into mean sidereal time, then add nutation Du
(Du ¼ Dw cos e; Dw is nutation of ecliptic longitude, e is obliquity of the ecliptic),
we can transform it into true sidereal time S. Star’s right ascension a and decli-
nation d can be obtained through apparent position calculation program. Zenith
distance z and time T (or T 0) can be obtained through observation. Therefore, only
u and k remains unknown, observe 2 stars is enough to get the survey station’s
astronomical longitude and latitude. But as a result of astronomical measurements
atmospheric refraction correction is not complete, the zenith Angle obtained is not
precise, a tiny amount Dz should be introduced, then the observation of the zenith
Angle should be as zþ Dz, therefore, at least 3 stars is needed to calculate the three
parameters [13].

45.3.2 Robust Positioning Model

Some stars are observed, the equations can be written as:

Fig. 45.1 Positioning
triangle
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cosðzi þ Dzþ viÞ ¼ sinðu0 þ DuÞ sin di þ cosðu0 þ DuÞ cos di cosðSi � ai þ k0

þ DkÞ
ð45:13Þ

In Eq. (45.13), Du is the difference between station latitude u and its initial
value u0.

Du ¼ u� u0 ð45:14Þ

Dk is the difference between the station’s longitude and its initial value k0.

Dk ¼ k� k0 ð45:15Þ

Therefore, the equation only needs to calculate three parameters, Du; Dk and
Dz. Suppose

ti ¼ Si � ai þ k0 ð45:16Þ

Eq. (45.13) is transformed into

cosðzi þ Dzþ viÞ ¼ sinðu0 þ DuÞ sin di þ cosðu0 þ DuÞ cos di cosðti þ DkÞ
ð45:17Þ

Suppose

Pi ¼ sinðu0 þ DuÞ sin di þ cosðu0 þ DuÞ cos di cosðti þ DkÞ ð45:18Þ

Eq. (45.17) is transformed into

vi ¼ arccos Pi � zi � Dz ð45:19Þ

Put arccos Pi in place by Taylor series expansion at Pi0; then

arccos Pi ¼ arccos Pi0 þ ðiÞ
0

¼ arccos Pi0 �
1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� P2

i0

p ½ðcos u0 sin di � sin u0 cos di cos tiÞDu

� cos u0 cos di sin tiDk

Among them:

Pi0 ¼ cos u0 sin di þ cos u0 cos di cos ti ð45:21Þ

Pi0 is the zenith Angle cosine value calculated by approximate latitude and lon-
gitude at the station, the error equation is

vi ¼ �
cos u0 sin di � sin u0 cos di cos tiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� P2
i0

p Duþ cos u0 cos di sin tiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� P2

i0

p Dkþ Dz

þ ðarccos Pi0 � ziÞ
ð45:22Þ
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Suppose

ai ¼
cos u0 sin di � sin u0 cos di cos tiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� P2
i0

p ð45:23Þ

bi ¼
� cos u0 cos di sin tiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� P2
i0

p ð45:24Þ

li ¼ arccos Pi0 � zi ð45:25Þ

So, Eq. (45.22) is transformed into

vi ¼ aiDuþ biDkþ Dzþ li ð45:26Þ

Many scholars have pointed out that the success of the robust estimation mainly
depends on the robust property of the initial parameters. Because every star’s
center coordinates calculation precision is different from each other, and always
contain matching errors, therefore the parameters’ least squares estimates of is not
suitable as a robust estimation’s initial value, first set L1 norm which has strong
selection properties minimum as criterion to calculate initial parameter [15]. In the
extreme function suppose

q við Þ ¼ vi ð45:27Þ

Then

xi ¼
w við Þ

vi
¼ 1

vi
ð45:28Þ

�pi ¼ pixi ¼
pi

vi
ð45:29Þ

Put the equivalent weight function into Eq. (45.3), we can get much more
accurate initial parameter, according to type Eqs. (45.9) and (45.10), we can obtain
every observation’s standardized residual. Among them, the coefficient matrix
A and estimating parameter vector Xis shown as Eq. (45.30)

A ¼

a1 b1 1
a2 b2 1
� � � � � � � � �
an bn 1

2

664

3

775 X̂ ¼
Du
Dk
Dz

2

4

3

5 ð45:30Þ

Error equation’s free item L and residual vector V is shown as Eq. (45.31):

L ¼

L1

L2

. . .
Ln

2

664

3

775V ¼

v1

v2

. . .
vn

2

664

3

775 ð45:31Þ
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Put the standard residual into Eq. (45.8),we can get equivalent weight function,
and according to Eq. (45.3), we can get preliminary parameters robust solution,
after Eq. (45.5) iteration, we can get final robust valuation about X̂, take advantage
of Eqs. (45.15) and (45.15), station longitude k and latitude u are obtained.

45.4 Measured Data Analysis

The experimental data collected from the star sensor on October 31, 2012 were
used in this analysis. Through star point extraction, star center coordinates cal-
culation, star map matching, 127 stars were identified from the star map, the zenith
Angle error of the stars is shown in Fig. 45.2.

From Fig. 45.2, most of the stars’ zenith Angle errors are within the range of
±10000, the observation accuracy is relatively higher; a few errors lie within the
range of ±10000 to ±20000, the observation accuracy is relatively lower; individual
errors may be larger than ±30000, which can be recognized as observation outliers.
Two types of schemes were used to process on the experimental data, the first
scheme uses the least squares estimate to obtain the parameters’ estimates and its
observation residuals, and set 2 times of mean square error as limit to eliminate the
outlier, and once again use the least squares estimate. The second scheme uses
robust estimation, among them robust initial value is obtained through the criterion
whose L1 norm is minimum, equivalent weight uses IGG3 model, mean square
error of unit weight uses the mean square error of unit weight of initial the least
square adjustment. The differences between two schemes’ results and station’s real
coordinates are shown in Table 45.1.

The first scheme set 2 times of mean square error as limit and eliminate 8
observations as outliers, point error is 4.0500, the second scheme assumed 4
observations as outliers and were given zero weight, while 13 observations were

Fig. 45.2 Zenith angle error
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treated as abnormal and their weights were reduced. Then, the data processing
made full use of another 110 high-precision observations for calculating. The
position error is 1.1500. From Table 45.1 it is noted that, based on the robust
estimation, the celestial positioning model can effectively eliminate the influence
of noise and wrong matching, limit the use of observations whose center coordi-
nate errors are relatively bigger, make full use of high-precision observation
information, effectively improve the navigation and positioning accuracy.
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2 0.140 0 1.140 0 1.150 0
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Chapter 46
Experiment and Validation System
for X-ray Pulsar-Based Navigation

Zhe Su, Yansong Meng, Qibing Xu, Xiaoliang Wang
and Xingang Feng

Abstract Due to the huge costs, space flight experiment cannot be realized in the
preliminary step of X-ray pulsar based navigation (XPNAV) research. So, a kind
of XPNAV experiment and validation system is designed in this paper. This
system is composed of two parts: the simulation of the pulsar signals and the
calculation of navigation parameters. In the first part, the time at which X-ray
photon arrive the solar system barycentre is modelled by non-homogeneous
Poisson process, then the output pulse of X-ray detector while the observation of
pulsars can be simulated by time transformation. In the second part, navigation
information included in the pulsar signals which are simulated in the first part can
be reached using the Delta-Correction method. This system can simulate four
pulsar signals and the process of XPNAV at photo level. This system has the
advantage of low costs and high simulation accuracy, and provides a reference for
the design of prototype for space flight experiments.

Keywords Pulsar navigation � Experiment and validation system � Non-
homogeneous poisson process � Time transfer

46.1 Introduction

X-ray pulsar-based navigation (XPNAV) is a kind of new spacecraft automatic
navigation technology, which is suitable for near earth orbit, deep space and inter
stars spacecraft [1]. Because of the absorbing of earth’s atmosphere, we hardly can
observe X-ray pulsar signal on the ground. Thus, the flight experiment of XPNAV
should be implemented on the satellite out of earth’s atmosphere [2]. But the flight
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experiment on the satellite costs hugely. Before the space experiment on the
satellite, we firstly should develop the cheap and simple XPNAV experiment and
validation system in the laboratory to evaluate the principle and precision of
XPNAV [3, 4].

This paper designs an X-ray pulsar-based navigation experiment and validation
system (XPNAV-EVS). This system is composed of pulsar signal simulator and
navigation parameter calculator. In the pulsar signal simulator, the X-ray pulsar
photon arrival satellite time is simulated through the follow steps: firstly, the
photon arrival solar system barycenter (SSB) time is simulated by the non-
homogeneous poisson process model, and the arrival time is then transferred to the
arrival satellite time. In navigation parameter calculator, the position of satellite is
calculated by the simulated arrival time of photons through the process of time
transfer, period folding of photons and time delay measurement. This XPNAV-
EVS can simulate the XPNAV algorithm on photons level, and is useful for the
following flight experiment on the satellite.

46.2 The Structure and Principle of XPNAV-EVS

As shown in Fig. 46.1, the XPNAV-EVS is composed of pulsar signal simulator
and navigation parameter calculator.

In pulsar signal simulator, the X-ray pulsar photon arrival satellite time is
simulated through the follow steps: firstly, the phase of pulsar signal at SSB is
calculated using pulsar phase prediction model; secondly, pulsar integrated pulse
profile is simulated by the phase of pulsar signal and pulsar standard profile;
thirdly, the photon arrival solar system barycenter (SSB) time is simulated by the

Calculate the phase when 
pulsar signal arriving at SSB at 

time t

Pulsar signal simulator

Simulate the accumulated pulse 
profile of pulsar signal at SSB at 

time t

Simulate the accumulated pulse 
profile of pulsar signal at SSB at 

time t

Simulate the photons arrival 
times after time t

Time transfer form SSB to 
spacecraft

Time scale transform from TDB 
to PT

X ray photons simulation

X ray photons detector
Record the every photon’s 

arrival time
Time scale transform from PT to 

TDB
Time transfer from SSB to 

spacecraft

Period folding to obtain the 
accumulated pulse profile

Time delay measurement of 
accumulated pulse profile

Calculate the difference 
betweenj true phase the 

predicted phase

Calculate the position of 
spacecraft using filter 

algorithms

Navigation parameter calculator

Fig. 46.1 The structure of XPNAV-EVS
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non-homogeneous poisson process model based on pulsar integrated pulse profile;
fourthly, the time that photons arrival SSB is transferred to the time that photons
arrival spacecraft using the accurate position of spacecraft in the SSB reference
frame; fifthly, the time scale is transferred from Terrestrial BabyCenter (TDB) to
proper time (PT) of spacecraft, lastly the X-ray modulator generates the X-ray
photons based on the photons arrival spacecraft time in PT.

In the navigation parameter calculator, the position of spacecraft is calculated
through the follow steps: firstly, X-ray photons detector senses and records the
arrival time of photons; secondly, the arrival time is the simulated photon arrival
spacecraft time in PT, this time is then transferred to the photon arrival SSB time
in TDB; thirdly, the integrated pulse profile is obtained through period folding
process; fourthly, the time delay measurement is implemented between the inte-
grated pulse profile and the standard profile; fifthly, the measured time delay and
the predicated time delay is difference if the position of spacecraft, which is used
in the time transfer, is not correct. The relationship between the time delay dif-
ference and position error is

d/ ¼ /rea � /mea ¼
dt

Tp
þ n � dr

c � Tp
ð46:1Þ

where /rea is predicated time delay, /mea is real time delay, dt is clock error, dr is
the position error, Tp is the period of pulsar.

46.3 The Key Technologies of XPNAV-EVS

In this section, the key technologies of XPNAV-EVS are described in detail.

46.3.1 The Simulation of the Time that X-ray Photons
Arrival SSB

We simulate the time that X-ray photons arrival SSB through the following steps:

1. Calculate the phase of pulsar signal at SSB at time t using pulsar phase
prediction model

Pulsar phase prediction model can be expressed as [5]

/ðtÞ ¼ /ðt0Þ þ f ðt � t0Þ þ
_f

2
ðt � t0Þ2 þ

€f

6
ðt � t0Þ3 ð46:2Þ

Using the pulsar phase prediction model, we can calculate the phase of pulsar
signal at SSB at any time t (t C t0). In the above equation, the parameters f , _f and €f
refer to Princeton Pulsar Database. To simplify the design, set /ðt0Þ zero.
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Attention that t0 and /ðt0Þ should take the same value in the pulsar signal simu-
lator and navigation parameter calculator.

2. Simulate the pulsar integrated pulse profile at SSB at time t

After the /ðtÞ is computed from Eq. (46.3), we can calculate the number of
phase bin between integrated pulse profile and standard profile. Then, the pulsar
integrated pulse profile at time t can be obtained through Dn points shift of
standard profile.

Dn ¼ N � frac /ðtÞ½ � ð46:3Þ

In above equation, N represents the number of phase bin in one period, frac½�� is
the decimal operator.

In most situations, Dn is not integer, and then the non-integral shift is needed. In
this paper, we adopt the SINC interpolate method. The standard profile sðtÞ can be
expressed as the linear combination of SINC functions:

sðtÞ ¼
X1

n¼�1
sðnÞ � sincðt � nTbÞ ð46:4Þ

where sincðxÞ ¼ sinðpx=TbÞ=ðpx=TbÞ, Tb is the length of phase bin.
The integrated pulse profile pðtÞ is

pðtÞ ¼ sðt þ Dn � TbÞ ¼
X1

n¼�1
sðnÞ � sincðt � nTb þ Dn � TbÞ ð46:5Þ

We can see from above equation that SINC interpolate method obtain the
shifted signal pðtÞ through the weighted combination of the standard profile sðtÞ
and the SINC functions.

3. Simulate the arrival time of photons at SSB after the time t

The integrated pulse profile at time t can only represents the phase of pulsar
signal, and cannot accurately simulate the flow density of pulsar X-ray photons. In
order to simulate the real flow density, we adopt the non-homogeneous Poisson
process (NHPP) to model the arrival time of pulsar X-ray photons. In the time
interval of ðti; tjÞ, the probability of the event that the spacecraft receives k number
of photons can be expressed as

p k; ðti; tjÞ
� �

¼

R tj
ti

kðtÞdt
� �k

k!
exp �

Z tj

ti

kðtÞdt

� �
ð46:6Þ

kðtÞ[ 0 is the flow of X-ray photons at time t, kðtÞ can be calculated through

kðtÞ ¼ Bx þ Fx � Bxð Þ � ~pðtÞ ð46:7Þ

Fx and Bx represent the average flow density of X-ray photons from pulsars and
background respectively. ~pðtÞ represents the unitary integrated pulse profile.
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The arrival number of X-ray photons in the time interval ðtn; tnþ1Þ can be calcu-
lated through the above two equations.

46.3.2 Time Scale Transform

The time scale of pulsar phase prediction model is TDB at SSB, however the time
scale of spacecraft is PT. In order to calculate the time difference of photon arrival
at SSB and spacecraft, the time scale transform should be implemented.

In this paper we adopt the time scale transform method proposed in [6–8], the
equation is

1�W0

c2

� �
Dt¼ 1þ 3lE

2c2a
�W0

c2

� �
Dsþ 2

rSC=E � vSC=E

c2
ð46:8Þ

Dt and Ds represent the time interval of TDB and PT respectively, W0 is the
gravitation on the surface of the earth, c is the speed of the light, lE is the earth
gravitation constant, rSC=E and vSC=E are the position and speed of spacecraft in
earth center inertial frame.

In the process of navigation parameter calculation, the position and speed can
be roughly deduced using the orbit dynamics model, and then the time scale
transfer can be implement from PT to TDB using Eq. (46.8).

In the process of pulsar signal simulation, we need transform photons arrival
time from TDB to PT. However, because the position and speed of spacecraft is
measured in PT, if the TDB is known and PT is unknown, rSC=E and vSC=E cannot
be calculated directly. In this paper, we use Newton iterative method to solve this
problem. The Ds can be obtained through the flowing steps:

(a) Set Ds1 ¼ Dt;
(b) Calculate the rSC=E and vSC=E through the PT time sk ¼ s0 þ Dsk,

k ¼ 1; 2; � � �ð Þ;
(c) As Dt, rSC=E and vSC=E are known, calculate the Dskþ1 through Eq. (46.8);
(d) If Dskþ1 � Dskj j[ e ¼ 10�12ðsÞ, set k ¼ k þ 1 and jump to step (b); other-

wise, stop the iteration.

46.4 Experiments and Results Analysis

In order to test the similarity of flow density and pulse profile between the sim-
ulated and real pulsar signal, take pulsar B0531+21 for example. The real
experiment data is observed by the Rossi X-ray Timing Explorer (RXTE). The
number of phase bin in each period is set 1,000. Figure 46.2 shows the real and
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simulated X-ray pulsar signal in one period. Figure 46.3 shows the real and
simulated pulsar integrated pulse profile, the start integrating time is
50849.000000544(MJD). Comparing Figs. 46.2 and 46.3, we can see that the
simulated pulsar signals are similar to real pulsar signals.

In order to test the time delay measurement accuracy of the simulated pulsar
integrated pulse profile, process the experiments in the following steps:

(a) Simulate the X-ray photons arrival times of pulsar B0531+21 in TDB at SSB;
(b) Transform the photons arrival times in TDB to PT by the accurate position of

spacecraft;
(c) Using the estimated position of spacecraft, transform the photons arrival times

in PT to TDB, and then implement the period folding to obtain the integrated
pulse profile;

(d) Calculate the time delay between the integrated pulse profile and standard
profile through Taylor FFT algorithm;

(e) Calculate the difference between the measured time delay and predicated time
delay computed by pulsar phase model;

(f) Repeat the above steps for 20 times and calculate the squared variance of time
delay difference;

(g) Set different simulation period and the experiment results are shown in the
Table 46.1.

We can see from the above table that: (a) the time delay measurement accuracy
reaches the order of microsecond, and this accuracy can satisfy the demand of the
X-ray pulsar navigation experiment; (b) when the integrated time is less than
3,000 s, the extension of integrated time can enhance the signal-to-noise ratio
(SNR) of integrated pulse profile, and also improve the time delay measurement
accuracy; (c) when the integrated time is more than 3,000 s, the extension of
integrated time cannot improve the time delay measurement accuracy obviously.
This is because the main features that affect the time delay measurement accuracy
is no more than SNR but the estimated error of spacecraft’s position, when the
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Fig. 46.2 Real and simulated pulsar signal in one period. a Real pulsar signal. b Simulated
pulsar signal
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integrated time is long enough. So, the estimated error of spacecraft’s position can
be deduced from the time delay measurement error.

46.5 Results

In order to simulate the process of X-ray pulsar navigation in a laboratory, this
paper has designed an X-ray pulsar-based navigation experiment and validation
system. This system can simulate the X-ray pulsar signals received by the
spacecraft, and then calculate the position and speed of spacecraft by the X-ray
pulsar signals. This system can simulate the key process of XPNAV, such as time
transform, time delay measurements and navigation filter algorithms. This system
has the advantages of low costs and high simulation accuracy, and provides a
reference for the design of prototypes in space flight experiments.
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Table 46.1 The time delay measurement squared variance of simulated pulsar signal

Simulation period (s) 60 300 1,500 3,000 6,000
Squared variance (ls) 3.3 1.58 0.92 0.89 0.88
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Chapter 47
The Research on Indoor High Accuracy
Frequency Source Based on Adaptive
Loop Adjusting

Zhongliang Deng, Xu Li and Xie Yuan

Abstract China will establish the Xihe System based on Beidou/GNSS, Mobile
Communication, Internet and Satellite Communication system to realize the
Seamless Outdoor and Indoor Positioning in Wide Area (SOIPWA) on personal
mobile terminals. Indoor Positioning System (IPS) is one of the main components
and effective supplement for indoor positioning signal resource to resolve the
positioning signal coverage of blind areas in complicated indoor environment
based on current 2G/3G communication network and existing equipment.
According to the requirement, the IPS adopted the unified time-frequency refer-
ence which affects the accuracy of indoor positioning directly. This paper provides
an acquisition method of high accuracy frequency source used in the indoor
positioning signal supplement. Positioning signals from outdoor base stations are
acquired by RF front end and tracked by the carrier loop and code loop adjusting.
After that, positioning signals are locked and synchronized to extract the high
accuracy frequency source used for IPS, which can be built with low cost and
precisely integrated with an outdoor positioning system. In practical test, the
method satisfies the need of the accuracy and stability in time-frequency reference
for IPS with high frequency accuracy, quick start and low drift rate through
adjusting high accuracy Voltage Controlled Oscillator (VCO) by Digital to Analog
Converter (DAC) with the frequency difference result from the adaptive loop.

Keywords Indoor positioning � Time-frequency reference � Adaptive loop
adjusting
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47.1 Introduction

IPS adopts the unified time-frequency reference to ensure the high accuracy in
indoor positioning. It is restricting development of indoor LBS that how to find a
well-performance time-frequency reference with low cost. GPS, Beidou and other
satellite navigation system could be applied to adjust local oscillator to promote
accuracy and stability with time service in [1]. This method had some limitation in
some places like canyon areas in downtown where satellite signal is too weak to be
received and security problem exists additionally. To problems in [1], method in
[2] provided another approach that combine the CAPS in space with Rubidium
clock on ground to acquire high accuracy and well stable time-frequency refer-
ence, but obviously the cost is main obstacle to take into practice in large scale.

In this paper, an acquisition method of high accuracy frequency source applied
in IPS was introduced where local Temperature Compensate X’tal (crystal)
Oscillator (TCXO) was adjusted on the basis of Carrier Residual Frequency (CRF)
with capturing and tracking the signal from outdoor base station based on current
supplement network to realize combined calculation between indoor and outdoor.

47.2 The Principle and Model

Indoor Positioning Signal Generator (IPSG) in IPS turned into work condition
including signal capturing, loop tracking and time adjusting when receiving out-
door positioning signal from ground base station.

47.2.1 Signal Capturing

I and Q two channel signals from RF front multiply with local code separately and
then put results into integrator to acquire integrated signal power. If the code phase
in receiving signal is similar with local, maxim power exists in integrated signal. If
not, integrated power-like noise. The position of code head can be located by
maxim and second maxim correlation peak from the approach mentioned above to
synchronize toughly.

47.2.2 Loop Tracking

When succeed in signal capturing, IPSG steps into self-adaption adjustment to
synchronize precisely in code phase.
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In order to strip away IF carrier to acquire the phase difference uðnÞ � uoðnÞ
between inputting carrier and local generating carrier, digital IF signal from RF
front multiplies with sine and cosine carrier from local generating in separate.
When the receiving carrier is same with the generating, the phase difference is
zero. Considering the time-frequency reference of outdoor base station is Rubid-
ium clock that error is regarded as zero, local frequency source can have incredible
close to the clock through adjusting the local oscillator to make the code phase
difference smaller and smaller and carrier residual frequency approach to zero.
And CRF can be calculated more directly and precisely from two steps frequency
research and loop adjustment.

Because of transitory in head capturing, the overturn of data code D t � sð Þ can
be ignored in integration time. So IF signal can be indicated as

sIFðtÞ ¼ AIFDCðt � sÞehIF: ð47:1Þ

Imaging the local code is C t � sLð Þ from local GOLD code generator, the time
difference in phase between local code and outer code is Ds ¼ s� sL: After
captured, the effect of CRF to integration results is mainly considered when code
heads are synchronized initially as Cðt � sÞ ¼ C t � sLð Þ: So integration outputs of
I and Q two signal channel are

I ¼ AIFD

Z Ts

0
cos 2pfdt þ hIFð Þdt

¼ AIFDTssinc fdTsð Þ cos pfdTs þ hIFð Þ
ð47:2Þ

and

Q ¼ AIFD

Z Ts

0
sin 2pfdt þ hIFð Þdt

¼ AIFDTssinc fdTsð Þ sin pfdTs þ hIFð Þ;
ð47:3Þ

and power output is

P ¼ I2 þ Q2

¼ A2
IFT2

s sinc2 fdTsð Þ:
ð47:4Þ

According to the character of sinc function, the power output P is maxim when
fd ¼ 0 that is the difference between outer actual CRF fa and local estimated CRF
fs that is the disperse matrix with interval value Df as

fs ¼
�nDf ; �ðn� 1ÞDf ; � � � ; �2Df ; �Df ; 0;

Df ; 2Df ; � � � ; ðn� 1ÞDf ; nDf

" #

: ð47:5Þ

Disperse values in fs are taken into integrated calculation and the maxim result
is regarded as right value that is closest to fs because of sinc function character.

And next, the more precise CRF is obtained based on carrier loop adjusting.
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In the initial stage to lock condition, second order digital FLL is prior to bring
in calculation which has wider noise bandwidth and better dynamics compared to
PLL as Fig. 47.1 shows. Transfer function of loop filter is

FðsÞ ¼ 1
K

2fxnf þ
x2

nf

s

 !

ð47:6Þ

and system function in second order FLL is

HðsÞ ¼
2fxnf sþ x2

nf

s2 þ 2fxnf sþ x2
nf

: ð47:7Þ

More precise frequency difference can be obtained in discriminator in which the
square of signal amplitude is quantified and discriminating result is put into second
order DLF in which transfer function FðzÞ is

FðzÞ ¼ uf ðzÞ
udðzÞ

¼ 1
K

2fxnf þ
Ts

2
1þ z�1

1� z�1
x2

nf

� �
; ð47:8Þ

where Ts is signal sampling cycle that is also considered as data rate into DLF
Fig. 47.2.

After several times of calculating in FLL, next stage to lock condition is another
calculating in PLL that has tighter loop tracking and lower loop noise than FLL to
completely match the CRF outside.

The principle and model of second order PLL is similar to FLL basically that
has no need to introduce again here. Through self-adaption adjustment for times,
loop reaches locked condition and CRF fc is matched in local to actual precisely.

47.2.3 Time Adjusting

When actual CRF is precisely matched, local frequency source is approximating to
outer Rubidium clock with adjusting TCXO controlled by DAC. Referring to the
character of transient response in second order system, actual CRF is close to zero
to reach steady condition with continuous adjustment and feedback. Simulta-
neously, characteristic frequency and damping factor are different in various

(s)iϖ (s)oϖ
dK (s)F oK /s

(s)du (s)fu(s)eϖ
+

+
-

Discriminator Loop Filter VCXO

Fig. 47.1 Structure of Laplace transform in FLL
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stages, which led system to reach steady condition as soon as possible as Fig. 47.3
shows where local frequency source can be regarded Rubidium-like clock.

47.3 The Performance Analysis

Considering the TCXO with adjusting input voltage range from zero to Vcc; the
output is central frequency when adjusting voltage input is middle of the range. If
outer carrier frequency is fc; the least matched carrier residual frequency in local
Dfa is

Dfa ¼ d � fc þ dr; ð47:9Þ

where d is frequency stability in magnitude of 10�6 and r is system error per Hz
including the Doppler frequency shift, circuit transfer delay, temperature drift and
so on.

Assisted with the method that is introduced in this paper, the least matched
carrier residual frequency Df 0a can reach the value as small as

+ + +
+

+
+
+

+
+

( )du  z
1 K 2

nfω
sT

1z−

2 nfξω

1 2
( )fu z

Fig. 47.2 Structure of digital filter with second order loop

Fig. 47.3 The response
curve of local oscillator
frequency output

47 The Research on Indoor High Accuracy Frequency 501



Df 0a ¼
p

2M
fc þ

1
2N

fc þ
p � r
2M

; ð47:10Þ

where M is quantifiable bit in Digit-Analog Converter, N is controlling bit for
carrier residual frequency in loop tracking and p is value to judge the traction
ability. To Eq. 47.10, the first formula refers to the least adjusting carrier residual
frequency, the second refers to the least error for measuring in loop tracking and
the last refers to system error in carrier residual frequency that mentioned in
Eq. 47.9.

Comparing Dfa to Df 0a, it is obvious to see their relation in numerical as

n ¼ Dfa
Df 0a
¼ d � fc þ d � r

p
2M fc þ 1

2N fc þ p�r
2M

: ð47:11Þ

As p
2M goes further than 1

2N ; Df 0a can be regarded as approximately as p
2M fc þ p�r

2M :

So n is

n ¼ Dfa

Df 0a
¼ d � fc þ d � r

p
2M fc þ p�r

2M

¼ d � 2M

p
: ð47:12Þ

To the given TCXO, the relation between ability of frequency traction and
frequency stability is negative correlation which means that it raises the frequency
stability at expense of decreasing frequency traction range. The ratio is 10 in
normal and so n is

n ¼ 2M

10
: ð47:13Þ

From Eq. 47.13, the measuring accuracy of carrier residual frequency is pro-

moted to 2M

10 times and also the frequency source.
The second order model can bring in the research on the specific character of

indoor frequency resource and TCXO as both of them depend on basic model in
loop tracking, adjusting and locking. Figure 47.4 tells transient response curve of
two systems under step input where the dash line stands for TCXO and the other
stands for indoor frequency source. Obviously, transient response curve of TCXO
enters into adjusting condition earlier with lower accuracy in adjustment, but the
curve of indoor frequency source turns into steady condition firstly and keeps a
smaller vibrating around zero because of adjustable loop factor including char-
acteristic frequency, damping factor and so on controlled by self-adaption loop in
different state.
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47.4 The Actual Test

Based on current indoor supplement network of Operators, actual test was
accomplished recently to measure the performance.

47.4.1 Measurement in Carrier Residual Frequency

In self-adaption loop, carrier residual frequency was adjusting and reaches the
steady condition finally around zero. Compared performance of TCXO and indoor
frequency source in Fig. 47.5 where the upper refers to simulation test in indoor
frequency source and the bottom refers to TCXO. It can reach a conclusion that
indoor frequency source shows better performance both in dynamic and steady.

47.4.2 Technical Specification

Comparison test between indoor frequency source and Rubidium clock was
brought into measure technical specifications with high accuracy frequency
counter and frequency-spectrum analyzer.

47.4.2.1 Phase Noise

From Fig. 47.6, it visibly can see that phase noise in indoor frequency source is
-121 dBc/Hz at 100 Hz and -127 dBc/Hz at 1 kHz that has no much difference
to Rubidium clock in which phase noise is -121 dBc/Hz at 100 Hz and
-130 dBc/Hz at 1 kHz which means local indoor frequency source can reach
Rubidium-like clock with high accuracy to some extent.

Fig. 47.4 Transient response curve of indoor frequency source and TCXO second-order system
under step input
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47.4.2.2 Steady Curve

As Fig. 47.7 shows, indoor frequency source system turned into steady condition
completely after 7 s with the vibrating error below 0.1 Hz. During the continuous
10 h test, the system kept working on steady with 0.002938303 Hz with a standard
deviation of 0.08815 m in positioning error which fully met the need of stability
and accuracy for positioning in indoor environment.

Fig. 47.5 Curve of CRF in simulation

Fig. 47.6 Curve of phase noise test in indoor frequency source and Rubidium clock
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47.5 Conclusion

The IPS adopts a unified frequency-time reference that affects the accuracy of
indoor positioning and combined calculations between outdoor and indoor.
Through performance analysis and actual test, the indoor frequency source based
on self-adaption loop adjusting that has been introduced in this paper can provide
Rubidium-like clock in high accuracy with low cost and better performance to
contribute significantly the development of indoor positioning systems.
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Chapter 48
EMD De-Noising Theory Considering
Static and Dynamic Conditions and Its
Applications in INS

Yu Gan, Lifen Sui, Guorui Xiao and Yu Duan

Abstract De-noising IMU data is an important approach to improve the accuracy
of INS. Wavelet threshold de-noising has many limitations under certain condi-
tions, especially in processing inertial sensor errors. Based on Empirical Mode
Decomposition (EMD), a novel systematic de-noising methodology for inertial
sensor errors is established, including EMD compulsive de-noising, feasible in
static conditions, and EMD threshold de-noising, feasible in dynamic conditions.
For static data, EMD compulsive de-noising method first disposes IMFs of
exceptional noise by 2sigma criterion and then the number of IMFs of high fre-
quency noise is determined by correlation coefficient. The de-noising process is
finally done by reconstructing the other IMFs. For dynamic data, EMD threshold
de-noising method utilizes fractional Gaussian noise as the model of inertial sensor
errors. The model parameter estimation method by power spectral density is given.
Noise variance in IMFs is derived and noise thresholds of IMFs are estimated
through the obtained variance.

Keywords INS � Empirical mode decomposition (EMD) � Compulsive de-noising
� Threshold de-noising � Colored noise � Wavelet

48.1 Introduction

Inertial Navigation System (INS) suffers from time-dependent error accumulation,
causing a drift in the solution. Random errors in inertial sensors can not be
effectively eliminated even by GNSS (Global Navigation Satellite System) and
INS integration [1]. Many researchers propose de-noising the inertial data to
reduce the effects of random errors.
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Wavelet thresholding is quite popular in INS signal de-noising applications [2–4].
However, wavelet threshold de-noising has many disadvantages in inertial data
processing. Under static conditions, the amplitude of useful signal is low compared
with noise, failing to be consistent with the thresholding principle. Classical wavelet
threshold method operates well when the actual signal is affected by pure white noise.
However, there are a large amount of colored noise components in inertial sensors,
degrading the effects of wavelet threshold de-noising.

These years, many scholars use EMD (Empirical Mode Decomposition) to do
de-noising, which directly use the thresholds of wavelet thresholding [5, 6],
lacking comprehensive methodology and reliable fundament for EMD condition.
A novel systematic de-noising methodology for inertial sensor is established,
including EMD compulsive de-noising and EMD threshold de-noising. For static
data, EMD compulsive de-noising method first disposes IMFs of exceptional noise
by 2sigma criterion and then the number of IMFs of high frequency noise is
determined by correlation coefficient. The de-noising process is finally done by
reconstructing the other IMFs. For dynamic data, EMD threshold de-noising
method utilizes fractional Gaussian noise as the model of inertial sensor errors.
The model parameter estimation method by power spectral density is given. Noise
variance in IMFs is derived and noise thresholds of IMFs are estimated through the
obtained variance.

48.2 EMD Compulsive De-noising Method

48.2.1 Principle of EMD Compulsive De-noising

EMD process can be found in many references [7] which will not be given again
here.

A gyro signal xðtÞ can be decomposed into

xðtÞ ¼
Xn

i¼1

imfi þ rn ð48:1Þ

Eliminating a certain number of low order IMFs with relatively high frequen-
cies naturally reduces the influence of noise since useful signal mainly corresponds
to low frequency components.

Since there may be many abnormal variations in the outside environments, gyro
signal may be contaminated by exceptional noise. The standard deviation of signal
xðtÞ is denoted by r; we can carry out the following criterion on IMFs:

Ai [ 2r imf 0i ¼ 0
Ai� 2r imf 0i ¼ imfi

�
ð48:2Þ

where Ai is the amplitude of imfi:
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After the exceptional noise is disposed, the subsequent de-noising process can
be finished by eliminating m IMFs which is recognized as noise IMFs

x0mðtÞ ¼ xðtÞ �
Xm

i¼1

imfi ð48:3Þ

The difficulty is how to determine m properly. The correlation coefficient
reflects the connection of two signals, we calculate the correlation of original
signal xðtÞ and de-noised signal x0mðtÞ :

qxx0m
¼

PN

k¼1
xðkÞx0mðkÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

k¼1
x2ðkÞ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

k¼1
x0m

2ðkÞ
s ðm ¼ 1; 2; . . .Þ ð48:4Þ

We calculate qxx0m
from m ¼ 1 and continue. When it satisfies qxx0m

\c (c is an
experience constant valued between 0.75 and 0.8) on the imfm; then we have
M ¼ m� 1 as the number of noise IMFs. The de-noising is finished by

x0ðtÞ ¼ xðtÞ �
XM

i¼1

imfi ð48:5Þ

EMD compulsive de-noising does not need prior parameter setting. The de-
noising process is controlled by r and qxx0m

; which are all determined by the signal
itself.

48.2.2 Calculation and Analysis

Three schemes are used in the INS calculation of static inertial data:

Scheme 1: IMU original gyro signal is used is INS mechanization.
Scheme 2: db8 wavelet soft threshold de-noised gyro signal is used.
Scheme 3: EMD compulsive de-noised gyro signal is used.

In static conditions, velocity is velocity error. The east errors of the schemes are
showed in Figs. 48.1, 48.2, 48.3. The similar results in north are not showed here.
RMS results are showed in Table 48.1.

The results above show that:

1. Scheme 2 outperforms scheme 1, since wavelet soft threshold shrinks all
coefficients by the threshold value, reducing the noise level to some extent.
However, the amplitude of actual useful signals in static conditions is relatively
low and there may be some exceptional noise with quite high amplitude.
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Threshold de-noising maintains high amplitude and retrains low amplitude
basically, lacking effect in static conditions.

2. EMD compulsive de-noising reduces high frequency components as well as
exceptional noise, resulting in higher accuracy than those of wavelet threshold
de-noising.
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48.3 EMD Threshold De-noising Method

The underlying basis of classical wavelet threshold de-noising, though ignored
sometimes, is the assumption that the signal is contaminated by white Gaussian
noise. Errors of inertial sensors contain many complicated components like bias
instability, rate random walk and Markov process, resulting in colored property of
the noise in inertial sensors. Fractional Gaussian noise model serves as the fun-
dament of the proposed EMD threshold de-noising method in order to reduce the
influence of colored noise.

48.3.1 Fractional Gaussian Noise Model for Random
Inertial Sensor Errors

Fractional Gaussian noise (fGn) is a generalization of discrete white Gaussian
noise. The statistical characteristic of fGn is determined merely by its second-order
structure, which depends only upon a real-valued parameter H; termed Hurst
parameter 0 \ H \ 1ð Þ: The concrete definition and property of fGn can be found
in references [8, 9]. Especially, the case H ¼ 0:5 reduces to white noise. As the
core of fGn, Hurst parameter, reflecting the correlation degree of errors, should be
estimated before the thresholding process.

Periodogram method is used to estimated Hurst parameter. If H 6¼ 0:5; the PSD
of fGn is approximated by Huang and Shen [8]

SHðf Þ�Cr2j f j1�2H ; f ! 0 ð48:6Þ

where f denotes frequency and C denotes constant. The logarithmic style of Eq.
(48.6) can be written as

log SHðf Þ � ð1� 2HÞ log j f j þ C; f ! 0 ð48:7Þ

Therefore, a regression of the logarithm of the periodogram on the logarithm of
the frequency should give a coefficient of p̂ ¼ 1� 2H; and the parameter H is
calculated by

Ĥ ¼ ð1� pÞ=2 ð48:8Þ

Table 48.1 Comparison of
RMS for three schemes

RMS (m/s)

East velocity (Ve) North velocity (Vn)

Scheme 1 0.050 0.156
Scheme 2 0.020 0.151
Scheme 3 0.013 0.040
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48.3.2 Principle of EMD Threshold De-noising

To eliminate the noise and maintain the integrality of useful signal, thresholds
applied on all the IMFs should be determined carefully. Inspired by wavelet
threshold estimation, this paper seeks to derive the variance of the noise contained
in each IMF, which will be further used to estimate the thresholds.

The PSD relation among the IMFs of fractional Gaussian noise decomposed by
EMD is given by

Sk0 ðf Þ ¼ q 2H�1ð Þ k0�kð Þ
H Sk qk0�k

H f
� �

ð48:9Þ

where k0[ k� 2; qH is approximated by

qH � 2:01þ 0:2ðH � 0:5Þ þ 0:12ðH � 0:5Þ2 ð48:10Þ

Given that the integral of PSD over frequency results in variance, the variance
relation among IMFs of fGn can be derived from (48.10):

V k0ð Þ ¼
Z 1

�1
Sk0 ðf Þdf ¼

Z 1

�1
qð2H�1Þ k0�kð Þ

H Sk qk0�k
H f

� �
df

¼ qð2H�1Þ k0�kð Þ
H

Z 1

�1
Sk qk0�k

H f
� �

df

¼ qð2H�2Þ k0�kð Þ
H VðkÞ

ð48:11Þ

The thresholds of EMD de-noising can be determined by Kopsinis and
McLaughlin [10]

Tk ¼ C
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vk
�2 ln N

p
¼ Crk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln N
p

ð48:12Þ

where N is the sample number and Vk is the variance of the noise in every IMF. C
is a constant which can be easily set to 1.0 if the Hurst parameter is estimated
accurately.

The empirical variance of imfi can be estimated by

var imfið Þ ¼ 1
N

XN

j¼1

imfiðjÞ½ 	2 ð48:13Þ

This variance contains the information of both signal of interest and noise, yet
we need the variance of pure noise for the thresholding process. Considering that
signal of interest is concentrated in a small subset of the IMF points, the standard
deviations of noise in the first two IMFs can be estimated by a robust estimator:

r̂ðkÞ ¼ median jimfkðjÞjð Þ=0:6754; k ¼ 1; 2 ð48:14Þ

It is of dubious validity to use Eq. (48.14) to extract the noise variance for high
order IMFs. The variances of the noise in high order IMFs are calculated by
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V̂ðkÞ ¼ qð2H�2Þðk�2Þ
H V̂ð2Þ ¼ qð2H�2Þðk�2Þ

H ½r̂ð2Þ	2; k [ 2 ð48:15Þ

The standard deviation or variance can be calculated by Eqs. (48.14) and
(48.15) and the thresholds can be evaluated by (48.12).

Soft-thresholding and hard-thresholding are both commonly used schemes for
threshold de-noising. It seems that soft-thresholding surpasses hard-thresholding in
maintaining the continuity of signals. However, soft-thresholding generates biased
outputs, which might result in additional error sources in certain conditions. Hence,
hard-thresholding is preferred for the proposed EMD threshold de-noising method:

im~fkðjÞ ¼
imfkðjÞ; jimfkðjÞj [ Tk

0; jimfkðjÞj � Tk

(

ð48:16Þ

In fact, for de-noising it is not necessary to accomplish complete EMD when
the residue rn becomes a monotonic function or a function with only one extre-
mum since noise mainly exits in low order IMFs. Thresholding on the first five or
six IMFs is enough for real inertial data.

48.3.3 Calculation and Analysis

The dynamic inertial data used here are collected with a tactic-grade IMU mounted
in a vehicle. This IMU consists of three gyroscopes and three accelerometers with
the sample frequency of 100 Hz.

We implement INS mechanization algorithms to obtain position solutions. The
following three schemes are designed in INS computations:

Scheme 1: Original inertial data is used in the mechanization;
Scheme 2: Wavelet threshold de-noised inertial data is used in the mechanization.
The wavelet base function is db8;
Scheme 3: EMD threshold de-noised inertial data is used in the mechanization.

De-noising in Scheme 2 and Scheme 3 is implemented only in X-gyro data and
Z-accelerometer data for explicitness. The estimated Hurst parameter of the gyro is
0.885 and that of accelerometer is 0.4474.

Longitude Errors of the three schemes are showed in Fig. 48.4. The Compar-
ison of RMS and maximum values (MAX) of the errors is presented in Table 48.2.

From the above results, we can see that:

1. Wavelet threshold de-noising reduces the influence of white noise in inertial data,
improving the positioning accuracy. However, this improvement is relatively
tiny, since classical wavelet thresholding has underlying white noise assumption.

2. The proposed EMD threshold de-noising method outperforms wavelet thresh-
old de-noising. EMD thresholding is based on fGn, which is utilized as the
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model of sensor errors. By appropriate estimation of the Hurst parameter value,
EMD thresholding can suppress the damage of time-correlated colored noise.

3. The corresponding position errors grow with time without outside assistance.
Besides the remaining errors in X-gyro and Z-accelerometer after de-noising,
errors in other unprocessed sensors and other error sources are also the causation.

48.4 Conclusions

The prevalent wavelet threshold de-noising has many disadvantages in de-noising
inertial sensor errors. This paper has proposed the EMD compulsive de-noising
method for static conditions and the EMD threshold de-noising method for
dynamic conditions.

Fig. 48.4 Longitude errors

Table 48.2 Comparison of RMS for the de-noising results

RMS(arc sec) MAX(arc sec)

Longitude Latitude Longitude Latitude

Scheme 1 43.901 12.661 99.418 26.623
Scheme 2 43.242 12.014 97.828 24.963
Scheme 3 36.987 7.924 81.623 15.265
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The EMD compulsive de-noising method can overcome the methodology
unavailability of the wavelet threshold de-noising method in static situations and
can effectively control the effects of exceptional noise.

Fractional Gaussian noise represents the correlation of noise and serves as the
basis of the EMD threshold de-noising method. This new EMD threshold de-
noising method estimates the threshold of every order of IMFs adaptively,
reducing random inertial errors effectively and improving the accuracy of INS and
GNSS/INS. As white noise is a special case of fGn, so the proposed EMD
thresholding method can be used in de-noising both white noise and colored noise.
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Chapter 49
A Novel BD-2 RTK/Binocular Vision
Navigation Solution for Automated Aerial
Refueling

Yaqing Liu, Yulong Song and Baowang Lian

Abstract Automated Aerial Refueling (AAR) is a significant approach to improve
sail distance, endurance and load of aircrafts, thus there is a wide range of needs in
the military and civilian fields. The article presents a novel navigation solution for
‘‘Probe-and-drogue’’ air-refueling styles. Entire navigation process is divided into
three steps. Firstly, tanker and receiver utilize BD-2 (Beidou-2 Navigation Satellite
System) Real-Time Kinematics (RTK) to get closer at long-distance. Secondly,
they utilize RTK/Binocular Vision Integrated Navigation to keep step with each
other at mid-distance. Finally, at short-distance the Binocular Vision is used to
keep tracking precisely. The RTK here is Dynamic to Dynamic Real time Dif-
ferential Positioning. At last, this paper discusses the accuracy of the proposed
AAR navigation solution, and simulation results are given.

Keywords Automated aerial refueling � RTK � Binocular vision � Integrated
navigation

49.1 Introduction

The two main refueling systems are probe-and-drogue, which is simpler to adapt to
existing aircraft, and the flying boom, which offers faster fuel transfer, but requires
a dedicated operator station [1, 2]. For the flying boom refueling, simply by the oil
machine can have the ability to maintain the relative position and tanker the hard
pipe docking by the operator on the tanker manipulation to achieve. For plug
drogue style refueling the receiver not only has the ability to formation flying, the
need to find refueling drogue independent, real-time informed of the position and
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orientation of the drogue, in order to ensure the successful docking. Dong [3]
presents a novel navigation solution for ‘‘Probe-and-drogue’’ air-refueling styles,
automatic air refueling system structure shown in Fig. 49.1.

Automatic prediction accuracy of the relative position between the plug and
drogue aerial refueling requirements needed to reach 10 cm level. RTK differential
positioning satellite navigation signal carrier phase information, can achieve the
required positioning accuracy, but only through the refueling Cone putting the
receiving device can be installed directly in the terminal nearly into the docking stage
to accurately capture Bushes movement state, which causes consolidated with
security issues. Tanker wing, the tail will hamper the reception of satellite signals, at
the same time there is multipath interference, the satellite signal loss, the electro-
magnetic interference. RTK is only suitable for work in the middle distance range [4].

Binocular visual system does not emit electromagnetic signal, does not get the
interference of the electromagnetic environment, flexible measurement. The
receiver can measure the position of the tanker, can measure the position and
orientation of the drogue docking. However, by the limits of visibility, camera
resolution, it is suitable for working in close range [5].

Two navigation techniques used in combination according to the distance
between the tanker and the receiver, the disadvantage of the two can complement
each other, play to their strengths, and to improve the reliability and availability of
the entire automated aerial refueling navigation systems.

49.2 Dynamic to Dynamic RTK

The traditional RTK technique uses the known location of the fixed reference
station, measuring and advertised receive pseudoranges and carrier phases of the
satellite signals, the rover station uses the differential values of the measured
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values of the local and measured values of the base station, satellite position and
base station position obtaining satellite direction vector, and thereby obtain a
precise relative position.

Since the fixed reference points are generally in the ground, for the aerial
refueling purposes, the distance of the rover station and base station will become
very long, thus will result in two problems: (1) With the growth of the baseline,
Ambiguity time to grow, the accuracy will be reduced; (2) Data link will become
very expensive, unreliable, even impossible to achieve.

In order to solve the relative positioning between the two moving targets
require high precision, we present dynamic to dynamic RTK techniques, the base
station is also set in motion vector, and the solution obtained the dynamic user with
respect to the relative position of the dynamic reference station; and it is called the
dynamic to dynamic RTK relative positioning.

The specific algorithm processes are as follows:

1. Use the pseudo-distance of rover station, make single-point positioning,
H �~X ¼ P which ~X is the initial position, as P pseudorange, H is satellite
vector, HDD is double difference vector.

2. Use the base station and rover station pseudorange and carrier phase calculated
double differential observation ~D.

3. According to the formula H �~b ¼ ~D, the float solution baseline ~b, and the
covariance matrix Q.

4. Based on the covariance matrix Q, the integer ambiguity search.
5. Determine the integer ambiguity fixed solution calculated.

Compared with the traditional RTK technology, an increase of only a single
point positioning, are a mature technology, feasibility good. Position due to the use
of single-point positioning error will affect the results of the baseline solution. The
Research Professor Zhou Zhongmo [6]:

1. Coordinate deviation of the starting point, the impact of the RNSS baseline
vector with the orientation of the baseline, when the baseline change in ori-
entation at 0�–360�, the relative change in amplitude of the above effects, a
maximum of about 20 %.

2. Changes in the starting point coordinate, the RNSS baseline vector, and the
geometric distribution of the satellites measured, for example, the largest value-
added PDOP from 6.7 to 14.2, above the average impact of about 13 %.

3. The start point coordinate changes, the influence on the measured baseline, with
baseline length are closely related, in the most unfavorable case, the impact of
the size estimate, according to the following approximate relationship:

dS ¼ 0:60� 10�7 � b� Dx ð49:1Þ

where dS in the relative positioning error, b is the baseline length, Dx is the
deviation of the initial position. 10 km baseline, when the initial position deviation
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of 10 m, relative positioning error of 0.6 cm. Visible, this deviation for aerial
refueling boot is acceptable, when the baseline becomes short error will be further
decreased.

49.3 Binocular Vision Navigation

Binocular vision guiding idea: in fuel taper pipe end surface placed red, yellow,
green three LED, which constitute an equilateral triangle; install two cameras with
filters in the receiver, to weaken the other environmental light interference; two
cameras real-time recording LED image point and the image feature extraction,
respectively, calculate the center of each color of the LED relative to the three-
dimensional coordinates of the camera; calculated by the coordinates of the three
points position and normal direction to arrive at the refueling the taper pipe
position and posture.

49.3.1 Camera Model

49.3.1.1 Imaging Model

The camera lens is satisfy for the lens imaging formula 1/f = 1/m ? 1/n. Where
f is the focal length of the lens, m is the image distance, n is the object distance.
Actual case, n is often much larger than f, m & f, i.e. the image plane and the
focal plane approximate coincidence. Such lens imaging model can be approxi-
mated with a shown in Fig. 49.2, apertures imaging model instead.

Figure 49.2, Oc is the optical center of the camera lens, the focal length f, for
P1ðx1; y1; z1Þ an object point, to P02ðx2; y2; z2Þ the equivalent image point. The
image of the object compared with the original object, scaling and vertical and
lateral direction opposite. The order of convenience, often in the inverted real
image equivalent as a symmetry and lens, i.e. in the figure equivalent image plane.
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Xc

Oc

Yc

Zc

P1

P2

XI

YI

OI
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Fig. 49.2 Holes imaging
model
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49.3.1.2 Parameter Model

Image plane of the image obtained after the enlargement processing the digital
image, the image point on the image plane (x, y) is converted into a digital image
point (u, v) (pixel coordinates) of the optical axis in the image corresponding to the
intersection of the plane of the image coordinates of markers (u0, v0), then

u� u0 ¼ axx2 ¼ axf ðx1=z1Þ
v� v0 ¼ ayy2 ¼ ayf ðy1=z1Þ

(

ð49:2Þ

Written in matrix form as:

u
v
1

2

4

3

5 ¼
kx 0 u0

0 ky v0

0 0 1

2

4

3

5
x1=z1

y1=z1

1

2

4

3

5 ð49:3Þ

ax ay is the imaging plane of the image plane in the X-axis and Y-axis direction
amplification coefficient ðx1; y1; z1Þ. The scene of the coordinates of the point in
the camera coordinate system, kx ¼ axf is the X-axis direction of the amplification
factor of the amplification factor ky ¼ ayf is the Y-axis direction. Formula (49.3)
within 4 parameters, called the four-parameter model of the camera, the more
commonly used.

Seen by the photography geometric principles, the same image point may
correspond to a number of different points in space. As shown below, all the points
on the straight line OP with the same image coordinates.

When z = f, ðxcf ; ycf ; f Þ point to the image point coordinates of the imaging
spots on the imaging plane. When z = 1, the point ðxc1; yc1; 1Þ for the image point in
the focal length normalization of the coordinates on the imaging plane of the
imaging point. Using the intrinsic parameters of the camera, the imaging of the
image point in the imaging plane focal length normalized coordinates can be
obtained:

xc1

yc1

1

2

4

3

5 ¼
kx 0 u0

0 ky v0

0 0 1

2

4

3

5

�1
u
v
1

2

4

3

5 ð49:4Þ

The focal length normalized image point and the optical axis of the center point
on the imaging plane can be determined scene point to the space where the straight
(Fig. 49.3).

49.3.2 Position Measurement

Shown in Fig. 49.4, the binocular vision use the matching points on the images
collected by the two cameras, and calculate the three-dimensional coordinates of
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the spatial points. The camera intrinsic parameters using a four-parameter model,
respectively Min1, and Min2 said. Relative outside the parameters of two cameras
c1Mc2 with C2 coordinate system is expressed as C1 coordinate system.

By spatial point P the point P in the focal length of the camera C1 of the
normalized coordinates of the imaging plane of the imaging point in the image
coordinates of the camera C1 (u1, v1), can be calculated P1c1ðxc1; yc1; 1Þ as:

x1c1

y1c1

1

2

4

3

5 ¼
kx1 0 u10

0 ky1 v10

0 0 1

2

4

3

5

�1
u1

v1

1

2

4

3

5 ð49:5Þ

Space point P on the optical axis of the camera C1 of the center point
O1ð0; 0; 0Þ and P1c1ðxc1; yc1; 1Þ a line of the linear equation:

x� 0
xc1 � 0

¼ y� 0
yc1 � 0

¼ z� 0
1� 0

¼ t1 )
x ¼ xc1t1
y ¼ yc1t1
z ¼ t1

:

8
<

:
ð49:6Þ

Similarly, from the spatial point P is a point P in the focal length of the camera
C2 normalized coordinates of the imaging plane of the imaging point in the image
coordinates of the camera C2 (u2, v2), can be calculated as:

x2c1

y2c1

1

2

4

3

5 ¼
kx2 0 u20

0 ky2 v20
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u2
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4

3

5 ð49:7Þ

Camera P2c1 C2 coordinate system conversion in the camera C1 coordinate
system of coordinates:

½ x2c11 y2c11 z2c11 1 �T ¼ c1Mc2½ x2c1 y2c1 1 1 �T ð49:8Þ

1 1 1 1( , , )P x y z
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O 1
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Fig. 49.3 Projection of
image points in focal length
normalized plane
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Fig. 49.4 Binocular vision
measurement
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On a straight line in the coordinate system of the camera C1, spatial point P at the
center point O2ðpx; py; pzÞ and P2c1ðx2c11; y2c11; z2c11Þ the point of the optical axis of
the camera C2 constituted px; py; pz. Constituting the location of offset c1Mc2.

x ¼ px þ ðx2c11 � pxÞt2

y ¼ py þ ðy2c11 � pyÞt2

z ¼ pz þ ðz2c11 � pzÞt2

8
><

>:
ð49:9Þ

Formula (49.6) and (49.9) associated Claim can be solved for the three-
dimensional coordinates of a spatial point P in the coordinate system of the camera
C1. Calibration error exists due to the internal and external parameters of the
camera, the two straight lines and sometimes there is no intersection. Therefore in
solving the three-dimensional coordinates of the point P in the coordinate system
C1, it is usually the least squares method [7].

49.4 RTK/Binocular Vision Integrated Navigation

When the distance is far, by the limitations of binocular vision distance, we can not
get the relative position, but with decreasing distance, the precision of binocular
vision is improving, the RTK system is less influenced by the distance, but when
close to the tanker, the signal will be blocked, RTK does not work, and therefore
need integrated navigation of RTK and binocular vision.

As shown below, the article uses a simple weighted average algorithm to the
result of the relative position of the two systems.

~bfinal ¼ a1 �~brtk þ a2 �~bbs

a1 ¼
A2

A1 þ A2
; a2 ¼

A1

A1 þ A2

8
<

:
ð49:10Þ

Which a1, a2 normalized weighting coefficient, A1 is RTK positioning error

estimates, A2 is binocular vision positioning error estimates, ~bfinal is integrate d

positioning results,~brtk is RTK positioning,~bbs is the positioning of the binocular
vision results.

49.5 Simulation

Using Matlab to build simulation environment, designed tanker and receiver track
simulation, Beidou-2 observational data and the acquisition of binocular vision
data were used to calculate the relative position of RTK algorithms and Binocular
Vision Ranging. The combination of binocular vision navigation algorithm and
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RTK algorithms is for positioning results data fusion, the ultimate combination of
navigation results.

49.5.1 Simulation Conditions

1. Itineraries

The relative distance is from 20 km to 20 m, uniform close relative velocity of
10 m/s, and the duration of 1998s. Then, at the relative speed of 1 m/s continues to
approach until a distance of 0 m, the duration of 20 s.

2. Satellite system

BD-2 B1 frequency satellite signals, 5 GEO 2 IGSO, 2 MEO. RTK algorithm
update rate of 1 Hz. Not consider electromagnetic interference, multipath inter-
ference, and satellite signal occlusion.

3. Visual system

The camera resolution is 512 9 512, binocular baseline distance of 0.4 m.

49.5.2 Simulation Results

Based BD-2, the RTK navigation system shown in Fig. 49.5, within the range of
0–20 km, positioning error remains within 7 cm, and with no linear relationship
with the relative distance of the target.

Fig. 49.5 RTK algorithm
relative position error
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As shown in Fig. 49.6, the binocular vision system in a distance of 18 m with
the target range, the positioning error is less than 7 cm, and the error becomes
large with the relative distance of the target increased.

As shown in Fig. 49.7, the integrated navigation system with a target distance
of 20 m like the positioning accuracy with binocular vision and the RTK navi-
gation systems.

Fig. 49.6 Binocular vision
relative position error

Fig. 49.7 Integrated
navigation relative position
error
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49.6 Conclusion

The simulation results show that, in the range of 3–18 m away, the receiver use
binocular vision to capture the target image, make feature extraction, and to obtain
a three-dimensional position coordinates; at the same time get BD-2 navigation
system relative positioning results based RTK technology; final positioning
accuracy obtained by the combination of the two is similar to use separate one, but
we can improve the reliability and availability of the system.

Close than 3 m, binocular vision measurement error is almost zero, when the
satellite navigation system may be blocked or interfered by multipath interference
and other factors.

Outside the range of 18 m, the positioning accuracy of binocular vision system
decreased rapidly, because of camera resolution and aerial visibility limit, we used
alone BD-2 navigation system based RTK technology for navigation at this time.
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Chapter 50
An Adaptive Dual Kalman Filtering
Algorithm for Locata/GPS/INS Integrated
Navigation

Zebo Zhou, Ling Yang and Yong Li

Abstract In modern navigation applications, Inertial Navigation System (INS) is
attractive for integrating with Global Positioning System (GPS). Although tradi-
tional GPS/INS integrated systems can bridge the GPS gaps, the navigation
capability is strongly dependent on the performances of standalone INS. As an
important complementary, a new terrestrial, Radio-Frequency (RF) based, distance
measurement technology ‘‘Locata’’ can provide continuously time-synchronised
ranging signals even in many GPS challenged environments e.g. poor satellite
geometry, signal blockage in suburban, tunnels, high rise buildings canyon. This
paper investigates the integration of Locata, GPS, and INS with a focus on the
loosely-coupled triple integration algorithm. Firstly, the Conventional Kalman
Filtering (CKF) based triple integration of Locata/GPS/INS architecture is
described and briefly discussed. Secondly, to overcome the pitfalls of conventional
Locata/GPS/INS integration algorithm, an Adaptive Dual Kalman Filtering
(ADKF) algorithm is proposed and developed in three stages: (1) To enhance the
reliability of position and velocity (PV) quantities generated from Locata/GPS
integrated sensors, the 1st KF is additionally constructed to reliably estimate the
PV solution before fusing INS sensor. (2) Combining the 15-state INS error model
and the measurements which are the differences between PV solution from the 1st
KF and INS sensor, the 2nd KF is subsequently employed to correct the INS
navigation errors. (3) The final integration solution is reversely used as the feed-
back for precisely estimating the stochastic model (i.e. variance of dynamic and
observation model noise) of the 1st KF. Finally, the real flight experiment is
carried out to demonstrate the efficiency and validity of Locata/GPS/INS inte-
gration algorithms. The results show that: (1) Conventional GPS/INS integration
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performs well but its accuracy dramatically decreases when GPS signals are
unavailable for a short period. (2) Augmented by Locata, GPS/INS produces
tolerable results in whole experiment even without aiding of GPS. (3) By addi-
tionally operation of the 1st KF and adaptively estimating its stochastic model with
feedback of integration solution, ADKF achieves more accurate and reliable
position, velocity and attitude (PVA) solution than CKF.

Keywords INS error � Locata/GPS/INS integration � Adaptive Kalman filtering �
Stochastic model

50.1 Introduction

GPS provides the real-time precise position and velocity (PV) information suitable
for most land, marine, and aircraft navigation applications [1]. However, it still faces
challenges in ensuring continuity of service in urban areas due to, e.g., blockages of
GPS signals, low carrier-to-noise density and multi-path including reflection and
diffraction, which would limit GPS’s ability to deliver the required level of avail-
ability, accuracy and reliability of positioning [2, 3]. The traditional means of
overcoming the gaps in navigation coverage due to satellite signal blockages is to
use other complementary navigation technologies. Integrating GPS with INS is
implemented mainly to overcome the limitations of each navigation sensor and
improve the overall system performance. However, there are still many problems for
INS application, e.g., scale factor nonlinearities, misalignment, high noise and
temperature varying biases. Therefore, regular calibration using external aiding
sources is essential to control the growth of INS errors [4]. However, GPS signal
interruptions frequently occur in canyons or tunnels. In such cases, the accuracy of
INS without external correction will heavily be degraded with time, thus compro-
mising integrated system accuracy and integrity [5]. Although the non-holonomic
constraints can be applied, it only provides reliable solutions for longer periods in the
absence of GPS [5, 6]. Another approach for preventing the errors from growing in
adverse GPS condition is the use of backward smoothing techniques, e.g. the Rauch-
Tung-Striebel (RTS) smoother [7, 8]. Nevertheless, it is an offline processing
algorithm and hard to be applied in real-time navigation. Therefore, an auxiliary
sensor system is required to substantially augmented GPS/INS navigation [5]. The
Locata approach deploys a network of round-based transceivers that cover an area
with strong time-synchronised ranging signals and provides the seamless and reli-
able navigation results by integrated with GPS/INS [9, 10].

Kalman filtering (KF) is extensively used for carrying out the solutions in
integrated navigation systems. The operation of KF relies on the proper definition
of a functional model and a stochastic model [11, 12]. Unfortunately, this is
difficult in Locata/GPS/INS navigation, e.g. insufficient observation redundancy,
time-variant noise, manoeuvrings, thus the un-modelled errors in either state or
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observation model may cause the suboptimum even divergence of filter. A great of
researches have been investigated to solve the problems with adaptive KF tech-
niques [13–17], which are developed to estimate the optimal adaptive factors by
innovations estimation to make the filter residuals covariance consistent with their
theoretical covariance estimated with present information and residuals. Generally,
adaptive factors are usually developed under a basic assumption that the current
information should be reliable, which is not always true in real-time navigation.

To overcome the pitfalls of conventional Kalman filtering (CKF) in Locata/GPS/
INS integration, a dual Kalman filtering integration architecture is designed to
enhance the strength of integration model and the adaptive technique is further
proposed in real time to reasonably adjust the covariances of dynamic and obser-
vation model noise. The paper is organised as follows: an overview of conventional
Locata/GPS/INS integration algorithm is presented in Sect. 50.2. In Sect. 50.3, an
adaptive DKF algorithm for triple integration of Locata/GPS/INS is proposed and
developed in three stages. The real flight experiment is carried out to demonstrate the
efficiency and validity of our proposed algorithm compared with the conventional
algorithm in Sect. 50.4. Finally, conclusions are given in Sect. 50.5.

50.2 Conventional Locata/GPS/INS Loosely Coupled
Integration Algorithm

50.2.1 Integration Architecture

The most common Locata/GPS/INS integration mode is known as loosely-coupled
integration (see Fig. 50.1) in which the Locata/GPS derived PV solution is inte-
grated with the INS derived navigation solution. GPS/Locata provides the PV for
real-time correction of the inertial sensor errors as well as the navigation parameters
of INS. In order to obtain the real-time navigation results in one KF, both dynamic
model and observation model should be reasonably established beforehand.

50.2.2 Integration Estimation

A linear dynamic model and an observation model are involved in the KF,

xk ¼ Uk;k�1xk�1 þ wk ð50:1Þ

lk ¼ Akxk þ ek ð50:2Þ
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where the subscripts denote the epoch number; x is the state vector to be estimated,
l is the measurement vector; w and e are the dynamic and observation model noise
with the zero means and the covariance matrices of Rw and R, respectively; U is
the state transition matrix of the (k - 1)th epoch to the kth epoch; A is the design
matrix connecting the state vector with the observation vector. The sequential
formulae in KF are given,

�xk ¼ Uk;k�1x̂k�1 ð50:3Þ

R�xk ¼ Uk;k�1Rx̂k�1U
T
K;k�1 þ Rwk ð50:4Þ

Kk ¼ R�xk A
T
k AkR�xk A

T
k þ Rk

� ��1 ð50:5Þ

x̂k ¼ �xk þ Kk lk � Ak�xkð Þ ð50:6Þ

Rx̂k ¼ I � KkAkð ÞR�xk ð50:7Þ

where I is the identity matrix with same dimensions of R�xk ; �xk and R�xk denote the
predicted state vector and its covariance matrix, respectively; Kk is the gain
matrix; x̂k and Rx̂k are the posterior KF estimate and its covariance matrix.

Fig. 50.1 The flowchart of conventional loosely-coupled Locata/GPS/INS integration
architecture
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50.3 Adaptive DKF Algorithm for Locata/GPS/INS
Integrated Navigation

50.3.1 Integration Architecture

Although the conventional Locata/GPS/INS integration algorithm is easy and
convenient to implement, it still has two evident disadvantages:

1. No observation redundancy in either Locata or GPS, which significant
decreases the reliability of PV solutions, which may lead to wrong corrections
to INS.

2. The covariances of Locata/GPS are set as the experienced values, which
degrades the accuracy and may lead to divergence of KF. Thus it is not suitable
to be applied in the time-variant navigation environments.

In order to overcome the two disadvantages above, an adaptive dual Kalman
filtering (ADKF) algorithm based Locata/GPS/INS architecture is proposed (see
Fig. 50.2). The 1st KF is used to integrate the Locata and GPS outputs together
with a dynamic model. Compared with Fig. 50.1, the dynamic model, to some
extent, not only enhances the reliability of Locata/GPS with a prior dynamic
assumption, but also improves the accuracy of PV if the dynamic model is

Fig. 50.2 The flowchart of ADKF based loosely-coupled Locata/GPS/INS integration
architecture
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adequately described the motion behaviours of moving objects. Using the PV
solution from 1st KF, the 2nd KF is further employed to correct INS errors and
obtain the final navigation solution. In the context of (2), the final integrated
solution is used as feedback for estimating the variance of dynamic and obser-
vation model noise of the 1st KF. In the next subsection, the estimation procedure
of ADKF algorithm for Locata/GPS/INS integration is conducted and discussed in
details.

50.3.2 Estimation Procedure

According to the aforementioned ADKF architecture of Locata/GPS/INS inte-
gration, three stages are included in integration estimation procedure as follows.

Stage 1: 1st Kalman filtering based Locata/GPS integration

To enhance the model strength and improve the navigation accuracy, the dynamic
model which describes the motion behaviours of moving objects is constructed for
Locata/GPS integration as,

x1
k ¼ U1

k;k�1x1
k�1 þ w1

k ð50:8Þ

where the superscript ‘‘1’’ denotes the 1st Kalman filtering index; the PV state

x1
k ¼ rT

k vT
k

� �T
; rk and vk are three dimensional position and velocity column

vectors respectively; U1
k;k�1 ¼

1 Dt
0 1

� �
� I3�3 and Dt denotes interval of two

consecutive epochs; w1
k � 0;Rw1

k

� 	
.

The observation model of Locata/GPS integration is formed as,

l1
k ¼ A1

kx1
k þ e1

k ð50:9Þ

where l1
k ¼ rgps

k

� �T
vgps

k

� �T
rloc

k

� �T
h iT

and the superscript of PV state denotes

the output source, i.e. GPS and Locata; A1
k ¼

I6�6

I3�3 j 03�3

� �
, e1

k � 0;R1
k

� �
. Then the

Locata/GPS integration state x̂1
k and its covariance Rx̂1

k
are trivially estimated in the

1st KF with Eqs. (50.3)–(50.7).

Stage 2: 2nd Kalman filtering for INS integrated with GPS/Locata outputs
INS state error equation modelling

Error states vector with fifteen dimensions are involved in the 2nd KF, i.e. posi-
tion, velocity and attitude (PVA), gyro drift and accelerator bias in three com-
ponents respectively. For convenience in calculation, the WGS-84 coordinate
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frame which is an Earth-Centred-Earth-Fixed (ECEF) coordinate frame (e-frame)
is chosen and symbolized as ‘e’ for the superscript in the following content. Then
the state error differential equations are established as [4],

_x2 ¼ Hx2 þ w2 ð50:10Þ

where x2 ¼ drT dvT dhT dT bT
� �T

a d denotes the error; w2 is the process
noise; Define a and b as the time correlation parameters of gyro and accelerometer
respectively, and then the coefficient matrix H is,

H ¼

03�3 I3�3 03�3 03�3 03�3

Ne �2Xe
ie �Fe 03�3 Re

b
03�3 03�3 �Xe

ie 03�3 Re
b

03�3 03�3 03�3 �aI3�3 03�3

03�3 03�3 03�3 03�3 �bI3�3

2

66664

3

77775
ð50:11Þ

where Ne relates to gravity parameters; Fe and Xe
ie are the anti-symmetric matrices

of stress and earth rotation respectively; Re
b denotes the strapdown matrix from

body frame to e frame. By expanding Eq. (50.10) to 1st order, we obtain the
following discrete form of error state model,

x2
k ¼ U2

k;k�1x2
k�1 þ w2

k ð50:12Þ

where the superscript ‘‘2’’ denotes the 2nd Kalman filter index; the transition
matrix U2

k;k�1 � I15�15 þHDt and the co-variance of process noise is Rw2
k
� DtQk;

Qk denotes the spectrum density of process noise.

Observation model

If INS is aided by the outputs from 1st KF of GPS/Locata integration, the
observation model relating to error state can be established based on the differ-
ences between GPS/Locata solution and INS only solution,

l2
k ¼ A2

kx2
k þ e2

k ð50:13Þ

where l2k ¼
B1x̂1

k � rins
k

B2x̂1
k � vins

k

� �
, B1 ¼ I3�3 03�3½ � and B2 ¼ 03�3 I3�3½ �;

A2
k ¼

I3�3 03�3 03�9

03�3 I3�3 03�9

� �
; the observational noise e2

k � 0;R2
k

� �
, and

R2
k ¼ Rx̂1

k
þ

Rrins
k

03�3

03�3 Rvins
k

� �
. And then the Locata/GPS/INS integrated solution is

calculated by Eqs. (50.3)–(50.7).

50 An Adaptive Dual Kalman Filtering Algorithm 533



Stage 3: Feedback to local sensors
PVA correction for INS

With the INS error state estimated by the 2nd KF, the final navigation can be
corrected and expressed by,

xk ¼ x3
k þ Bx2

k ð50:14Þ

where x3
k ¼ rins

k

� �T
vins

k

� �T
hins

k

� �T
h iT

are computed according to INS mech-

anization in e-frame; B ¼ I9�9 09�6

06�9 I6�6

� �
and xk are the final PVA solution at

epoch k. Here the gyro and accelerometer measurements are not corrected in real
time, because either the low-cost INS sensor or lack of sufficient Locata/GPS data
will wrongly estimate errors of INS sensor, thus conversely degrade the accuracy
of INS measurements.

Estimating the variance of GPS/Locata observation model noise

Since no observation redundancy for both GPS and Locata in the loosely-coupled
integration mode, the variance of observation model noise should be reasonable to
reflect the contribution of GPS and Locata data. Considering the independence of GPS
and Locata observation, the variance matrix of observation model noise consists of,

R̂k ¼
R̂

gps

k 06�3

03�6 R̂
loc

k

" #

ð50:15Þ

where R̂
gps

k and R̂
loc

k are the estimated covariance matrices of GPS and Locata
observation noise respectively. If we replace the true PV values with the final PV
solution which is of course more accurate and reliable than 1st KF solution, the
variance of GPS/Locata can be reliably estimated by further employing previous
n epochs with following equations,

R̂
gps

k ¼

Pk�1

i¼k�n

1 l1i�x̂ið Þ l1i�x̂ið ÞT MT
1

� �

n 03�3

03�3

Pk�1

i¼k�n

M2 l1i�x̂ið Þ l1i�x̂ið ÞT MT
2

� �

n

2

6664

3

7775
ð50:16Þ

R̂
loc

k ¼

Pk�1

i¼k�n
M3l1

i �M1x̂i

� �
M3l1i �M1x̂i

� �T

n
ð50:17Þ

where the design matrices are,

M1 ¼ I3�3 06�6½ �;M2 ¼ 03�3 I3�3 03�3½ �; M3 ¼ 06�6 I3�3½ �
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Estimating the variance of dynamic model noise

In real navigation applications, the dynamic model noise in 1st KF is time-variant
with the dynamic characteristic, thus it is very essential to reliably estimate its
covariance in real time as well. According to Eq. (50.4), it can be easily rewritten as,

Rw1
k
¼ R�x1

k
� U1

k;k�1Rx̂1
k�1

U1
k;k�1

T ð50:18Þ

and similar to observation noise variance estimation, R�x1
k

can be approximately
estimated by,

R�x1
k
¼ M4x̂k � �x1

k

� �
M4x̂k � �x1

k

� �T ð50:19Þ

where M4 ¼ I6�6 06�3½ �, By further use of the time window, the variance of
dynamic model noise is derived by,

R̂w1
k
¼

Pk�1

i¼k�n
M4x̂i � �x1

i

� �
M4x̂i � �x1

i

� �T�U1
i;i�1Rx̂1

i�1
U1

i;i�1
T

h i

n
ð50:20Þ

It should be noted that the right side of Eqs. (50.18) and (50.20) may result in a
negative Rw1

k
. To guarantee the positive definite property, an alternative way to

estimate the R̂w1
k

is conducted as follows,

w1
k ¼ x1

k � U1
k;k�1x1

k�1 ð50:21Þ

Rw1
k
¼ E w1

k w1
k

� �T
h i

¼ E x1
k � U1

k;k�1x1
k�1

� 	
x1

k � U1
k;k�1x1

k�1

� 	T
� �

ð50:22Þ

E 	ð Þ denotes the expectation operator. By substituting x1
k with M4x̂k, Eq. (50.22) is

approximated as,

R̂w1
k
� M4x̂k � U1

k;k�1M4x̂k�1

� 	
M4x̂k � U1

k;k�1M4x̂k�1

� 	T
ð50:23Þ

and Eq. (50.23) in a time-window can be calculated by,

R̂w1
k
¼

Pk�1

i¼k�n
R̂w1

i

� 	

n
ð50:24Þ

50.4 Experiment and Analysis

The flight test was conducted on October 17, 2011 from Bankstown Airport,
Sydney to Cooma Airport, which is located in the southern part of New South
Wales, Australia. In order to test and evaluate our triple integration system
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composed by GPS, Locata and INS, the flight trial in this paper was focused on the
area around Cooma. The LocataNet consisting of six LocataLites was set up to
cover the flight test within this area. The locataNet and analysed the trajectory are
shown in Fig. 50.3. The aircraft used for the flight test was a Beech Duchess
aircraft from the Department of Aviation, UNSW. The devices used in the test
include one Leica dual-frequency GPS receiver, one NovAtel SPAN-CPT GPS/
INS system, two meteorological measurement devices and two Locata rover units.
In addition, data from three GPS reference stations was also collected. The GPS
and Locata data sample rates were both 10 Hz. The IMU measurement rate was set
to 100 Hz. The KVH’s IMU is embedded in the SPAN-CPT, and the Design
Quality Indicator (DQI) provided by the manufactures is listed in Table 50.1. All
the measurements from Locata and INS are synchronised with GPS time. To
correct the level arm effects among GPS, Locata and INS, we decide to com-
pensate the antenna positions of Locata and GPS to the centre of INS by using the
position and attitude solution of INS.

The pseudorange measurements of GPS and Locata are used to produce the PV
solutions. The post-processing solutions resolved by Leica Geo Office (LGO)
software with carrier phase measurements are chosen as the reference values. Rw1

was selected as same as Ref. [18] and Rw2 was chosen according to Table 50.1.
The window length for variance estimation is set as 5. For intuitive expression, the

Fig. 50.3 LocataNet
configuration in the Cooma
area and flight trajectory

Table 50.1 Technical
parameters of INS

Technical parameters DQI of KVH’s IMU

Acc bias 50 mg
Acc scale factor 4,000 ppm, 1r
Acc random walk 55 lg/sqrt(Hz), 1r
Gyro bias 20 degree/h
Gyro scale factor 1,500 ppm, 1r
Gyro random walk 0.067 degree/sqrt(h), 1r
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navigation results in e frame have been all transformed to local frame ENU (East-
North-Up) for latter comparisons.

To demonstrate that Locata is an essential and efficient alternative when GPS
signal is blocked or interfered, a short period (600–800 s) blockage of GPS signal
is simulated in the experiment. Figure 50.4 shows the trajectories of reference,
CKF based GPS/INS and CKF based Locata/GPS/INS. It can be seen that in most
of the time, both trajectories of GPS/INS and Locata/GPS/INS are consistent with
reference. However, in GPS blockage region (ellipse with dash line area), the
trajectory of GPS/INS gradually deviates from reference as time elapsing (clearly
shown in Fig. 50.5); while Locata/GPS/INS can resist the influences by GPS signal
blockage and still continuously provide the reliable solutions which coincide with
reference trajectory very closely in whole experiment.

In order to further demonstrate the performances of triple integration algorithms
of Locata/GPS/INS, two schemes are employed and computed for comparison.

Scheme 1: CKF based GPS/Locata/INS integration in Sect. 50.2 (see Fig. 50.1).
Scheme 2: ADKF based GPS/Locata/INS integration in Sect. 50.3 (see Fig. 50.2).

The PVA differences between these two schemes and reference are shown in
Figs. 50.6, 50.7, 50.8, where the blue dots are the results for CKF and the red dots
are the results for ADKF. The Root Mean Squared Errors (RMSE) of Scheme 1
and 2 calculated by (50.25) are presented in Table 50.2.

RMSE Kð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPq
i¼1 Ki � Ki0ð Þ2

q

s

; K 2 E;N;U;VE;VN ;VU ; pitch; roll; yawf g

ð50:25Þ

Fig. 50.4 Trajectories of
reference, GPS/INS and
Locata/GPS/INS
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Fig. 50.5 The ENU errors of GPS/INS (blue dot) and Locata/GPS/INS (red line)

Fig. 50.6 Position errors of CKF (blue dots) and ADKF (red dots)
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Fig. 50.7 Velocity errors of CKF (blue dots) and ADKF (red dots)

Fig. 50.8 Attitude angle errors of CKF (blue dots) and ADKF (red dots)
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where q is the number of all observed epochs; Ki and Ki0 denote the estimated
single element of PVA solution and reference value at epoch i.

It can be seen from the figures and the table that (1) in general, ADKF provides
the more reliable and stable PVA solution than CKF. (2) Accuracy of the PVA
solution computed by ADKF is significantly improved in comparison with CKF,
with maximum in north position (42.6 %), up velocity (60.3 %), yaw (46.8 %). (3)
Due to lack of direct observations related with attitude errors, roll, pitch and yaw
angles are more probably affected by unreliable PV derived from Locata/GPS
sensors. Evidently, the 1st adaptive KF in ADKF greatly enhances the reliability of
the PV solution which is the input of 2nd KF. Thus more robust attitude angles are
achieved by ADKF in comparison with that of CKF. (4) Position solution in
vertical direction (i.e. up) is worse than that in horizontal direction (i.e. east and
north) for both CKF and ADKF. This is because the LocataLites in the LocataNet
are set up in a narrow range at the vertical direction, which leads to very week
geometry constraint in this direction. It indicates that the configuration of the
LocataNet is very crucial for the performances of the integrated system.

50.5 Concluding Remarks

In summary, an adaptive dual Kalman filtering (ADKF) algorithm is proposed and
developed for Locata/GPS/INS integration in three stages: (1) The 1st KF is
established to enhance the reliability of PV solution from Locata/GPS. (2) The 2nd
KF corrects the INS errors with the outputs of the 1st KF. (3) The final integration
solution is used as feedback for estimating variances of dynamic and observation
model errors. The real flight experiment is carried out to demonstrate the efficiency
and validity of our proposed algorithm against the conventional Kalman filtering
(CKF) algorithm. The results show that: (1) GPS/INS integration performs well
but its accuracy dramatically decreases when GPS signals are unavailable for a
short period. (2) Augmented by Locata, CKF produces tolerable results in whole
experiment even without aided by GPS. (3) By constructing the dynamic model
and estimating the variances of Locata/GPS dynamic and observation model noise
with feedback of navigation solutions, ADKF can achieve more accurate and
reliable PVA solution than CKF.

Table 50.2 RMSE of PVA for CKF and ADKF

Scheme Position error (m) Velocity error (m/s) Attitude angle error (degree)

East North Up East North Up Pitch Roll Yaw

CKF 0.9918 0.5002 4.3883 0.0616 0.0457 0.0578 0.1220 0.0652 0.6903
ADKF 1.0729 0.2870 3.3366 0.0333 0.0241 0.0227 0.0800 0.0641 0.3670
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Chapter 51
The Timing Equation in X-Ray Pulsar
Autonomous Navigation

Qingyong Zhou, Jianfeng Ji and Hongfei Ren

Abstract The timing equation is the basic theory of dealing with the observable
data of pulsar. The pulse timing model is studied; With analyzing the existing
conclusions about timing equations, the transformation equation of pulsar photon
time of arrive in 1PN approximation is derived, and the classic transformation
equations are compared with; the transformation of the proper time from the
spacecraft to TCB is also obtained.

Keywords: SSB � Pulse timing model � Crab pulsar � Time delay of gravity

51.1 Foreword

X-ray pulsar, especially millisecond pulsar has strong flux density of radiation and
extremely stable rotation frequency [1]. The autonomous navigation of spacecraft
is achieved when receiving the signals from at least four pulsars in different
direction so the X-ray pulsar autonomous navigation gets the great international
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attention. Since July 2004, the DARPA of USA has started to carry out ‘‘X-ray
Source-based Navigation for Autonomous Position Determination (XNAV)’’, the
other countries had the similar plans [2].

Timing equation is the basic theory of dealing with the observable data of
pulsar, whose accuracy has the direct influence on the capacity of the autonomous
navigation for spacecraft, and the refinement of pulsar’s parameters in the XNAV
[3]. For reaching the accurate solutions of pulsar navigation, the high precision
timing equation is need to be established by analyzing all effects which can be
modelled in timing data correctly [4]. The accuracy of timing equation improves
with the development of the academic level and precision of observational
equipments. Their researches of the early scientists mainly focused on the cor-
rection of the TOA of photons recorded by the ground-based telescope for getting
higher precision observable data [1]. As the upgrade of observation equipment and
the development of signal processing technology, the general relativity effects
become to be a necessary considered factor, and establishing the timing equation
in the relativistic framework is the precondition of high-precision dealing with
observable data. For dealing the data of the radio telescope on the Earth and the x-
ray data of satellites in space, some foreign experts analyzed all geometry and
relativistic effects in the propagation of pulsar signal, derived and established the
expression of the applied timing equation, developed the corresponding data
processing software [5–9]. For achieving high-precision pulsar navigation, Dr.
Sheikh derived the timing equation including higher relativistic effect, and com-
pared with the other timing equation [10]. Meanwhile, the experts in our nation did
a lot of studies on an astrometry parsing to the timing data of pulsar [4, 11],
deriving the transformation equation of TOA (time of arrival) of pulsar signal
including the higher relativistic effect [2, 3, 12, 13] In addition, most of milli-
second pulsars belong to the binary systems, the timing equation for the pulsar in
the binary system becomes more complicated by mainly considering the relativ-
istic effects of the companion and using different theories of orbit dynamics to
model the orbit of pulsar [14], this content about the pulsar in binary systems is not
discussed in this paper. However, the timing equation, whose correctness is
questioned [4, 12], used in research by most of the domestic scholars mainly refers
to the equation derived by Dr. Sheikh, Meanwhile, the precision of difference
timing equations is different, some can not meet with the desire of high-precision
pulsar navigation. By analyzing the existing studied conclusions, we derived in
detail the timing equation for pulsar navigation in 1PN approximation, developed
the software which can deal with the timing data accurately.

51.2 The Timing Equation of X-ray Pulsar Navigation

The basic principle of x-ray pulsar autonomous navigation is similar to one of
satellite navigation system. If the spacecraft can receive the signals from 4 pulsars
in different direction, its position and clock error can be resolved. The process of
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calculation is that TOA of photons received by spacecraft should transform to the
origin defined by pulse timing model, the difference equation is made up with the
TOA value predicted by this timing model. The process dealing with the timing
data is the foundation of achieving the high-precision solution of pulsar naviga-
tion, obviously, the timing equation mainly includes three parts: pulse timing
model, the transformation equation of TOA, the transformation from the proper
time to TCB.

51.2.1 Pulse Timing Model

X-ray pulsar can be used to achieve autonomous navigation for spacecraft, these
levels of performance require accurate pulse timing models that can predict the
pulse phase over an extended time, so the fundamental premise is that pulsar has
the extra stable rotation motion which can be predict with very high precision.
Owing to the spinning motion of pulsar has high stable inherent law, the spinning
mechanism of pulsar can be modeled. The timing model is often represented as the
total phase of all photon accumulated during the observable time, the total phase
UðtÞ can be described as the sum of fractional part /ðtÞ and integer cycle NðtÞ:

UðtÞ ¼ /ðtÞ þ NðtÞ ð51:1Þ

Based upon the characteristics of an individual pulsar, including its pulse fre-
quency, f ; and derivatives, a pulse timing model can be created based upon total
phase as

UðtÞ ¼ Uðt0Þ þ f � ðt � t0Þ þ
1
2

_f � ðt � t0Þ2 þ
1
6

€f � ðt � t0Þ3 þ oðvf Þ ð51:2Þ

The pulse timing model of Eq. (51.2) is also known as the pulsar spin equation,
or the pulsar spin down law. In this equation, the observation time, t; is the
coordinate time of arrival of the signal phase, and t0 is a chosen reference epoch
for the model parameters, U t0ð Þ is the total phase at the initial epoch t0: Higher
order frequency derivatives may be required to accurately characterize some
pulsars or pulsars within binary system have even further complicated pulse timing
models that incorporate the pulsar orbital period. The great significance of pulse
timing model is that can accurately predict the phase of a photon over an extended
time, so in the pulsar navigation, the precision of pulse timing model directly
affects the performance of navigation.

In order to initially create accurate pulse timing model as in Eq. (51.2),
analytical methods must be defined that represent how to precisely note and deal
with time of each photon arrival. Subsequent observations utilize these same
methods to accurately achieve each TOA of photon. Meanwhile in order to reduce
the complexity of these analytical methods, it is important to time the pulsar
observations within an inertial reference frame that is stationary with respect to the
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pulsar’s frame. For many observations in solar system, the common frame utilized
is the barycentric coordinate frame in solar system, the reference time scale for
these observations is the barycentric Coordinate Time (TCB), the origin of this
frame is SSB. For pulsar timing, these pulse timing models are often described to
be valid at the origin of SSB frame, the process of pulsar navigation requires that
time of photon arrival be transferred from the spacecraft to the SSB. According to
the law of gravitation, the proper time should be converted to TCB.

51.2.2 TOA Transformation of Photon

For achieving autonomous navigation of spacecraft based on the X-ray pulsar, we
should accurately transfer time of photon arrival from spacecraft to the SSB,
geometric and relativistic effects must be included in this transfer. These effects
account for the difference in light-ray path from a pulsar to the detector’s and to
the model’s location. The light ray paths can be determined using the existing
theory of general relativity and the known effects of the solar system. The equation
from this theory relates the emission time of photons that emanate from a pulsar to
their arrival time at a spacecraft and define the path of the photons traveling
through curved space time. For a X-ray photon, its path has zero spacetime interval
in traveling from the pulsar to the spacecraft and are referred to as null geodesics.
From the theory of general relativity, the expression of the null geodesics can be
expressed as:

ds2 ¼ �c2ds2 ¼ g00c2dt2 þ 2
X3

j¼1

g0jcdtdx j þ
X3

i¼1

X3

j¼1

gijdxidx j ¼ 0 ð51:3Þ

In a week—gravitational field and nearly flat space, which is appropriate for the
solar system, a Post-Newtonian metric tensor is suitable and can be expressed to
second order of the total gravitational potential within the system. The Post-
Newtonian metric tensor that meets the linear superposition principle is recom-
mended in the resolution of the 24th IAU [2, 15]:

g00 ¼ �1þ 2U

c2
� 2U2

c4

g0i ¼ �
4
c3

Ui

gij ¼ dij 1þ 2
c2

U

� �
ð51:4Þ

The total gravitational potential U ¼
Pp

i¼1

GMi
ri
; acting on the spacecraft clock is

the sum of the gravitational potentials of all the bodies in the solar system. U; Ui
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are the scalar potential and vector potential of gravitational field in solar system
respectively, the vector potential is too small to be ignored [12].

The delay produced by interstellar gravitational field will be essentially
constant over tens of years of data and need not be modeled, and the effects of un-
homogeneous sphere of all bodies in solar system are not discussed. Along the null
geodesic paths of photons the space time interval equals zero, the space-time
interval, ds, has been shown in 1PN approximation to be:

ds2 ¼ �c2ds2 ¼ � 1� 2U

c2

� �
c2dt2 þ 1þ 2U

c2

� �
dx2 þ dy2 þ dz2
� �

¼ 0 ð51:5Þ

Using a binomial expansion, this relationship is valid to order (1/c2) as,

cdt ¼ 1þ 2U�
c2

� �
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2 þ dy2 þ dz2

p
ð51:6Þ

By integrating Eq. (51.6) along the path of photons traveling, an algorithm can
be developed to determine the relationship between the time of photons trans-
mitted from pulsar and the time of these received by spacecraft. The Geometry of
the path of a photon is shown in Fig. 51.1. We choose a reference frame that is at
rest relative to the barycenter of solar system, the origin is the center of mass of the
Sun. The coordinates are oriented that the pulsar, receiver, and Sun are in the x-y
plane, the Z-axis is determined by right-hand rule. We let the coordinates of the

pulsar be D
*

¼ DX ; dð Þ at the instant when the photons are emitted.
The bending effects which produced by bodies other than the Sun is negligible,

so the spatial trajectory may be determined by considering the effect of Sun alone.
In the gravitational field of the Sun, light-like geodesics satisfy [7]:

d2y

d2x
¼ 2

GMs

c2

o

oy
x2 þ y2
� ��1=2 ð51:7Þ

Y

Spacecraft

pulsar

p

kM

D 

SUN

kd d

X

Fig. 51.1 Geometry of the path of photons originating at pulsar, passing through the curved
space-time and arriving spacecraft
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where GMs is heliocentric gravitational constant, c is the speed of light in vacuum.
The solution of this equation, to first order in the perturbation of the path from a
straight line and subject to the initial condition dy=dx ¼ 0; y ¼ d at x ¼ Dx :

y ¼ d þ 2
GMs

dc2
� D� x2 þ d2

� �1=2þ x� Dxð ÞDx

D


 �
ð51:8Þ

where Dx is the component of D that projecting to the X-axis, D is the magnitude
of ~D: Differentiation of Eq. (51.8) gives:

dy

dx
¼ 2GM

dc2

Dx

D
� x

x2 þ d2ð Þ1=2

" #

ð51:9Þ

Because the travelling path of photons are in the XY plane, therefore, z ¼ 0; the
total coordinate time of flight of the photons can be calculated by integrating
Eq. (51.6) along the path:

c
Z tp

tsc

dt¼
Z Dx

Px

1þ 2GMs

x2þy2ð Þ1=2�c2
þ
X

k 6¼S

2GMk

x� xMkð Þ2þd2
k

� �1=2
�c2

þ2G2M2
S

d2c4

Dx

D
� x

x2þd2ð Þ1=2

" #2
0

B@

1

CAdx

ð51:10Þ

where, tp is the coordinate time of a photon emitted by pulsar, tsc is the coordinate
time of the same photon received by the spacecraft. GMk is the gravitational
constant of bodies in solar system, xMk is the X-axis component of distance from
body Mk to the center of mass of the Sun, dk is the vector of distance that body Mk

is away from the travelling path of a photon, can be seen in Fig. (51.1).ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xSc � xMKð Þ2þ d2

k

q
¼ pk; is the position of spacecraft relative to the body Mk; and

xSC � xMKj j ¼~n �~pk:~n is the unit vector of pulsar’s position.
The time that photon passes through the curved space-time by Integrating each

component in Eq. (51.10):

cðtp� tscÞ ¼~n � ð~D�~pÞ� 2
PS

k¼1

GMk
c2 ln ~n�~pkþpk

~n�~DkþDk

� �
þ 2G2M2

s
d2c4 :

~n�~D
D

� �2
�~n � ð~D�~pÞþ 2ð~n �~DÞðpD� 1Þþ~n � ð~D�~pÞ� d � arctan ~n�~D

d

� �
� arctan ~n�~p

d

� �� �
 �

ð51:11Þ

where~p is the position of spacecraft relative to SSB at the instant that the photon
arrives the detector. ~Dk is the position of body Mk relative to the pulsar, p, Dk is the
magnitude of the corresponding vector. The Eq. (51.11) gives the relationship
between the coordinate time of photons emitted by pulsar and their arrival coordi-
nate time at spacecraft. The last term in this equation is the second-order effect of
deflection of the path of photons due to the Sun, this term are typically small (\1 ns),
can be considered negligible. SSB is the center of gravitation in solar system, the
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small difference caused by transformation between the proper coordinate frame of
pulsar and the solar system coordinate frame also can be ignored, and we suppose
that the gravity field don’t make any change in a few decade, so the total coordinate
time of flight of the photons is the sum of the propagation time of the photons in
vacuum and the Shapiro delay of all bodies in solar system. Some scaling factor must
be included to insure the argument of the logarithmic term of Shapiro delay term is
no units, the logarithmic arguments are scaled by dividing 1 AU.

c tp � tSSB

� �
¼~n � ~D� 2

XS

k¼1

GMk

c2
ln

~n � ~Dk þ Dk

AU

 !

ð51:12Þ

The effects of deflection due to the Sun are considered negligible. The trans-
formation between the TOA at spacecraft and TOA at SSB can be achieved by
subtracting Eqs. (51.12) from (51.11).

c tSSB � tSCð Þ ¼ �1 �~n �~p� 2
XS

k¼1

GMk

c2
ln

~n �~pk þ pk

AU

� �
ð51:13Þ

In Eq. (51.13), to accurately transfer from tSC to tSSB; the geometric and rela-
tivistic effects must be included in this process, these effects account for the
difference between the same photon arrival the spacecraft and the SSB. In practice,
whether in the process that dealing with the data in radio observations at the
ground-based station or the autonomous navigation of spacecraft, the described
component included in the data are subtracted, the law is found in the residual and
the appropriate model can be created, then the parameters of model are resolved.
In other words, both the timing equations used in the observation of telescope and
in the navigation of spacecraft are same in essence.

The further modification should include the knowledge of the change in posi-
tion of the pulsar. Assuming a constant proper motion of pulsar, V ; ~D0 is the
position of pulsar at T0; Dt is the time of reception elapsed since T0

c tSSB � tSCð Þ ¼ �1 � ~n �~pð Þ þ 1
2D0

~n�~pj j2� 1
D0

~V �~p
� �

� ~V �~n
� �

� ~n �~pð Þ
� 

Dt

� 2
XS

k¼1

GMk

c2
ln

~n �~pk þ pk

AU

� �
:

ð51:14Þ

A lot of transformation equations of TOA which are similar to the Eq. (51.14),
are derived by a great many of scholars, whose main difference focuses on the
Shapiro delay term in equation [1–12]. The equation of the Dr. Sheikh’s thesis is in
great dispute. Ignoring the effects of gravitational bending caused by solar system
and proper motion of pulsar, the equation of sheikh is converted to the symbolic
system of this paper:
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c tSSB � tSCð Þ ¼ �1 �~n �~p� 2
XS

k¼1

GMk

c2
ln

~n �~pk þ pk

~n �~bk þ bk

� �
ð51:15Þ

where~bk is the position of bodies Mk in the solar system relative to SSB, bk is the

magnitude of~bk :~pk ¼~bk þ~r; ~r is the position of spacecraft relative to the SSB, r
is the magnitude of~r: The equation is derived by Sheikh:

c tSSB � tSCð Þ ¼ �1 �~n �~p� 2
XS

k¼1

GMk

c2
ln

~n �~r þ r

~n �~bk þ bk

þ 1

� �
ð51:16Þ

In the process that Eq. (51.16) derived by Sheikh from Eq. (51.15), Sheikh uses
the condition pk ¼ bk þ r in error, while, in fact, bk þ r [ pk: the Eq.(51.15) is
used in his later parper[10]. Compared with the Eqs. (51.13) and (51.15), the
difference between them is the gravitational delay of SSB, SSB is the center of all
mass in solar system, also is the center of gravity of the solar system. The TOA at
SSB calculated by using Eq. (51.15) includes the effects of the gravitational delay
of SSB, meanwhile, SSB is often in the Sun, the Shapiro delay at SSB is not a
observed data. As discussed in previous section, the location of pulse timing model
is SSB in vacuum, the equation of TOA transfer is not a concept of differentiation,
the true process is that the geometric and relativistic effects of photons arrived at
the Earth than SSB is considered, the corresponding model is built up and its effect
is deducted from the origin data. In fact, either the tempo2 software dealing with
the observational data on the ground or the Heasoft software dealing with the data
of RXTE satellite is such.

51.2.3 Accurate Transformation from the Proper Time
of Spacecraft to TCB

It should be remembered, however, that Eq. (51.14) only relates time coordinates
to space coordinates, whereas the quantities that are actually observed are ter-
restrial proper times in X-ray pulsar autonomous navigation; so, we should derive
the relationship that relates terrestrial proper time to coordinate time.

For the spacecraft around the Earth, the spacecraft’s position ~rOS; _~rOS

� �
is the

sum of position and velocity of the center of the Earth ~rOE; _~rOE

� �
and the position

and velocity of the center of the spacecraft relative to the center of the Earth

_rES; _~rES

� �
:

~rOS ¼~rOE þ~rES

~vOS ¼ _~rOE þ _~rES

ð51:17Þ
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At the same time, the gravitational potential U ~rð Þ at the spacecraft is the sum of
the potential of the Earth UE ~rOEð Þ and the potential of the rest of the solar system
US ~rOSð Þ: We then expand US ~rOSð Þ in a Taylor series about the center of the Earth
and keep only the leading term in the expansion, the neglected terms in the Sun’s
and Moon’s gravitational fields will be less than 10�16 in the space around the
Earth [7].

U ~rð Þ ¼ US ~rESð Þ þ rUS �~rOE þ UE ~rOEð Þ: ð51:18Þ

The effect of the acceleration of the Sun is ignored, the gradient of US is equal

to €~rES: Can be seen in the equation of the null geodesics:

ds ¼ 1� U

c2
� v2

2c2

� �
dt ð51:19Þ

We supposed that the corresponding coordinate time is t0 while the proper time
of spacecraft clock is s0: Considering the Eqs. (51.17) and (51.18), thus Eq.
(51.19) becomes

s� s0 ¼ t � t0

� 1
c2

Z t

t0

US ~rESð Þ þ €~rES �~rOE þ _~rES � _~rOE þ UE ~rOEð Þ þ v2
ES þ v2

OE

2

� �
dt

ð51:20Þ

The trajectory of the Earth around the Sun is elliptical orbit with the effect of
conservative force only considered. The higher order inhomogeneity of the rev-
olution of the Earth is considered negligible, the following equation can be derived
by the energy integral equation:

v2
ES ¼ lS

2
~rES
� 1

aES

� �
¼ 2US �

lS

aES
ð51:21Þ

where lS ¼ GMS ¼ US �~rES the gravitational constant of the Sun is, aES is the
semi-major axis of an ellipse that the Earth runs around the Sun.

Meanwhile,

d

dt
~rES �~vESð Þ ¼ v2

ES � US ~rESð Þ ð51:22Þ

so

US ~rESð Þ þ v2
ES

2
¼ 3

2
lS

aES
þ 2

d

dt
~rES �~vESð Þ ð51:23Þ

The trajectory of the spacecraft around the Earth is also elliptical orbit, the
similar result can be achieved by the same method:
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UE ~rOEð Þ þ v2
OE

2
¼ 3

2
lE

aOE
þ 2

d

dt
~rOE �~vOEð Þ ð51:24Þ

where lE ¼ GME the gravitational constant of the Earth is, aOE is the semi-major
axis of an ellipse that the spacecraft runs around the Earth.

Using the Eqs. (51.23) and (51.24) into (51.20), the integration of Eq. (51.20)
gives:

Ds ¼ 1� 3
2c2
ð lS

aES
þ lE

aOE

� �
Dt � 1

c2

_~rESðt0 þ DtÞ �~rOEðt0 þ DtÞ þ 2ð~rOEðt0 þ DtÞ �~vOEðt0 þ DtÞ

þ~rESðt0 þ DtÞ �~vESðt0 þ DtÞ

0

BB@

1

CCA

2

664

3

775

þ 1
c2
ð _~rESðt0Þ �~rOEðt0Þ þ 2ð~rOEðt0Þ �~vOEðt0Þ þ~rESðt0Þ �~vESðt0ÞÞ
h i

ð51:25Þ

where Ds ¼ s� s0; Dt ¼ t � t0:
The first term at the right of the equal in Eq. (51.25) is the secular effect, the

second term is the periodic effects including the orbital motion of satellite and the
orbital motion that the Earth run around the Sun. In the actual application of
engineering, for avoiding the long-term drift of the spaceborne clock relative to the
timescale of TCB, the frequencies of the spaceborne clock should be adjusted
before the launch of spacecraft. We supposed that the reference frequency of the
spaceborne clock is f0, the adjustment of frequency is

f ¼ ð1� kÞf0 ð51:26Þ

If the non-linear change of the clock of spacecraft is considered negligible, so

k ¼ 3
2c2

lS
aES
þ lE

aOE

� �
; for the trajectory of GPS satellites, k ¼ 1:509788796367�

10�8 is adapted from using the astronomic constant of the criterion in IERS2003
[15]. We supposed that the reference frequency of spacebrone clock is 10:23 MHz,
the adjustment of frequency before launch of spacecraft is 0:154451 Hz:.

It should be noted that the gravity of the other bodies need to consider while the
spacecraft is far away from the Earth and the effect of gravity of Earth is small.
When the spacecraft comes into the radius of action of other planet, the effect of
gravity of this body is mainly considered.

The trajectory of most spacecrafts in motion is the elliptic orbit, while the one
of some satellites may be hyperboloidal and parabolic orbit for some purpose [16].
The timescale transformation equation for them will be given directly and not be
deduced in detail.

For the clock in the hyperboloidal orbit, the transformation between the proper
time and TCB timescale is:
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s ¼ 1� 3
2c2

lS

aES
� lE

aOE

� �� �
t � 1

c2
_~rES �~rOE þ 2 ~rOE �~vOE þ~rES �~vESð Þ

� �

ð51:27Þ

For the clock in the parabolic orbit, the transformation between the proper time
and TCB timescale is:

s ¼ 1� 3
2c2

lS

aES

� �
� t � 1

c2
_~rES �~rOE þ 2~rES �~vES � 22

ffiffiffiffiffiffiffiffiffiffiffi
lE �~p

p
tan

f

2
� tan

f0
2

� �� �

ð51:28Þ

where ~p is the semi-diameter of the parabolic orbit, f is the true anomaly of
spacecraft at coordinate time t; f0 is the true anomaly of spacecraft at initial time t0:

51.3 Conclusion and Discussion

The X-ray pulsar autonomous navigation has the great value of the important
academic studies and the applications of engineering. This paper mainly studies
the timing equation of X-ray pulsar navigation. The purpose of the timing equation
is that transforms the TOA of spacecraft to the time arrived at SSB, while SSB is
not the center of dynamics in solar system, the position of SSB can not be mea-
sured by observing the big bodies. Meanwhile, SSB does not have the corre-
sponding actual celestial body so that does not have the property of observability,
only can be calculated by the heliocentric position and the mass distribution of
each body, whereas, the space distribution of mass of bodies can not be determined
accurately. In other words, the precision of SSB position is also a question need to
consider in pulsar navigation. For the people on the Earth and the spacecraft near
the Earth, we hope that the origin of pulse timing model is defined at the center of
the mass of Earth for weakening the effect of position errors of pulsar. Is it very
effective that the pulse timing model is built by such idea? The answer to this
question is that such pulse timing model can predict very correctly and the stan-
dard pulse can keep steady or not for a long time.
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Chapter 52
X-Ray Pulsar Signal Detection Based
on Time–Frequency Distributions
and Shannon Entropy

Lu Wang and Luping Xu

Abstract A new algorithm based on time–frequency distribution and Shannon
entropy in S transform domain is proposed for accurately and fast detecting pulsar
signals in this paper. The bounds on the expected value of Shannon entropy of
white Gaussian noise are derived. Based on these constant signatures, the optimum
threshold detection algorithm based on the ROC curve is employed to detect pulsar
signals. Finally, the experimental results show that the proposed method has high
detection rate, fast processing speed and low requirement for temporal resolution.

Keywords Pulsar navigation detection � Shannon entropy � S-transform �
Time–frequency distribution

52.1 Introduction

X-ray pulsar navigation (XPNAV) is a new astronomical autonomous navigation
technology [1], which exploits portable X-ray detectors to receive the X-ray
emission from pulsars. Because of the long distance from the earth and X-ray noise
interference from the space background, most of the received X-ray pulsar signals
are neglected [2]. Therefore, the detection of X-ray pulsar signal plays an
important role in pulsar deep space autonomous navigation system.
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At present, Taylor FFT algorithm is widely used for the detection of pulsar
signal [3], which uses Fourier transform for noncumulative observed data directly
and calculates its power spectrum also; then, harmonic power superimposition is
conducted repeatedly, which intends to find out a frequency bin with higher
energy. Finally, the frequency point is tested by time-domain energy accumulation
method. The most important issue of this method is heavy calculation burden. By
reducing the amount of the observation data, computational complexity can be
reduced, meanwhile low signal-to-noise ratio (SNR) and the false detection [4] by
harmonic interference can be caused also. Therefore, the pulsar search technique
based on power spectrum estimation cannot provide a real-time pulsar search to
the spacecraft space for navigation and positioning system. In order to overcome
the problem in frequency-domain algorithm, we present a detection algorithm
based on Shannon entropy for time–frequency distributions (TFDs) in this paper,
the detected signal in the new method is the cumulative pulse profile rather than
the noncumulative observed data.

The concept of entropy for TFDs is proposed by Williams et al. [4] and
Aviyente et al. [5, 6] have extended it and proposed some detection algorithms
based on entropy for Cohen’s class TFDs of random signal, these algorithms
construct a joint energy probability density function based on quadratic time–
frequency transform, for the limitations on the result of time–frequency transform
and the entropy’s definition, only the Rayleigh entropy can be constructed from
Cohen’s class TFDs. However, bilinear time–frequency distributions for Cohen
class are nonlinear, in which exists the cross-term for muti-component signals,
some false signals may be produced by the cross-term, such as the Wigner-Ville
distributions for complicated signals are meaningless [7]. Because the cumulative
pulse profile of pulsar is constructed by a linear superposition of multiple Gaussian
components [8], bilinear time–frequency transform for Cohen class cannot be used
for analyzing the pulsar signal.

Compared with Cohen’s class bilinear TFDs, S transform (ST) is a linear time–
frequency transformed without the cross-term, which integrates the advantage of
short-time window Fourier transform and wavelet transform, and possesses many
good properties [9]. In this paper, we introduce a detection method based on
Shannon entropy in S transform domain. The detection algorithm is based on the
fact that Shannon entropy of a signal plus noise is always less than the entropy of
the noise itself. First,we review the basic definition of Shannon entropy for TFDs.
Then in Sect. 52.3, we derive the bounds on the expected value of the Shannon
entropy of white Gaussian noise; combined with the experimental analysis, the
optimum threshold detection algorithm based on a receiver operating character-
istics (ROC) curve is proposed. In Sect. 52.4, we illustrate the performance of this
detection algorithm and compare it to the Taylor FFT algorithm. Finally, a con-
clusion of the optimum threshold detection algorithm based on the ROC curve is
summarized.
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52.2 Shannon Entropy for Time-Frequency Distributions

S transform is proposed by the American geophysicist Stockwell et al. [9], which
is a Fourier transform in time window, S transform for continuous function u(t) can
be expressed as:

S sð ; f Þ ¼
Z 1

�1
uðtÞxðs� t; f Þ e�i2pft dt ð52:1Þ

xðs� t; f Þ ¼ fj j
ffiffiffiffiffiffi
2p
p eð� f 2 ðs�tÞ2 =2Þ ð52:2Þ

where xðs; f Þ is a Gaussian window function, f is the frequency, s and t are time
variables and s is the center of the Gaussian window function.

The expression for discrete S transform is:

S m; n½ � ¼
XN=2�1

l¼�N=2

U lþ n½ � e�ð2 p2 l2 = n2Þ eði2plm=NÞ; n 6¼ 0

S m; 0½ � ¼ 1
N

XN�1

p¼0

u½p�
ð52:3Þ

where m represents time, n represents frequency and U[n] is the Fourier transform of
u(t). Formula (52.3) shows that discrete S transform can be calculated by means of
FFT and convolution theorem, the calculated result is a complex time–frequency
matrix. In addition, S transform is a linear operation, which meets the linear
superposition principle and has many characteristics such as lossless invertibility,
high time–frequency resolution and so on.

The essence of Cohen’s class Bilinear TFDs is distributing the energy of signal
in time–frequency plane, however, the essence of S transform is decomposing
signal into the weighted sums of basic components which are concentrated in the
time domain and frequency domain. Thus, in order to meet the form of the power
spectrum, we define matrix P as the power spectrum of signal in S transform
domain, its expression is:

P ¼ S � S� ð52:4Þ

Where � represents Hadamard product of two matrices.
All elements in power spectrum matrix P are nonnegative, so its normalized

joint energy probability density function is defined as

Pnor sð ; f Þ ¼ S sð ; f Þ � S� sð ; f ÞR R
S sð ; f Þdsdf �

R R
S� sð ; f Þdsdf

ð52:5Þ
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Z Z
Pnor sð ; f Þdsdf ¼ 1

Pnor sð ; f Þ 2 ½0; 1�; 8 s; f
ð52:6Þ

Due to Pnor(s, f) satisfying formula (52.6), Shannon entropy for TFDs can be
calculated by Pnor(s, f), the formula is defined as

HðPnorÞ ¼ �
Z Z

Pnor sð ; f Þ log2 Pnor sð ; f Þdsdf ð52:7Þ

52.3 Detection Algorithm

52.3.1 Bounds on Shannon Entropy

Shannon entropy for TFDs in discrete-time is defined as

HðPnorÞ ¼ �
XM�1

m¼0

XN�1

n¼0

Pnorðm; nÞ log2 Pnorðm; nÞ

Pnorðm; nÞ ¼
Sðm; nÞ � S�ðm; nÞ

PM�1

m¼0

PN�1

n¼0
Sðm; nÞ � S�ðm; nÞ

ð52:8Þ

where m and n represent discrete time and discrete frequency respectively.
In this section, bounds on the expected value of Shannon entropy for TFDs of

white Gaussian noise will be derived, the bounds will be derived for general TFDs
with arbitrary size.

It is known that uniform distribution has the maximum entropy value, similarly
to the uniform distribution in time–frequency plane, therefore, Shannon entropy
for the uniform distribution in time–frequency plane provides the upper bound on
the expected value of Shannon entropy. For a uniformly distributed two dimen-
sional random vector, its Shannon entropy is given as follows:

H Punið Þ ¼ �
XM�1

m¼0

XN�1

n¼0

1
M � N

log2
1

M � N

� �

¼ log2 M � Nð Þ
ð52:9Þ

where Puni is the uniform probability density function, M is the number of fre-
quency points and N is the number of time points. Therefore, inequality (52.10) is
true for all Puni.

E½H Pnorð Þ�\ log2 M � Nð Þ ð52:10Þ
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To derive the lower bound for the expected value, we have to make use of
Jensen’s inequality. It is well known that � log2 x is a convex function, so that we
can exchange the order of the exception operator and the logarithm function in
E[H(Pnor)] to obtain the following inequality.

E½HðPnorÞ� ¼ � E½
XM�1

m¼0

XN�1

n¼0

Pnorðm; nÞ log2 Pnorðm; nÞ�

� �
XM�1

m¼0

XN�1

n¼0

E½Pnorðm; nÞ� log2 E½Pnorðm; nÞ�
ð52:11Þ

Where E[Pnor(m,n)] in inequality (52.11) can be expressed as

E½Pnorðm; nÞ� ¼E
Sðm; nÞ � S�ðm; nÞ

PM�1

m¼0

PN�1

n¼0
Sðm; nÞ � S�ðm; nÞ

2

6664

3

7775

¼ E½Sðm; nÞ � S�ðm; nÞ�

E½
PM�1

m¼0

PN�1

n¼0
Sðm; nÞ � S�ðm; nÞ�

ð52:12Þ

Inequality (52.11) indicates that the lower bound for the expected value is the
right-hand side of inequality (52.11). For the lower bound’s expression,
E[Pnor(m,n)] must be calculated out, the derivation process is described in the
following details.

Sðm; nÞ ¼
XN�1

p¼0

uðpÞ n

N
ffiffiffiffiffiffi
2p
p e�

n2ðm�pÞ2

2N2 e�
i2ppn

N ð52:13Þ

E uðiÞu�ðjÞ½ � ¼ r2dði� jÞ ð52:14Þ

As is known, formula (52.13) is a kind of expression for discrete S transform,
and formula (52.14) is the autocorrelation function of the white noise with mean
zero and variance r2: Combining formulas (52.13) and (52.14), the power spec-
trum expectation of white Gaussian noise based on S transform can be derived as
follow

E½Sðm; nÞ � S�ðm; nÞ�

¼ E½
XN�1

p¼0

XN�1

q¼0

uðpÞu�ðqÞ n2

2pN2
e�

n2ðm�pÞ2þn2ðm�qÞ2

2N2 e�
i2pnðp�qÞ

N �

¼ d2

2pN2

XN�1

p¼0

n2e�
n2ðm�pÞ2

N2

ð52:15Þ
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It is well known that the distribution for the power spectrum expectation of
white Gaussian noise based on S transform is 1

2 Pmeanv2
2 [10], where Pmean is a mean

background spectrum of white Gaussian noise, which can be expressed as

Pmeanðm; nÞ ¼
d2n

2
ffiffiffi
p
p

N
ð52:16Þ

Then, the denominator of formula (52.12) is simplified as

E½
XM�1

m¼0

XN�1

n¼0

Sðm; nÞ � S�ðm; nÞ�

¼ E½
XM�1

m¼0

XN�1

n¼0

1
2

Pmeanðm; nÞv2
2�

¼
XM�1

m¼0

XN�1

n¼0

1
2

Pmeanðm; nÞEðv2
2Þ

¼ d2

2
ffiffiffi
p
p

N

XM�1

m¼0

XN�1

n¼0

n

¼ d2MðN � 1Þ
4
ffiffiffi
p
p

ð52:17Þ

Formula (52.15) divided by formula (52.17) is E[Pnor(m,n)], its expression is

E½Pnorðm; nÞ� ¼

d2

2pN2

PN�1

p¼0
n2e�

n2ðm�pÞ2

N2

d2MðN�1Þ
4
ffiffi
p
p

¼
2
PN�1

p¼0
n2e�

n2ðm�pÞ2

N2

ffiffiffi
p
p

MN2ðN � 1Þ

ð52:18Þ

In Eq. (52.19) can be obtained by substituting Eq. (52.18) into the right-hand
side of inequality (52.11)

E½HðPnorÞ� � �
XM�1

m¼0

XN�1

n¼0

½
2
PN�1

p¼0
n2e�

n2ðm�pÞ2

N2

ffiffiffi
p
p

MN2ðN � 1Þ� log2½
2
PN�1

p¼0
n2e�

n2ðm�pÞ2

N2

ffiffiffi
p
p

MN2ðN � 1Þ� ð52:19Þ

Then, the right-hand side of inequality (52.19) is the lower bound on the
expected value of Shannon entropy of white Gaussian noise.

As it can be seen, the lower bound on the expected value is independent of the
variance of the noise, but related to the size of time–frequency matrix only. This is
an expected result since Shannon entropy is invariant under the random time shift
frequency modulations and amplitude scaling in the signal.
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52.3.2 Experimental Analysis of Shannon Entropy for TFDs

In this section, both white Gaussian noises and cumulative profiles of pulsar signal
are analyzed through investigating the relationship between theirs Shannon
entropy with theirs corresponding sampling point number in time domain, SNR,
and the bounds on Shannon entropy, respectively. These analyses provide theo-
retical base for the detection algorithm in the next section.

The bounds on Shannon entropy for TFDs of white Gaussian noise are given for
different sizes of TFDs in Table 52.1. Taking 100 white Gaussian noises as
samples under the same conditions of sampling point number in time domain and
SNR, calculating the average value of noise samples’ Shannon entropy, the results
shown in the left graph of Fig. 52.1. In a similar way, the average value of
cumulative profiles of pulsar signal samples’ Shannon entropy are shown in the
right graph of Fig. 52.1. We consider a cumulative pulse profile of pulsar
B0531+21 in our experiment. All pulsars used in this paper are from the ATNF
EPN database.

From left graph of Fig. 52.1, we may know that the average value of noise
samples’ Shannon entropy is independent of SNR, but related to the size of time–
frequency matrix only, the reason is that Shannon entropy is invariant under the
scaling of amplitude. Right graph of Fig. 52.1 indicates that with a fixed size of
time–frequency matrix, Shannon entropy of cumulative profiles of pulsar signal
reduces as the SNR increases; under the same condition, the average Shannon
entropy of noise is greater than the average Shannon entropy of cumulative
sequence containing pulsar signal, this provides the theory basis for the detection
algorithm; Left graph of Fig. 52.1 and Table 52.1 indicate that Shannon entropy of
noise is closer to the upper bound, so that the upper bound can provide reference
for decision threshold selection in the detection algorithm.

52.3.3 Detection Algorithm Based on Optimum Threshold

The detection of cumulative sequences is a binary detection, which involves the
following hypothesis test

Table 52.1 Bounds on Shannon entropy for TFDs of Gaussian white noise in different size

M 9 N Upper bound (bits) Lower bound (bits)

32 9 17 9.087 5.459
64 9 33 11.044 6.324
128 9 65 13.022 7.255
256 9 129 15.011 8.231
512 9 257 17.006 9.233
1024 9 513 19.003 10.253
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H0 : xðmÞ ¼ uðmÞ; m ¼ 0; 1; 2; . . .;N � 1
H1 : xðmÞ ¼ sðmÞ þ uðmÞ; m ¼ 0; 1; 2; . . .;N � 1:

ð52:20Þ

Where x(m) represents a cumulative profile of pulsar signal, s(m) represents a
standard profile of pulsar, and u(m) represents a white Gaussian noise.

Shannon entropy for TFDs of x(m) is calculated according to formula (52.8), the
result is denoted by H(CX). In line with the experimental results of Sect. 52.3.2, the
decision rule of the detection algorithm is given as

HðCxÞ

H0

[
\
H1

c ð52:21Þ

Where c is the decision threshold, let EH and EL are the upper bound and the lower
bound respectively, while c [ [EL, EH].

The detection result of the present algorithm is related to c only. Section 52.3.2
shows that although Shannon entropy of noise is irrelevant to SNR, Shannon
entropy of cumulative sequence of pulsar signal reduces as the SNR increases;
therefore while selecting the decision threshold, both the size of time–frequency
matrix and the SNR of a signal need to be taken into account.

To get the optimum decision threshold, an optimum threshold detection algo-
rithm based on ROC curve is proposed in this paper. First, 1,000 cumulative
sequences containing pulsar signal and noise series are taken as the positive
samples and the negative samples respectively. Shannon entropy for TFDs of
every sample is calculated; Then all samples are detected by different decision
thresholds from formula (52.22), meanwhile both FPR (false positive rate) and
TPR (true positive rate) corresponding to each decision threshold are calculated.
The higher the TPR and the lower the FPR in ROC curve are, the better the
performance of corresponding detector will be, where higher TPR should be
guaranteed firstly in the optimum decision threshold selection; Therefore, formula
(52.23) is used as an index of the optimum decision threshold selection, when J is
the maximum, the consideration to TPR and FPR will be the best; In addition, both
TPR and FPR are considered as the function of c. Finally, the optimum threshold
copt is worked out based on formula (24).
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Fig. 52.1 SNR versus Shannon entropy of Gaussian white noise (left) and SNR versus Shannon
entropy of cumulative pulse profile of pulsar B0531+21 (right)

562 L. Wang and L. Xu



c ¼ aEH ; a 2 ½EL=EH ; 1� ð52:22Þ

J ¼ TPR
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� FPR
p

ð52:23Þ

copt ¼ argmax
c

n
TPRðcÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� FPRðcÞ

p o
ð52:24Þ

52.4 Experiment and Analysis

52.4.1 Experimental Analysis of the Optimum Decision
Threshold

In this section, taking pulsar B0531+21 for example, under the condition of a given
training sample set, the optimum threshold of the detection algorithm is worked
out by Monte Carlo Simulation. Under the same conditions of sampling point
number in time domain and SNR, 1,000 positive samples and negative samples are
taken respectively as the training sample set in experiment, the bounds on Shannon
entropy for the corresponding size of TFD are taken as the interval of decision
threshold. The training sample set is detected by many decision thresholds from
the interval, meanwhile both FPR and TPR corresponding to each decision
threshold are calculated; the corresponding curves are shown in Fig. 52.2. The area
under the ROC curve (AUC) is shown in Table 52.2, we can see from Table 52.2
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Fig. 52.2 ROC curves of training samples under different conditions of SNR and sampling
number. SNR in upper left graph is -3 dB, SNR in upper right graph is 0 dB, SNR in lower left
graph is 5 dB, SNR in lower right graph is 8 dB
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that every AUC is greater than 0.5, therefore the detection performance of every
threshold is better than the random detection’s. Besides, with the increment of
sampling point number in time domain and SNR respectively, AUC increases,
hence, the more the sampling point number and the higher the SNR respectively,
the better the performance of the detection algorithm will be.

Values of J corresponding to different decision thresholds of c in ROC curve are
calculated according to formula (52.23), the results are shown in Fig. 52.3. The
value of c corresponding to the peak value of each curve in Fig. 3 is the optimum
decision threshold copt under a certain conditions of sampling point number in time
domain and SNR. From top to bottom, the value of copt corresponding to each
curve in the two figures is 11.833, 11.999, 12.104 and 13.762, 13.932, 14.061
respectively; the peak value of J in Fig. 52.3 is 0.999,the detection performance of
the corresponding threshold is very good. Comparing left graph of Fig. 52.3 with
right graph of Fig. 52.3, it is shown that the peak value of J increases as SNR
increases when the sampling point number in time domain remains the same,
furthermore, the higher the peak value of J is, the better the detection performance
will be, as a result, the higher the SNR is, the better the performance will be; When
SNR is unchanged, the longer the sampling point number in time domain is, the
higher the peak value of J will be, then the performance of the optimum decision
detection algorithm improved also. In summary, the higher the SNR and the more
the sampling point number in time domain are, the better the detection perfor-
mance corresponding to the optimum threshold of copt will be, meanwhile, under
the same condition of the sampling point number in time domain, the optimum
threshold of copt decreases as SNR increases, when SNR is a constant, the optimum
threshold of copt increases as the sampling point number increases.

Table 52.2 Each AUC of the curves in Fig. 52.2

SNR (dB) 
-3 0 5 8 

32 0.463 0.601 0.649 0.740

64 0.531 0.748 0.952 0.984

128 0.690 0.845 0.960 0.998
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Fig. 52.3 c versus J under different conditions of sampling number. Sampling number in left
graph is 128 and sampling number in right graph is 256
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52.4.2 Experimental Analysis of the Detection Algorithm

Supposing that the optimum thresholds is given, we consider integrated pulse
profiles of pulsar B0531+21 and pulsar J0437-4715 in our detection experiment,
the corresponding results are shown in Fig. 52.4.

It can be seen from Fig. 52.4 that the detection results of the detection algorithm
is rather good, moreover, the detection algorithm has a low requirement for temporal
sampling, when the sampling point number in time domain is equal to 64, the
detection result is still good. Both the noise power spectrum and the individual pulse
power spectrum of pulsar J0437-4715 are shown in Fig. 52.5, it is clear that when
SNR is -5 dB, the power spectrum of the individual pulse is buried in the power
spectrum of noise, however under the same condition of SNR, the detection rate of
the Shannon entropy algorithm in right graph of Fig. 52.4 is relatively good.

Under the same conditions of hardware and software, 1,000 positive samples
and 1,000 negative samples are trained to obtain the optimum threshold by this
algorithm, the optimum threshold training time of this algorithm is 29.2 s, the
signal detection time of this algorithm is 14.8 ms; An observed data containing
2,000 periods is detected by Taylor FFT algorithm, the corresponding detection
time is about 45 s. In comparison with Taylor FFT algorithm,under a certain
condition, the optimum threshold training needs only once, on this basis it needs
about 15 ms only for the detecting of any cumulative sequence under the same
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Fig. 52.4 Probability of detection of the average pulse profiles for PSR B0531+21 (left) and PSR
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condition, but for all observed data containing 2000 periods, the detection times of
Taylor FFT algorithm are about 45 s, therefore the computing time of this
detection algorithm is much shorter than Taylor FFT algorithm’s.

52.5 Conclusion

Time–frequency analysis method is a powerful tool for nonstationary signal
analysis, according to the cumulative profiles of pulsar signal with complex
structure, the optimum decision threshold detection algorithm based on Shannon
entropy for TFDs in S transform domain is proposed in this paper, theory analysis
and experiment show that: (1) the cumulative profiles of pulsar signal with
complex structure can be analyzed by Shannon entropy for TFDs in S transform
domain; (2) on contrast against Taylor FFT algorithm, this detection algorithm has
low requirements for temporal resolution and SNR; (3) the detection speed of this
algorithm is faster than Taylor FFT algorithm’s.
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Chapter 53
On the Agent Localizability of Hybrid
GNSS-Terrestrial Cooperative Positioning

Shiwei Tian, Weiheng Dai, Jiang Chang and Guangxia Li

Abstract Cooperative positioning is a new paradigm around how devices can
cooperate with each other to improve their abilities to compute position. The
problem of whether or not a device can be localized is fundamental for cooperative
positioning. Many efforts have been made to solve the problem of whether or not a
network or a node in the network can be localized in wireless sensor networks.
Nevertheless, existing studies mainly examine the network or node localizability
in 2-dimension space, yet fundamental questions in 3-dimension space remain
unaddressed. In this contribution, we study the agent localizability in hybrid
cooperative positioning, where GNSS information is combined with terrestrial
range measurements through sharing information with other agents in a small scale
group. The results provide a characterization of availability of hybrid positioning
schemes, and lead to a deep understanding of the reasons for why cooperation can
improve the availability.

Keywords Cooperative positioning � GNSS � Localizability

53.1 Introduction

Nowadays, the most widely used positioning and navigation technology is Global
Navigation Satellite System (GNSS). In GNSS, each device estimates its position
individually based on pseudorange measurements taken with respect to multiple
satellites with known positions. Unfortunately, because the received GNSS signal
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is extremely low power, the satellite signals can be easily obstructed. For instance,
GNSS-based techniques fail to provide satisfactory performance due to signal
blockage in many scenarios such as urban terrain, forests, or jungles. At the same
time, GNSS receivers are also susceptible to jamming and unintentional inter-
ference for this same reason [1]. Driven by the success of cooperative techniques
in many research areas, cooperative techniques have been introduced in the
research of positioning and navigation.

Cooperative positioning methods have been recognized as part of an effort to
improve the performance of GNSS receivers in hostile environments, relying on
information exchange and/or direct measurements among devices (also referred to
as agents hereafter). They can be used not only when GNSS is unavailable, but
also in combination with GNSS, in order to improve the performance of posi-
tioning, such as accuracy, availability, time to first fix (TTFF), integrity etc.
Hybrid cooperative positioning is an emerging research topic [2].

In prior work, graph rigidity is found closely related to positioning problem.
Based on rigidity theory, the necessary and sufficient condition for network
positioning was proposed [3], and the concept of node localizability was proposed
to answer the following two questions [4]: First, given a network configuration,
whether or not a specific node is localizable? Second, how many nodes in a
network can be located and which are them? Unfortunately, previous works on
network localizability and node localizability are both in 2-dimension and its
conclusion cannot be applied to the hybrid cooperative positioning.

In this paper, we attempt to answer the question of whether or not an agent can
be localized and why cooperation among nodes can improve the availability. In
contrast to prior works, this paper presents an analysis on the agent localizability in
scenario for small scale cooperative GNSS positioning, under different cases
depending on the measurements between agents. The measurements between
nodes may include one or more of the following:

• Relative position between agents, including distance between agents and rela-
tive bearing between agents.

• Distance between agents. Considering the relative bearing may not be available
in practice, distance between agents is usually considered, besides, IEEE
802.11v defines a protocol to obtain this measurement between two peer WiFi
devices using time-of-flight or calibrated RSS measurements.

• Difference in clock bias between agents. IEEE 802.11v also defines a protocol to
obtain this measurement.

• Difference in altitude between agents. When devices are equipped with altim-
eters, this measurement can be obtained to improve performance. Besides, equal
altitudes can be assumed between agents in some scenarios.
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53.2 Problem Formulation

53.2.1 Scenario Setting

Consider a hybrid GNSS-terrestrial cooperative network including satellite nodes
with known clock bias and known position, anchor nodes with known position but
unknown clock bias, and agents with unknown clock bias and unknown position.
Generally, bias in range measurements from satellite to terrestrial devices is
considered, resulting from imperfect synchronization of device clock with respect
to satellites. Nevertheless, the above bias in terrestrial range measurements is
usually not considered [2]. Figure 53.1 illustrates the scenario for hybrid GNSS-
terrestrial cooperative positioning.

Let M be the set of agents, S the set of satellites, A the set of anchors; denote by
Sm the set of satellites agent m can see, by Am the set of anchors agent m can
communicate with. Positional state of satellite s 2 S, of anchor a 2 A, and of agent
m 2 M, are indicated respectively by xs ¼ ½xs ys zs�, xa ¼ ½xa ya za�,
xm ¼ ½xm ym zm�. The variable bm represents the clock bias of agent m, expressed in
distance units. The information agent m obtained from satellites (denoted by Psm)
and terrestrial anchors (denoted by Ram) and from useful neighboring agents
(denoted by Pm) is denoted by Mm ¼ Psm [ Ram [ Pm, a set of unknowns Um ¼
xm bm½ � for agent m are to be determined.

Fig. 53.1 Scenario for hybrid GNSS-terrestrial cooperative positioning
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53.2.2 Different Models Between Agents

In this subsection, we describe the measurements models among agents in different
cases. In all the cases, the following two types of measurements always exist:

1. Range measurements, i.e., distance between agents and anchors ram ¼
xa � xmk k þ vam:

2. Pseudorange measurements, i.e., distance between agents and satellites
qsm ¼ xs � xmk k þ bm þ vsm.

where the symbol �k k denotes Euclidean distance, m 2 M; a 2 A; s 2 S; vam; vsm

are measurement noise. Without loss of generality, in the following of this paper,
we only discuss on the situation when distance between agents and satellites is
available, and the measurements between agents and anchors will not be
considered.

Based on different intra- and inter-node measurement sensors that agents
equipped, there are several measurement models in accordance with the descrip-
tion in Sect. 53.1.

Case 1: the relative position pmn between agent n and a neighbour agent m can be
measured, pmn ¼ xm � xn.
Case 2: the distance between agent n and a neighbour agent m can be measured.
rnm ¼ xn � xmk k þ vnm, where vnm is measurement noise.
Case 3: the difference in clock bias between agent n and a neighbour agent m can
be measured, Dbmn ¼ bm � bn.
Case 4: the difference in altitude between agent n and a neighbour agent m can be
measured, Dzmn ¼ zm � zn. Besides, it can be supposed that all the agents work on
the same altitude, zm ¼ zn.

53.3 Conditions for Agent Localizability

To determine the solution of unknowns, a well-determined or preferably over-
determined set of equations must be obtained, that is, the set of independent
measurements Mm in the agent m must have greater cardinality than or equal to the
set of unkowns Um in the same agent.

53.3.1 Conventional GNSS Positioning Requirements

In order to determine agent position in the conventional satellite positioning as
shown in Fig. 53.2, pseudorange measurements are made to at least four satellites
resulting in the system of equations qsm ¼ xs � xmk k þ bm þ vsm.
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There are three methods to solve the nonlinear equations, i.e., closed-form
solutions, iterative techniques based on linearization and kalman filtering [5].
Given four measured pseudoranges, a position-bias pair almost always exists
which exactly satisfies all four pseudorange equations. There are many previous
works focusing on the exact solutions and the question of solution uniqueness. In
the following of this paper, we discuss whether or not the unknowns can be
resolved, and the uniqueness of the solutions will be our focal point in future
works.

53.3.2 Cooperative Positioning Requirements
for Two Agents

Using the conventional multilateration requirements as a starting point, the cor-
responding set of requirements for cooperative positioning between two agents can
be established. Cooperative positioning between two agents represents the situa-
tion where one or both of the agents cannot see at least four satellites and then
cannot obtain its position state individually. In this situation, the two agents can
cooperate with each other, including the several cases in Sect. 53.2.2 to jointly
solve the unknowns. In practice, the relative bearing may not be available, thus we
only discuss on situations from the later three cases in the following.

Scenario 1, that case 2 and case 3 in Sect. 53.2.2 are satisfied. In this
scenario, distance and difference in clock bias between the two agents can be
measured, thus there are 7 parameters in the set of unknowns for the system. From
this perspective, a condition for agent localizability in this scenario can be set.

Condition 1: To obtain the positional state of the two agents in this scenario, it
is necessary that at least 7 measurements can be obtained in the system.

Unfortunately, this condition is necessary but not sufficient to guarantee that
there is only one possible agent position estimate. Just as illustrated in Fig. 53.3c
and d, both of the two cases have 7 measurements, but never of them can be localized.
That is because each agent have 4 unknowns to be solved, only one of them can be
shared by the two agents, still 3 unknowns are remaining and should be solved
depend on its own measurements from satellites and the other agents. Actually, in the

Fig. 53.2 Conventional
positioning: an agent can be
located by no less than four
satellites

53 On the Agent Localizability of Hybrid GNSS-Terrestrial Cooperative Positioning 571



two cases, the measurements are not independent so that independent measurements
are less than 7. To avoid the above problem, an additional condition is set.

Condition 2: To obtain the positional state of the two agents in this scenario, it
is necessary that each agent can obtain at least 3 measurements.

Figure 53.3a and b satisfy both condition 1 and condition 2, and they can be
localized. Condition 1 and condition 2 are individually necessary but jointly
sufficient to guarantee that the two agents in scenario 1 can be localized. It is noted
that the satellites observed by the two agents can be the same. Here is an example
for Fig. 53.3a, when the two agents are in a canyon, they observe the same three
satellites, and then they can cooperate to obtain their position state. The other
example for Fig. 53.3b, one agent is outdoors with four satellite measurements to
obtain its position, while the other agent who is nearby indoors can only observe
two satellites, then the indoor agent can cooperate with the outdoor agent to
compute its own position.

Scenario 2, that case 2, case 3 and case 4 in Sect. 1.2 are satisfied. In this
scenario, distance, difference in clock bias and altitude between the two agents can
be measured, thus there are 6 parameters in the set of unknowns for the system.
Similar to scenario 1, two conditions agent localizability in this scenario can be set.

Condition 1: To obtain the positional state of the two agents in this scenario, it
is necessary that at least 6 measurements can be obtained in the system.

Condition 2: To obtain the positional state of the two agents in this scenario, it
is necessary that each agent can obtain at least 2 measurements.

Figure 53.4a and b satisfy both condition 1 and condition 2, and they can be
localized while Fig. 53.4c cannot be localized since it doesn’t satisfy condition 2.
Condition 1 and condition 2 are individually necessary but jointly sufficient to
guarantee that the two agents in scenario 2 can be localized.

53.3.3 Cooperative Positioning Requirements for Three
Agents

Due to the generality between scenario 1 and scenario 2 in Sect. 3.2, we only focus
on scenario 1 (distance and difference in clock bias between the two agents can be

Fig. 53.3 Four basic cases
(as shown in a, b, c and d) in
scenario 1

572 S. Tian et al.



measured) in this section. It is supposed that there are 3 agents in a group that
participate in the cooperative positioning. In this case, there are 3 measurements
among the 3 agents, and 10 unknowns in the system. Thus to solve the position of
the agents, it is necessary that the cardinality of the set of independent measure-
ments combining of the measurements among agents and from satellites is larger
than 10. In the following cases, we only discuss the well-determined case, i.e. the
cardinality of the set of independent measurements is 10.

Figure 53.5 illustrates the four cases that all the agents have no more than 4
satellites. We can declare that in the four cases, the positional state of the system in
Fig. 53.5d cannot be solved, while the other three can be solved. However, like the
two-agent case, the uniqueness of the solutions should be further discussed.

Besides, there are several cases that one agent can observe more than 4 satel-
lites. For example, Fig. 53.6a illustrates one case that one agent observe 5 satel-
lites while the other two agents both observe 1 satellites. In this case, the positional
state cannot be solved, and the reason can be found in Fig. 53.6b, which is derived
from Fig. 53.6a. In Fig. 53.6b, there are 6 unknowns to be solved, unfortunately,
there are only 5 measurements in the system.

Fig. 53.4 Four basic cases
(as shown in a, b, c and d) in
scenario 2

Fig. 53.5 Cases (as shown in
a, b, c and d) that no agent
can observe more than 4
satellites
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In a group consisting of m agents, there are mðm� 1Þ=2 measurements among
agents in total, and 3mþ 1 unknowns in the system. Thus to solve the position of
the agents, it is necessary that the cardinality of the set of independent measure-
ments combining of the measurements among agents and from satellites is larger
than 3mþ 1. Then two fundamental questions must be addressed. First, are the
mðm� 1Þ=2 measurements referred above independent? Second, if the mðm�
1Þ=2 measurements are not independent, then how many independent measure-
ments can we get from them? To answer the first question, we propose Lemma l.

Lemma 1 In a group consisting of m agents, the mðm� 1Þ=2 measurements
among them are not independent when m is larger than some value.

Proof Since difference in clock bias between agents can be obtained, there are
3 m ? 1 unknowns to be solved. Suppose the mðm� 1Þ=2 measurements are
independent, then when mðm� 1Þ=2 � 3mþ 1, i.e., m � 8, the unknowns can be
solved even there is no beacon. This is in conflict with the fact. Therefore, the
mðm� 1Þ=2 measurements among agents are not independent.

Inspired by Lemma 1, the answer to the second question should be further
explored, and this will be our focal points in the future work.

53.4 Conclusion and Future Works

In this paper, we described the scenario setting and measurement model for the
hybrid GNSS-terrestrial cooperative positioning. Cooperation enables agents that
cannot compute positions on their own to compute their positions through sharing
information with other agents. It also allows an agent that does not need coop-
eration to aid another agent that has insufficient measurements to compute its
position alone. We analyzed agent localizability in small scale networks and
explained the reason why cooperation can improve the performance of availability.
Our results provide a characterization of availability of hybrid positioning
schemes, and lead to a deep understanding of the reasons for why cooperation can
improve the availability.

Fig. 53.6 Cases that one
agent can observe more than
4 satellites: (a) can be
converted to (b)
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Several issues we plan to address in future mainly include the uniqueness of
solutions, the localizability for a number of m agents, and simulations or experi-
ments from live data.
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Chapter 54
Precise Maritime Navigation
with a Locata-Augmented Multi-Sensor
System

Wei Jiang, Yong Li, Chris Rizos, Joel Barnes and Steve Hewitson

Abstract This paper investigates use of Locata—a ground signal-based navigation
system—to augment a standard GNSS/INS integrated system for use in the marine
environment. A loosely-coupled decentralized integration architecture based on a
Kalman filter was implemented. The multi-sensor experiment was conducted on
Sydney Harbour, Australia. The GNSS, INS and Locata measurements were col-
lected and post-processed to evaluate the overall positioning performance of the
integrated system. The test results indicate that the addition of the Locata mea-
surements significantly improves the overall system performance. Moreover,
accurate seamless navigation is achievable even when GNSS signals are unavailable.

Keywords Locata � INS � GPS � GNSS � Multi-sensor � Maritime applications

54.1 Introduction

Through innovative application of global navigation satellite system (GNSS)
technology, mariners have access to more consistent and more accurate positioning
capability than ever before. However, GNSS alone will be unable to meet emerging
performance requirements for maritime applications with respect to service
robustness, accuracy, integrity and availability. In particular, identified applications
in port areas (for example, automated docking) and in constricted waterways, have
very stringent performance requirements. Even when an integrated inertial navi-
gation system (INS)/GNSS is used there will still be performance gaps. GNSS
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signals can be blocked or interfered with, and sometimes the satellite geometry may
not be good enough for high accuracy and high reliability applications. Furthermore,
the INS accuracy degrades rapidly during GNSS outages. Therefore, the develop-
ment of alternative, non-GNSS-based navigation solution has attracted increasing
interest in situations where GNSS solution performance cannot be guaranteed.

Locata is a ground-based navigation system which transmits ranging signals at
frequencies in the 2.4 GHz industrial, scientific and medical (ISM) radio band. Such
ranging signals from transceivers—known as LocataLites—can be tracked by a Lo-
cata receiver. A Locata network—or LocataNet—contains at least four time-syn-
chronized LocataLites that cover an area with strong transmitted ranging signals [1, 2].

Locata technology is able to operate independently of other navigation systems.
The fundamentals of the Locata technology and some results of earlier testing have
been reported in the literature [1, 3–5]. Such tests have verified that this technology
can be used for a wide range of positioning applications, including precise indoor
positioning [1, 2] and slow structural displacement monitoring [3]. More recently,
researchers at University of New South Wales (UNSW) have studied Locata/
GNSS/INS ‘‘triple integration’’ in order to derive the complete platform motion
information with more reliable system performance. It has been demonstrated that a
seamless high accuracy Locata-aiding system for vehicle navigation is possible [4].

This paper investigates a Locata-augmented hybrid navigation system, with an
emphasis on its potential use in the marine environment. In October 2012, a field
trial which was conducted by Locata Corporation, UNSW and New South Wales
government agencies on Sydney Harbour. GNSS, Locata and INS data were
recorded by a system installed on an inner harbour vessel. Locata and GNSS
carrier phase measurements were post-processed, and combined with INS mea-
surements to achieve a loosely-coupled integration system. In addition to
describing the theoretical aspects of the hybrid system, this paper presents some
results from this trial. The performance of a Locata standalone system, Locata/
INS, GNSS precise point positioning (PPP)/INS and the triple integration system
configurations were analysed.

This paper is organized as follows. An overview of the Locata technology and
Locata measurement model is first presented. Then the hybrid system algorithm is
introduced. Finally, the field test is described, and the data analysis and results
presented.

54.2 Locata Technology and Measurements

54.2.1 Locata Technology

Locata is a terrestrial and radio frequency-based measurement technology which
was developed by Locata Corporation, Canberra, Australia. The concept of a
LocataNet is shown in Fig. 54.1. A Locata system is able to work together with
GNSS, or operate independently. What is different from GNSS is that Locata

578 W. Jiang et al.



signals are transmitted in the 2.4 GHz license-free ISM band, which permits
output power of up to 1 W to be used—supporting line of sight distance tracking
over tens of kilometers. In order to enable independent positioning capability, the
LocataNet should consist of at least four LocataLites (LLs). To each LL trans-
ceiver two spatially separated antennas are connected, and from each antenna the
signal is transmitted separately on two different frequencies at approximately
2.41428 and 2.46543 GHz—referred to as S1 and S6 respectively [6]. Hence a
cluster of four distinct signals are transmitted by each LL. In this way, some
problems associated with conventional pseudolite-based navigation techniques,
such as ‘‘near-far’’ and multipath effects, can be mitigated.

Another significant character of Locata is the technique of time synchronization
-also known as ‘‘Time-Loc’’ [6]. The use of this patented technique can realize
time synchronization inside a LocataNet at the sub-nanosecond level, as well as
enable good synchronization between the LocataNet and GNSS satellite constel-
lations. The LLs within the LocataNet comprise one ‘‘master’’ and several ‘‘slave’’
LLs. Each LL, currently developed using Field Programmable Gate Array (FPGA)
technology, contains both transmitter and receiver components. Thus, LLs transmit
navigation signals to Locata user equipment, as well as transmitting and receiving
tracking signals between each LL for purposes of time/signal synchronization.
Normally, ‘‘slave’’ LLs are synchronized with the ‘‘master’’ LL, however, when
the ‘‘master’’ LL cannot be received, a ‘‘slave’’ LL is able to be synchronized with
other ‘‘slave’’ LLs in cascaded mode. This time synchronized characteristic makes
Locata-based systems superior to conventional pseudolite-based systems.

54.2.2 Locata Measurement Approach

54.2.2.1 Locata Measurement

The range-like Locata measurements are of two types: pseudorange and carrier
phase. As in the case of GNSS, the carrier phase measurements are more precise

Fig. 54.1 LocataNet
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than pseudorange measurements. The basic Locata carrier phase measurement
model, between receiver and Locata transmit channel i is:

ui
rk ¼ qi

r þ si
trop þ c � dtr þ Ni

rk þ ei
u ð54:1Þ

where ui
r is the carrier phase measurement; qi

r is the geometric range from receiver
to the LL transmitting antenna i; k is the wavelength of the signal; si

trop is the

tropospheric delay; c is the speed constant of light; dtr is the receiver clock bias, Ni
r

is the carrier phase ambiguity, and ei
u are unmodelled residual errors [7]. Note that

there is no transmitter clock error in the observation equation because of the tight
time synchronization of the LLs. At this time Locata’s ambiguities are typically
estimated to floating point values. Once the float ambiguities are estimated with a
certain level of accuracy, they can be treated as known parameters in (1).

Similar to GNSS, Locata’s Doppler measurements can be used to estimate the
receiver’s velocity:

Di
r � k ¼ Hi

r � _rr þ c � d_tr þ ci
u ð54:2Þ

where Hi
r is the direction cosine vector from the receiver to the LL; Di

r is the
receiver’s Doppler measurements; _rr is the receiver’s velocity vector; d_tr is the
rate of receiver clock biases; and ci

u is the combined error residuals.

54.2.2.2 Least Squares Estimation

Least square estimation (LSE) is a common approach for obtaining a position and
velocity solution from an over-determined measurement system.

Applying the principles of LSE, the error equation z ¼ Ax þ b can be written
as:

z ¼ Hr 0
0 Hr

� �
� dxr

vr

� �
þ ur � k� qr0 � Nrk

Dr � k

� �
ð54:3Þ

where

Hr ¼ e 1½ �; e, is the line of sight vector between receiver and the LL;

dxr ¼ ½ dr c � dtr �T, combined position coordinate increments and receiver clock
bias;

vr ¼ _rr c � d_tr½ �T, combined receiver velocity and receiver clock bias rate.

The solution for the vector x is:

x̂ ¼ ATPA
� ��1

ATPb ð54:4Þ

where P is the weighted matrix which can be calculated from the inverse of the
Locata measurements variance.
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54.3 Locata/GNSS/INS Integration

Different navigation sensors or systems have their own advantages and disadvan-
tages, and may make complementary contributions to an integrated system. INS is
an autonomous navigation technology that operates independent of external signal
sources. It can provide not only the complete motion information, but also does so
at a high output rate. However, a good quality INS solution can only be obtained for
a short period of time due to sensor error accumulation. The integration of INS with
GNSS can calibrate INS sensor error and ensure acceptable navigation solution
performance. However, GNSS has its own shortcomings. The signals become weak
or even unavailable when the satellite signals are jammed or blocked. In addition,
the quality of a GNSS solution is sensitive to satellite-receiver geometry. On the
other hand, Locata is ground-based and the LLs can be installed anywhere they are
needed—hence it has greater flexibility. However, Locata has the ‘‘hot spot’’
limitation, meaning its coverage area may be quite small. These different navigation
sensor characteristics therefore motivate research into a so-called ‘‘triple integra-
tion’’ system, able to achieve a continuous good quality navigation solution.

The Locata/GNSS/INS sub-systems are loosely-coupled via an extended
Kalman filter (EKF). The EKF first makes a prediction based on the dynamics of
the platform, and later corrects this prediction using measurements [8]. The INS
error mechanism is used as the system model, and the Locata position, velocity
and GNSS position are used as the input measurements.

The system model describes how the true state of the system evolves over time:

xk ¼ Uk� 1xk� 1 þ wk� 1 ð54:5Þ

The true state xk of the system at epoch k depends on the state of the previous
epoch k-1 and the system process noise. The matrix U is the state transition
matrix. The vector wk� 1 models the white noise in the system. The INS mecha-
nization errors can be modeled as:

d _R
n

d _P
n

d _V
n

d _bg

d _ba

d_lL

d_lG

2

666666666664

3

777777777775

¼

FRR FRP FRV Cn
b 0 0 0

0 FPP FPV 0 0 0 0

FVR FVP FVV 0 Cb
n 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2

666666666664

3

777777777775

�

dRn

dPn

dVn

dbg

dba

dlL

dlG

2

666666666664

3

777777777775

þ

cn
b 0

0 0

0 cb
n

0 0

0 0

0 0

0 0

2

666666666664

3

777777777775

�
xg

xa

� �

ð54:6Þ

where dRn ¼ dc dh dw½ �T are the angular errors on the attitude; dPn and dVn

are position and velocity errors in a local reference frame; dbg and dba are the gyro
and the accelerometer biases; dlL and dlG are level arm errors from Locata and
GNSS to the INS centre respectively; xg and xa are the gyro and accelerometer
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noises, which are assumed to be zero-mean Gaussian white noises; Cn
b is the

attitude matrix, and F� connects the sensor error sources and navigation solution
errors. Details of the matrix components can be found in [9].

The measurement model describes how measurements are related to the states:

zk ¼ Hkxk þ vk ð54:7Þ

where zk is the system input measurements, and the matrix Hk relates the current
state xk to the measurement zk. The vector vk models the measurement noises. The
Locata and GNSS estimated solutions are used as the measurements. Considering
the lever arm effect, the measurements model can be written as:

zk ¼
Pn

Locata � Pn
INS � Cn

bLb
Locata

Vn
Locata � Vn

INS � ACn
b xb

ib�
� �

Lb
Locata

Pn
GNSS � Pn

INS � Cn
bLb

GNSS

2

4

3

5 ¼ Hkxk þ vk ð54:8Þ

where A ¼
1

RE þ h 0 0
0 1
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b 0
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0
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where Pn
� and Vn

� are the position and velocity of Locata, GNSS and INS
respectively, with respect to the local reference system; Lb

� represents the level arm
errors from Locata and GNSS to INS centre in the body frame; xb

ib is the body
rotation angular velocity; RE and RN are the meridian and transverse radiuses of
curvature respectively; h is the ellipsoidal height; L represent the latitude. vk is
characterized by measurement noises of the Locata and GNSS sub-systems.

54.4 Test and Result Analysis

The field test was conducted on October 2012 on Sydney Harbour. The LocataNet
comprised 8 LLs, which were installed along the shore. They were time-
synchronised in a cascaded mode with the master LL (LL3) configured for syn-
chronisation with respect to GPS time. The trajectory and the location of the LLs
are shown in Fig. 54.2.

The test vessel was provided by the Sydney Ports Authority, and was installed
with two dual-frequency GPS receivers, two Locata user units and an Applanix
INS system. The test vessel and installed receiver antennas are shown in Fig. 54.3.
The right two antennas are the Locata and GNSS antennas used for processing in
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this paper. In this paper, Locata and GPS carrier phase measurements were post-
processed. The GPS and Locata data output rates were both set to 10 Hz. The
inertial measurement rate was set to 200 Hz and synchronized with GPS time. In
addition, measurements from a GNSS reference station were collected during the
trial. The RTK-GNSS solution, which was post-processed using Leica Geo Office
(LGO) software, was used as the navigation system reference with accuracy at the
few centimeter-level. No changes were made to the ground configuration during
the trial.

By utilizing the algorithm introduced in Sect. 54.2, the error of the Locata
standalone solutions for horizontal components (North and East in the local ref-
erence frame) are plotted in Fig. 54.4. The root mean square (RMS) of positioning
solution errors are given in Table 54.1. It can be seen that the Locata stand alone

Fig. 54.2 LocataNet configuration and rover trajectory

Fig. 54.3 Test vessel and installed Locata/GPS antennas
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solution accuracy is better than 10 cm. Here the ambiguities were resolved by
using known point initialization, however, it can also be resolved using geometry
change [7]. In order to analyze the geometry and Locata signal tracking ability, the
horizontal dilution of precision (HDOP) values and number of used LLs are shown
in Fig. 54.5.

In order to compare the Locata standalone and GNSS system performance, a
precise point positioning (PPP) GNSS solution was obtained using RTKLIB [10],
using precise satellite orbit and clock data, as well as antenna corrections from the
international GNSS service (IGS). The dual-frequency correction and the esti-
mated zenith tropospheric delay correction were used to mitigate the ionosphere
and troposphere delay respectively. The PPP-GNSS solutions for the horizontal
direction components are compared with those obtained using Locata-only in
Table 54.1.

A triple integration algorithm was then applied, combining the outputs of
Locata, PPP-GNSS and INS, and compared with a conventional loosely-coupled
GNSS/INS integration solution. The comparison of the two integrated systems is
shown in Fig. 54.6. The RMS values of the two system solutions are compared in
Table 54.2.

It can be seen that the Locata-augmented hybrid system can improve the system
accuracy by almost an order of magnitude—from decimeter-level to centimeter-
level. From Table 54.1 it can be seen that the improvement is mainly due to the
high accuracy of the Locata standalone sub-system. Now consider a more accurate
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Table 54.1 Comparison of Locata solution and PPP-GNSS solution

RMS of solution

Locata position (m) Locata velocity (m/s) PPP-GNSS position (m)

North 0.0508 0.1407 0.4395
East 0.0497 0.1387 0.1457
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hybrid system—the Locata/RTK-GNSS/INS triple integration system. The results
are plotted in Fig. 54.7. The RMS values of horizontal components are given in
Table 54.3. The results suggest that the triple integration solutions and the RTK-
GNSS solutions are at a comparable level of accuracy.
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Table 54.2 Comparison of
Locata/PPP-GNSS/INS
solution and PPP-GNSS/INS
solution

RMS of position error

Locata/PPP GNSS/INS (m) PPP-GNSS/INS (m)

North 0.0523 0.4448
East 0.0537 0.1776
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The system performance assuming GNSS signal obstruction was also investi-
gated. Figure 54.8 shows the Locata/INS integration without GNSS coverage, and
the error RMS is compared with precise hybrid system in Table 54.3.

The accuracy of Locata/INS integration is better than 10 cm, and confirms that
Locata is able to provide continuous and accurate navigation during GNSS out-
rages. Moreover the results also show that the Locata-augmented hybrid system
can output an optimal navigation solution.

The Locata standalone solution is obtained from the point-based carrier phase
measurements on an epoch-by-epoch basis, which is more accurate than the PPP
GNSS solution. This further confirms that Locata can generate potentially better
point positioning solutions than GNSS. Meanwhile, the accuracy of the Locata/
INS integration system is better than a decimetre, which also confirms that Locata
technology is able to provide continuous and accurate navigation during GNSS
signal outages.
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Table 54.3 Evaluation of
triple integration system and
system with GNSS signal
obstruction

RMS of position error

Precise hybrid
system (m)

With GNSS obstruction (m)

North 0.0062 0.0512
East 0.0185 0.0561
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54.5 Concluding Remarks

A Locata-augmented hybrid multi-sensor maritime navigation system was devel-
oped and tested. The system can be configured first as carrier phase-based Locata and
GNSS sub-systems to derive acceptable navigation solutions, which are then used as
the pseudo-measurements in the triple integration algorithm, implemented within an
extended Kalman Filter. The maritime trial was conducted on Sydney Harbour, and
all data were collected and post-processed. In order to evaluate the performance of
the hybrid system, Locata-only, PPP-GNSS/INS integration, triple integration and
Locata/INS integration were investigated. The test results indicate that: (1) Locata
standalone system is able to operate independently, and achieve better accuracy than
PPP-GNSS; (2) Compared with conventional PPP-GNSS/INS integration, the
hybrid Locata-augmented system can not only ensure high output rate and the
provision of complete motion information, but obviously improve the solution
accuracy; (3) When more precise GNSS solutions are used as measurements, solu-
tions of triple integration become more accurate; (4) During periods of GNSS signal
outage, Locata/INS integration solution is still accurate at the centimetre-level.
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Chapter 55
Sub-Pixel Water-Sky-Line Detection
Based on a Curve Fitting Method

Linyang Li, Chonghui Li, Yong Zheng and Chao Zhang

Abstract Celestial navigation is one essential means of the marine autonomous
navigation, through taking photos of the Water-Sky-Line, natural horizontal plane
can be provided for celestial navigation system, and the precision of Water-
Sky-Line detection influences the precision of positioning. Traditional edge
detection algorithms can only achieve pixel precision, as for more precise position
of the Water-Sky-Line, those algorithms can’t achieve. In order to achieve sub-
pixel detection, first two processes on the original image are needed, including
median filtering and resample, then the pixel sketch coordinates are detected by
Kirsch operator, finally an algorithm based on a curve fitting method is introduced,
and sub-pixel coordinates are detected. According to experimental analyses, it is
effective to half of the pixels; after eliminating outliers, the precision is about 0.5
pixels.

Keywords Water-sky-line � Sub-pixel � Resample � Median filtering � The least
square adjustment � Curve fitting

55.1 Introduction

Celestial navigation is a day and night navigation in the world, it only receives
radiation of visible light or radio waves from sun, moon, stars and other natural
objects. With simple equipments and a characteristic of disguise, it isn’t easily
detected and disturbed, and its positioning errors don’t accumulate over time, these
are its advantages [1, 2]. Although the development of the satellite navigation
system is quicker and the positioning precision is better than celestial navigation,
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celestial navigation is still one of the indispensable means of navigation tech-
nology, especially in the outbreak of war, the satellite signal is vulnerable to
enemy’s interferences, and celestial navigation doesn’t exist such drawbacks.
Furthermore, the International Maritime Organization (IMO) in ‘‘STCW78/95’’
Convention also explicitly provides that mariners must have the ability to use
celestial bodies to determine the ship’s position [3].

Water-Sky-Line is the dividing line to distinguish between the sea and sky, and
it determines the natural horizontal plane perpendicular to each other with a plumb
line. Based on this characteristic, even at sea, although the instruments swing with
the ship and can’t be leveled, the Water-Sky-Line can also determine the water
level of ship navigation benchmark [4]. With the rapid development of digital
image processing technology and the use of special camera, it allows simultaneous
imaging of Water-Sky-Line with stars [5]; image processing to extract the edge of
the Water-Sky-Line is a key technology of ship navigation. Traditional pixel-level
edge extraction algorithms such as Sobel operator, Kirsch operator, which can only
detect the pixel edge of the Water-Sky-Line. In order to achieve more precise
celestial navigation at sea, a more precise edge extraction algorithm is needed,
which is the sub-pixel Water-Sky-Line detection algorithm. In this paper, a sub-
pixel algorithm based on a curve fitting method is introduced [6]; concrete steps
are shown in Fig. 55.1.

55.2 Image Preprocessing

When we capture the image, due to optical system distortion, relative motion or
other interferences of the weather conditions, besides the image of the original
Water-Sky-Line inevitably contains the influence of noise of the waves, reefs, so
the image will present low quality and it is low clear. In order to weaken the
influence of the noise and improve the contrast of the sea and sky background, so
the image should be preprocessed first, including median filtering and resample
(Fig. 55.2).

Fig. 55.1 The flow of detecting sub-pixel water-sky-line
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55.2.1 Median Filtering

The median filter is a signal processing method based on a kind of statistical theory
which can effectively suppress noise nonlinear smoother; the basic principle is
replacing one point’s gray value with the point’s surrounding gray values in the
digital image, which is medða1; a2. . .anÞ: Take into account the Water-Sky-Line’s
salt and pepper noise, 3 9 3 templates can eliminate noise and remain the edge
information to some extent [7], so we use 3 9 3 templates.

The result of median filtering is shown in Fig. 55.3; the histogram is shown in
Fig. 55.4.

55.2.2 Resample

According to the Fig. 55.4, the background gray value of the water and sky dif-
ference is obvious and concentrates in the two different gray zones. In order to
enlarge the gradation differences of the sea and sky background and highlight the
degree of gray-scale variation, we use the following methods: according to the
gray histogram to set the minimum gradation value GMin and the maximum

Fig. 55.2 The original water-sky-line image (a) and (b)

Fig. 55.3 The result of median filtering (a) and (b)
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gradation value GMax for re-sampling, then extract the gray value G of every point,
reassignment in accordance with the formula (55.1), the result is shown in
Fig. 55.5.

G ¼
0 G\GMin

256 � G�GMin
GMax�GMin

GMin�G�
255 G [ GMax

8
<

:
GMax ð55:1Þ

55.3 Use Kirsch Operator to Detect Pixel Coordinates

Kirsch algorithm use eight templates to operate on every pixel, those eight tem-
plates stand for eight different detection directions [8–10], as is shown below.

Fig. 55.4 The water-sky-line’s gray histogram (a) and (b)

Fig. 55.5 The result of resample (a) and (b)
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Suppose the image as f ; template as Wk; and then the gray value at point ðx; yÞ is

Eðx;yÞ ¼ max
k
fWk � fg ð55:2Þ

The result of Kirsch operator is shown in Fig. 55.6.

55.4 Sub-Pixel Algorithm Based on Curve Fitting

55.4.1 The Gray Value of the Edge

The edge of Water-Sky-Line is step edge, gray value of the step edge is shown in
Fig. 55.7a, the equal gray value on both sides respectively symbolize the back-
ground and the object, of the gradient portion of the intermediate gray value of the
edge is required to detect. Due to the convolution role of optical components and
optical diffraction effects, object space’s drastic changes in gray value are gradient
changes in the form of optical imaging. The edge difference is shown in
Fig. 55.7b, the edge’s differential value is maximum, which is the principle of
classical edge extraction. According to the central limit theorem, the edge of the
gray value change should be exact position of the Gaussian distribution; the curve
in Fig. 55.7b is the sampled value of the Gaussian curve, corresponding to the
apex of the curve is the edge’s precise point.

Fig. 55.6 The result of Kirsch operator (a) and (b)
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55.4.2 The Deductive Process

The gray value should obey Gaussian distribution

y ¼ 1
ffiffiffiffiffiffi
2p
p

r
e�
ðx�lÞ2

2r2 ð55:3Þ

The difference of the gray value takes logarithm for quadratic curve

y� ¼ ln y ¼ �ðx� lÞ2

2r2
þ ln

1
ffiffiffiffiffiffi
2p
p

r
ð55:4Þ

So according to the difference of the gray value to fit parabola coefficient

ln y ¼ ax2 þ bxþ c ð55:5Þ

Just taking three pixels’ gray values is enough to solve parabolic coefficient.
This can directly acquire vertex position, and has a small amount of calculation,
but it doesn’t take advantage of the edge’s information. As for Water-Sky-Line
edge, the edge of the gray values’ change may be slow, therefore we can extend to
the edge more pixels on both sides, acquire more accurate parabolic coefficient and
vertex position by the least square adjustment, five pixels (for example, on both
sides and then upward selection is positive, the other side is negative) is suggested
in this article, the output gradation value of each pixel can be obtained as follows:

ln f ¼ x2aþ xbþ c ð55:6Þ

Substitute the gray values of 11 pixels

Fig. 55.7 a The gray value of the edge. b Its difference
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ln f5 ¼ 25âþ 5b̂þ ĉ
� � �
ln f1 ¼ âþ b̂þ ĉ
ln f0 ¼ ĉ
ln f�1 ¼ â� b̂þ ĉ
� � �
ln f�5 ¼ 25â� 5b̂þ ĉ

ð55:7Þ

Use parameter adjustment, error equation is

v ¼ Ax̂þ l ð55:8Þ

A ¼

25 5 1
16 4 1
� � �
16 �4 1
25 �5 1

2

66664

3

77775
X̂ ¼

â
b̂
ĉ

2

4

3

5 l ¼

ln f5
ln f4
� � �
ln f�4

ln f�5

2

66664

3

77775
ð55:9Þ

Solution

X̂ ¼ �ðAT AÞ�1ðAT lÞ ð55:10Þ

Sub-pixel position of the edge is the vertex position

x ¼ � b̂

2â
ð55:11Þ

Because the image inevitably contains noise, so that changes in the grayscale
value don’t meet the above rules, therefore, there should be two judgments to
make.

First, if the difference value is less than or equal to zero, then the difference
value’s logarithm of this point is given as 0.

Second, if the absolute value of the sub-pixel correction value is bigger than 5,
then the corrected value is not credible, compulsory to be assigned 0.

The result of curve fitting is shown in Fig. 55.8.

Fig. 55.8 The result of sub-pixel detection (a) and (b)
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According to the result of Fig. 55.8 and Table 55.1, we can conclude that in the
original image of 4,288 pixels, as for the Fig. 55.8a, 2,142 pixels succeed in
detecting sub-pixel coordinates; then filter 102 outliers and use the quadratic
polynomial to fit the sub-pixel edge, and calculate the standard deviation. Analyze
the edge without outliers, the precision is 0.5140 pixels. Then about the Fig. 55.8b,
2,156 pixels succeed in detecting sub-pixel coordinates, and the precision is
0.5020 pixels.

55.5 Conclusion

With the continuous improvement of the accuracy required by maritime celestial
navigation, the original pixel-level Water-Sky-line extraction technologies can’t
meet the requirements of high-precision positioning and therefore more precise
Water-Sky-line edge detection algorithm is needed, which is sub-pixel detection.
First this paper describes two steps to extract the pixel-level Water-Sky-line edge
from original image, including median filtering, image resample; and then use
Kirsch operator to extract coordinates of the pixel level. Finally a curve fitting
method is derived, least squares adjustment to solve unknown parameters is used,
choose five pixel points near the former pixel coordinates, calculate the sub-pixel
coordinates, and realize correction about half of the edge pixels, according to
experimental analyses, the precision is about 0.5 pixels, it’s meaningful to realize
more precise marine celestial navigation.
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Chapter 56
The Precision Assessment System
of TT&C Equipment Based on Unmanned
Aerial Vehicle

Wei Zhou and Jinming Hao

Abstract The precision assessment of the telemetry, track and command (TT&C)
equipment are important to ensure they can work normally. A new method is
proposed for precision assessment of the space TT&C equipment in this paper. In
this method, an Unmanned Aerial Vehicle (UAV) equiped with global positioning
system (GPS) receiver acts as the target, well the positioning information of target
is obtained by DGPS technology and the Kalman Filtering is used to reduce the
effects of disturbance to enhance the positioning accuracy. The precision of the
space TT&C equipment is obtained through the comparison of the positioning data
by DGPS and the observation by the space TT&Col equipment. The UAV flight
adjusting system is built based on this method in this paper, and the result of flying
experiment shows that this system can provide the high-precision standard data,
which have many advantages such as strong mobility and wide application scope.
This system provides a new efficient solution for precision assessment of space
TT&C equipment, which lays the foundation for the application of BeiDou in the
precision assessment field.The precision assessment of the telemetry, track and
command (TT&C) equipment is important to make sure that the equipment can
work normally. In this paper, a new method is proposed to assess the precision of
the space TT&C equipment. In this method, an Unmanned Aerial Vehicle (UAV)
equipped with a global positioning system (GPS) receiver acts as the target, the
positioning information of target is obtained by DGPS technology and the Kalman
Filtering is used to reduce the effects of disturbance to enhance the positioning
accuracy. The precision of the space TT&Col equipment is obtained through
comparing the positioning data of DGPS and the observation of the space TT&C
equipment. An UAV flight adjusting system is built based on this method in this
paper, and the result of flying experiment shows that this system gives high-
precision standard data, which have many advantages such as strong mobility and
wide application scope. This system provides a new efficient solution for the
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precision assessment of space TT&C equipment, and lays the foundation for the
application of BeiDou in the precision assessment field.

Keywords Unmanned aerial vehicle � Precision assessment � Space TT&C �GPS �
Kinematic positioning � Flight adjusting

56.1 Introduction

The space tracking and control (TT&Col) system is an important information
source of flight safety control and command display, therefore, it must maintain
excellent performance and precision [1]. However, measurement error may be
introduced into the space TT&C equipment due to manufacturing techniques,
installation errors and aging of parts, which will affect the precision and reliability
of equipments [2]. Therefore, it is required to verify precision of newly developed
or reconstructed space TT&C equipment before usage, so as to evaluate whether it
meets the technical index.

In early stage, trajectory camera and photoelectricity theodolite, which have
disadvantages such as high requirement on meteorological condition, long data
processing cycle and limited tracing capability, are adopt for the precision
assessment of space TT&Col equipment. With the wide application of satellite
navigation technology in economy, military, science research and social life, the
flight adjusting method based on GPS positioning technology has provided a new
solution for acquirement of space position standard data. But, there are also
deficiencies such as complicated installation process and low performance/cost
ratio in traditional flight adjusting method. The booming development of
UAV(unmanned aerial vehicle) technology has provided strong technical support
for the establishment of more efficient precision assessment method [3].

‘‘UAV flight adjusting’’ uses UAV platform to carry target (responder and
beacon) and small size GPS receiver, performing precision assessment through
joint processing and analysing of tracing data of space TT&C equipment and
measurement data of precision assessment system. This article discussed the
construction, work mode and precision assessment method of UAV flight adjusting
precision assessment system, realized the complete flow of precision assessment
and analyzed the feasibility and effects of this program.

56.2 System Construction and Work Theory

56.2.1 System Construction

UAV flight adjusting precision assessment system consists of aerial subsystem and
ground subsystem, as shown in Fig. 56.1.
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56.2.1.1 Aerial Subsystem

Aerial subsystem is the aerial flight section of the entire system, mainly consisting
of two sections: UAV platform and testing load. UAV platform is the aerial
loading platform, which is responsible for carrying testing load to cruise along the
preset route, and providing power supply to the testing load. Testing load consists
of TT&C target, GPS receiver and communication system, of which the main
function is to provide target which is in compliance with characteristics to on-
ground TT&C equipment, so as to complete precise measurement of flight trace of
UAV, and to complete collection, storage and transmission of TT&C target work
condition parameter and onboard GPS measurement data.

Due to restriction of loading capacity and space availability of UAV, it is
necessary to select small size GPS receiver, missile-borne or satellite-borne TT&C
target and reasonable layout. The schematic diagram of onboard equipment
installation is shown in Fig. 56.2.
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Fig. 56.2 Installation diagram of onboard equipment. 1 AC-DC power supply 2 GPS 3 GPS
antenna 4 TT&C target 5 Equipment installation coupling board 6 TT&C target antenna
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56.2.1.2 Ground Subsystem

Ground subsystem consists of four parts: UAV monitoring station, difference base,
launching device and assurance device. UAV monitoring station is the control
center of the entire system, which completes the control of UAV, meanwhile,
completes receiving, demodulation and displaying testing load telemetering signal,
and realizes post-processing and analysis of GPS measurement data after flight
adjusting [3]. Difference base consists of GPS receiver, whose main function is to
observe simultaneously with onboard GPS receiver, collects GPS original mea-
surement data, and provides data element for post-processing. The main function
of launching device is to complete the ground launching work of UAV [4].
Assurance device is responsible for completing storage, rotation and debugging of
the aerial subsystem equipment, and providing relevant installation tools, instru-
ments and meters and daily assurance appliance [5].

56.2.2 Working Theory of the System

Before flight, it is necessary to install space TT&C target and GPS measurement
equipment on the UAV platform, and plan route according to the assessment
demand.

After the UAV takes off, the operator uploads command to control the flight of
UAV through monitoring station.UAV downloads status information in real time
for decision made by the ground commander. Onboard GPS measurement
equipment receives satellite signal, and performs positioning resolution in real
time and stores original measurement data, meanwhile, downloads GPS resolution
results and original measurement data to the UAV monitoring station for on-
ground navigation display and GPS data processing. TT&C target transmits
measurement signal and downloads work status parameter to the UAV monitoring
station. Commanding/controlling center transmits digital guidance information to
space TT&C equipment, which traces TT&C target, acquires and stores mea-
surement data, meanwhile, transmits the work status parameter and measurement
data in real time to commanding/controlling center for post-processing. Difference
base receives pseudorange, L1/L2 carrier phase and Doppler of all visible GPS
satellites, and makes records in real time. Provided that the network communi-
cation with the UAV monitoring station is available in difference base, GPS
observation will be transmitted to the UAV monitoring station for GPS data post-
processing.

Upon completion of flight, the UAV monitoring station transmits parachute-
opening commands to the UAV, UAV is collected after response of UAV to the
command.

After completion of flight, original measurement data of onboard GPS and
ground difference base are collected, through post-resolution of carrier phase
difference of GPS, precision assessment comparison standard data is provided, so
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as to realize precision analysis and evaluation of space TT&C equipment, the
typical system application mode is shown in Fig. 56.3.

56.3 Research of Precision Assessment Method

56.3.1 Theory of GPS Carrier Phase Kinematic Relative
Positioning

High precision standard data is acquired through carrier phase relative positioning
resolution of onboard GPS and ground base. Concurrent observation of GPS
satellite j and n is performed by base i and onboard station k; so as to constitutes
observables of double-difference carrier phase and linearization, as shown in
formula (56.1) [6].

rDujn
ik �rDNjn

ik ¼
oqjn

ik

oXk

 !

0

dXk þ
oqjn

ik

oYk

 !

0

dYk þ
oqjn

ik

oZk

 !

0

dZk þ Vjn
ik ð56:1Þ

Expressed as matrix:

Lk ¼ HkdRk þ Vk ð56:2Þ
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Fig. 56.3 System application mode
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Kalman filtering data processing model is adopted, of which the status equation is:

Xk ¼ Uk;k�1Xk�1 þ Ck�1Wk�1 ð56:3Þ

The corresponding equation is:

Lk ¼ HkXk þ Vk ð56:4Þ

In which, in formula (56.3) and (56.4):

Xk ¼ dRk ð56:5Þ

Recursion equation of Kalman filtering is:

X̂k;k�1 ¼ Uk;k�1X̂k�1;k�1 ð56:6Þ

Pk;k�1 ¼ Uk;k�1Pk�1;k�1U
T
k;k�1 þ Ck�1Qk�1C

T
k�1 ð56:7Þ

Kk ¼ Pk;k�1HT
k HkPk;k�1HT

k þ Rk

� ��1 ð56:8Þ

Pk;k ¼ I � KkHkð ÞPk;k�1 ð56:9Þ

56.3.2 Error Statistics Method

After GPS difference resolution, the target position information is expressed in
launching coordinate system as follows: tj; xgj; ygj; and zgj; observation station site is
expressed in launchingcoordinate systemas follows:x0k; y0k; z0k andk ¼ 1; 2; . . .;m;
observation of space TT&C equipment is expressed as: tj; Rj; Ej; Aj:Transformation
between xgj; ygj; zgj and Rj; Ej; Aj is as shown in formula (56.10–56.14) [7]:

�xj

�yj

�zj
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5 ¼
xgj � x0k
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zgj � z0k
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5 ð56:10Þ

�Rj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�x2

j þ �y2
j þ �z2

j

q
ð56:11Þ

�Ej ¼ sin�1 �yj=�Rj

� �
ð56:12Þ

�Aj ¼ tg�1 �zj=�xj
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þ

0
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ð56:13Þ
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0
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8
<

:
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ð56:14Þ

604 W. Zhou and J. Hao



The difference between observation data of space TT&C equipment and stan-
dard data, is shown in formula (56.15–56.17):

Range difference:

DRj ¼ Rj � �Rj ð56:15Þ

Azimuth difference:

DAj ¼ Aj � �Aj ð56:16Þ

Elevation angle difference:

DEj ¼ Ej � �Ej ð56:17Þ

Error statistics formula is shown in (56.18–56.21):
Mean error:

�X ¼

PN

j¼1
Xj

N þ 1
ð56:18Þ

In which, Xj is DRj; DEj and DAj.
Total error:

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN

j¼1

X2
j

vuut ð56:19Þ

Random error:

rR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN

j¼1

ðXj � �XjÞ2
vuut ð56:20Þ

System error:

rS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � r2

R

q
ð56:21Þ

56.3.3 Evaluation Steps

The method of space TT&C equipment precision assessment can be summarized
as following: firstly, take the positioning of UAV obtained by GPS as standard
reference coordinate, then get performance and precision of space TT&C equip-
ment through comparison, finally research the rule of error change. The evaluation
method is divided into several steps as follows:
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1. Acquire the positioning data through onboard and ground GPS receiver, and get
the best assumption of UAV trace by data processing of carrier phase relative
positioning;

2. Perform time calibration of space TT&C equipment and GPS equipment, so as
to unify them under the same time system;

3. Transform target reference coordinate to azimuth a; elevation angle b and slant
range R;

4. Compare space TT&C equipment data with reference data, so as to get error
DR; DA and DE of all instances;

5. Analyze system error and random error, and research the error change rule of
space TT&C equipment, so as to get precision assessment results.

56.4 Adjusting Analysis

56.4.1 Feasibility Analysis of UAV Platform Application

With the adoption of actual flight data of space TT&C equipment precision
assessment system based on UAV platform, and the performance of UAV platform
is analyzed regarding aviation direction stability, yaw stability and pitch stability,
as shown in Figs. 56.4, 56.5 and 56.6, the mean value and mean square root error
statistics are shown in Table 56.1, all indexes show that the UAV platform is
capable to provide flight condition to testing load, and complete the acquirement of
standard data in precision assessment of space TT&C equipment.

56.4.2 Analysis of Comparison Standard Data Precision

It is found out in actual flight data that work of GPS receiver is stable and is free
from losing phenomena of satellite interlock, completed UAV flight trace has been
acquired, as shown in Fig. 56.7, after resolution of carrier phase kinematic relative

Fig. 56.4 Aviation direction
stability curve
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positioning, standard difference statistics of positioning results of all epochs are
shown in Fig. 56.8 and Table 56.2, the results show that the system based on GPS
carrier phase kinematic relative positioning technology can acquire kinematic
positioning precision of centimeter level, which is higher than the positioning
precision of space TT&C equipment by several times, it is completely feasible to
use it as the standard reference value for evaluating whether space TT&C
equipment is eligible.

56.4.3 Statistics and Analysis of Space TT&C Equipment
Error

Precision assessment is performed for a radar, the resolution results in Sect. 56.4.2
are used as comparison standard, statistics of radar range error, elevation angle
error and azimuth error are shown in Table 56.3 and Figs. 56.9, 56.10 and 56.11.

Fig. 56.5 Yaw stability
curve

Fig. 56.6 Pitch stability
curve

Table 56.1 Stability
statistics

Stability Mean (�) RMS (�)

Aviation direction stability 100.752 0.905
Yaw stability 0.052 1.0567
Pitch stability 2.266 0.262
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Fig. 56.7 Flight trace

Fig. 56.8 Standard difference of positioning results

Table 56.2 Statics of
positioning results standard
deviation

Std Mean (m) Max (m) Min (m)

X 0.033 0.041 0.027
Y 0.059 0.086 0.040
Z 0.048 0.066 0.031
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Table 56.3 Results of precision assessment

System error Radom error

Range 45.32 m 2.60 m
Elevation angle -2.00 s 1.69 s
Azimuth 17.58 s 12.46 s

Fig. 56.9 Range error

Fig. 56.10 Elevation angle error
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Statistical results show that the system error of the radar’ range is distinct and
the random error is stable; both the system and random error of radar’s elevation
angle are small; both of the system and random error of radar’s azimuth are
distinct and unstable.

56.5 Conclusion

This article has discussed the construction, work mode and assessment method of
space TT&C equipment precision assessment system based on the UAV platform,
has realized the complete testing flow procedure through actual flight adjusting and
has analyzed the adjusting effect, as shown in the results:

1. UAV platform is capable to provide excellent flight conditions to testing load,
features advantages such as cheap price, simple operation, strong mobility,
short measurement cycle and wide application scope, etc., and has substantially
reduced adjusting cost and expanded application scope;

2. the unmanned-aircraft -borne small size GPS receiver in the system features
stable work, and availability of high-precision standard data, therefore, the
UAV flight adjusting precision assessment system provides a new efficient and
quick solution for realization of precision assessment of space TT&C
equipment.

Fig. 56.11 Azimuth error
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Chapter 57
Shadow Matching: Improving
Smartphone GNSS Positioning in Urban
Environments

Lei Wang, Paul D. Groves and Marek K. Ziebart

Abstract Positioning using Global Navigation Satellite Systems (GNSS) is
unreliable in dense urban areas. The accuracy in the across-street direction can
degrade to a few tens of meters in deep urban canyons because the unobstructed
satellite signals travel along the street, rather than across it, resulting in poor signal
geometry. A new solution to this cross-street positioning problem is to use 3D city
models to predict satellite visibility, and then compare with the measured satellite
visibility to determine position. This concept is known as shadow matching. In this
work, for the first time, the shadow-matching technique is demonstrated using
GNSS data from a smartphone. The algorithm has been optimized for speed. The
system is then verified with real-world GPS and GLONASS data from Samsung
Galaxy S3 smartphones. The experimental data show that shadow matching out-
performs the conventional GNSS positioning, improving cross-street positioning
success rate for a 2 m accuracy from 18.5 to 86.9 % of the time at the selected test
site. The system is also compatible with Beidou and Galileo, with potentially
improved performance.

Keywords GNSS � Urban canyons � 3D city model � Shadow matching �
Smartphone

57.1 Introduction

The poor performance of global navigation satellite systems (GNSS) user equip-
ment in urban canyons in terms of both accuracy and solution availability is a well-
known problem [1–3]. However, a great number of day-to-day navigation requests
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are made in urban areas by city residents. Location-based advertising, augmented-
reality applications, and systematic guidance for visually impaired and tourists all
require sufficient positioning accuracy [4, 5].

The problem of GNSS performance in urban canyons arises because where
there are tall buildings or narrow streets, the direct line-of-sight (LOS) signals
from many of the satellites are blocked. Sometimes, a degraded position solution
may be obtained by making use of signals that can only be received by reflection
of a building; these are known as non-line-of-sight (NLOS) signals [6, 7].

As well as affecting the number of available GNSS signals, an urban canyon
also affects the geometry of positioning solutions. This is because signals with
lines of sight going across the street are more likely to be blocked by buildings
than those with lines of sight going along the street. This is illustrated by Fig. 57.1.
As a result, the signal geometry, and hence the positioning accuracy, will be much
better along the direction of the street than across it [2].

For improving navigation performance in highly built-up areas, navigation
sensors have been used to enhance GNSS [8, 9]. However, these approaches
improve the continuity and robustness of the position solution, while not the cross-
street accuracy.

As 3D building models are becoming more accurate and widely available [10],
they may be treated as a new data source for urban navigation and used to improve
positioning accuracy in urban canyons. This can be implemented by predicting
which satellites are visible from various locations and comparing this with the
measurement to determine position. Satellite visibility predictions using a 3D city
model have been validated with real-world observation, demonstrating the prac-
tical potential of shadow matching [3, 10–13].

A new approach, known as shadow matching, proposes to improve the cross-
street accuracy using GNSS, assisted by information derived from 3D building
models [2, 14]. In shadow matching, by determining whether a direct signal is

Fig. 57.1 A schematic diagram of shadow matching
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being received from a given satellite, the user can localize their position to within
one of two areas of the street. A preliminary shadow-matching algorithm has been
developed and demonstrated the ability to distinguish pavement from vehicle lane,
and identify the correct side of street using real-world GPS and GLONASS
measurements [15, 16]. A new scheme has been proposed that considers the effects
of satellite signal diffraction and reflection by weighting the scores based on
diffraction modeling and signal-to-noise ratio (SNR) [17]. This work was con-
ducted using geodetic GPS and GLONASS receivers.

However, most potential applications of shadow matching use consumer-grade
GNSS user equipment, whereas previous test of shadow matching used geodetic
GNSS receivers [17]. The consumer-grade GNSS receivers normally costs much
less, but with worse signal reception, severer multipath reception and stronger non-
line of sight (NLOS) reception due to the low gain and linear polarization of
smartphone GNSS antennas. This difference can degrade shadow-matching per-
formance. Thus, it is required to investigate shadow-matching performance using
consumer-grade GNSS receivers with smartphone-grade antenna. This is the scope
of this paper.

A modified shadow-matching positioning system compatible with GNSS data
from smartphone has been developed. The system was then verified with GPS and
GLONASS data from Samsung Galaxy S3 smartphone. The experimental data
shows that the developed system outperforms the conventional GNSS positioning,
reducing the cross-street positioning error. The system is also compatible with
Beidou (Compass) and Galileo, with potentially improved performance.

A brief summary of the optimized shadow-matching algorithm is presented in
Sect. 57.2. Section 57.3 then describes the test of the algorithm using real-world
GPS and GLONASS measurements, and compares performance between the
conventional GNSS navigation solution with the shadow-matching solution.
Finally, in Sect. 57.4, conclusions are drawn and future work is discussed.

57.2 The Shadow-Matching Algorithm

The proposed shadow-matching algorithm has two phases—an offline phase (the
preparation step) and an online phase, consists of a pre-processing step and five
steps, illustrated in Fig. 57.2. An off-line phase is conducted to generate a grid of
building boundaries from the 3D city model.

In the beginning of the online phase, the user position is first initialized, e.g.
using conventional GNSS solution from the GNSS chip or Wi-Fi signals. The
second step defines the search area—the potential user locations, for the shadow-
matching position solution. For the third step, the satellite visibility at each grid
position is predicted using the building boundaries generated from the 3D city
model. After that, the similarity of satellite visibility between prediction and
observation is evaluated using a scoring scheme, providing a score for each grid
point in search area. Finally, the positioning solution is generated by a modified
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k-nearest neighbours algorithm, which averages the positions of the grid points
with the highest scores. Details of the algorithm can be found in [17].

57.3 Experimental Verification Using Smartphone GPS
and GLONASS Data

To evaluate the performance of shadow matching using smartphones, experiments
were conducted in central London on 26th Oct. 2012. Section 57.3.1 introduces
the 3D city model and test sites, and describes the configuration of the shadow
matching algorithm. The scoring maps are shown in Sect. 57.3.2, with positioning
results compared and analysed in Sect. 57.3.3.

57.3.1 Experiment Details

A 3D city model of the Aldgate area of central London, supplied by ZMapping
Ltd, was used. The model has a high level of detail and deci-metre level accuracy.

An experimental site was selected on Fenchurch Street, a built-up urban area,
standing on a footpath close to a traffic lane. Figure 57.3 shows an aerial view of
the satellite image and city model used in this work, with a photo taken at the

Fig. 57.2 A workflow of the improved shadow-matching algorithm (Source [17])
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experimental site. GPS and GLONASS observation data were recorded at a 1 Hz
rate for 6 min using a Samsung Galaxy S3 smartphone.

In the offline phase of shadow matching, a 1 m by 1 m grid has been generated,
and the building boundaries determined at each grid point as defined earlier in the
paper. In the online phase, the search area for each epoch is centred at the output of
conventional GNSS positioning solution. The search area for each site is defined as
locations within a radius of 40 m, except for the indoor points. The modified k-
nearest neighbours algorithm is used to determine the shadow-matching posi-
tioning solution.

57.3.2 Score Map at Candidate Positions

At each observation epoch, comparison is made between the predicted and
observed satellite visibility. The score scheme is applied accordingly. To illustrate
the distribution of scores at the grid points and its dynamic with respect to time,
Fig. 57.4 shows the score maps at 1 min interval for the experimental site. The
coloured dots represent the candidate positions. The more red a dot is, the higher
score obtained at that candidate position using the matching algorithm. The true
location of the experimental site is shown by a black dot in each colour map.

Figure 57.4 clearly demonstrated that the shadow matching algorithm is sen-
sitive to changes in the across-street direction, but less sensitive in the along-street
direction. This is in line with expectations and complements conventional GNSS
positioning, which is generally more precise in the along-street direction in urban
areas due to the signal geometry. There are some spaces that between buildings fall
within the search area, but the highest scoring points are mostly in the correct
street.

Fig. 57.3 An aerial view of the experimental site on Fenchurch street in the satellite image (left)
and in 3D city model (middle); a photo taken at the experimental site (right)
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57.3.3 Positioning Error Analysis

To assess performance, the position errors are transformed from local coordinates
(Northing and Easting) to the along-street and across-street directions. Figure 57.5
shows the positioning results of conventional GNSS navigation solution from the
smartphone GNSS chip, compared with shadow-matching positioning results,
expressed as errors in across-street direction. It clearly shows that in most cases,
shadow matching solution outperforms the conventional GNSS positioning solu-
tion. Shadow-matching solution has improved the conventional positioning error, at
across-street direction, from 5 to 10 m to within 1 m accuracy in a major portion of
epochs.

Fig. 57.4 Shadow-matching score map of the experimental site (from 14:22:00 to 14:27:30, 26
Oct. 2012)

618 L. Wang et al.



In order to evaluate the performance across all of the epochs, a statistical
analysis was performed. The mean absolute deviation was used to evaluate the
performance of shadow matching. In order to show the improvements of shadow-
matching over conventional GNSS positioning, the mean absolute deviation at
each site are compared in Fig. 57.6 (left). The bar shows the mean across-street
positioning error using the conventional and shadow-matching algorithm,

Fig. 57.5 Comparison of the across-street positioning error between conventional GNSS
navigation solution and shadow matching solution

Fig. 57.6 Cross-street positioning error comparison between the conventional GNSS positioning
solution and the shadow-matching solution. Left mean and RMS cross-street positioning errors;
right success rate of cross-street positioning errors within certain ranges
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respectively. It is shown in Fig. 57.6 (left) that the across-street positioning per-
formance of shadow matching is significantly better than conventional GNSS. The
shadow-matching algorithm improves the mean cross-street error from 4.7 to
0.9 m.

Further statistics have been computed to express the positioning performance as
a success probability over a period of time (6 min), the results are shown in
Fig. 57.6 (right). As the street is around 10 m wide, a positioning accuracy better
than 5 m is considered good enough to determine the correct side of the street,
while a positioning accuracy better than 2 m is considered good enough to dis-
tinguish the foot path from a traffic lane. At the best site, it shows that the success
rate using shadow matching for determining the correct side of a street is 88.0 %,
compared to 39.3 % of the conventional solution; The success rate of distin-
guishing the footpath from a traffic lane is 86.9 % for shadow matching, compared
to 18.5 % for the conventional GNSS positioning.

As shadow matching improves the cross-street positioning significantly, it
shows a high potential to be combined with conventional GNSS and other possible
techniques.

57.4 Conclusions and Future Work

In this work, for the first time, the shadow-matching technique is demonstrated
using consumer-grade GNSS receivers. A new shadow-matching positioning
system compatible with GNSS data from smartphone is proposed and developed.
Optimizations are implemented for improving efficiency in real-time. The system
is then verified with real-world GPS and GLONASS data from Samsung Gal-
axy S3 smartphones. The experimental data show that the developed shadow-
matching system performs better than conventional GNSS positioning solution,
significantly reducing cross-street positioning error. The system is also compatible
to work with Compass (Beidou) and Galileo, with potentially improved
performance.

The results presented here are from a site well suited to shadow matching with a
smartphone GNSS data. Performance with smartphone is normally poorer in area
with highly reflective buildings because of the characteristics of the smartphone’s
antenna. Further research is therefore needed to improve the reliability of the
shadow-matching solution in these areas and to develop a quality metric.

To obtain an accurate and reliable position solution in challenging urban
environments, shadow matching must be combined with conventional GNSS
positioning, NLOS signal detection and other techniques that exploit the 3D
mapping, such as height aiding. This concept is known as intelligent urban posi-
tioning (IUP) and is introduced in [18]. IUP may also be extended to incorporate
other techniques, such as Wi-Fi, Bluetooth Low Energy, and MEMS inertial
sensors.
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Chapter 58
A Novel Three-Dimensional Indoor
Localization Algorithm Based
on Multi-Sensors

Zhifeng Li, Zhongliang Deng, Wenlong Liu and Lianming Xu

Abstract With the wildly application of the mobile internet, the market of
location-based services is growing rapidly. At present, the main current method of
indoor location is based on the finger point position technology of wireless local
area network (WLAN), and combined with a fusion algorithm of pedestrian dead
reckoning (PDR). Furthermore, due to the spread characteristics of Wi-Fi signal,
there are some weak signal zones and even blind zones. This paper proposes a
novel indoor localization algorithm. The algorithm combines the multi-finger point
technology, geomagnetic navigation and inertial navigation, and uses the advan-
tages of each technology to complement each other, to achieve the series, seam-
less, and three dimensions indoor location. Through the algorithm simulation and
contrast analysis of experiment, the algorithm given in this paper has showed that
the average positioning accuracy has improved nearly 37 %, the average posi-
tioning error can reach 2.72 m and the new algorithm has a 100 % coverage area
rates in comparison with KNN\W-KNN\PDR and their fusion algorithm, which
has proved the feasibility and effectiveness of this new fusion algorithm.

Keywords Multi-sensors � Fusion algorithm � High-precision

58.1 Introduction

As the rapid development of intelligent mobile phone, it drives the mobile Internet
application innovation. Location Based Service is rising rapidly in china. It has
become one of most popular application in the field of mobile Internet. According
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to a report released recently from the third data-research party—Enfodesk of the
mobile Internet, the mobile Internet user scale will reach 606 million, the Mobile
location services user scale will reach 510 million, and the Customer permeability
will reach 84.2 % [1]. According to the development trend of intelligent mobile
phone, the mobile phone will be integrated multi-functional sensor. It also shows
the future development direction of intelligent mobile phone. How to make full use
of these sensors, fuse the Wi-Fi location algorithm, to improve positioning
accuracy, expand positioning range, increase location dimension. All these ques-
tions will become the focus of research in this paper.

58.1.1 The Wi-Fi Indoor Positioning

In the domestic and foreign countries, the new wireless network technologies,
especially Wi-Fi based on 802.11 agreements are widely used. The intelligent
terminal has contained basically Wi-Fi module. In the foreign, Ekaha system and
Aero Scout system are representatives [2]. In domestic universities, Beijing
University of posts and telecommunications, Wuhan University and Shanghai
Jiaotong University are researching this technology [1]. It needs to meet two
requirements; one is to receive three or more effective Wi-Fi signal at the same
time, and the other is that the signal strength has obvious distinguishing degrees in
different location areas [3].

58.1.2 The Magnetic Positioning

Magnetic field is a vector field. It is the earth inherent public resources. It also has
all day, all weather, and all regional characteristics. Around earth space any point,
the magnetic field intensity vector has uniqueness, it corresponds the latitude and
longitude of this point. As long as accurately determine the point of magnetic field
vector, we can realize global positioning.

58.1.3 The Inertial Navigation

Dead Reckoning is an assistive technology of Global navigation satellite system. In
Pedestrian Dead Reckoning, the movement distance test by acceleration sensor [2],
the movement Angle measured by compass sensor. The biggest malpractice of
localization algorithm lies in error accumulation. Pedestrian navigation position
prediction principle is shown in Fig. 58.1 [4].
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58.2 Algorithm Principles

58.2.1 Location Difficulty Analysis

K Nearest neighborhood matching algorithm is a kind of relatively mature and
widely used technology. The first one is Wi-Fi signal cover shortage. The second
one is that due to the Wi-Fi signal’s penetrability, radioactive and multipath effect,
especially strong signal APs, they can form the same fingerprint point even from
long distance (in the same floor or in the different floors). The first positioning
accuracy makes great challenge. The third one is about the human body to Wi-Fi
interference. But if we take the average from four directions, that means we ignore
the indoor walking directivity, and introduce the gross error artificially [1]. This
article embarks from the reality, and puts forward a new algorithm which uses the
Wi-Fi positioning system as the core, and makes full use of magnetic sensor and
pressure sensor auxiliary and based on particle filter positioning output. It can
further improve the positioning accuracy.

58.2.2 The Wi-Fi Localization Algorithm

Weighted K Nearest neighborhood is an improved algorithm in the matching
algorithm from K Nearest neighborhood. This algorithm calculates the distance
between the measurement of RSS during the online positioning and the data base
of fingerprint library, and then selects recent K points. According to the weighted
average, we can determine the initial estimate position.P.S: K C 2 for common.

N

EP0

P1

P2

P3

a0

a1

a2

S1

Fig. 58.1 The principle
diagram of pedestrian dead
reckoning
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58.2.3 The Geomagnetic Auxiliary Algorithm

Compared with outdoor environment, the magnetic field of indoor environment
could be easily affected by architectural structure, strong-low electric field, elec-
tronic devices and human beings. But once the building is put into use, all of these
influences are vanished. The magnetic field becomes stable. The indoor environ-
ment produced a relatively constant magnetic environment.

58.2.4 The Pneumatic Auxiliary Algorithm

At present most of the positioning technology mostly stay in 2-D plane. But the
real positioning system should meet the 3-D demand (the floor positioning). The
paper used the pressure sensor of intelligent mobile terminal. Through the com-
parison with the pressure fingerprint information and the comprehensive Wi-Fi
positioning information, we make sure of the Initial location. And then use dif-
ference model determines the position of the third dimension.

58.3 A Novel Three-Dimensional Algorithm Based
on Multi-Sensors

58.3.1 Fusion Positioning

The basic core thought of fusion algorithm is doing a data fusion processing of
RSS of Wi-Fi, magnetic strength and the pressure value. Through the online
matching and particle filtering, the output gets the best point. Fusion algorithm
model is shown in Fig. 58.2.

The first step in the fusion algorithm is to deicide the height by Difference
model. After determining the two-dimensional plane, we used the Weighted KNN.
We suppose rij is signal strength of the No.j reference point and the No.i Wireless
access point. Ri is signal strength of the No.i Wireless access point. ‘‘m’’ is the
number of AP. ‘‘n’’ is the number of point. So distance formula can be expressed
as: As the p = 2, it is the Euclidian Distance formula [5, 3]

dj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm

i¼1

Ri � rij

� �p

s

; j ¼ 1; 2; . . .; n ð58:1Þ

We can get the number K of the nearest matching points by the up formula. By
calculating the mean of these points and giving the right value, we could get the
weight KNN formula. Wi means the weight of No.i.
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We calculated correlation coefficient between the four directions of above
points and the magnetic field strength. At last we get the most matching point and
the most matching direction.

cApi;Apj ¼
Cov rssi; rssj

� �

ri; rj
¼

1
n

Pn
k¼1 rssik � uið Þ rssjk � uj

� �

ri; rj
ð58:3Þ

58.3.2 Particle Filtering

For smoothing coordinate outputs, the paper chose the particle filter. To set up
mobile model particle filter is the difficult and key point. Combined with char-
acteristics of this paper we increased the forecast and analysis of the third
dimension. According to the position of the Markova property, the system states
transition equation of x, y, z direction is as shown:

x kð Þ ¼ ax � x k � 1ð Þ þ bx � vx k � 1ð Þ þ Qx

y kð Þ ¼ ay � y k � 1ð Þ þ by � vy k � 1ð Þ þ Qy

z kð Þ ¼ az � z k � 1ð Þ þ bz � vz k � 1ð Þ þ Qz

8
><

>:
ð58:4Þ

X means the coordinate figure on x, y, z coordinate at the k moment. V means
the speed on x, y, z coordinate at the (k-1) moment. Q means the process noises.
ax; ay; az and bx; by; bz mean the coordinate and their direction’s state transfer
coefficient. Observation equation on x, y, z directions are:

ZxðkÞ ¼ hx � xðkÞ þ RxðkÞ
ZyðkÞ ¼ hy � yðkÞ þ RyðkÞ
ZzðkÞ ¼ hz � zðkÞ þ RzðkÞ

8
><

>:
ð58:5Þ

Fig. 58.2 The principle diagram of new algorithm
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Z means observed value on x, y, z coordinate at the k moment. R means the
noise on x, y, z coordinate. H means the measurement coefficient on x, y, z
coordinate.

58.4 Test and Analysis

The paper selected the 2 terminal of Beijing airport for experiment place. We use
Samsung mobile-i9300 phone as a standard test phone to complete offline training
and online location.

58.4.1 Floor Location Test

Table 58.1 has shown us the pressure of the 2 terminal of Beijing airport including
basement first, first floor, second floor, third floor. We can obviously find that
different floors have different pressure values between 0.4 and 0.6 m Bars. We can
calculate the value of location point in the third dimension by comparing with the
reference pressure.

58.4.2 Magnetic Direction Matching Test

The paper chose three points from the data base of Offline training, and recorded
their magnetic field intensity from each finger point of four directions. As shown in
Table 58.2.

Through the contrast we can find that the adjacent fingerprint point magnetic
field strength has obvious difference at least 7 lT, and the same fingerprint point in
four direction of magnetic field strength also has the obvious difference at least
3 lT. They can be used in the fusion of matching algorithm as a set of charac-
teristic values.

Table 58.1 Comparing with the reference pressure

B1 F1 F2 F3

Pressure 1011.5 1010.9 1010.5 1009.9

Table 58.2 Magnetic field intensity from each finger point of four directions

East (lT) South (lT) West (lT) North (lT)

Point A 45 32 35 38
Point B 53 39 42 50
Point C 44 57 33 40
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In order to validate the feasibility of the fusion algorithm, the paper first des-
ignated a method of fixing-point test. We chose point ‘‘O’’ which is toward the
north, as shown in Fig. 58.3. Acquisition process lasted 10 s. First, we could know
we are in the second floor according to the pressure value matching. Second, we
get the most three matching points by K-NN algorithm. We calculate the coeffi-
cient of correlation between point ‘‘O’’ and each four directions of point ‘‘A’’, ‘‘B’’
and ‘‘C’’. The highest correlation coefficient with the test point is the point ‘‘B’’
with the direction of north almost 0.9. We get the results, as shown in Fig. 58.4.

Through the calculation results, we could obviously see that the matching
results are very close to actual toward, also could effectively identify the direction.

58.4.3 Compare with Ekahua System

This paper used the Ekahua system to compare [2]. The paper validated the
moving positioning results further. Walking direction is such as arrow shown in
Fig. 58.5.

Fig. 58.3 Points map of experiment
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In the outer part of the corridor Wi-Fi signal is difficult to distinguish from each
other, so location accuracy is not accuracy in the original location system. In the
gallery from gate 14 to gate 16 there cannot receive Wi-Fi signal, so it could not
be located.

We used Samsung mobile-i9300 phone to compare the results from two dif-
ferent methods, Wi-Fi and magnetic fusion positioning and the sole Wi-Fi posi-
tioning. The sampling period is 600 MS. We get almost 500 location results
during the test process. Two kinds of the performance of the system are shown in
Table 58.3. We can see Wi-Fi/magnetic fusion positioning has greatly improved
the positioning accuracy. At the same time by using the pressure difference
comparison model, we could get 100 % correct floor.

Fig. 58.5 Itinerary map of
experiment

Table 58.3 System resulting
data of standard experiment

Maximum
error (m)

Average
error (m)

Floor
accuracy
(%)

Wi-Fi ? particle filter 4.14 2.01 78
Wi-Fi/magnetic

? particle filter
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We can easily find that the algorithm by this paper is better than Ekahua system.
The maximum error, the average error, and the floor accuracy has promoted by
49.5, 37 and 28 %. And the paper has proved the effectiveness of the proposed
algorithm.

In the Fig. 58.6 to show the advantages of the new algorithm more intuitive, the
paper made three curves: the green one is actual route, the red one is the results
from the Wi-Fi positioning system, and the blue one is the results from the Wi-Fi/
magnetic fusion positioning system. We use the X coordinate to contrast each
other. Because there is no Wi-Fi signal in the later of the process, the Ekahua
system cannot locate [2]. But the new algorithm can also locate the position near
the actual position. We can obviously find that the blue line is closer to the actual
situation.

58.5 Conclusions

This paper puts forward a three dimensional positioning method which fuses Wi-Fi
localization, magnetic field location and high barometric leveling. It outputs the
smooth coordinates through the particle filter. The paper discusses the principle
and realization. We tested in the 2 terminal of Beijing airport and proved the
feasibility of the algorithm. By comparison with outputs of original Wi-Fi location
particle system, it is easily found that positioning accuracy and positioning range
has a wide improvement. The new method has solved the problem of unable to
locate in the non-signal areas of Wi-Fi and also solved the problem of the ori-
entation direction. A three dimensional orientation has realized. The next research
goal is to perfect each module of this system, improve the robustness and effi-
ciency, and further improve the positioning accuracy.
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Chapter 59
Particle Filtering in Collaborative
Indoor Positioning

Hao Jing, Chris Hide, Chris Hill and Terry Moore

Abstract Satellite positioning accuracy cannot meet the required needs due to lack
of GPS signals inside buildings. Wi-Fi fingerprinting has become a popular method
of overcoming problems in indoor positioning and navigation. Yet the accuracy of
fingerprinting is rather limited and the system is prone to the changes of the building
structure and Wi-Fi networks. However, if mobile users can share their signal as well
as ranging and positioning information collaboratively to form a local network, the
information could be used to correct failures in the fingerprinting process and pro-
vide more signal and information to derive robust positioning results. This paper
implements collaborative positioning using Particle Filters which give the potential
of utilizing additional positioning information whenever possible. The filter takes
into account the uncertainty of indoor positioning results. Therefore, it provides a
series of possible solutions and outputs the most likely result. Simulation tests are
carried out to evaluate the performance of the proposed algorithm. Results are
analysed and improvement in accuracy could be seen in the results.

Keywords Particles filters � Collaborative � Indoor positioning � Wireless
network

59.1 Introduction

Location-based services (LBS) and applications have been popular in everyday
applications for both military and civil usage over the last decade as Global
Navigation Satellite System (GNSS) technology matures. However, as both users
and applications extend to a much broader scope [1] than what GPS was initially
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designed for, researchers soon realized that satellite-based navigation system
struggles to meet the required demands. Most LBS users actually spend most time
of their day inside buildings or in urban areas where buildings, trees etc. tend to
block satellite signals. Signals reflect and refract on walls and any other obstacles
in their way causing multipath, which in effect lead to an inaccuracy of up to
200 m in urban areas [2]. As mobile social applications continue to gain popu-
larity, an increasing problem is that a wrong location is attached when posting
social events due to lack of positioning accuracy in such environment. Large
international airports and shopping centres also tend to become bigger and more
complicated. In emergency situations, this could be a huge problem if people are
lost inside the complex maze of modern corridors and hallways.

Numerous sensor network based systems, such as wireless local area network
(WLAN or Wi-Fi technology) and inertial navigation system (INS), have been
proposed to overcome GNSS failures. Both methods are able to provide posi-
tioning information inside buildings, providing a promising solution for seamless
outdoor-indoor positioning. Yet the problem is still not fully resolved as Wi-Fi
relies on network architecture. Influences such as walls, furniture, electronics and
moving pedestrians, as well as the nature of signal strength fluctuation, could lead
to failure or sudden inaccuracies. On the other hand, most pedestrian navigation
devices used for everyday applications are very low cost INS sensors. Thus, even
with corrections, the inertial measurement drift will increase significantly after a
period of time.

To overcome drawbacks of single sensor positioning system, research have
been carried out to integrate sensors and positioning information into collaborative
positioning systems. Chan et al. [3] proposed a collaborative system using ZigBee
signals for museums. When users cluster together in a certain area, they help to
correct nearby user positions by sharing their positions and how confident they are
with that position. They have discovered that while the clustered users are able to
help improve positioning accuracy, having a dense cluster could also lead to signal
blockage or information overload. A collaborative localization algorithm based on
Wi-Fi RSS is presented by Zhang et al. [4]. A group of mobile anchor nodes
equipped with GPS remain relatively static to each other while moving and
broadcasting messages to sensor nodes which helps estimate the position of the
sensor node. Work done by Brzezinska et al. [5] provides a collaborative platform
of integrating multi-sensors for both pedestrian and vehicle navigation. The
algorithm was able to achieve 50 % improvement in positioning accuracy com-
pared to stand-alone GPS positioning. Nevertheless, these systems still rely on
GPS signals to some extent.

This paper proposes a collaborative multi-sensor multi-user positioning algo-
rithm which takes advantages of sharing ranging information between nearby
mobile users to form a local network. Particle Filtering (PF) is applied to integrate
ranging and sensor information which helps to correct outages or bias in the
received data. We will firstly discuss the integrated sensors which include Wi-Fi,
Ultra-Wide Band (UWB) and pedestrian dead reckoning (PDR) performance.
Then the PF approach to collaborative positioning will be discussed. In Sect. 59.4,
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simulations are presented to evaluate the algorithm performance. Finally, results
are concluded with an outline for future work.

59.2 Methodology

The proposed algorithm integrates all available location information to overcome
the weakness of one single measurement. A short discussion of each integrated
sensor measurement is outlined below.

59.2.1 Pedestrian Dead Reckoning

For a low-cost mobile user, PDR measurements usually consist of step length and
heading. Measurement equation could be described as

Et

Nt

� �
¼ Et�1 þ ŝ t�1;t½ � sin wt�1

Nt�1 þ ŝ½t�1;t� cos wt�1

� �
ð59:1Þ

where Et; Nt½ � are coordinates of the positions, ŝ t�1;t½ � is the measured step length
between time (t - 1) and t, wt�1 is the measured heading. These measurements
could be obtained from accelerometers and gyroscopes on modern smart-phone.
However, low-cost gyro sensor has a large drift bias up to 1�/s [6]. Therefore, it is
only able to provide a very coarse measurement and becomes less reliable as time
lengthens. Noisy PDR measurements provide the dynamic measurement parame-
ters for the proposed PF algorithm.

59.2.2 Wi-Fi Received Signal Strength Patterns

Theoretically, wireless signals follow a propagation model where the received
power, PRX , is a function of the distance d, which is known as Friis’ law [7]. It
could be written in a simple form:

PRX dð Þ ¼ Pd0 � 10n log10 dð Þ þ a �WAF ð59:2Þ

where Pd0 is the RSS at a certain reference distance, normally 1 m away from the
transmitter. n is the free space loss factor, WAF is the Wall Attenuation Factor, a is
the number of walls between the transmitter and receiver.

To analyse signal patterns inside buildings, a series of Wi-Fi signals are col-
lected in the corridor and roof of Nottingham Geospatial Building (NGB). A BT
Voyager 2901 wireless ADSL router was setup as an AP which broadcasts Wi-Fi
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signals, while a Samsung Galaxy Tab runs a program to collect RSS data at
distances ranging from 10 cm to 10 m.

From the collected data, it could be seen that the RSS gradually drops as the
distance between the receiver and transmitter grows (Fig. 59.1). However, due to
the fluctuation of signals and surrounding environment, which is also shown in [8]
and [9], the difference between the received maximum RSS and minimum RSS
could vary from 4 dB up to 53 dB for a single position, with an average difference
of 14.3 dB. According to the analysis results of collected data, we set n = 3.0.
(Fig. 59.1).

59.2.3 Wi-Fi Fingerprinting

A simple propagation model is insufficient to provide an accurate range based on
single RSS measurement as signals do not correlate well with the model due to
fluctuation inside complicated environments where it is affected by changes in
building structures and environmental factors. The first way to overcome this
problem is the fingerprinting (FP) method. FP overcomes this problem by col-
lecting and storing signal patterns that indicate certain areas of the building like a

Fig. 59.1 Mean (a, c) and standard deviation (b, d) nSS in corridor and roof (10 cm–10 m)
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‘‘fingerprint’’ in a database. The approach consists of a training phase and posi-
tioning phase. During the training phase, ‘‘fingerprints’’ of RSS vectors are col-
lected by walking around a designated area. Users could then go into the area and
obtain positions by matching the RSS readings to the fingerprints in the database.

A fingerprint-mapping (FPM) method is proposed here for integrating RSS
information into PF. The method searches through the RSS database for positions
within �n dB difference of the collected RSS separately for each AP. Intersections
of all positions from the database are considered to be likely positions.

59.2.4 UWB Ranging

Another way to overcome Wi-Fi ranging imprecision is by using alternative wireless
signals. UWB signals, as mentioned in [10], has strong penetration ability and could
overcome multipath and signal reflection. It is able to provide very precise ranging
solutions since it is based on the principle of detecting the TOA. By setting up an
indoor network, accurate positions could be provided to users in its signal coverage
area. Evaluation work discussed by Choliz et al. [11] and Meng et al. [12] suggests
that a UWB network is able to achieve position precision up to sub-meter level. Tests
also show that it is able to provide precise short distance ranging between nodes
without having to setup a network, which can be used by mobile users.

59.2.5 Particle Filtering in Collaborative Positioning

The algorithm in this paper applies PF to integrate available sensors and user
information mentioned above. PF is based on Monte-Carlo sampling, thus can deal
with non-linear and non-Gaussian estimations. It is able to integrate a combination
of data, including building maps. For non-linear filtering, states are described in
the discrete-time stochastic model:

xk ¼ fk�1 xk�1; vk�1ð Þ ð59:3Þ

where xk is the state vector, k is the time index, fk�1 is a known function of the
state xk�1 and noise vk�1. Non-linear filtering recursively estimates xk from
measurements zk,

zk ¼ hk xk;wkð Þ ð59:4Þ

where hk is a known non-linear function and wk a noise measurement. To quantify
the ‘‘truthfulness’’ of state measurements, a posterior probability density function
(pdf) p xkjZkð Þ is obtained recursively in prediction and update steps from previous
observations using
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p xkjZkð Þ �
XN

i¼1
wi

kd xk � xi
k

� �
ð59:5Þ

In this paper, we integrate DR measurement with other sensors using sampling
importance resampling (SIR) filter [13]. The state dynamics and measurement
functions need to be known, as well as the likelihood function p xkjZkð Þ. Weights
for particles are given by

wi
k / wi

k�1p Zkjxi
k

� �
ð59:6Þ

When resampling, number of new particles to generate depend on wi
k. Once

resampling is carried out, for each particle, previous importance weights are no
longer passed on, thus

wi
k / p Zkjxi

k

� �
ð59:7Þ

59.3 Simulations and Results

59.3.1 Simulation Settings

Simulations are carried out using Matlab R2011a to evaluate algorithm perfor-
mance. In order to get a balance between program efficiency and effective posi-
tioning, 300 particles are generated. An indoor building map of NGB is used to
provide building information, e.g. walls, doors. Details of implementing map
information in PF is described in [14]. The true locations of the 6 APs in NGB
Floor A and B were surveyed and a RSS database is simulated using Eq. (59.2)
(n = 3, WAF = 6) for Floor A with a noise variance that follows the pattern
identified in Sect. 59.2.2. The algorithm procedure is listed below:

1. Initialisation: initialise particles within 10 m around the initial position.
2. Prediction: Particles propagate forward according to DR measurements with a

0.5 m noise in velocity and a heading variance of �30� as well as a heading
drift bias of 0.5 /s.

3. Weighting: RSS and ranging measurements between users and APs are
acquired. Particles are weighted according to Eq. (59.8).

weight ¼
1=D dist x; y½ �particle; x; y½ �RSS

� �

1=D distparticle pairs; distranging

� �
; ðif other users availableÞ

0; if crosses a all or outside buildingð Þ

8
><

>:
ð59:8Þ

4. Normalisation and re-sampling: weights are normalised. New particles are then
re-sampled if the remaining effective particles fall below 50 % of the total
number.
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59.3.2 Result Assessment

59.3.2.1 Scenario 1

This scenario considers one mobile user moving along the corridor of Floor A in
NGB according to a pre-defined true trajectory that starts off from the start point of
the trajectory. The conventional FP method and FPM method is used for
comparison.

Blue lines in Figs. 59.2 and 59.4 show the trajectory of PF performance based
on DR measurements and conventional FP while using RSS collected from using
6APs and 1AP. Yellow lines illustrate the output of FP positions. Blue lines in
Figs. 59.3 and 59.5 show the trajectory of PF performance based on DR mea-
surements and FPM method using RSS collected from using 6AP and 1AP. Black
circles highlight the doorways in the building.

Results are listed in Table 59.1. Error in the DR column is the average distance
between the DR trajectory and true trajectory from independent DR measure-
ments. PF columns show errors of the PF trajectory when using DR and RSS
measurements integrated PF.

Fig. 59.2 DR and FP (6AP) based PF
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59.3.2.2 Scenario 2

This scenario is designed to identify how collaborative ranging could improve
positioning results. In the model, two mobile users walk parallel to each other in a
50 9 50 area and ranging distance information between users as well as DR and
Wi-Fi information (FPM method is used) is collected. Figure 59.6 is the trajectory
of two users when not using ranging information. Figure 59.7 shows the trajectory
when ranging is used between the two users.

Positioning results with ranging and without ranging are listed in Tables 59.2
and 59.3 respectively. Four sets of scenarios are simulated for this case. The first
set is two users moving in the same direction; both 90� to the x-axis, their DR drift
bias are in the same direction as well, either both left or right. The second set is
two users both moving 90� to the x-axis, but with drifts the opposite direction, as
shown in Figs. 59.6 and 59.7. In the third and fourth set, the left user moves �90�

to the x-axis, thus moving in the opposite direction to the user on the right-hand
side, respectively for each set their drift bias are in the same and opposite
directions.

A model of two users moving perpendicular to each other with four cases was
also simulated. In the first and second set, the first users moves 90� to the x-axis,

Fig. 59.3 DR and FPM (6AP) based PF
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while the second user moves 90� to the y-axis, drift bias are in the same and
opposite direction for each set. For the third and fourth set, the first user moves 90�

to the x-axis, while the second users moves �90� to the y-axis, with the same and
opposite drift direction respectively. Figures 59.8 and 59.9 show the trajectory for
case 2 when not including and including ranging information respectively. Results
are listed in Tables 59.4 and 59.5.

59.3.2.3 Scenario 3

The ranging information is employed to two mobile users on Floor A of NGB.
Respectively, results are listed below for using RSS from all APs in the building to
using only ranging information and no Wi-Fi at all. In Figs. 59.10 and 59.11, blue
and magenta lines plot the PF trajectory of two mobile users, DR trajectory is
plotted in red lines and the true trajectory is plotted in green. Results are listed in
Table 59.6.

Fig. 59.4 DR and FP (1AP) based PF
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59.4 Analysis and Conclusion

59.4.1 Result Analysis

From results obtained in Scenario 1, it could be recognized that the FPM method
provides better positioning information. FPM keeps all possible positions from
RSS matching and let particles decide which position matches best with the
locations of the particles consequently keeping all possible solutions in the filter
until some solutions come to a dead end and their weight drops to zero.

Fig. 59.5 DR and FPM (1AP) based PF

Table 59.1 Positioning
errors (m)

DR PF (conv. FP) PF (FPM)

6AP 4.80 2.12 1.72
3AP 4.80 1.50 1.77
2AP 4.80 2.56 1.59
1AP 4.80 2.79 1.52
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Scenario 2 helps to discover when collaborative ranging improves positioning.
Ranging only constraint users to be at a relatively correct distance from each other,
hence both users could still follow the wrong trajectory. From the results, we could
see an overall 30 % improvement for the two users when moving parallel to each
other and an overall 50 % improvement when moving perpendicular to each other.
It could also be discovered that ranging improves positioning results greater when
two users are walking in different directions. This could be due to effect of can-
celling drift bias. In these situations, implementing ranging information could help
to pull or push the two users into the right trajectory.

When implementing the ranging method to two users moving on Floor A in
NGB, positioning accuracy showed to improve by an average of 70 % for both
users when compared to DR positioning results, an improvement of 25 % when
compared to non-ranging positioning for user 1, with a largest error of 3.91 m and
smallest 0.08 m. What should also be noticed is that taking away Wi-Fi infra-
structure will not break the system when either FPM method or ranging infor-
mation is integrated. Therefore, the system has the potential of providing
continuous navigation even if Wi-Fi AP infrastructure collapses or changes.

Fig. 59.6 PF trajectory without ranging
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Fig. 59.7 PF trajectory with ranging

Table 59.2 Positioning errors with ranging (m)

User 1 User 2

DR PF (ranging) DR PF (ranging)

Case 1 4.71 1.48 3.88 1.61
Case 2 4.71 1.25 5.31 1.31
Case 3 4.29 0.87 5.31 0.95
Case 4 4.29 0.93 3.88 0.80

Table 59.3 Positioning errors without ranging (m)

User 1 User 2

DR PF (no ranging) DR PF (no ranging)

Case 1 4.71 1.71 3.88 1.83
Case 2 4.71 1.61 5.31 1.54
Case 3 4.29 1.85 5.31 1.42
Case 4 4.29 1.83 3.88 1.67
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59.4.2 Conclusion and Future Work

In this paper, a collaborative indoor positioning and navigation algorithm using
Particle Filtering is presented. We first discussed the sensors implemented in the
collaborative system. The proposed system model was then introduced. Simula-
tions using the proposed algorithm were presented.

The collaborative positioning algorithm employs several different positioning
techniques to overcome the limitations of single sensor measurements. As DR
drifts grow with time, adding Wi-Fi data and ranging constraint could help to
correct the bias. Wi-Fi networks are unstable and RSS fingerprints do not always
indicate the correct position, therefore, DR data and ranging constraint could help
to eliminate positions that are far from possible positions. Collaborative ranging
implemented PF has proven to be effective for indoor positioning and navigation.
With the proposed method, the system becomes less reliant to Wi-Fi network.

However, real life situations are far more complicated. More users could appear
in the designated area; users could be walking in random directions. When only

Fig. 59.8 PF trajectory without ranging
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Fig. 59.9 PF trajectory with ranging

Table 59.4 Positioning errors without ranging (m)

User 1 User 2

DR PF (no ranging) DR PF (no ranging)

Case 1 4.77 2.15 4.77 2.48
Case 2 4.77 2.40 5.20 1.56
Case 3 5.20 1.55 5.20 1.70
Case 4 5.20 1.56 4.77 1.49

Table 59.5 Positioning errors with ranging (m)

User 1 User 2

DR PF (ranging) DR PF (ranging)

Case 1 4.77 0.66 4.77 1.01
Case 2 4.77 0.69 5.20 1.02
Case 3 5.20 0.88 5.20 0.74
Case 4 5.20 1.12 4.77 0.64
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two users were simulated, ranging does not always improve results much. Failure
could also occur when both DR and RSS information are dragging particles into
the room on the other side of the wall where new particles would eventually be
resampled in the wrong room.

Future work aims to test model robustness in real life scenarios and eliminate
failure situations as much as possible by adding more users into the system. In the
next stage, inertial measurements from a MicroStrain inertial measurement unit
attached onto users and ranging measurements from UWB nodes carried by users
will be implemented into the filter. Further research on taking out building map
information and RSS database should also be investigated.

Fig. 59.10 PF trajectory without ranging
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Chapter 60
A MEMS Multi-Sensors System
for Pedestrian Navigation

Yuan Zhuang, Hsiu Wen Chang and Naser El-Sheimy

Abstract Micro-electro-mechanical system (MEMS) sensors are widely used in
many applications due to their low cost, low power consumption, small size and
light weight. Such MEMS sensors which are usually called multi-sensors include
accelerometers, gyroscopes, magnetometers and barometers. In this research,
Samsung Galaxy Note is used as the MEMS multi-sensors platform for pedestrian
navigation. It contains a three-axis accelerometer, a three-axis gyroscope, a three-
axis magnetometer and GPS receiver. Pedestrian Dead Reckoning (PDR) algo-
rithms which include step detection, stride length estimation, heading estimation
and PDR mechanization are carefully discussed in this paper. GPS solution is the
major aiding source to reduce the MEMS IMU position, velocity and attitude
errors when GPS signals are available. Magnetometers are also used to reduce the
attitude errors of gyroscopes if there are no environment disturbances. A loosely-
coupled extended Kalman Filter is implemented in the paper to fuse all the
information to obtain the position result. Two typical scenarios are tested and
analyzed in this paper: walking from outdoor to indoor and indoor walking. The
MEMS multi-sensors system works well for both scenarios. To conclude, algo-
rithms of MEMS multi-sensors system can provide an accurate, reliable and
continuous result for pedestrian navigation on the platform of smart phone.
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60.1 Introduction

Micro-electro-mechanical system (MEMS) sensors are widely used in many
applications due to their low cost, low power consumption, small size and light
weight. Such MEMS sensors include accelerometers, gyroscopes, magnetometer
and barometer. On the current market, they can be found in various consumer
products such as smart phones, personal digital assistants and gaming devices, etc.
One important application of them is a pedestrian navigation system (PNS). The goal
of PNS is to provide a continuous and reliable position for personal use in many
different applications such as safety-of-life purpose and commercial utilization.

Low-cost MEMS inertial measurement unit (MEMS-IMU) has a main disad-
vantage: its in-run bias, scale factor and high level of noise accumulate as a
function of time. Therefore, they cannot be used to provide relatively long term
accurate solution. In order to limit the error accumulation over time, MEMS-IMU
is usually combined with other sensors (such as magnetometer and barometer) and
integrated with GPS to achieve desired accuracy by using fusion algorithms.

For pedestrian navigation application, MEMS-IMU data are used in two dif-
ferent ways to compute the navigation solution. The first way implements tradi-
tional Inertial Navigation System (INS) mechanization equation which computes
user’s relative position, velocity and attitude by using raw acceleration and angular
rate data. Personal Dead Reckoning (PDR) is another approach for pedestrian
navigation. PDR algorithms involve three critical procedures: detecting a step,
finding heading and estimating step length. These parameters are then used to set
up PDR mechanization equation in which user’s horizontal position will be esti-
mated. The main advantage of the first method is the ability to provide 3D posi-
tion, velocity and attitude. However, it has the demerit that navigation solution
errors grow up with time rapidly at this way. On the other hand, when using PDR,
navigation solution errors are proportional to the traveled distance, and not to the
time [1]. Both of these methods require additional sources and algorithms to
maintain the required accuracy over time. GPS solution is the major aiding source
to reduce the MEMS IMU position, velocity and attitude errors when GPS signal is
available. Magnetometer is a complementary way to provide attitude besides the
gyroscope.

Some of the studies related to pedestrian dead reckoning are based on MEMS-
IMU mounted at foot to obtain the best results by utilizing zero velocity updates
(ZUPT) [2]. Some of the studies are based on PNS mounted at waist belt [3].
However, it is not convenient to mount PNS systems at such parts of body.
Currently, most smart phones contain multi-sensors. The widely use of smart
phones makes it a good multi-sensors platform for pedestrian navigation. In this
research, Samsung Galaxy Note is used as the platform for pedestrian navigation
which contains 3-axis accelerometer, 3-axis gyroscope, 3-axis magnetometer, a
barometer and GPS chip. The focus of this study is to develop an appropriate and
robust PDR algorithm for multi-sensors in smart phones.
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This paper is organized as follows. Section 60.2 introduces the step detection
algorithm; Sect. 60.3 presents the methods to compute the stride length; the
heading estimation algorithms are described in Sect. 60.4; PDR mechanization is
discussed in Sect. 60.5 followed by the field tests and result’ analyses given in
Sect. 60.6.

60.2 Step Detection

Gait cycle is the basic to detect steps. A gait cycle for this study is defined as the
time when the foot leaves the ground till the time when it hits the ground again.
The detection algorithm contains four steps.

1. Compute the magnitude of the acceleration for each sample.

ai ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

xi þ a2
yi þ a2

zi

q
ð60:1Þ

where axi; ayi and azi are x-axis, y-axis and z-axis acceleration at i epoch. ai is the
magnitude of the accelerations at i epoch.

2. Choose the width of a window w to compute the local mean acceleration. This
step is very important. The chosen window length affects the result
significantly.

3. Compute the local mean acceleration value of each sample.

�ai ¼
1

2wþ 1

Xiþw

q¼ i�w

aq ð60:2Þ

where �ai is the mean of accelerations at i window, aq is the magnitude of the
acceleration at q epoch.

4. Find the peak. The time between two peaks means a step period.

ð�ak � �ak�1Þ � ð�akþ1 � �akÞ\0 ð60:3Þ

where �ak�1; �ak and �akþ1 are means of accelerations at k � 1; k and k þ 1 window.

60.3 Stride Length Estimation

The stride length is defined as the traveled distance between two heel impacts. It is
necessary to estimate the stride length at each stride to compute the total forward
moving distance of a person. Obviously, it cannot be assumed to be constant.
Typically, different people’s stride lengths are different. The stride lengths do not
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stay the same even for the same person in different environments. Therefore, two
methods to estimate stride length are used in this paper.

The first algorithm assumes the stride length is proportional to the vertical
movement of the human hip [4]. The vertical movement is obtained from the
largest acceleration difference in vertical direction at each step. The equation used
to estimate the stride length is written as follows:

SL ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
az max � az min

4
p � K ð60:4Þ

where az max is the maximum value of az; az min is the minimum value of az; and
K is a constant need to be selected experimentally or calibrated.

The second algorithm estimates the average walking velocity of a person first.
Then, the step length is calculated by Eq. (60.5)

SL ¼ �t � Dtstride ð60:5Þ

where �t is the average walking velocity. Dtstride is the time spent to finish one
stride. The average walking velocity comes from traditional INS mechanization
equation [5]. It is reliable when GPS signal is available to reduce the errors of
MEMS IMU. However, it is not reliable in indoor environment due to the
unavailability of GPS signals. The two methods are combined to provide the
estimation of stride length.

60.4 Heading Estimation

There are three main ways to estimate the heading of a person: using gyroscope,
magnetometer or GPS. The first two methods are usually used to estimate the PDR
heading while the third one is normally utilized to update the PDR heading in the
GPS/PDR integration.

Gyroscope provides a relative heading. Therefore, an initial heading should be
given by GPS or personally. It is accurate only at short term due to the accumu-
lated error as a function of time. However, comparing to magnetometer which can
be easily distributed by the environment, it will not suffer from sudden change in
heading estimation.

The magnetometer provides long term accurate absolute azimuth. However, the
main problem of this method is the affection of external disturbance. Gyroscopes
can be used to detect external disturbance using Eq. (60.6) [6].

xG � xCj j[ th

xC ¼
wðtkþ1Þ � wðtkÞ

tkþ1 � tk

ð60:6Þ

where xG is the derived angle rate from magnetometer measurements, xC is the
angle rate of the gyroscope, th is the threshold selected at the calibration process,
and w is the magnetometer measurement which means the magnetic azimuth.
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Another problem for the magnetometer is that it’s not easy to calibrate. In this
study, the algorithm in [7] is used to calibrate the magnetometer.

Heading estimation based on GPS is usually used as the PDR heading update. It
also can be used to give an initial value for heading estimation based on gyro-
scopes. The accuracy of GPS heading depends on GPS velocity [8]. Typically,
when GPS velocity is larger than 1 m � s�2; it can provide useful heading.

The integration of the complementary qualities of the gyroscope and magne-
tometer can provide a robust heading estimation for PDR. The magnetometer
heading is incorporated in the navigation solution and used to reduce the gyro-
scope’s errors. When magnetometer is disturbed by the environment the gyroscope
is used to update the heading. When GPS signal is available, GPS heading is used
to update the PDR heading. The details of three methods are shown at Table 60.1.

60.5 PDR Mechanization

PDR algorithm is the determination of current position using the information of
previous position, travelled distance and heading. The pedestrian traveled distance
needs step detection, stride length estimation and heading estimation which are
discussed in Sects. 60.2 and 60.3. After getting all the information, the PDR
algorithm will use the following equation to estimate the current position.

Ek ¼ Ek�1 þ ŝðk�1; kÞ � sinðĤk�1Þ
Nk ¼ Nk�1 þ ŝðk�1; kÞ � cosðĤk�1Þ

ð60:7Þ

where Ek�1; Nk�1ð Þ and Ek; Nkð Þ are the previous and current positions in local
level frame, ŝðk�1; kÞ is the estimated stride length since step k-1 to k, and Ĥk�1 is
the estimated heading at step k-1.

Table 60.1 Summary of three methods for heading estimation

Heading Mag-based Gyro-based GPS based

Theory HM ¼ atan2
Hy

Hx

� �
HGðkþ1Þ ¼HGðkÞ

þ
Z tkþ1

tk

xðtÞdt

Hgps ¼ atan2
vE
vN

� �

Pros Absolute azimuth & long
term accuracy

Less disturbance & short
term accuracy

Absolute azimuth

Cons Unpredictable external
disturbance

Drift & relative azimuth Accuracy depends on
velocity

Calibration Hard Easy No
Cost Low High Low
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60.6 Field Tests and Results

The data was collected at University of Calgary campus to evaluate the navigation
performance of the proposed algorithm using Samsung Galaxy Note. As shown in
Fig. 60.1, the smart phone is held in hands during the test. In Fig. 60.1, x-axis is in
forward direction, y-axis is in right direction and z is in down direction.

60.6.1 Step Detection Algorithm Test

Three datasets are collected to test the step detection algorithm. The result is
shown at Table 60.2 and Fig. 60.2. In Table 60.2, the average accuracy could
achieve 96.53 %. It is acceptable due to the experimental situation. There was a lot
of snow on the ground when the data was collected at outdoor environment. It
affects the result of step detection because gait movements need caution to avoid
slipping. If there was no snow, the result is expected to be better.

Figure 60.2 also shows the algorithm detects the steps successfully. It is worth
mentioning that there is no green point at beginning because the algorithm starts
after GPS signal is available.

60.6.2 Stride Length Estimation Algorithm Test

Two group data of walking at a line are used in the stride length estimation
because the averages of the true stride length are easy to obtain. The result shows
estimation error is about 2 %. It is accurate enough considering the affection of the
snow on the group. Table 60.3 shows the result of stride length estimation.

Fig. 60.1 Smart phone held
in hand during the test
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60.6.3 Heading Estimation Algorithm Test

Two datasets are used to test the heading estimation algorithm. One dataset is
collected in the environment includes indoor and outdoor. Another one is com-
pletely in indoor environment. The heading results are shown in Fig. 60.3.
Because there is no reference system to provide accurate true heading, the refer-
ence heading is derived from the direction of walking shown on the Google map.

Table 60.2 Result of step
detection algorithm

Detected steps True steps Accuracy (%) Average (%)

770 787 97.84 96.53
223 230 96.96
109 115 94.78
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Fig. 60.2 Step detection
result. a Result. b Enlarge
view of result
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Compare to the reference heading most of the results of PDR heading, gyro
heading, magnetometer heading and GPS heading (if available) are less than 10�.
They are acceptable.

60.6.4 Trajectory

Two trajectories of the two datasets are shown in Fig. 60.4. In Fig. 60.4a, the
trajectory starts from outdoor to indoor, then outdoor again. The total time is about
7 min, while there is about 2 min indoor environment. The red, green and yellow

Table 60.3 Result of stride length (SL) estimation algorithm

Average estimated SL (m) Average true SL (m) Accuracy (%) Average (%)

0.3797 0.3822 99.35 98.76
0.3892 0.3822 98.17
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estimation. a Dataset 1.
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points represent results of GPS only, PDR only and GPS/PDR integration. After
2 min indoor walking, the accumulated position error shown in Fig. 60.4a (left-up
corner) reaches 10 m and the maximum heading is about 10�. The initial heading
and position for the PDR in indoor are obtained from the last available GPS signal.
It is not accurate enough. Therefore, the indoor part of trajectory is not good in
Fig. 60.4a. And after investigation, this is heavily caused by strong magnetic
disturbance. Although gyroscope can detect magnetic interference, it is lack of
heading update.

In Fig. 60.4b, the trajectory is the result of PDR only due to no available GPS
signals in indoor environment. The total time is about 4 min. The maximum
position error is about 8 m, and the maximum heading error is about 10�. Because
the initial point is at indoor environment, so GPS signal is not available. The initial
position and heading are given personally. Due the relatively accurate initial
heading and position, the maximum position error is less than the indoor part of
Fig. 60.4a.

60.7 Conclusions and Future Works

As shown in these experiments, the algorithms of MEMS multi-sensors system can
provide accurate, reliable and continuous result for pedestrian navigation on the
platform of smart phones. PDR algorithms are developed based on MEMS IMU,
magnetometers and GPS. The field results have demonstrated the multi-sensors
algorithm for pedestrian navigation works well during the test. Although the
algorithms are implemented at Samsung Galaxy Note, they are also suitable for
other smart phones. The future works will be threefold: (1) Better heading

Fig. 60.4 Trajectories of two dataset. a Dataset 1. b Dataset 2
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estimation algorithm will be developed for the PDR to provide more accurate
result. (2) Error of step detection will be reduced by new algorithm development.
(3) Wi-Fi will be included at the algorithms for pedestrian navigation.
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Chapter 61
Fusion of Wi-Fi and WSN Using
Enhanced-SIR Particle Filter for Hybrid
Location Estimation

Dongjin Wu, Linyuan Xia and Jing Cheng

Abstract It is extremely important for pedestrian navigation and location-based
services (LBS) that users of portable devices can quickly and accurately locate
themselves wherever they might be. In this paper, we propose a novel hybrid
approach for indoor and outdoor localization in urban area based on Enhanced
Sequential Importance Resampling (Enhanced-SIR) Particle Filter (PF). The
approach implements by gathering and processing signal strength information
from Wi-Fi and other signals of opportunity, such as wireless sensor network
(WSN). It combines WSN (2.4 GHz Zigbee) with Wi-Fi for hybrid location
estimation, in which, Wi-Fi signal is used for the entire area, and WSN signal
serves as the enhanced signal to assist the resampling of particles. The method of
Enhanced SIR can not only solve the problem of degeneracy, but also improve the
sampling accuracy of particles. Experimental results demonstrate that the proposed
hybrid approach can provide more accurate location estimates in indoor and
outdoor areas, and costs equivalent runtime, compared to conventional SIR PF.
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61.1 Introduction

Following with the development of Global Navigation Satellite Systems (GNSS)
and infrastructures of signals of opportunity, ubiquitous location for LBS and
Smart City Project is proliferated. Conventional location technologies that depend
on GNSS and cellular network are limited in urban canyons and indoor areas,
because of weak signals and low location accuracy. Wi-Fi is recently regarded as
one of the most potential technologies for indoor and outdoor location, since the
hotspots are widespread, and it is easy to measure received signal strength indi-
cator (RSSI) which is crucial for the application of mobile devices.

Individual technology, such as Wi-Fi based location may perform well in
specific scenarios, but it cannot satisfy requirements of ubiquitous location.
Existed researches have improved the coverage [1] and accuracy [2] of location
services more or less, but research on hybrid model for multi-signals of oppor-
tunity based location estimation is still needed.

This paper presents a novel hybrid location technique employing Enhanced
Sequential Importance Resampling (E-SIR) Particle Filter (PF). Depending on the
characteristics of signals of Wi-Fi and wireless sensor network (WSN, 2.4 GHz
Zigbee), we propose an E-SIR method assisted by multi-signals of opportunity
based on conventional SIR [3]. E-SIR method combines the inherent character-
istics of Wi-Fi and WSN to optimize the structure of particles, and further to
improve tracking ability of PF. Experimental results demonstrate that our proposed
hybrid location technique performs better, compared to individual signal based
methods.

61.2 Signals of Opportunity Based Hybrid Location
Estimation

The techniques applied by signals of opportunity based location estimation fall
into the following three categories, proximity, intersection and scene analysis [4].
Location fingerprinting [5, 6] is a typical scene analysis method, and it is com-
monly used by RSSI based location systems. Location fingerprinting consists of
two phases, offline and online. In the offline phase, we should construct a radio
map, which is made up of RSSI vectors at each location covering the entire area. In
the online phase, location of the mobile device is estimated using one or multi
location fingerprints which are selected depending on the matching scores between
online RSSI vector sampled by the mobile device and location fingerprints.

For ubiquitous localization, hybrid location estimation that combines different
technologies and techniques is an alternative solution. For example, the PlaceLab
[1] combines technologies, such as GPS, Wi-Fi, GSM and Bluetooth beacons for
user localization. The coverage of this approach is nearly 100 %, but the accuracy
is about 20–30 m. Kritzler and Muller [7] combine the UWB, RFID, keystroke
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sensors and Wi-Fi technologies in an industrial environment to provide accurate
location. They implement the hybrid location estimation by averaging all position
estimates from available technologies. McGuire et al. [2] explore the data fusion of
RSS and TDOA measurements at the estimate and measurement level in CDMA
cellular network. The estimate level indicates that location estimate is a linearly
weighted average between two individually outcomes according to the estimate’s
error covariance. And for the measurement level, location estimate is combined
use both of the RSS and TDOA measurements. The WHERE project [8] inves-
tigates the performances of the fusion of TOA and RSS measurements under
different implementations of Kalman Filter (KF). And it also describes the hybrid
methods of TOA/AOA/angle of departure (AOD)/Doppler Shift and TOA/AOD/
Doppler Shift. In addition, it also explores the performances of static positioning,
as well as Extended Kalman Filter (EKF)-based dynamic tracking, combining the
measurements of satellite and cellular networks. Moreover, it presents a Rao-
Blackwellized PF implementation for hybrid of TOA and AOA measurements.

While the aforementioned research has focused on hybrid methods for different
measurements or different technologies, less attention has been paid to the models
about data fusion for different signals of opportunity.

61.3 Fusing Wi-Fi with WSN Using Enhanced-SIR Particle
Filter for Hybrid Location Estimation

61.3.1 Fusion of Signals of Opportunity

Based on the analysis about the stability and dynamic environment, signals of
opportunity, such as Wi-Fi, WSN, RFID, Bluetooth can be selected and fused for
the implementation of E-SIR PF. In the following, we take Wi-Fi and WSN for
example to present how to fuse signals for practical operation.

Since Wi-Fi and WSN (IEEE 802.15.4 based Zigbee) both operates over radio
frequency (RF) signals in the 2.4 GHz band, which is a license-free RF band and
saturate with various users, they are probable mutual interference. However, signal
of Wi-Fi seems to be more probable to be influenced, compared to 2.4 GHz
Zigbee, because Wi-Fi (IEEE 802.11b) signal has a wider channel bandwidth
(22 MHz for IEEE 802.11b, and 2 MHz for 2.4 GHz Zigbee [9]), and thereby it is
less stable. We conducted a comparative experiment to explore the performances
of signals propagation of Wi-Fi and WSN. Figure 61.1 presents the RSSI sampling
series of two signals, which are under the same environment. In the figure, we
observe that the amplitude of WSN RSSI series is about 1 dBm, and for Wi-Fi, it is
about 3 dBm. The experimental result proves our inference. Considering the
widespread infrastructure of Wi-Fi and the above analytical results, we choose
WSN as the enhanced signal to assist Wi-Fi for hybrid location estimation.
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61.3.2 Enhanced-SIR Particle Filter for Hybrid Location
Estimation

61.3.2.1 State Model

Let the state sequence denote as fXk; k 2 Ng; considering the velocity of object
indoors often stays small, the stationary state model is used, and can be formulated
as

Xk ¼ Xk�1 þ xk�1 ð61:1Þ

where xk�N 0; r2ð Þ is the state model noise.
Since the noisy observation of MS’s location can’t be measured directly and the

estimation error can’t be regarded as a Gaussian variable. The rational description
of the relationship between the observations and states can be defined as

Zk ¼ hk Xk; lkð Þ ð61:2Þ

where hk is a possibly nonlinear function, and lk is the observation noise.
Since PF can easily represent arbitrary probability density and converge to true

posterior distribution even in non-Gaussian and non-linear systems [3, 10, 11], we
choose PF for location estimation in this paper.

61.3.2.2 SIR Particle Filter

PFs are sequential Monte Carlo methods based on particles which can represent
arbitrary probability densities, and can be applied to any state-space model [10].
Let fXi

0:k; i ¼ 1; � � � ; Nsg denote a set of particles (Ns is the number of the par-
ticles), with the associated normalized weight wi

k; and X0:k ¼ fXj; j ¼ 0; � � � ; kg
denote a set of states. Then the posterior density can be approximated as
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p X0:kjZ1:kð Þ �
XNs

i¼1

wi
kd X0:k � Xi

0:k

� �
ð61:3Þ

dð�Þ is Dirac delta function. The weight wi
k is chosen using the principle of

importance sampling [11]. Suppose q X0:kjZ1:kð Þ is the importance function, the
weight can be

wi
k /

p Xi
0:kjZ1:k

� �

q Xi
0:kjZ1:k

� � ð61:4Þ

Since

q X0:kjZ1:kð Þ ¼ q XkjX0:k�1; Z1:kð Þq X0:k�1jZ1:k�1ð Þ ð61:5Þ

and

pðX0:kjZ1:kÞ / pðZkjXkÞpðXkjXk�1ÞpðX0:k�1jZ1:k�1Þ ð61:6Þ

With substitution of (61.5) and (61.6), (61.4) can be

wi
k /

p ZkjXi
k

� �
p Xi

kjXi
k�1

� �
p Xi

0:k�1jZ1:k�1

� �

q Xi
kjXi

0:k�1;Z1:k

� �
q Xi

0:k�1jZ1:k�1
� � ¼ wi

k�1

p ZkjXi
k

� �
p Xi

kjXi
k�1

� �

q Xi
kjXi

0:k�1;Z1:k

� �

ð61:7Þ

Equation (61.7) is the updating equation of weight. If q XkjX0:k�1; Z1:kð Þ ¼
q XkjXk�1; Zkð Þ; the weight can be updated as

wi
k / wi

k�1

p ZkjXi
k

� �
pðXi

kjXi
k�1Þ

qðXi
kjXi

k�1; ZkÞ
ð61:8Þ

Suppose the prior probability density p Xi
kjXi

k�1

� �
is regarded as the importance

function qð�Þ, the weight can be updated simply as

wi
k / wi

k�1p ZkjXi
k

� �
ð61:9Þ

Degeneracy problem can arise during the above phase, thus there are various
schemes in literatures to limit the degeneracy, and the SIR algorithm [3] is an
effective one. Since in every step the resampling is applied and the weight is set to
N�1

s ; so the weight is computed as

wi
k ¼ p ZkjXi

k

� �
ð61:10Þ

Now, the bXk can be recursively estimated using particles and associated nor-
malized weights by

bXk ¼
XNs

i¼1
Xi

kwi
k: ð61:11Þ
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61.3.2.3 Enhanced SIR

Unfortunately, since RSSI measurements are easy to be distorted by dynamic
environments, in the process of SIR the estimated probability density may be far
away from true probability density. Depending on the knowledge about signal
characteristics of WSN, we choose it as the assisting signal for the resampling of
particles. First, RSSI measurements Z0

k of WSN signal is applied to determine a
searching area around the reference node of WSN, with the searching radius R (as
Fig. 61.2 depicts). Thanks to the development of Smart City, Wireless City, and
Internet of Things (IOT), signals of opportunity will saturate our life in the future.
Thus the searching radius R can be flexible from 0 to several meters. The particles
in the searching area are selected, so we can get the a location set of selected
particles Wk;

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Loci
x � Loc0

x

� �2þ Loci
y � Loc0

y

� �2
r

; CD ¼ Di \ Rf g; i ¼ 1; . . .; Ns

ð61:12Þ

Wk ¼ Locj ¼ Loc j
x; Loc j

y

� �
: Dj 2 CD; j ¼ 1; � � � ; Nk

n o
ð61:13Þ

where Nk is the number of selected particles. Now Wk can be averaged to provide
an initial location Locnew;

Locnew ¼ Locnew
x ; Locnew

y

� �
¼ 1

Nk

XNk

j¼1
Loc j

x;
XNk

j¼1
Loc j

y

� �
¼ 1

Nk

XNk

j¼1
Locj

ð61:14Þ

Fig. 61.2 Sketch map of
E-SIR method

666 D. Wu et al.



Finally, we can get a new set of particles fXi0
k ; i ¼ 1; � � � ; Nsg which is used to

replace the resampling result of conventional SIR.
By the way, this paper employs the inverse Euclidean distance [as (61.15)

presents] between Zk and RSSI vectors in location fingerprints to estimate
p ZkjXi

k

� �
:

wi
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

j¼1
RSSIj � RSSIj0
� �2

r

: ð61:15Þ

61.4 Experimental Setup and Results

61.4.1 Experimental Setup

In order to evaluate the proposed hybrid location technique, we conducted
extensive experiments on two different test beds: indoor and outdoor. The two test
beds were both in Wi-Fi and WSN (2.4 GHz Zigbee) environments. Wi-Fi was the
only signal applied to form offline location fingerprints, which were used for
interpolating new location fingerprints according to the actual position of particles
of PF. WSN acted as the enhanced signal. Thus, a laptop and a blind node (BN) of
WSN served as the mobile device to receive two different signals. For comparison,
K weighted nearest neighbors (KWNN, K equals 4) and SIR PF were used as
baselines. By the way, the default number of particles is 1,000. However, the
standard deviation of state model and searching radius R are correlated with
dynamic environments, thus they are determined according to different environ-
ments, such as indoor and outdoor.

61.4.1.1 The Outdoor Test Bed

The outdoor test bed is close to the academic building, where the School of
Geography and Planning, Sun Yat-Sen University is located. The test bed has
dimension of 20 by 20 m, and the layout is shown in Fig. 61.3. In the test bed,
seven Wi-Fi APs can be detected, in which five are existing resources in sur-
roundings, and the other two are placed at two points marked by pentacles in the
figure. We placed four WSN reference nodes (RN) at each corners of the area to
simulate enhanced signals. The offline location fingerprints were collected at each
grid with its size of 2 9 2 m. By the way, the standard deviation of state model is
2 m, and the default value of searching radius R is 1.5 m.
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61.4.1.2 The Indoor Test Bed

To show the generality of the E-SIR PF algorithm, we also conducted a series of
experiments on the indoor test bed. The test bed is in the corridor of fifth floor of
our academic building. It measures 30 m, and the layout is shown in Fig. 61.4. In
the test bed, eleven Wi-Fi APs can be detected, and all of them are existing
resources in surroundings. Four WSN RNs were placed at four points marked by
pentacles in the figure. The offline location fingerprints were collected at each
point with the interval of 1 m. What’s more, because of the complex and close
environments of the indoor test bed, the default values of standard deviation of
state model and the searching radius R are both 3 m, and larger than the coun-
terparts on the outdoor test bed.

Fig. 61.3 Layout of the outdoor test bed

Fig. 61.4 Layout of the indoor test bed
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61.4.2 Experimental Results

61.4.2.1 The Tracking Effects of Enhanced-SIR Particle Filter

Experiments were first performed to compare the three algorithms, E-SIR PF, SIR
PF, and KWNN. Tables 61.1 and 61.2 contains the detailed comparative results of
location errors with the three algorithms on the outdoor and indoor test beds
respectively. We note that the average location error of E-SIR PF decreases 10 %
and 30.8 % on the outdoor test bed, as well as 25 % and 18.2 % on the indoor test
bed, compared to SIR PF and KWNN respectively.

Figure 61.5a presents a comparison of the tracking effects between E-SIR PF
and SIR PF algorithm on the outdoor test bed. A mobile device is moving in the
test bed, its motion trace measures 68 m, covering a half of the area. It should be
noted that only a few portions of the trace locate in the range of enhanced signals,
as marked by triangles in the figure. We observe from the figure that the tracking
performance of E-SIR PF is improved remarkably with the assisting of enhanced
signals, compared to conventional SIR PF.

A comparison of location errors between E-SIR PF and SIR PF on the indoor
test bed is also presented in Fig. 61.5b. The whole trace of the mobile device
measures 30 m. We can see from the figure that in the effective area of enhanced
signals, the tracking performance of E-SIR PF is improved remarkably, compared
to conventional SIR PF. Above all, we learn that it is important for location
estimation to fuse signals of opportunity effectively.

Besides the tracking accuracy, runtime of the PF algorithm was also evaluated.
For comparison, KWNN was used as the baseline. We calculate the runtime ratio,
which demonstrates the ratio between runtime of PF algorithm and KWNN
algorithm. Figure 61.6 depicts the average runtimes of E-SIR PF and SIR PF on
the two test beds, considering different numbers of particles. We can see from the
figure that, compared to SIR PF, the proposed E-SIR PF costs the equivalent
runtime. However, compared to the KWNN algorithm, the PF algorithms cost
several tens times of runtime, which increases linearly with the number of
particles.

Table 61.1 Comparison of statistical results of location errors (m) on the outdoor test bed

Algorithm Average Standard deviation 90 % Max

KWNN 5.2 3.2 9.5 15.0
SIR PF 4.0 2.1 6.9 7.9
E-SIR PF 3.6 2.1 6.6 7.8

Table 61.2 Comparison of statistical results of location errors (m) on the indoor test bed

Algorithm Average Standard deviation 90 % Max

KWNN 1.1 0.8 2.4 3.9
SIR PF 1.2 0.7 2.1 2.7
E-SIR PF 0.9 0.6 1.7 2.4
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61.4.2.2 Impacts of the Parameters of Enhanced-SIR Particle Filter

Since the proposed technique is a PF algorithm, the performances of PF algorithm
depends more or less on the number of particles. Experiments were also conducted
to investigate the algorithm using different number of particles on the indoor and
outdoor test beds. Figure 61.7 illustrates that with the increase of the number of
particles, the average error and its standard deviation decrease gradually (the error
bars represents the standard deviations).

For the method of Enhanced SIR, the performance is also correlated with the
searching radius. We also carried out several experiments to study the effect of the
searching radius on the location accuracy. Figure 61.8 presents the results on the
two test beds. We can see that if the radius is too small or too large, the perfor-
mance of the algorithm will be away from the best level. And when the radius
equals 1.5 m, the algorithm performs the best on the outdoor test bed, but on the
indoor test bed the best radius is 3 m. This is because, if the radius is too small, the
method of Enhanced SIR will not be fully used, and if the radius is too large, the
SIR process will be over corrected. In addition, we should increase the radius in
blocked and complex environments.

Fig. 61.5 Comparison of the tracking effects between E-SIR PF and SIR PF on the indoor
(b) and outdoor (a) test beds
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61.5 Conclusion

In this paper, we proposed a novel hybrid location technique fusing Wi-Fi with
WSN. We also explored the different characteristics of Wi-Fi and WSN signals,
and then we proposed a method for the resampling of particles assisted by signals
of opportunity based on conventional SIR to improve the tracking ability of PF-
based system. Extensive experiments demonstrate that the proposed hybrid tech-
nique can provide more accurate location estimates and costs equivalent runtime,
compared to SIR PF. Because of the heavy computation cost of the PF algorithm,
it is best to process location estimation on a server.
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Chapter 62
Efficient Quality Control Procedure
for GNSS/INS Integrated Navigation
System

Ling Yang, Yong Li and Youlong Wu

Abstract This paper proposed an efficient quality control algorithm for the
GNSS/INS integrated navigation system, the system therefore can be efficiently
and reliably applied in complex urban environment with shelters, multipath,
reflections and data loss. The quality control algorithm consists of GNSS and INS
modules. In order to reduce the adverse influence from abnormal GNSS data, a
Kalman Filter with a Fault Detection and Exclusion (FDE) procedure is proposed
to enhance the system reliability and stability. The stochastic model for Kalman
Filter is determined by Allan Variance analysis to reduce the time dependent ramp
error of INS data. In comparison with traditional GNSS/INS integrated system, the
new system can detect and repair GNSS outliers in real-time and also can alleviate
the INS ramp errors when GNSS signals are interfered with. In order to evaluate
the performance of the proposed navigation system, a field test has been conducted
in Sydney urban area. The performance of the proposed navigation system and the
effectiveness of the FDE algorithm that was applied to the GNSS data with high
fault rate and slight data loss were evaluated. The results show that the proposed
algorithm with the optimal quality control design can give reliable navigation
solution that is better than that with the normal quality control design.
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62.1 Introduction

Global Navigation Satellite Systems (GNSS) have been widely used to satisfy the
position and navigation requirements in many fields such as geodesy, marine and
aviation. Inertial Navigation System (INS) is a self-contained system with high
short-term stability, immune to jamming as well as interference. Consequently,
INS can be integrated synergistically with GNSS so that short-term and long-term
stabilities of INS and GNSS, respectively, can be exploited.

When integrating measurements from GNSS and INS, Fault Detection and
Exclusion (FDE) is an important and challenging problem, no matter which kind
of integration algorithm is applied. Both abrupt and ramp errors contaminating in
GNSS/INS measurements will disturb the accuracy of the mathematical model so
as to ruin the optimality of the algorithm. It is for this reason FDE has being
combined with various optimal estimation algorithm [1]. Some researchers are
focusing on detecting and isolating faults within multiple sensors [2]. Other
interests have been concentrated on developing efficient FDE methods for different
types of errors according to the properties of various sensors ([3–7]).

The objective of this paper is to design an efficient quality control algorithm for
integrity of a GNSS/INS integrated navigation system. The quality control algo-
rithm consists of GNSS and INS modules. In order to reduce the adverse influence
from abnormal GNSS data, a Kalman filter with a FDE procedure is proposed to
enhance the system reliability and stability. The stochastic model for Kalman
Filter is determined by Allan Variance analysis to reduce the time dependent ramp
error of INS data, in comparison with traditional GPS/INS integrated system.

The paper is organized as follows. Introduction of the conventional Kalman
Filter mathematical model applied in GNSS/INS integration is briefed in Sect.
62.2; The proposed fault detection and isolation method that deal with the abrupt
error occurring in GPS measurements is presented in Sect. 62.3; The Allan Var-
iance method is described briefly to monitor the random errors of IMU sensors in
Sect. 62.4. Finally, the performance of the proposed algorithm is evaluated upon a
field test that was performed in Sydney urban area.

62.2 GNSS/INS Integrated Algorithm

The Kalman filter estimates the navigation error and sensor error using the position
and velocity measurements from the GNSS receiver. To construct the Kalman filter,
an INS error model should be given. Many kinds of INS error models have been
introduced in the literature [8, 9]. This paper utilises the W angle error model [9]

_xk ¼ Fxk þ Gk wk�N 0;Gkð Þ ð62:1Þ
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where

_xk ¼
_xnav

_xsen

� �
¼ F9�9 F9�6

06�9 06�6

� �
xnav

xsen

� �
þ Gnav

Gsen

� �
ð62:2Þ

The state vector xnav and xsen are the navigation error and sensor error,
respectively. The sub-matrices F999 and F996 can be referred to literatures [10].

The discrete forms of (62.1) is

x̂k ¼ Uk=k�1x̂k�1 þ wk=k�1; wk=k�1�N 0;Qk=k�1

� �
ð62:3Þ

The measurement equation is described by

zk ¼ Hkx̂k þ vk; vk�N 0;Rkð Þ ð62:4Þ

The Kalman filter algorithm is composed of time and measurement updates.
The prediction of the state, x̂�k , and it covariance matrix, P�k , are obtained by the
time-updating step.

x̂�k ¼ Uk=k�1x̂k�1

P�k ¼ Uk=k�1Pk�1U
T
k=k�1 þ Qk=k�1

(

ð62:5Þ

When the measurements are available, the state vector, bxk, is updated as

Kk ¼ P�k HT
k HkP�k HT

k þ Rk

� ��1

x̂k ¼ x̂�k þ Kk zk �Hkx̂�k
� �

Pk ¼ I � KkHkð ÞP�k

8
><

>:
ð62:6Þ

where Kk is the Kalman gain and Pk is the covariance matrix of the state.

62.3 FDE for GPS Abrupt Errors

The performance of the observation model in the Kalman filter relies on the GNSS
output accuracy. In order to keep the optimality of the integration system, FDE for
GNSS abrupt errors should be performed on the raw measurement. For the loosely-
coupled algorithm, FDE should be tackled before the integration procedure within
the GNSS solution stage. While for tightly-coupled algorithm, it can be finished
simultaneously with the Kalman filter procedure. The conventional mathematical
model is described in this section.

The measurement equation for both GNSS-only solution and GNSS/INS inte-
grated solution is described by

zk ¼ Hkbxk þ vk and E zkð Þ ¼ Hkxk;D zkð Þ ¼ Rk ð62:7Þ
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where vk is the residual vector, Hk is the n by t design matrix with rank t, zk is the
vector of n measurement, xk is the vector of t unknown and its estimated value is
x̂k. The expectation and positive definite covariance matrix of the measurement
vector are E zkð Þ and Rk respectively.

In the case where it is assumed that there is an outlier in the ith observation, the
functional model becomes [5, 11]

zk ¼ Hkx̂k þ ci
bri þ vk ð62:8Þ

where bri is the fault in the ith pseudorange, and ci = [0, ���, 0, 1, 0, ���, 0]T is a unit
vector with the ith element equal to one, and the other symbols are the same as in
the standard Gauss-Markov model. The outlier test statistic for the ith observation
can then be formed as [5, 11]

wi ¼
bri

r0

ffiffiffiffiffiffiffiffi
Q br i

q ¼ cT
i PQvPl

r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cT

i PQvPci

p ð62:9Þ

where Qv is the cofactor matrix of the estimated residuals (from the standard
Gauss-Markov model), and Q br i

is the cofactor matrix of the estimated outlier. The

outlier test statistic follows a standard normal distribution under the null
hypothesis. The evidence on whether the model error specified by Eq. (62.8) did or
did not occur, is then based on testing

wij j[ ca ¼ u1�a0=2 ð62:10Þ

where u1�a0=2 is the lower percentage point of a standard normal distribution. By
letting i run from one up to and including n, all of the pseudorange measurements
can be screened for the presence of a fault. If one or more of the outlier tests fails
then it is concluded that a fault exists.

62.4 Allan Variance Analyses for INS Slowly Growing
Errors

The Allan Variance is a time domain analysis technique originally developed in
the middle 1960s to study the frequency stability of oscillators [12]. It describes
the variance of data as a function of averaging time.

For the IMU gyroscope or accelerometer outputs, the Allan variance is esti-
mated as follows

r2 sð Þ ¼ 1
2s2 N � 2mð Þ

XN�2m

k¼1
hkþ2m � 2hkþm þ hkð Þ2 ð62:11Þ
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where s represent the cluster time, m is the length of each cluster, h is the angular
or velocity output and N is the number of data that will be analyzed, these mea-
surements are made at discrete times from the inertial sensors.

r2
total ¼ r2

Q þ r2
N þ r2

B þ r2
K þ r2

R ¼
X2

k¼�2
Aks

k ð62:12Þ

where the coefficients Ak are obtained in least squares.
According to Allan’s definition and results, there are seven noise terms existing

in inertial sensors [13]. The five basic noise terms are quantization noise, angular/
velocity random walk, bias instability, angular/velocity rate random walk and drift
rate ramp. The noises, their Allan Variance and coefficients are listed in
Table 62.1. In most cases, different noise contribution appear in different regions
of correlation time, thus, it is easy to identify the various stochastic errors that exist
in the data, can be estimated directly from Eq. (62.12) using the least square.
Finally, the noise coefficients can be obtained to compensate the stochastic error
sources, which will be discussed in Sect. 62.5.

62.5 Test Analyses

62.5.1 Test Descriptions

The field test was implemented on July 23, 2012 from Beach Street to Barker
Street, Sydney. The test last about 30 min, and the distance from the start to the
end point is about 10 km. During the test, the IMU and GPS real data were
collected. The IMU data consist of velocity and attitude increments; time tagged
with GPS time. GPS data are in the form of the Receiver Independent Exchange
Format (RINEX) file set. GPS data were captured by the Trimble’s BD950 dual
frequency receiver which sample rate was configured as 2 Hz in the test. The IMU
is iMAR’s iIMU-FSAS which sample rate was configured as 100 Hz. The iIMU-
FSAS is tactical grade with the performance specifications shown in Table 62.2.

Figure 62.1 shows the position trajectory of the vehicle obtained from the raw
GPS data from the RINEX files. The vehicle positions were computed from the
pseudoranges by using the least squares algorithm. The start and end points are

Table 62.1 Stochastic error sources in IMU

Noise type Allan variance Coefficients Log–log model

Quantization noise 3Q2/s2 Q y = -x ? b
Angle/velocity random walk N2/s N y = -0.5x ? b
Bias instability (2ln 2B2)/p B y = b
Angular/acceleration rate random walk K2 s/3 K y = 0.5x ? b
Ramp noise R2 s2/2 R y = x ? b
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marked by pink icons in Fig. 62.1. During the test, GPS signal is frequently
sheltered by trees beside the road, which lead to large biases on estimated position.
The green icons with labels 1–7 in Fig. 62.1 show the places where remarkable
interference happened. The number of satellites in view of the vehicle mounted
antenna is shown in Fig. 62.2. It can be seen that the minimum and maximum
number of satellites available during the run are 1–10, respectively. It is also noted
that between green icons 2–3, there is a 36 s GPS blockage when the vehicle was
driven through the Sydney Airport Tunnel with the length of 0.56 km
approximately.

After description of the test and the characteristics of the real data, the fol-
lowing sections assess the capability of the FDE method to detect the GPS abrupt
errors and the performance of the Allan Variane method to compensate the inertial
sensor errors in an integrated system.

Table 62.2 iIMU-FSAS
performance specifications

Parameters Values

Gyro bias 0.758/h
Angular rate random walk 0.18/sqrt (h)
Accelerometer bias 1 mg
Velocity rate random walk 0.05 mg/sqrt (Hz)

Fig. 62.1 The trajectory
from the GPS data

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

2

4

6

8

10

time/sec

nu
m

be
r 

of
 G

P
S

 s
at

el
lit

es

gps blockage

Fig. 62.2 Number of
satellites in view

678 L. Yang et al.



62.5.2 FDE for GPS Abrupt Errors

The current and proposed fault detection and isolation algorithm are applied to the
loosely-coupled integrated system for the real data case. In the test, only the
positions computed from the GPS pseudorange measurements are used for the
integration procedure. The Kalman filtering time was chosen according to the GPS
data rate. The FDE method is firstly used in the GPS-only solution, so as to provide
much more reliable position measurements for the integration with INS. To
compare the performance of the FDE method, results from three schemes are
shown in Fig. 62.3a–c. The three schemes are designed as follows:

Scheme 1. GPS single point positioning using least squares algorithm;
Scheme 2. GPS single point positioning using least squares algorithm with FDE

procedure;
Scheme 3. GPS and INS loosely-coupled integrated algorithm using the position

solution from scheme 2.

In Fig. 62.3, points in red, blue and green are the results of schemes 1, 2 and 3,
respectively. It is obvious that the least squares solutions from scheme 1 are
remarkably swayed and even to be out of the road, while the solutions with FDE
procedure can provide more robust results as the blue points show. After inte-
grating the robust GPS solutions with INS, a much smoother trajectory in green
points can be obtained. This is because the integration algorithm also takes account
of the predict positions from INS measurements. Because of the particular

Fig. 62.3 Positions from GPS only and GPS/INS integration solutions
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characteristics of INS sensor errors, the predicted position errors from INS mea-
surements will not jump abruptly. Consequently, the large differences between
GPS and the predicted INS positions can be considered as an indicator of GPS
abrupt errors. The most remarkable example during the course of trajectory is
shown in Fig. 62.3b. There are several ten meters’ errors in the results of
scheme 1. The results of scheme 2 and 3 are significant better than that of
scheme 1. It shows a very good performance of the FDE method when dealing
with remarkable abrupt errors.

To show the performance of the FDE method in a statistical view, the following
analysis is based on simulating a gross error in one of the GPS pseudorange
measurements during the first 800 epochs. To compare the positioning accuracy of
least squares without and with FDE procedure, a reference trajectory should be
obtained firstly. As we did not set up a base station during the test, a RTK solution
with higher accuracy from the carrier phase measurements was not available. To
solve the reference problem, we took the following steps:

1. Using the estimated solutions of least squares to correct the pseudorange
measurements, so as to generate a clear data set without any errors. Also, a
reference trajectory was obtained.

2. A group of random noises was added to the pseudorange measurements at each
epoch.

3. An abrupt error of the size of 20 m which is slightly larger than the largest
MDB (a = 1 %, b = 20 %) is randomly added to one pseudorange.

The position errors of least squares without and with FDE procedure (Scheme 1
and 2, respectively) are shown in Fig. 62.4a–c, where blue and green lines cor-
respond to the results of scheme 1 and 2, respectively. It is obvious that the FDE
procedure performs well when there is an abrupt gross error.

0 100 200 300 400 500 600 700 800 900
-5

0

5

10

epoch/ 0.5 sec

ea
st

 e
rr

or
/m

LS
FDI

0 100 200 300 400 500 600 700 800 900
-10

-5

0

5

epoch/ 0.5 sec

no
rt

h 
er

ro
r/

m

LS
FDI

(a) (b)

0 100 200 300 400 500 600 700 800 900
-10
-5
0
5

10
15
20

epoch/ 0.5 sec

ve
rt

ic
al

 e
rr

or
/m LS

FDI

(c)

Fig. 62.4 a East position errors. b North position errors. c Vertical position errors

680 L. Yang et al.



The Root Mean Square (RMS) values of the position errors are listed in
Table 62.3. It shows that with the FDE procedure the position errors are reduced
by 8.8, 61.9 and 18.5% in east, north and vertical direction, compared with the
original least squares estimation.

To show the performance improvement in the integration procedure, the
positions calculated by the least squares without and with the FDE procedure—are
individually used to loosely-coupled integrate with INS data. To keep the stability
of the Kalman filter, the data from epoch 400 to 800 is used for comparison. The
estimated RMS values are listed in Table 62.4. It shows the improvement in east,
north and vertical direction is 13.4, 42.4 and 65.6 %, respectively.

62.5.3 INS Error Compensation when GPS Data Loss

During the test, there were also several GPS signal blockages. The longest
blockage occurred when the vehicle was drove through the Sydney Airport Tunnel
which is 0.56 km long and the blockage last for 36 s. Figure 62.5 shows the
location of the tunnel.

Having collected 10 h static IMU data with a sample rate of 100 Hz, the
identification of the inertial sensors noise was carried out using Allan Variance.
The log–log plot of Allan Variance results are shown in Fig. 62.6a and b for the
gyroscope and accelerometer, respectively.

To show that the Allan Variance analysis method can provide a better com-
pensation to the INS sensors errors, the INS-only solutions calculated with the
prior parameters and the parameters from Allan Variance method were shown in

Table 62.3 RMS of the
position errors (m)

Method East North Vertical

LS 1.7793 3.2193 6.0612
FDE 1.6229 1.2261 4.9426

Table 62.4 RMS of the
position errors (m)

Method East North Vertical

LS 2.7568 3.8581 5.7023
FDE 2.3883 2.2238 1.9593

Fig. 62.5 The demonstration
for Sydney airport tunnel
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Fig. 62.7. The green line are results of prior parameters, blue line are results of
parameters from Allan Variance Method, and red line are the trajectory calculated
by GPS pseudorange measurements.

In Fig. 62.7, it is clear that the results with Allan Variance analysis can alleviate
the bias of INS solution so as to provide a more reliable position when GPS signals
are not available. However, due to the characteristics of INS sensors, the position
bias from INS-only will drift increasingly along with the time no matter whether or
not the Allan Variance method is used. From this point of view, the significance of
Allan Variance method is to reduce this kind of slowly growing errors, so that INS
can provide a relatively more reliable solution when GPS signals is interrupted for
a short period of time.

Next, the GPS frequent signal blockages are monitored to show the differences
on the position errors without or with Allan Variance analysis. From the 400 to
600th second, the GPS update rate is artificially changed from 2 to 0.2 Hz. The
trajectories calculated without and with the parameters from Allan Variance
analysis are shown in Fig. 62.8. Green line is the result when Allan Variance
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method was not used, blue line is the result when Allan Variance method was used
to estimate the INS sensors errors, and red line is the result from GPS single point
positioning. It shows that the blue line is much closer to the red line compared with
the green line. This indicates that using Allan Variance method can provide a
much more accurate estimation to the INS sensors errors in comparison with the
factory’s specifications. Thus the position from INS only solution could be
improved when GPS signals is frequently blocked for a short time. Especially as
the sensors degrade gradually with time, the factory’s specifications could grad-
ually drift away from their real value. In this circumstance, it is of great impor-
tance to implement the Allan Variance analysis beforehand. Statistical results
show that by using the parameters from Allan Variance analysis the position
accuracy have an improvement of 8.25, 10.47, 5.51 % respectively in the east,
north and vertical direction.

62.6 Conclusions

This paper presents an efficient quality control module for GPS/INS integrated
navigation, from which the GPS abrupt errors can be detected and excluded firstly
in GPS-only solution to provide much more reliable position measurements for the
integration with INS. The slowly-growing INS errors can be reduced by the Allan
Variance analysis. The performance of the system has been investigated and
verified by a field test. In the test, the GPS suffered from frequent signal inter-
ference and blockages. It shows that the FDE procedure proposed in this paper can
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detect the GPS abrupt errors with a high success rate and the adverse influence of
INS slowly growing errors on the position accuracy could be alleviated by Allan
Variance analysis.

Further research will implement the FDE procedure in GPS/INS tightly-coupled
integration algorithm, to verify that the FDE procedure can be generally used in
the integrated system with different algorithms.
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Chapter 63
Development and Evaluation
of GNSS/INS Data Processing Software

Quan Zhang, Xiaoji Niu, Linlin Gong, Hongping Zhang, Chuang Shi,
Chuanchuan Liu, Jun Wang and Matthew Coleman

Abstract Currently there is less mature and reliable commercial software for
GNSS/INS data processing in China. Relevant users have to rely on foreign
software, e.g., POSPac and Inertial Explorer (IE). This has become one of the
bottle-neck of applying GNSS/INS technology to survey and mapping areas in
China. This paper introduces newly developed GNSS/INS data processing soft-
ware—Cinertial. In the design of the algorithm, the local level frame is chosen as
the reference frame; and the rotation vector is applied for the attitude update. The
GNSS and INS information are fused by a Kalman filtering based on 21-dimen-
sional error states vector. Moreover, Rauch-Tung-Striebel (RTS) backward
smoothing algorithm is applied in the software to help ensure the best possible
accuracies. The correctness of the developed software is tested and evaluated by
the airborne and terrestrial datasets compare to IE and POSPac. The results show
that Cinertial can reach the same level of the navigation accuracy as foreign
commercial software.
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63.1 Introduction

GPS/INS integrated systems can provide accurate and reliable navigation infor-
mation (including position, velocity and attitude) using a Kalman filter, and sig-
nificantly improve positioning continuity compared to the individual GPS or INS.
However, the navigation accuracy of the real-time solution can not meet the
requirement of some applications. Applications of mobile mapping and aerial
photogrammetry require high accuracy navigation information in post-mission
provided by Position and Orientation System (POS). GNSS/INS data processing
software can provide the navigation results of high reliability and accuracy to meet
the requirements. Post-processing methods (e.g., backward smoothing) can also be
applied in the GNSS/INS data processing software to further improve the navi-
gation accuracy [1, 2]. Currently there is less mature and reliable software for
GNSS/INS data processing in China. Relevant users have to rely on foreign
software, e.g., POSPac from Applanix Corp. and Inertial Explorer (IE) from
NovAtel Inc. This has become one of the bottle-neck of applying GNSS/INS
technology to survey and mapping areas in China.

This paper introduces a GNSS/INS data processing software that has been
newly developed in the GNSS Research Center at Wuhan University—Cinertial.
Software architecture and the navigation algorithm used in the software are firstly
described. Then the correctness of the developed software is tested and evaluated
by the airborne and terrestrial datasets compare to POSPac and IE.

63.2 Software Structure

Figure 63.1 is the flowchart of the loosely coupled GNSS/INS mode for Cinertial,
including three main parts. The first part is the inertial navigation system (INS)
such as the orange part of the flowchart. The main role the GNSS part (the green
block) is to provide the initial position and velocity values and carry out the
Kalman measurement update. The blue color of the flowchart represents the
optimal estimation, including the Kalman filter and Rauch-Tung-Striebel (RTS)
smoothing.
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Fig. 63.1 The flowchart of the loosely coupled GNSS/INS mode for Cinertial
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In Cinertial navigation process, the IMU delta-angle and delta-velocity mea-
surements are compensated first by the estimated inertial sensor errors. The next
step is the inertial alignment, which can provide the inertial attitude with different
approaches (e.g., analytic coarse, in-motion, fine alignment and so on). This step is
executed only once as shown in Fig. 63.1 by the dotted line. The initial position
and velocity information can be obtained by GNSS or given by users. The com-
pensated IMU delta-velocity measurements are integrated to update the INS
velocity and position and the INS attitude is calculated by using the IMU delta-
angle measurements. The process of getting the navigation results through inte-
grating the IMU measurements is called INS mechanization. The loosely-coupled
GNSS/INS mode is applied in Cinerrtial, the navigation application will pass a
received position and/or velocity information to the Kalman filter for a loosely
coupled Kalman measurement update. Precise time synchronization is needed
because the GNSS and IMU sampling are usually made at different time. Here the
position and velocity of IMU at the GNSS sampling time are obtained by the INS
mechanization. The RTS backward smoothing algorithm is applied in the software
to help ensure the best possible accuracies. The estimated gyros and accelerom-
eters biases are fed back as compensation to the IMU raw data; and the estimated
position, velocity and attitude errors of the INS are fed back correct the INS
mechanization. The Final best estimated navigation solution of GNSS/INS is
output and saved in files.

63.3 Navigation Algorithm

This section details the navigation algorithms implemented in Cinertial and gives a
discussion of the loosely coupled methods of blending GPS and inertial
information.

63.3.1 INS Mechanization

Strapdown IMUs work in discrete form and they usually output the delta-angle

D~hb
ib and delta-velocity D~vb

f . Therefore, discrete integration algorithms are applied
to transform these measurements into navigation quantities [3, 4]. The digital
algorithm for velocity update can be written generally as [3–5]

vn
k ¼ vn

k�1 þ Mvn
f ;k þ Mvn

g=cor;k ð63:1Þ

where, n represents the navigation frame (n-frame), here the local level frame
(North-East-Down frame) is used. A detailed description of the frames can be
found in many references [3–5]. Dvn

g=cor;k is the velocity increment due to the
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gravity and Coriolis force and Dvn
f ;k is the velocity increment due to the specific

force, which can be written respectively as follows:

Mvn
g=cor;k � gn � 2xn

ie þ xn
en

� �
� vn

� �
k�0:5Mtk ð63:2Þ

Mvn
f ;k ¼

1
2

C
nðkÞ
nðk�1Þ þ I

h i
C

nðk�1Þ
bðk�1ÞMv

bðk�1Þ
f ;k ð63:3Þ

Mv
bðk�1Þ
f ;k � Mvb

f ;k þ
1
2
Mhk � Mvb

f ;k þ
1

12
Mhk�1 � Mvb

f ;k þ Mvb
f ;k�1 � Mhk

� �

ð63:4Þ

where xn
ie is the angular rate of the earth frame (e-frame) relative to the inertial

frame (i-frame) in the navigation frame, xn
en is the angular rate of n-frame relative

to e-frame in n-frame. The second and third terms on the right hand side of (63.4)
correspond to the rotational and sculling motion respectively.

For the position update, the quaternion form, expressed as (63.5), is used in the
horizontal position (latitude and longitude) to avoid the induced error of numerical
integral. The height can be update separately as (63.6).

q
eðk�1Þ
nðkÞ ¼ q

eðk�1Þ
nðk�1Þ � q

nðk�1Þ
nðkÞ

q
eðkÞ
nðkÞ ¼ q

eðkÞ
eðk�1Þ � q

eðk�1Þ
nðkÞ

ð63:5Þ

hk ¼ hk�1 � vD;k�1=2Dtk ð63:6Þ

The attitude quaternion update algorithm can be written as follows

q
nðk�1Þ
bðkÞ ¼ q

nðk�1Þ
bðk�1Þ � q

bðk�1Þ
bðkÞ

q
nðkÞ
bðkÞ ¼ q

nðkÞ
nðk�1Þ � q

nðk�1Þ
bðkÞ

ð63:7Þ

where q
bðk�1Þ
bðkÞ ¼

cos 0:5/kk k
sin 0:5/kk k

0:5/kk k 0:5/k

" #

, and /k is the b-frame rotation vector [6], and it

can be obtained as

/k ¼ Dhk þ
1

12
Dhk�1 � Dhkð Þ ð63:8Þ

where 1
12 Dhk�1 � Dhkð Þ is the second-order coning correction term.

63.3.2 Kalman Filter

Kalman filter (KF) is the most popular estimation technique for GNSS/INS inte-
gration systems, and a typical KF of 21-dimensional error states is chosen in this
paper. Here the INS error analysis was done with respect to the computer frame
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(c-frame) and results in the following error model, which is called the w-angle
error model since the attitude errors are expressed in terms of the w-angles [5, 7]

d_rc ¼ �xc
ec � drc þ dvc

d _vc ¼ f c � w� 2xc
ie þ xc

ec

� �
� dvc þ dgc þ Cp

bdf b

_w ¼ � xc
ie þ xc

ec

� �
� w� Cp

bdxb
ib

ð63:9Þ

where, d_rc; d _vc; _w are the rate of the position error, the velocity error and attitude
error, respectively, xc

ie is the angular rate of e-frame relative to i-frame, in c-frame;
xc

ec is the angular rate of c-frame relative to e-frame, in c-frame; dgc is the gravity
error in the c-frame; dxb

ib; df b are the inertial sensor errors, Cp
b is the rotation

matrix from body frame (b-frame) to platform frame (p-frame).
Furthermore, the IMU errors, including gyros and accelerometer, are aug-

mented into the KF states and estimated by the difference of GNSS and INS
solutions. The inertial sensor error model is normally built as 1st-order Gaussian-
Markov model in most KF implementation for GNSS/INS integration systems [8],
which can be expressed as

_b
_s

� 	
¼ � 1

T
b
s

� 	
þ w ð63:10Þ

where b; s represent the inertial sensors errors respectively, including the bias
error (bg; ba) and scale factor error (sg; sa), and w is the driving white noise.
Building up the w-angle error model and the IMU error model to yield the 21-
dimensional error states equation,

_x ¼ Fxþ Gw ð63:11Þ

where F is the dynamic matrix, G is the design matrix of the system noise, x is the

state vector, and x ¼ drc dvc w bg ba sg sa

� �T
.

GPS position and/or velocity are used as the KF update measurement in the
navigation algorithm. The concrete measurements vector of the KF is the position
and/or velocity difference between the INS (derived from the mechanization
equations) and the GPS information, i.e.

z ¼ rINS � rGPS

vINS � vGPS

� 	
ð63:12Þ

The information fusion is done through the loosely-coupled closed-loop
implementation of GNSS/INS integration, as shown in Fig. 63.2. Here, the esti-
mated IMU errors are fed back as compensation to the INS.
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63.3.3 Optimal Smoothing

The purpose of the smoothing is to find an optimal estimate utilizing all past,
current and future measurements. So it is a non-real-time data processing scheme.
The smoothing algorithm can be applied in the GNSS/INS data processing soft-
ware to help ensure the best possible accuracies. The Rauch-Tung-Striebel (RTS)
algorithm is a well-known smoother for linear filters. The algorithm is written as
follows [4, 9]

x̂k=N ¼ x̂k þ Ak x̂kþ1N � x̂�kþ1

� �

Pk=N ¼ Pk þ Ak Pk=N � P�kþ1

� �
AT

k

Ak ¼ PkU
T
k P�kþ1

� ��1

ð63:13Þ

where, Ak is the smoothing gain, U is the state transition matrix. P is the state error
covariance, and subscript N is the total number of measurements. Figure 63.3
illustrates the computation procedure [4]. Here, all information of the filtering will
be saved and used in the RTS algorithm to obtain the optimal estimations.

63.4 Test Results and Discussion

To demonstrate the correctness and usability of the developed software (Cinertial)
in the airborne and land applications, real world data (including airborne and
terrestrial datasets) was collected and post-processed for comparison with POSPac
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Fig. 63.2 Structure of
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computation (After [4])
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and IE software. Two different GNSS/INS systems are used in our paper for
airborne test and land vehicle test respectively. The first system is Applanix POS
AV 510, as shown in Fig. 63.4a, which is an integrated ‘‘GNSS + Inertial’’ system
built for airborne applications. It is available as a stand-alone product or as an
OEM board set for systems integrators [10]. And POSPac is the corresponding
post-processing software. The second one is NovAtel SPAN-FSAS tactical grade
systems, as shown in Fig. 63.4b, which is integrated with NovAtel OEM4 GPS
receiver and can be post-processed by IE [11, 12]. The key specifications of the
IMUs applied in the two systems are listed in Table 63.1. The mounting of the
tested devices was shown in Fig. 63.4c and d.

The navigation difference (including position, velocity and attitude) between
Cinertial and POSPac/IE is the focus of our research in this article. The evaluation
method is to compare the difference with the nominal accuracy of the used GNSS/

Fig. 63.4 Test vehicle and equipments setup. a POS AV 510, b SPAN-FSAS, c airborne test
platform provided by ROAMES, d land test platform

Table 63.1 Specifications of the used IMUs

Test mode Gyro bias
(degree/h)

Gyro noise
(degree/Hh)

Accel. bias
(mGal)

Accel. noise
(m/s/Hh)

POS AV 510 Airborne 0.1 0.02 300 0.03
SPAN-FSAS Land 0.75 0.1 1,000 0.03
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INS systems themselves. It can prove the correctness and usability of the new
developed software if the difference is significantly less than the nominal accuracy.
Table 63.2 gives the nominal accuracy of POS AV 510 and SPAN-FSAS. The
datasets collected by POS AV 510 and SPAN-FSAS are post processed by their
respective software to show the reasonable analysis of the developed software. The
following table gives the results of the two systems. Results of the airborne test
will be presented first; then give the land vehicle test results.

63.4.1 Airborne Test

The airborne test, provided by Remote Observation Automated Modelling Eco-
nomic Simulation (ROAMES) Group, was conducted in Australia on 1 June 2012.
And the flight altitude is 600–1,400 m above ground. The test lasted for about 3 h.
Figure 63.5 illustrates the flight path. The moving direction is indicated by the
yellow arrows. The area covered by a red square is the mission field.

Figure 63.6 shows the difference of the processing results between Cinertial and
POSPac of POS AV 510 systems. There are less than 5 cm difference in position

Table 63.2 Nominal accuracy of POS AV 510 and SPAN-FSAS (RMS)

Position (m) Velocity (m/s) Roll and Pitch (deg) True Heading (deg)

POS AV 510 0.05–0.30 0.005 0.005 0.008
SPAN-FSAS 0.01–0.015 0.02–0.01 0.008 0.012

19.7 km

Fig. 63.5 Trajectory of airborne test in Jun 2012 (red highlighted mission field)

692 Q. Zhang et al.



and less than 5 mm/s difference in velocity. The vertical difference is relatively
low because GPS vertical positioning error is large. Additionally, there is less than
0.01� in attitude (roll, pitch and heading). Note that the heading difference has
some drift behavior. This is because the heading estimation is under poor
observability when the airplane flied without maneuver (e.g. move straight with
constant speed).

Table 63.3 shows the corresponding statistic information. From Table 63.3 we
can see that there are about 1 and 2 cm difference in horizontal and vertical
position, less than 1 mm/s difference in velocity, 0.0025�, 0.0023� and 0.0044�
difference in roll, pitch, and heading. Compare to the system nominal accuracy in
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Fig. 63.6 Difference of POS AV 510 between Cinertial and POSPac

Table 63.3 Statistic summary of the difference between Cinertial and POSPac

Position diff. (m) Velocity diff. (m/s) Attitude diff. (deg)

North East Height North East Down Roll Pitch Yaw

MEAN 0.0085 0.0081 0.0167 0.0003 0.0003 0.0005 0.0019 0.0018 0.0033
RMS 0.0103 0.0100 0.0206 0.0004 0.0004 0.0007 0.0025 0.0023 0.0044
MAX 0.0311 0.0308 0.0682 0.0044 0.0036 0.0041 0.0092 0.0061 0.0199
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Table 63.2, the differences in position and velocity are far less than the nominal
errors of POS AV 510. But the difference in attitude is only one half of the given
absolute accuracy. The reason is that the mission part of this dataset has fewer
maneuvers as shown in Fig. 63.5, which caused weaker observability of roll, pitch
and heading. Therefore, the outputs of the two software have some difference even
when processing the same dataset. However, the results can still show the level of
the results of Cinertial can match the POSPac.

63.4.2 Land Vehicle Test

The land vehicle test was conducted using a sport utility vehicle (SUV) as the test
platform (as shown in Fig. 63.4d). And it was conducted on slightly bumpy roads
in the urban area of Wuhan on 21 June 2011, which contained various scenarios, as
shown in Fig. 63.7. The moving direction is indicated by the yellow arrows. The
test lasted for about 47 min with travel distance of more than 40 km. The area
covered by a red square is the urban area.

Figure 63.8 shows the difference of navigation results between Cinertial and IE
of SPAN-FSAS systems. It can be seen that there are obviously less than 5 cm
difference in position, 5 mm/s difference in velocity and 0.02� in attitude. Com-
pare to Fig. 63.6, the heading difference also has the drift behavior because of the
poor observability. Table 63.4 is the statistic summary of the difference between
the outputs of Cinertial and IE of SPAN-FSAS systems.

From Table 63.4 we can see there are less 1 cm difference in position results,
less than 1 mm/s difference in velocity, 0.0033�, 0.0037� and 0.0139� difference in
roll, pitch and heading. Compare to the system nominal accuracy in Table 63.2,
the difference in position and velocity has far less than the absolute accuracy of
SPAN-FSAS. But the difference in attitude is not obviously smaller than the
nominal accuracy. The reason is that the attitude estimation is under poor
observability when the land vehicle drove without maneuver (e.g. move straight
with constant speed). Therefore, the attitude estimation is not under controlled and

start

end

1.95 km

Fig. 63.7 Trajectory of land vehicle test in Jun 2011 (red highlighted urban area)
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can be easily affected by some random trivial factors, such as the minor differences
between Cinertial and IE. It is possible that the concrete algorithm difference
between the two software may introduce extra difference of the navigation solu-
tion. But the results still reflect that Cinertial and IE have about the same level of
navigation results.

63.5 Conclusion

This paper introduces a GNSS/INS data processing software that has been newly
developed—Cinertial, We simply describe the overall design of the software and
detail the algorithms used in Cinertial. Field tests have been conducted to evaluate
its correctness and usability by comparing to the well-known commercial software
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Fig. 63.8 Difference of SPAN-FSAS results from Cinertial and IE

Table 63.4 Statistic summary of the difference between Cinertial and IE

Position diff. (m) Velocity diff. (m/s) Attitude diff. (degree)

North East Height North East Down Roll Pitch Yaw

MEAN 0.0042 0.0052 0.0048 0.0009 0.0010 0.0005 0.0026 0.0028 0.0121
RMS 0.0058 0.0083 0.0061 0.0012 0.0014 0.0007 0.0033 0.0037 0.0139
MAX 0.0289 0.0721 0.0240 0.0128 0.0087 0.0029 0.0140 0.0132 0.0443
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including POSPac and IE. Results of the airborne and land vehicle tests using
tactical grade INS/GNSS systems show that the difference of the data processing
results between Cinertial and POSPac/IE is less than the given nominal accuracy.
And it proved the correctness and usability of the new developed software. The
next step of this work is to ensure the reliability and robustness of the new software
by the processing of large amounts of datasets.
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Chapter 64
Celestial Positioning with CCD Observing
the Sun

Yinhu Zhan, Yong Zheng and Chao Zhang

Abstract Celestial navigation by observing the sun is a hot issue in recent years,
and how to improve the positioning precision is a concerned problem to
researchers in the world. The positioning principal by observing the height of the
sun is adopted in this paper, and the gray centroid algorithm to extracting the sun’s
center is introduced. Processing the practical data, the CCD observing precision of
the sun is analyzed. By simulative calculation, impact of the sun’s position,
observing precision, tracking time and CCD observing period on positioning
precision is analyzed quantitatively. Then, the best observing scheme is put for-
ward, which means that the best observing time is in transit around, and the
tracking time should be as long as possible, and CCD sampling rate should be as
high as possible. Practical observing data shows that positioning precision can be
improved from 1500 to 500 when tracking time extends from 30 to 90 min.

Keywords Celestial positioning � CCD � Sun � Error analysis � Precision

64.1 Introduction

Celestial navigation is a technology to determine the position and orientation of
the observing station or carrier, which make use of the horizontal coordinate and
time information of the stars, the sun, the moon, or the planets. As an independent,
unconditional, and global navigation system, celestial navigation has such
advantages as high autonomy, good concealment, and high precision. In time of
war, it is a safe and reliable means of navigation [1].
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During the day time, the sun is the only-visible natural body in the sky. How to
navigate by observing the sun has been a hot issue. At present, marine sextant has
been used to observing the sun in a long tracking time to realize navigation on the
boat, namely the sun line positioning. In order to get better spatial positioning
structure, people usually choose the sun at transit nearby for continuous obser-
vation, and sun azimuth should change up to 30�. The sun line positioning needs
about 2–3 h to achieve up to 20 positioning accuracy. Wu Guanghua in Jimei
University developed an improved astronomical positioning apparatus, called
MGPES electronic sextant. While the electronic sextant is in the observation,
navigation computer is calculating estimated position of the ship, and the predicted
height of the sun. The combination of predicted height and observing height
produces new information called intercept, then the combination of the intercept
and the coefficient matrix selected by nonlinear Kalman filtering algorithm can
produced position correction of optimal estimation. When the sun is at transit
nearby, the positioning accuracy can achieve up to 10, however the precision will
dramatically reduce to 100 when the sun is slightly deviated from the transit [2].

CCD-based celestial navigation technology is also a research hotspot. American
Spirit and Opportunity Mars car equipped with a sun sensor, which was used for
celestial navigation. Kruda and Geol proposed continuous observation of elevation
and azimuth angles of the sun and the earth a celestial navigation and dead
reckoning integrated navigation method to obtain the absolute position of the lunar
rover on the moon, and the positioning accuracy is about 300 m., Yang Peng and
Liu Jilin of Zhejiang University take use of the Cannon Eos 5D sun sensor on earth
to achieve navigation, the positioning algorithm of which is similar to the sun line
positioning principle in marine, while the best positioning accuracy is about 4 km
in 30 min tracking [3, 4].

The positioning principal by observing the height of the sun is proposed in this
paper, and the gray centroid algorithm to extracting the sun’s center is introduced.
By simulative calculation, impact of the sun’s position, observing precision,
tracking time and CCD observing period on positioning precision is analysed
quantitatively, and the best observing scheme is put forward. Practical observing
data shows that the positioning precision has been improved because of the
research in this paper.

64.2 Positioning Principal by Observing the Sun

There are 2 key problems that should be solved in CCD-based celestial posi-
tioning. One is how to capture the sun’s horizon coordinate information from the
sun image; the other is how to calculate the position using the horizon coordinate
information above.
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64.2.1 Extraction Algorithm for the Center of the Sun

After obtaining images of the sun, it is necessary to accurately extract the center of
the sun in the images before solving the zenith distance through the camera
parameters. Therefore, higher-precision center extracted from the image of the sun
is the prerequisite of high precision positioning. The following describes an
extraction algorithm based on weighted gray-scale.

Figure 64.1 is a diagram of the image. Provided there is a small rectangular
region completely containing the real sun image, then the rectangular region can
be described by the pixel coordinates as follow [5]

i1 � up � i2 j1 � vp � j2 ð64:1Þ

gðup; vpÞ is the gray value of each pixel in the region, T0 is the gray value of
background of the image. Then the coordinate of the sun’s center uc; vcð Þ can be
described as [6]

uc ¼
Pi2

up¼i1

Pj2
vp¼j1

up½gðup; vpÞ � T0�
Pi2

up¼i1

Pj2
vp¼j1
½gðup; vpÞ � T0�

vc ¼
Pi2

up¼i1

Pj2
vp¼j1

vp½gðup; vpÞ � T0�
Pi2

up¼i1

Pj2
vp¼j1
½gðup; vpÞ � T0�

8
>>>>><

>>>>>:

ð64:2Þ

Obviously, T0 does some impacts on the extracting. Observed on the earth, the
apparent radius of the sun is 15–160, which means dozens of pixels is occupied by
the sun in the image. So there is an optimal T0 to adjust the image radius of the sun
to real size. In practice, it always costs some time to try for the optimal T0.

64.2.2 Positioning Principal Based on the Zenith of the Sun

Under the measurement of the sun, the instantaneous UTC moment Ti is recorded.
Zi has been gotten from the images, and the apparent ascension ai and declination
di have been calculated. According to the spherical triangle formula as follow

Fig. 64.1 Diagram map of
extracting the center of the
sun
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cos zi ¼ sin u sin di þ cos u cos di cosðSi � ai þ kÞ ð64:3Þ

Si is the side real time of Greenwich, which can be calculated according to Ti.
Obviously, Eq. (64.3) contains only 2 unknown parameters, which is longitude k
and latitude u. In theory, only the position of the station can be solved if the sun is
observed twice. However, if the interval of two observations is too short, it is
impossible to get a good result. In practice, it must take a considerable time to
tracking and observing the sun to achieve a better positioning structure and high-
frequency sampling data, only in this way can we get content results.

64.3 Simulative Positioning Experiments

The main factors affecting the positioning accuracy are as follows: the position
of the sun, CCD observing precision, CCD sampling period, as well as tracking
time. The followings are data simulation and calculation, respectively, to study the
impact of the factors above, the purpose of which is to seek the best observing
scheme. The data simulation scenarios are as follows:

According to the real astronomical position (k ¼ 7h30m29:8s,
u ¼ 34�44022:700), theoretical zenith distance of the sun is calculated. Symbol
appointments are as follows:

r variance of the simulative zenith distance
t track-observing time
T CCD sampling interval.

64.3.1 Impact of the Sun’s Position on the Positioning
Precision

Beijing time 8:00–16:00 is averagely divided into 16 periods. In other words, each
period of observation is 0.5 h. The specific simulation conditions are r ¼ 15:000,
t ¼ 0:5 h, and T ¼ 5 s.

After processing the simulative data, mean square errors of longitude and lat-
itude can be captured as mk and mu, and the positioning mean square error m can
be represented by

m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

k þ m2
u

q
: ð64:4Þ

Figure 64.2 shows the sun position’s impact on the positioning precision.
The sun goes through the transit at about 12:15 in the 9th period, and the

Fig. 64.2 exactly reflects the highest positioning precision ±21.000 in the 9th period.
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The positioning precision varies as regular as the position of the sun, which has a
good symmetry. Obviously, observation of the sun should be chosen in transit near.

64.3.2 Impact of r on Positioning Precision

Beijing time 8:00–16:00 is divided the same as the Sect. 64.3.1, and the specific
simulation conditions are t ¼ 0:5 h, T ¼ 5 s, r ¼ 1000, r ¼ 1500, r ¼ 2000.
Figure 64.3 shows the impact of zenith distance error on the positioning precision.

According to the Fig. 64.3, when the tracking time is 0.5 h, r has a great
impact on the positioning precision. The observations precision improves double
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Fig. 64.2 Plot: Sun position’s impact on the positioning precision

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
10

15

20

25

30

35

40

45

Time number

P
os

it
io

ni
ng

 p
re

ci
si

on
 (

   
)

Fig. 64.3 Plot: Impact of zenith distance error on the positioning precision
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as the r is half of before. This demonstrates the importance of high-precision
algorithm to extracting the center of the sun in the images.

64.3.3 Impact of t on Positioning Precision

The epoch 12:15 is the centric moment, and the step length is 10 min. So there are
12 periods as follow:

t1 ¼ 12 :10�12 :20 t2 ¼ 12 :05�12 :25
t3 ¼ 12 :00�12 :30 t4 ¼ 11 :55�12 :35
t5 ¼ 11 :50�12 :40 t6 ¼ 11 :45�12 :45
t7 ¼ 11 :40�12 :50 t8 ¼ 11 :35�12 :55
t9 ¼ 11 :00�13 :00 t10 ¼ 11 :25�13 :05
t11 ¼ 11 :20�13 :10 t12 ¼ 11 :15�13 :15

ð64:5Þ

The other simulation conditions are r ¼ 15:000 and T ¼ 5 s. Figure 64.4 shows the
relationship between the tracking time and positioning precision.

According to the Fig. 64.4, the longer tracking time is, the higher positioning
precision achieves, because the larger the sun’s position changes, the better the
positioning structure improves. Obvious inflection point comes up at t3 and t5, and
the tracking time are 30 and 50 min, which means the arc distances change of the
sun are about 5.5� and 15� respectively. In practice, it is advised that the tracking
time should not be less than 30 min to guarantee the arc distance change of the sun
is larger than 5.5�.
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Fig. 64.4 Plot: Tracking time’s impact on the positioning precision
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64.3.4 Impact of T on Positioning Precision

The simulation conditions are t = 12:00–12:30, r ¼ 15:000, and T ¼ 5�60 s.
Figure 64.5 shows the relationship between CCD sampling interval and posi-
tioning precision.

According to the Fig. 64.5, impact of CCD sampling interval on the positioning
is significant. The shorter CCD sampling interval is, the higher. If the sampling
rate doubled from 1/10 to 1/5 Hz, the positioning precision is improved from 3000

to 2000. In practical application, in the precondition of ensuring the stability of
normal data transmission and timing, it should maximize the sampling rate of the
CCD to improve the positioning accuracy.

64.3.5 The Optimal Scheme for Observing the Sun

Based on the study above, the optimal scheme for observing the sun is concluded
as follow:

1. Try to observing the sun in the transit nearby;
2. Try to extend the observing time to guarantee the arc distance change of the sun

is larger than 5.5�;
3. Maximize the sampling rate of the CCD.

64.4 Real Observing Data and Analysis

2012-11-11, a region in northern China, the sky has a small amount of thin cloud.
When the sun was in transit nearby, the fish-eye camera took pictures continu-
ously. The observing system adopted high-precision Rockle Spirit Level made in
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Fig. 64.5 Plot: Impact of
CCD sampling interval on the
positioning
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German, and computer’s internal clock time transferred by the GPS satellite kept
the time system. Since the capacity of the single solar image reaches 20 M,
because of the restrictions of the CCD and notebook computer, the image data
transferred to the computer spent about 8 s. However, during the data transmis-
sion, computer crystal is unstable, which will affect the timing accuracy. There-
fore, the sampling interval was set to 10 s, the total tracking time is 90 min, and
415 images were captured.

64.4.1 Observation Precision Analysis

According to the algorithm introduced in Sect. 64.2, center of the sun was
extracted, and the zenith distance was solved, and the atmospheric refraction was
corrected based on measured meteorological parameters. According to the accu-
rate astronomical position of the station, the DE405 ephemeris was used to cal-
culate true zenith distance of the sun. Figure 64.6 shows the deviation between
observing zenith distance and theoretical zenith distance.

Error of the zenith distance overall is randomly distributed, but local trend term
changes, due to the remnants of camera lens distortion correction. Absolute pre-
cision of zenith distance get to 0.50, and the variance is about 13.000; absolute
precision of horizon get to 0.80, and the variance is about 15.000.
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64.4.2 Positioning Results

Data was processed in classification of tracking time, and the results are shown in
Table 64.1 where mk and mu represent the mean square errors of longitude and
latitude, while Dk and Du represent the deviations of longitude and latitude.

According to the Table 64.1, when the tracking time is 34 min, positioning
precision can get to 15.100. Furthermore, when the tracking time extends to 86 min,
positioning precision can be improved to 5.200. The positioning accuracy of the
experiment is significantly better than the literature report in Sect. 64.1. At the
same time, the experimental results demonstrate agreement with simulation.

64.5 Conclusions

1. The positioning principal and extracting algorithm proposed in this paper are
correct and feasible, and good results have been achieved in practice.

2. Try to observing the sun in the transit nearby, extend the observing time to
guarantee the arc distance change of the sun is larger than 5.5�, and maximize
the sampling rate of the CCD.

3. Observing the sun by CCD can get high-precision positioning results. When the
tracking time extends from 34 to 86 min, positioning precision varies from
15.100 to 5.200.

Acknowledgments Thank the Chinese National Natural Science Foundation (41174025,
41174026, 10878025) for subsidize for this paper.
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Chapter 65
Research on the Non-Cooperative
Positioning Technologies for Combination
of BeiDou and TD-LTE

Zhongliang Deng, Xiaofei Sun, Yannan Xiao, Xiaoguan Wang,
Neng Wan and Zhongwei Zhan

Abstract Considering the urgent demand for related applications of BeiDou
Navigation Satellite System and TD-LTE, this paper studies non-cooperative
positioning technology combining the BeiDou and TD-LTE. It does not need or
have a cooperation with network and mobile phones which not only reduced the
cost of investment and broaden its application domain. The technology of this
paper relies on the high-precision location and time service of BeiDou, efficient
transmission bandwidth and Multiple Input Multiple Output (MIMO) of TD-LTE
system. A complete scheme of real-time and high-precision non-cooperative
positioning for mobile phones is proposed. It aims at the Sounding Reference
Signal (SRS) of TD-LTE, utilizes a TDOA/AOA hybrid positioning method based
on Fractional Fourier Transform (FRFT) and some related simulations are
accomplished to verify its feasibility.

Keywords BeiDou � Navigation satellite system � TD-LTE � Non-cooperative
positioning � FRFT

65.1 Introduction

Unlike the well-known satellite positioning technology, the non-cooperative
positioning technology based on User Equipment (UE) is a kind of passive posi-
tioning technology without the cooperation of users. It accomplishes the estimation
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of users’ location by capturing the signal from UE. Considering the properties, the
non-cooperative positioning is applied to some special areas. For group users, it
makes monitoring management and dispatch available by achieving identity and
position information of employees. For relief department, it can effectively
strengthen emergency rescue capability via swiftly positioning the mobile phones of
trapped people on a large scale. For security sector, it can improve the ability to
investigate and monitor crime through snugly positioning and tracking the abnormal
phones.

In 1996, FCC proposed E911 services which requires that the location of an
E911 caller be determined with an accuracy of 100 m in 67 % of the cases without
modifying UEs. E911 is a typical application of non-cooperative positioning and
urge many corporations and universities to do related research. Ian Paul Larsen
briefly introduced their project about UE locator in Ref. [1]. Zhu Dali proposed a
kind of induced scheme based on encoder to accomplish the UE non-cooperative
positioning in Ref. [2]. XuBo do some research on non-cooperative positioning for
CDMA2000 in Ref. [3].

The location parameter estimation, time synchronization, real-time acquisition and
interaction of location information are the key of non-cooperative positioning tech-
nology. This paper combines BeiDou and TD-LTE to realize technologies above, the
structure and principle of positioning system are proposed in the second chapter,
the third chapter contains the key research on non-cooperative positioning technology,
the fourth chapter and the fifth chapter are simulations and concluding remarks.

65.2 Combined Positioning System

65.2.1 System Structure and Operating Principle

The system combines the BeiDou navigation with TD-LTE to accomplish location
calculation by estimating the parameters of UE’s up-link signal. The system
consists of BeiDou Navigation Satellite System, Positioning Equipment (PE)
equipped with receiving TD-LTE up-link signal, the server providing related
service and UEs. According to the application domain, the PE could be portable,
vehicular or fixed. The structure of system is shown in Fig. 65.1.

Deploy the PEs on the scene when the service is launched. In order to establish
the preparation for positioning UEs, the PEs receive and analysis the navigation
messages from BeiDou Satellites to accomplish the accurate acquisition of three-
dimensional location information and time synchronization information. Then, PE
broadcast the TD-LTE Downlink Control Signal (DCS) to configure the UEs emit
Positioning Reference Signal (PRS). PE estimates the location parameters
(including AOA and TOA) of the PRS and completes location calculation of intra-
regional UEs. In order to provide service for certain users, PE send the users’
information (including location information and UE information, etc.) to the server
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65.2.2 System Analysis

To consider the whole system from PRS selection, system superiority, location
method selection and time synchronization solution, etc.

1. Choosing Sound Reference signal (SRS) of TD-LTE as PRS. SRS modulated
by ZC sequence and distinguished among MIMO antennas and UEs by fre-
quency Division Multiplexing (FDM), Time Division Multiplexing (TDM),
Code Division Multiplexing (CDM) or hybrid method. The Constant Amplitude
Zero Autocorrelation (CAZAC) of ZC sequence makes it better for parallel
detection. ZC sequence could be expressed [4]:

aq ¼ exp �j2pq
nðnþ 1Þ=2þ ln

NZC

� �
ð65:1Þ

where q 2 f1; � � � ;NZC � 1g donating the root index of ZC sequence.
n ¼ 0; 1; � � � ;NZC � 1, l 2 N, l could be any integer and l ¼ 0 in TD-LTE.

2. The Cramer-Rao Lower Bound (CRLB) of delay estimation in single-path [5]:

varðbsÞ � 1
e

No=2 F2
ð65:2Þ

It can be shown that e
No=2 is a SNR. Also, F2 is the bandwidth of signal. That

means the performance of positioning could be promoted by increasing signal
bandwidth. In TD-LTE, SRS is a kind of wideband reference signal and could
be covered the whole system bandwidth by frequency hopping. The comparison
of TD-LTE and 3G in system bandwidth is shown in Table 65.1.

Fig. 65.1 The structure of
system
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3. In TD-LTE, multi-antenna array is used for realizing MIMO. The addition of
multi-antenna array enriches the location method and provides basic condition
for TDOA/AOA hybrid location in this paper.

4. For the PEs, time synchronization, acquisition of real-time location information
and interaction have a severe impact on location accuracy even feasibility. We
choose BeiDou System to realize time synchronization and provide real-time
coordinate for PEs. What’s more, we consider using X2 interface of TD-LTE to
accomplish the PEs’ interaction. According to the different application areas, the
requirement of TD-LTE. In order to location a client in a market, the accuracy of
time service and horizontal location should better than 30 ns and 10 m.

65.3 Non-Cooperative Positioning Technologies

The key of non-cooperative positioning technology lies on receiver design. It aims
at accomplish accurate estimation of location parameters (including AOA and
TOA) in multi-path and multi-access condition.

65.3.1 Analysis of Location Parameters Estimation

By analyzing the Eq. (65.1), we could find SRS is a discrete form of Linear
Frequency Modulation (LFM) signal. The normal expression of LFM:

xðtÞ ¼ expðj2pf0t þ jpl0t2Þ ð65:3Þ

where f0 is initial frequency and l0 is ratio of frequency modulate.
Considering the non-stationary of LFM signal, the performance of traditional

algorithms for AOA estimation like Multiple Signal Classification (MUSIC) [6]
and estimation of Signal Parameters via Rotational Techniques (ESPRIT) [7] will
degrade. Meanwhile, parameter estimation based on correlation in frequency
domain of TD-LTE protocol [4] may not be effective in eliminating the influence
caused by multi-path, multi-access and noise.

In order to solve the problems above, we introduce an algorithm based on Fraction
Fourier Transform (FRFT). The p order FRFT could be defined as follows [8]:

Table 65.1 Comparing TD-
LTE and 3G in system
bandwidth

Typical mobile
telecommunication system

Max system
bandwith (MHz)

TD-SCDMA 1.6
CDMA 2000 1.25
WCDMA 5
TD-LTE 20
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XpðuÞ ¼ Fp½xðtÞ� ¼
Z 1

�1
xðtÞKpðt; uÞdt ð65:4Þ

Kpðt; uÞ is the transforming kernel of FRFT and could be expressed by:

Kpðt; uÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�j cot a

2p

q
expðj t2þu2

2 cot a� tu csc aÞ; a 6¼ np

dðt � uÞ; a ¼ 2np
dðt þ uÞ; a ¼ ð2n� 1Þp

8
><

>:

where a ¼ pp=2, X1ðuÞ become general Fourier Transform with p ¼ 1.
FRFT is a kind of linear operator. If we regard it as the p/2 counterclockwise

rotation from the time axis to frequency axis and the operator is a rotation at any
angle of a without cross-terms. LFM signal is characteristic of perfect aggregation
in FRFT domain that an optimal transform order could be found out for separating
interference and improving performance of parameter estimation.

65.3.2 Receiver Structure and Algorithms

Considering the receiver structure in Fig. 65.2:
Antenna array is uniform array with number of K elements and the interval is

D. SRSs from number of M UEs radiate on antenna array. Analysis receiver signal
of one branch:

rðtÞ ¼
XM

m¼1

XL

l¼1

sl
mðt � sl

mÞ þ noðtÞ ð65:5Þ

with sl
m donating the SRS from the l path of the m UE. L is the totals of path and

noðtÞ is gaussian noise which is not related to SRS and mutual independence.
Based on the physical structure of TD-LTE up-link, base-band signal is

acquired after sampling, CP removal, FFT and subcarrier de-mapping:

rðnÞ ¼
XM

m¼1

XL

l¼1

cl
mðn� sl

mÞ þ noðnÞ ð65:6Þ

Then calculate multi-order FRFT of base sequence and root sequence. And
select the optimal order popt by target function as follows:

popt ¼ argp min
1
N

XN

n¼1

RpðuÞ
TpðuÞ

����

����� 1

����

����

2
 !

ð65:7Þ

with RpðuÞ and TpðuÞ donating the p order FRFT of base-band sequence and root
sequence. N is the total periods of root sequence. TOA could be obtained by
searching the IFRFT of popt order transformed result in time domain.
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bHoptðuÞ ¼
1
N

XN

n¼1

RpoptðuÞ
TpoptðuÞe�jcot a

2 u2 ð65:8Þ

bhðnÞ ¼ IDFRFT ½bHpoptðuÞ� ð65:9Þ

s ¼ args max½bhðnÞ� ð65:10Þ

After time estimation accomplished, we could obtain the AOA reference signal

by Rake diversity receiving on the base of bhðnÞ:

SkðnÞ ¼ CkðnÞ þ NkðnÞ ð65:11Þ

with CkðnÞ donating the base-band sequence of target UE. NkðnÞ is the interference
including multi-path, multi-access and noise and in a low level due to the perfect
aggregation of FRFT.

Then the MUSIC algorithm will be used. Express all AOA reference signals as
vector form:

S ¼ AC þ N ð65:12Þ

S ¼ S1ðnÞ S2ðnÞ . . . SKðnÞ½ �T

C ¼ C0ðnÞ base-band sequence of reference array element

A ¼ 1 e�jTm . . . e�jðK�1ÞTm

h iT
where Tm ¼

2pD

k
sin hm

Fig. 65.2 The receiver structure of positioning system
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N ¼ N1ðnÞ N2ðnÞ . . . NKðnÞ½ �T

Ignoring the correlation matrixes of independent components:

RSS ¼ E½SSH � ¼ ARCCAH þ r2I ð65:13Þ

Calculating eigenvalue decomposition of RCC:

RCC ¼ UC

X

C

UH
C þ UN

X

N

UH
N ð65:14Þ

with UC and UN respectively donating the signal space and noise space. The
spatial spectrum of target UE could be expressed by:

PðhÞ ¼ 1

UH
N AðhÞ

�� ��2

2

ð65:15Þ

The value h indexed by spectral peak is the AOA of target UE. Acquisition of
location parameter from different UEs could be accomplished by changing root
sequence of target UE.

65.4 Simulations and Analysis

The simulation system is configured on the index of 20 MHz TD-LTE: sample
frequency fs = 30.72 MHz, the size of FFT is 2,048 and subcarrier interval is
15 kHz. The size of antenna array elements K = 4, the interval D is half wave-
length. Other parameters configuration is listed in Table 65.2:

Select received signal from an array element. According to the object function
in Eq. (65.6), observe the performance of estimation on multiple-order
(0 � p � 2) FRFT domain in Fig. 65.3.

It could be found that the object function of popt ¼ 0:61 smaller than the value of
p = 1 (frequency domain) and p = 0 (time domain). It means that the performance
of location parameters estimation could be promoted in the FRFT domain.

Accomplish the TOA and AOA estimation by algorithm above, comparing the
performance with frequency domain correlation and smoothed MUSIC algorithm.
The Figs. 65.4 and 65.5 show the compared results.

Table 65.2 Simulation parameters configuration

SRS root
index

AOA of
direct-path (�)

AOA of
reflect-path (�)

TOA of
direct-path

TOA of
reflect-path

UE1 29 40 45 55 samples 60 samples
UE2 61 60 67 58 samples 66 samples
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Owing to the interference, in TOA estimation and there is a deviation in AOA
estimation by smoothed MUSIC algorithm. What’s more, MUSIC algorithm
unable to separate the signals of different UEs in the same direction. The algorithm
in this paper could solve the problems that can improve the accuracy of location.

Fig. 65.3 The optimal transform order selection

Fig. 65.4 Comparing performance of TOA estimation (SNR = 0 dB)
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65.5 Conclusions

This paper proposed a non-cooperative positioning system by combining BeiDou
and TD-LTE. It could be applied to security and relief, thus enrich the application
of BeiDou and TD-LTE. An algorithm based on FRFT for location parameter
estimation is proposed to improve the system. The simulation results show that its
performance is better than existing algorithm in TDOA/AOA hybrid location
based on the SRS of TD-LTE. It also provide a worthy location method for
TD-LTE.
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Chapter 66
Research on the NLoS Mitigation
Algorithm for Integrated Navigation
of BeiDou and TD-LTE

Zhongliang Deng, Xiaofei Sun, Yannan Xiao, Xiaoguan Wang,
Caihu Chen and Neng Wan

Abstract The Integrated Navigation of BeiDou and TD-LTE is a positioning
technology which would be broad prospects in the application of the Intelligent
Transportation Systems (ITS) and public security, etc. However, it also faces many
challenges. In the positioning system based on the cellular network, the error
caused by Non Line of Sight (NLoS) propagation can average between 500 and
700 m [1]. NLoS propagation will bias the measurements of location parameters
including Time of Arrival (TOA), Angle of Arrival (AOA) even if there is no
multi-path and multi-access interference and will seriously impacts on the calcu-
lation of location. This paper mainly studies on the NLoS mitigation algorithm for
integrated navigation of BeiDou and TD-LTE, analyses the affection on 700 MHz
and 2.6 GHz of TD-LTE caused by NLoS propagation. According to the problems,
an NLoS mitigation algorithm based on dual-frequency detection is proposed and
some related simulations are accomplished. The result shows that the algorithm
doing better on mitigating NLoS affection than the traditional algorithm.

Keywords BeiDou � Navigation satellite system � TD-LTE � Non line of sight �
Dual-frequency

66.1 Introduction

Integrated navigation overcomes the practical limitation of traditional single
navigation by combining the Global Navigation Satellite System (GNSS), Inertial
Navigation System (INS) or cellular network, etc. The Assisted-GPS (A-GPS)
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technology is a kind of integrated navigation combining GPS and the cellular
network. In the situation of weak GPS signal, like urban, the GPS signal may be
weakened by many buildings, walls or woods, it could accomplish the quick
location by the signal of cellular network. Now, the A-GPS is widely used in the
mobile phone with GPS function and its application has been involved in ITS,
public security, etc. With the BeiDou and TD-LTE rapidly being commercial, the
development of integrated navigation combining both has a broad application
prospect, but faces many challenges from itself or other similar technology.

Location parameter estimation and location calculation are the key of positioning
technology based on cellular network. The latter severely rely on the circumstance,
especially the NLoS circumstance is urgent to be solved. Iterative Taylor-series
algorithm [2] and Chan algorithm [3] are widely used at present. The former is heavy
computation and need an approximate initial value. And the latter’s performance
will sharply degraded in NLoS circumstance. Chao-Lin Chen proposed a modified
Chan algorithm by introducing geometry-constrain in [4] to obtain a good perfor-
mance in NLoS but need prior information of circumstance. This paper proposed an
NLoS mitigation algorithm based on dual-frequency detection for integrated navi-
gation. The system for NLoS channel measurement and some analyses of data are
proposed in the Chap. 2. The Chap. 3 contains the key research on NLoS mitigation
algorithm. The Chaps. 4 and 5 are simulations and concluding remarks.

66.2 NLoS Channel Measurements

66.2.1 Overview of Measurement System

The integrated navigation system is shown in Fig. 66.1. The LTE User Equipment
(UE) accomplished the active integrated location by receiving navigation message
from BeiDou satellite and down-link signal from LTE Base Station (BS) which is
similar to the A-GPS. Or the BS accomplished the passive integrated location by
receiving navigation message from BeiDou satellite and up-link signal from UE.
Whether it is active location or passive location, the propagation path between BS
and UE may affected by NLoS.

Considering the restriction of current condition, measurements were accom-
plished using Universal Software Radio Peripheral (USRP) [5] and its clock
synchronization system is improved by cable connection. The transmitter chose
the Sounding Reference Signal (SRS) [6] of TD-LTE at 700 MHz and 2.6 GHz as
Positioning Reference Signal (PRS) to emit. In order to determine the general
propagation path, the receivers are equipped with antenna array for AOA mea-
surement and accomplished channel estimation by correlation in frequency domain
of LTE protocol [6]. Choosing a floor of teaching building as the test site and the
details is shown in Fig. 66.2.

We deployed three receivers and one transmitter for the measuring system. The
transmitter is at the center of the test site and the No. 1 receiver is in the left-most

718 Z. Deng et al.

http://dx.doi.org/10.1007/978-3-642-37407-4_2
http://dx.doi.org/10.1007/978-3-642-37407-4_3
http://dx.doi.org/10.1007/978-3-642-37407-4_4
http://dx.doi.org/10.1007/978-3-642-37407-4_5


room. The No. 2 and No. 3 receivers are respectively at the left corridor and right
corridor. Respectively reckoning the three propagation paths between receivers
and transmitter as No. 1 path, No. 2 path and No. 3 path, the measurement
information of the three paths is shown in Table 66.1.

66.2.2 Measurement Analysis

Comparing the AOA measurement and the real angle in Table 66.1, we could find
that No. 1 path is NLoS propagation path arrived from the front door by multiple
reflections, No. 2 path is slightly disturbed by NLoS, while No. 3 path is
approximate LoS path. Based on the Cumulative Distribution Function (CDF),
obtain the NLoS error comparison between 700 MHz and 2.6 GHz by subtracting
the measurement data and real data. As it has shown in Fig. 66.3, we could find the

Fig. 66.1 The structure of integrated navigation system

Fig. 66.2 The distribution of test site
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NLoS error of 700 MHz and 2.6 GHz are approximate and maintaining lower
when the propagation path is well, like the No. 3 path. And the NLoS error in this
circumstance is high spatial correlation and low frequency correlation. However,
as the circumstance being more complex, NLoS error increase sharply while its
spatial correlation decrease and frequency correlation increase. The reason is the
absorptive capacity of obstacle increased as the frequency increasing. If we could
effectively utilize the gradient relationship, the comparison between two fre-
quencies may help us to determine the influence cause by NLoS and then miti-
gation the NLoS error. Based on this conclusion, we will propose an NLoS
mitigation algorithm in the Chap. 67.

Table 66.1 Parameters of each path

Real distance (m) Real angle (�) 700 MHz/2.6
GHz TOA (m)

700 MHz/2.6
GHz AOA (�)

No. 1 path 48 190 65.4/72.8 85/90
No. 2 path 39.2 204 48.3/50.4 198/192
No. 3 path 64 5 69.6/70.5 5/3

Fig. 66.3 The comparison of NLoS measurement at two frequencies
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66.3 An NLoS Mitigation Algorithm Based
on Dual-Frequency

Assuming the TOA measurements from transmitter to the ith receiver at 700 MHz
and 2.6 GHz are

ð1Þsi ¼ ð1Þs0
i þ ð1Þniþ ð1ÞNLoSi

ð2Þsi ¼ ð2Þs0
i þ ð2Þniþ ð2ÞNLoSi i ¼ 1; 2 � � � ; M

ð66:1Þ

where (1) and (2) index the different frequencies, s0
i donates the TOA without

interferences. NLoSi is the TOA error caused by NLoS propagation and ni is TOA
error caused by Gaussian noise which is zero-mean and independent with NLoSi.

Now, the Time Difference of Arrival (TDOA) could be expressed as follows:

ð1Þsi;j ¼ ð1Þ si � ð1Þ sj ¼ ð1Þ s0
i;j þ ð1Þ ni;j þ ð1Þ NLoSi;j

ð2Þsi;j ¼ ð2Þ si � ð2Þ sj ¼ ð2Þ s0
i;j þ ð2Þ ni;j þ ð2Þ NLoSi;j

ð66:2Þ

According to the Chan algorithm,

r2
i ¼ðxi � xÞ2 þ ðyi � yÞ2

¼Ki � 2xix� 2yiyþ x2 þ y2; i ¼ 1; 2; � � �M
ð66:3Þ

where Ki ¼ x2
i þ y2

i , assuming c is the signal propagation speed, then

ri; 1 ¼ csi; 1 ¼ ri � r1 ð66:4Þ

Let za ¼ ½zT
p ; r1�T be unknown, where za ¼ ½zT

p ; r1�T . With noise and NLoS error
the error vector derived from (66.3) is

u ¼ h� Gaz0
a ð66:5Þ

where

h ¼ 1
2

r2
2;1 � K2 þ K1

r2
3;1 � K3 þ K1

..

.

r2
M;1 � KM þ K1

2

66664

3

77775
;Ga ¼ �

x2;1 y2;1 r2;1

x3;1 y3;1 r3;1

� � �
xM;1 yM;1 rM;1

2

664

3

775

Assuming cni; 1, cNLoSi;1 � r0
i
, combined (66.2), (66.4) and (66.5) with

measurement at two frequencies:

ð1Þu ¼ cBðnþ ð1ÞNLoSÞ ð66:6Þ

ð2Þu ¼ cBðnþ ð2ÞNLoSÞ ð66:7Þ
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B ¼ diag r0
2 ; r

0
3 ; � � � ; r0

M

� �
ð66:8Þ

According to the Chap. 2, the frequency correlation of NLoS error increase and
spatial correlation decrease with the propagation circumstance becoming worse.
Comparing the difference between the error vectors of two frequencies:

w ¼E½ð2Þu � ð2ÞuT � ð1Þu � ð1ÞuT �
¼ c2½BQBþ BPB�

ð66:9Þ

with Q donating the covariance matrix of noise. P represented the influence of
NLoS error and impacted the weighted of Weighted Least Squares (WLS). When
the NLoS is slight, w degraded which is equal to Chan algorithm.

Calculating WLS by ignoring the relationship between x, y and r1 of za, we
could obtain

za ¼ ðGT
a w�1GaÞ�1GT

a w�1h ð66:10Þ

Owing to the main application is array location, Chan algorithm could assume
B � r0I when the target is far away from the antenna array. But it’s unreasonable
to make the assumption in cellular network, because the distance between receiver
and transmitter is differing a lot.

Expressing Ga, h where Ga ¼ G0
a þ DGa, h ¼ h0 þ Dh and considering

G0
az0

a ¼ h0, then (66.5) changed to

u ¼ Dh� DGaz0
a: ð66:11Þ

Let za ¼ z0
a þ Dza then (1.10) transform into

ðG0T
a þ DGT

a Þw
�1ðG0

a þ DGaÞðz0
a þ DzaÞ ¼ ðG0T

a þ DGT
a Þw

�1ðh0 þ DhÞ ð66:12Þ

Ignoring the quadratic perturbation terms and then obtains estimation error of
dual-frequency by using

ð1ÞDza ¼ cðG0T
a w�1G0

aÞ
�1G0T

a w�1Bðnþ ð1ÞNLoSÞ
ð2ÞDza ¼ cðG0T

a w�1G0
aÞ
�1G0T

a w�1Bðnþ ð2ÞNLoSÞ
Eðð1ÞDza � ð2ÞDzT

a Þ ¼ ðG0T
a w�1G0

aÞ
�1

ð66:13Þ

According to r2
1 ¼ ðx� x1Þ2 þ ðy� y1Þ2, construct a new error function:

u0 ¼ h0 � G0az00a ð66:14Þ

where
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h0 ¼
ðza;1 � x1Þ2

ðza;2 � y1Þ2

z2
a;3

2

64

3

75; G0a ¼
1 0

0 1

1 1

2

64

3

75;

za ¼
za;1

za;2

za;3

2

64

3

75; z0a ¼
ðx� x1Þ2

ðy� y1Þ2

" #

and its covariance matrix is

w0 ¼ E½u0u0T � ¼ 4B0Eðð1ÞDza � ð2ÞDzT
a ÞB0 ð66:15Þ

B0 ¼ diag x0 � x1; y
0 � y1; r

0
1

� �

The final estimation with considering the relationship between x, y and r1 is:

z0a ¼ ðG0Ta w0�1G0aÞ
�1G0Ta w0�1h0 ð66:16Þ

The final position estimate is

zp ¼
ffiffiffiffi
z0a

p
þ x1

y1

� �
or zp ¼ �

ffiffiffiffi
z0a

p
þ x1

y1

� �
ð66:17Þ

The ambiguity of final position could be eliminated by treating the result of first
WLS as verdiction. In general case, the NLoS error is not generalized zero-mean
Gaussian distribution, so the location estimation is not Maximum Likehood (ML)
estimation.

The computation of this algorithm is equal to Chan algorithm from the whole
process by reason of just using dual-frequency data to obtain error vectors.
However, it becomes more complex than the Chan algorithm of single-path by
measuring at two frequencies.

66.4 Simulations and Analysis

According to the measurement in Chap. 2, we could decide the coordinates of
three receivers and one transmitter are (-15, 85), (5, 80), (95, 100) and (30, 95). In
order to accomplish the comparison with 4-sensors Chan algorithm, we choose
(50, 100) as the LoS reference receiver. Using the dual-frequency detection and
Chan algorithm to calculate the location and Chan algorithm is respectively
completed at 700 MHz and 2.6 GHz. The comparison of performance is shown in
Fig. 66.4.

By the comparison, we could find that the performance of 4-sensors Chan
sharply degrade in NLoS circumstance. The accuracy is respectively 35 m at
700 MHz and 41 m at 2.6 GHz in 67 % of the cases. The algorithm of this paper
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mitigated the NLoS error by considering the difference of dual-frequency detection
which could maintain the accuracy at 25 m. Although the NLoS error severely
depend on the circumstance and a NLoS propagation model is hard to set up, the
difference of dual-frequency is ever-present that ensure the universality of our
algorithm.

Fig. 66.4 Comparing the performance of algorithms (NLoS, SNR = 0 dB)

Fig. 66.5 Comparing the performance of algorithms (LoS, SNR = 0 dB)
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In order to verify the performance of the algorithm in Line of Sight (LoS), we
comparing it’s performance and Chan algorithm’s in the condition of LoS and
SNR = 0 dB which is shown in Fig. 66.5.

From the Fig. 66.5, we could find that the performances of the algorithms in
LoS are approximate which ensure the compatibility of this algorithm in LoS.

66.5 Conclusions

This paper measured and analyzed the relationship between NLoS influence at
700 MHz and 2.6 GHz on the basis of integrated navigation of BeiDou and
TD-LTE. And a NLoS mitigation algorithm based on the dual-frequency detection
is proposed. Comparing with the traditional algorithm, the algorithm preferably
mitigating NLoS in positioning system based on the TD-LTE. What’s more, it also
provided a worthy method for the other system which is able to emit at multiple
frequencies, for example the GSM900/DCS1800.
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Chapter 67
An Adaptive Dynamic Kalman Filtering
Algorithm Based on Cumulative Sums
of Residuals

Long Zhao and Hongyu Yan

Abstract In order to overcome the drawbacks of the fault detection method based
on v2 test that is insensitive to soft fault detection, an adaptive dynamic robust
Kalman based on variance inflation model was developed, which can detect the
soft fault of system. The proposed method cumulates the residuals in open win-
dows. When the cumulant surpasses the threshold, the error covariance is enlarged
to prevent abnormal Global Positioning System (GPS) observations. This method
has been applied to integrated navigation system of Inertial Navigation System/
Global Navigation Satellite System (INS/GNSS). The simulation results show that
the soft fault is detected by using adaptive dynamic robust Kalman, and the
filtering precision is higher than the traditional Kalman filtering algorithm.

Keywords Integrated navigation � Fault detection � Robust filtering � Kalman
filtering

67.1 Introduction

Integrated navigation technology is an effective way to improve the overall per-
formance of the navigation system. Inertial navigation system (INS) is autono-
mous, anti-interference, hidden, reliable, real-time and accurate in the short term.
However, the accuracy decreases as the time is evolving. Hence, the INS and GPS
satellite navigation systems are combined into INS/GPS integrated navigation
system, which can complement each other, and increase the redundancy. Thus,
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multidimensional navigation information of highly data update rate can be
obtained, and estimation accuracy and reliability of the navigation system can also
be improved. INS/GPS integrated navigation system has been widely applied to
autonomous navigation and positioning system of aircraft [1, 2].

With the higher requirements of high accuracy and reliability for integrated
navigation system, the higher demand is presented to the fault detection and
isolation of navigation system. The fault of the system can be divided into three
types: hard fault, abrupt fault and soft fault. The hard fault can be detected through
build-in test for navigation system; abrupt fault can be detected by the traditional
fault detection methods. However, the soft fault of navigation system are difficult
to detect, such as the filtering divergence caused by the uncertainty of the system
model, the uncertainty of positioning caused by the GPS signal is disturbed, et al.
In order to improve the reliability and accuracy of navigation system, dynamic
navigation positioning was completed after detecting and isolating wrong GPS
observation [3]. Many fault detection algorithms has been applied to the naviga-
tion to detect satellite failures at present, such as the fault detection method based
on fuzzy logic, neural network, and filtering. Yang et al. applied neural networks
based on Adaptive Resonance Theory (ART) and Kohonen Network (KNN) to the
fault detection [4]. The fault detection, identification and classification of the
navigation systems has been completed by using Fuzzy ARTMAP neural
Networks after bearing fault character obtaining based on state v2 test method [5].
Multiple model fault detection algorithm was applied to detect and isolate wrong
GPS observation, and improve the positioning accuracy [6]. The above methods
effects on the abrupt fault, but it is insensitive to soft fault in navigation system.
The residual inhibition based on H1 estimator is sensitive to the fault [7]. When
the navigation system has a soft fault, the performance of fault tolerance of nav-
igation system is improved by using two levels of feedback structure, utilizing sub-
filter to detect the system fault timely, main filter to complete state fault tolerant
and fusion estimation [8]. The traditional fault detection methods can detect the
abrupt faults, but can not detect the soft fault. The soft fault increases slowly, and
the fault statistic changes are small. The system states were corrected falsely by
using the data of the soft fault. The fault statistic is not obvious because of small
fault at first, the system state estimating value was affected by the soft fault, and
then the system is difficult to detect soft fault even if the fault is large because of
residuals accumulation with time.

In order to overcome these shortcomings of traditional fault detection methods,
an adaptive dynamic robust Kalman filtering algorithm was developed, which can
detect the soft fault by accumulating the residuals in data windows, and the failure
restraint and dynamic robust filtering are realized by expanding error covariance
based on robust Kalman filtering. Therefore, the system can avoid missing
detection, and accurate filtering solution can be obtained.
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67.2 Detection Method of Soft Fault in INS/GPS
Integration Navigation

Consider the time-varying discrete systems,

Xk ¼ Uk;k�1Xk�1 þWk ð67:1Þ

Lk ¼ AkXk þ ek ð67:2Þ

where Xk 2 Rn is the state variable at k time; Ukjk�1 2 Rn�n is the state transition
matrix from k � 1 to k time; Ak 2 Rm�n is the measurement matrix of the system;
Vk 2 Rm is the measurement noise vector; the covariance is Rk . Wk�1 2 Rr is the
process noise vector of the system, and the covariance is RWk ; Lk 2 Rm is the
measurement value of the system at k time.

67.2.1 Traditional Fault Detection Method Based
on Residual v2 Test

The fault of navigation system was detected by using information of filtering
residual series, which includes fault information in traditional fault detection
method based on residual v2 test. The one-step prediction residual is

Vk ¼ Lk � AkUk;k�1Xk�1 ð67:3Þ

The covariance matrix of prediction residual is

Uk ¼ AkRXk
AT

k þ Rk ð67:4Þ

RXk
¼ Uk;k�1RX̂k�1

UT
k;k�1 þ RWk ð67:5Þ

where Rk is the covariance matrix of measurement noise.
Residual Vk is zero-mean Gaussian white noise when there is fault-free; Vk is

not zero when there is fault. Therefore, fault can be detected by examining the

mean of residual Vk. The fault detection function kðkÞ ¼ V
T
k UkVk, kðkÞ obeys the

v2 distribution in degrees of freedom m.
Setting a confidence factor a, and then the fractile value zðaÞ Based on v2

distribution graph is known. If kðkÞ � zðaÞ, there is no fault; if kðkÞ [ zðaÞ,
there is fault.

According to the Eq. (67.3), when the system fault is large, the difference
between the real observation Lk and prediction observation AkXk=k�1 was high-

lighted by one-step prediction residual Vk. Hence, fault detection statistics was
constructed by the difference, and the abrupt fault of navigation system can be
detected effectively by using the fault detection method based on residual v2 test.
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However, when the system fault is soft, the one step prediction residual Vk is
small, and fault detection statistics is not sensitive. In this paper, a new method is
proposed to increase the time interval of prediction residuals so that the soft fault
can be accumulated to detect fault.

67.2.2 Soft Fault Detection Method Based on Cumulative
Sums of Residuals

The difference is too small to detect because the soft fault is very small at first. In
order to increase the difference of real observation and prediction observation,
prediction observation is constructed by calculating the state beforehand for sev-
eral times. Therefore, the soft fault is accumulated and the difference is obvious by
subtracting w recursive prediction observation.

According to the Eqs. (67.1) and (67.2), we set a a step state recursive device,
and the prediction observation is calculated by recursive state time beforehand,
that is

AkXk=k�a ¼ AkUk;k�1Xk�1=k�a ¼ AkUk;k�2Xk�2=k�a ¼ AkUk;k�aXk�a=k�a ð67:6Þ

Define the prediction observation of a one-step state recursive device

Vk ¼ Lk � AkXk=k�a ¼ AkXk � AkXk=k�a þ ek

¼ AkðUk;k�1Xk�1 þWkÞ � AkUk;k�1Xk�1=k�a þ ek

¼ AkUk;k�1ðUk�1;k�2Xk�2 þWk�1Þ � AkUk;k�2Xk�2=k�a þ AkWk þ ek

¼ AkUk;k�aðXk�a � Xk�a=k�aÞ þ AkUk;k�aþ2Wk�aþ2

þ AkUk;k�aþ3Wk�aþ3 þ :::þ AkWk þ ek

ð67:7Þ

where Vk obeys zero-mean normal distribution when Wk and Vk is Gaussian white
noise and Xk�a is the unbiased estimation. The covariance matrix is

RVk
¼ VkV

T
k

¼ AkUk;k�aRX̂k�a
ðAkUk;k�aÞT þ AkUk;k�aþ2RWk�aþ2ðAkUk;k�aþ2ÞT þ . . .þ AkRWkðAkÞT þ Rk

ð67:8Þ

Normalize Eq. (67.8) as

Vk ¼
Vkffiffiffiffiffiffiffiffi
RVk

p � Nð0; 1Þ ð67:9Þ

In the simulation experiment, Vk is unstable because prediction observation is
computed by recursive state after a period of time. Hence, a new statistics was
constructed by data windows (defined as window b) as follows,
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Tk ¼
1
b

Xj¼b

j¼0

RðVk�jÞ2 ð67:10Þ

Set threshold b, when Tk [ b, GPS output is wrong. When Tk � b, GPS output
is normal.

67.3 Robust Kalman Filtering Algorithm Based
on Cumulative Sums of Residuals

The degree of dispersion should be reflected by the covariance matrix of obser-
vation vector. If the observation is accurate and reliable, the elements in a main
diagonal of the covariance matrix should be small. Otherwise, the elements in a
main diagonal of the covariance matrix should be enlarged to decrease the weight
during the state estimation. When the satellite signal is abnormal and the fault
occurs, which implies that the GPS observation is not reliable. The covariance
matrix of observation vector is discrepancy with initial covariance matrix of
observation vector. In order to overcome the problem, the elements in a main
diagonal of the covariance matrix were enlarged, the navigation solution of high
precision was obtained by using dynamic model information [9]. There are several
ways to construct variance inflation factor. The equivalence of variance inflation
model and equivalent weights model was proved [10]. Hence, variance inflation
function is taken as reciprocal of equivalent weight function, such as reciprocal of
Huber weight function and IGGIII weight function. When weight function is zero,
the variance inflation factor should tend to infinity, where a relatively large
positive number is replaced in the actual calculation.

According to IGGIII equivalent weight function model, the three sections
function based on variance inflation model is taken as [10],

ki ¼
1 Vi

�� �� � k0
k1�k0

k1� Vij j k0 \ Vi

�� �� � k1

1 Vi

�� �� [ k1

8
><

>:
ð67:11Þ

Vi

�� �� ¼ Tk=b ð67:12Þ

where k0 and k1 are constant values. Generally k0 ¼ 1:0 � 1:5, and
k1 ¼ 2:5 � 8:0.
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.4 Simulation Test

67.4.1 Experimental Conditions

In INS/GPS simulation test, locus is set by STR series GPS satellite constellation
simulator of GSS corporation. The signal of constellation simulator is RF signal
ephemeris. The real YP-4 GNSS receiver is used to collect data.

In this paper, gyro drift is 0.01�/h, accelerometer drift is 10-5 g, and the
position error of GPS is 5 m in the normal state. The test data was generated by
GPS satellite Constellation simulator, the data length is 1000 s. The soft fault was
applied to the east velocity and north position of GPS in 400–600 s. When the soft
fault was applied to the east velocity, the differences that are the east position error
and east velocity error between GPS receiver output and the real trace are shown in
Fig. 67.1. When the soft fault was applied to the north position, the differences that
are the north position error and north velocity error between GPS receiver output
and the real trace are shown in Fig. 67.2.
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Fig. 67.1 The soft fault occurs in GPS east velocity, a east position error, b east velocity error
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67.4.2 Test of Integrated Navigation System Based on Fault
Detection

Here, the fault detection method based on v2 test v2 (method 1) and the fault
detection method based on cumulative sums of residuals (method 2) are applied to
estimate errors of integrated navigation system. State recursive device is 50 steps,
window length 10, and thresholds of GPS velocity and position fault 0.5 and 1,
respectively. The results of navigation errors after the fault detection and isolation
are as follows in Tables 67.1 and 67.2, Figs. 67.3 and 67.4.

As shown in Figs. 67.3a and 67.4a, when the soft fault accumulates gradually
from 400 s to 600 s, the fault detection method based on v2 test could not detect
the soft fault that is too small in the beginning. The state estimating values were
influenced by the soft fault till big enough. The soft fault was detected by the fault
detection method based on v2 test at the fault disappeared time 600 s, and has very
high missing detection rate. The soft fault was detected at 420 s by using this
paper’s method based on cumulative sums of residuals. Because of the sensitivity
the soft fault detection is improved by accumulating the soft fault within a steps.

From Tables 67.1 and 67.2, Figs. 67.3b, 67.3c and 67.4b, when the soft fault
occurs, the fault detection method based on v2 test (method 1) has the missing
detection. The state estimating values that were influenced by the soft fault lead to
Kalman filtering accuracy reduce. The fault detection method based on cumulative
sums of residuals (method 2) could detect the soft fault from 420 to 600 s, and as
soon as the soft fault was detected, the system states were estimated by robust
Kalman filter based on variance inflation model, where abnormal observed value is
avoided by enlarging value of the covariance.

Table 67.1 The system error of the two methods when soft fault occurs in GPS east velocity

East position (m) North position (m) East velocity (m/s) North velocity (m/s)

Mean Variance Mean Variance Mean Variance Mean Variance

Method 1 9.28 11.71 4.18 2.11 0.03 0.06 0.02 0.02
Method 2 1.18 3.57 2.68 1.77 0.01 0.01 0.02 0.02

Table 67.2 The system error of the two methods when soft fault occurs in GPS north position

East position (m) North position (m) East velocity (m/s) North velocity (m/s)

Mean Variance Mean Variance Mean Variance Mean Variance

Method 1 1.69 4.64 9.34 6.33 0.01 0.01 0.02 0.02
Method 2 1.37 3.87 6.22 3.22 0.01 0.01 0.02 0.02
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67.5 Conclusions

In INS/GPS integrated navigation, when the soft fault occurs in satellite, filtering
accuracy decreases because the traditional soft fault detection method based on v2

test (method 1) cannot detect the soft fault validly. In order to overcome the
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problem, the fault detection method based on cumulative sums of residuals
(method 2) were developed, a robust Kalman filter was obtained by using variance
inflation model. The accuracy of navigation is improved.
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Chapter 68
Performance Evaluation of a Real-Time
Integrated MEMS IMU/GNSS Deeply
Coupled System

Tisheng Zhang, Hongping Zhang, Yalong Ban and Xiaoji Niu

Abstract Compared with loosely coupled system and tightly coupled system,
deeply coupled system could enhance the accuracy and the robustness of the
receiver and the whole system. The real-time integrated deeply coupled system
based on MEMS IMU can provide technical support for navigation service. This
paper proposes an integrated MEMS IMU/GNSS deeply coupled system frame-
work whose processing core is DSP ? FPGA. In this paper the IMU aided
tracking loop is modeled first, and then the error of the tracking loop is analyzed,
the design of system’s real-time is optimized. Tests results show that the system
can operate consecutively in real-time conditions, and the IMU auxiliary infor-
mation latency is less than 0.5 ms; the error of the tracking loop is greatly reduced;
the dynamic tests results preliminarily verify the feasibility of the real-time inte-
grated deeply coupled system.

Keywords Deeply coupled � MEMS IMU � Real-time integrated � Tracking loop

68.1 Introduce

The supplementary characteristics of satellites navigation and inertial navigation
facilitate the production and development of GNSS/INS coupled navigation sys-
tem. GNSS/INS coupled navigation system includes three types which are loosely
coupled system, tightly coupled system and deeply coupled system. There is no
need to adjust the inner construction of the GNSS receiver in the rather matured
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loosely coupled system and tightly coupled system, which is also helpless in the
function improvement receiver. Currently, the deeply coupled system, which is
still at an experimental stage, can transmit INS information to the receiver and
improve the dynamic flexibility and accuracy of the receiver by helping acquiring
and tracking the satellite signals [1].

MEMS IMU is expanding as it is low cost, small size and low power con-
sumption [2, 3]. But it needs to be coupled with GNSS because of its low accuracy.
Scholars have deeply carried out the algorithmic research and real-time integrated
system design of loosely coupled system and tightly coupled system based on
MEMS IMU [4–6]. The deeply couple research groups represented by MIT,
Stanford University and Calgary University focus on algorithmic research based
on software platforms [7–9]. Because the receiver’s inner construction needs to be
adjusted for the deep couple system, the current deeply coupled system are all
produced by receivers manufacturers and INS manufacturers. The cited Ref. [10]
records the deeply coupled system based on a vector structure, jointly produced by
Honeywell and Rockwell. The cited Ref. [11] records a deeply coupled system of
scalar structure, jointly produced by NovAtel and KVH. It is difficult to design
deeply coupled products because of many technical problems, therefore there are
few algorithm researches based on mature embedded integrated deeply-coupled
systems on published literatures.

This paper designs a deeply coupled system based on an embedded platform to
enhance the research and design of deeply coupled products. Firstly, it introduces
the framework of an integrated MEMS IMU/GNSS deeply coupled system, in
which the processing core is Digital Signal Processor (DSP) plus Field Pro-
grammable Gates Array (FPGA); and then it analyzes some key technology
including IMU aided tracking loop model, loop tracking error and system’s real-
time, at last it test and evaluate the key characteristics of the system.

68.2 System Frameworks

DSP plus FPGA is the processing core of the platform. MEMS IMU data sampling
unit and GNSS RF unit are two function units of the integrated platform. On the
integrated embedded platform, GNSS and IMU information is highly fused, and
the software and hardware of the system’s function units work harmoniously. The
framework of the deeply coupled system based on an integrated platform is as
Fig. 68.1 [12].

On the platform based on a single clock, DSP with high computing and flexible
controlling ability, as the main processor, is responsible for completing the soft-
ware parts including the computing of complex floating point and matrix multi-
plication; FPGA with parallel processing mode, as an coprocessor, is used for
completing the hardware parts including parallel signal processing and interface

738 T. Zhang et al.



controlling; DSP accesses FPGA as an external memory via EMIF, thus the
seamless communication could be realized between them. The data sampling units
of MEMS IMU and the GNSS RF are connected to FPGA via I/O interface, and
FPGA controls and receives their data. SDRAM, as the external memory of DSP,
is used for storing the code block of lower process frequency.

Under the sampling clock produced by FPGA, the digitalized GNSS signal,
which is adjusted to IF from RF unit, enters the digital signal processing part of the
base band; the base band correlators of high speed and multi-channel (including
carrier NCO, code NCO, code generator, mixer and coherent accumulator) must be
completed in FPGA, and the time base managing unit is appropriate to be realized
in FPGA; under interruption, the coherent accumulating results are passed to DSP
via bus, and the satellites signals acquiring and tracking control of all channels are
realized by flexible software. At the same time, bit and frame synchronization,
observation measurement, ephemeris and PVT are all completed in DSP.

The sampling data of MEMS IMU are produced under the PPS, thus insuring
the synchrony of IMU data sampling and GNSS time stamp. Firstly the sampled
IMU data is preprocessed in FPGA including integration and adding time stamp,
and then it is sent to DSP for information integrating process. After the initiali-
zation of INS, once the IMU data updates, an inertial navigation computing and
coupled navigation calculating is performed; every time the GPS position updates,
a coupled navigation updates; once an inertial navigation updates, a Doppler is
estimated, thus realizing aiding the tracking loop [13].
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Fig. 68.1 Block diagram of integrated deeply coupled system
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68.3 Key Technologies

68.3.1 The Model of IMU Aided Tracking Loop

Carrier tracking loop (PLL) is easier to lose lock than code tracking loop (DLL).
Therefore in our design of deep integration, the estimated Doppler is used to aid
PLL while the DLL is aided by PLL then. In order to analyze the characteristics of
INS aided tracking loop, mathematical models need to be built first. As INS and
receiver’s tracking loop are both used for computing the vehicle motion infor-
mation, i.e. the vehicle dynamic is commonly experienced by both the IMU and
the tracking loop, the IMU measurement branch could assist the GPS tracking loop
based on the concept of feed-forward.

The Fig. 68.2 shows the working principle of IMU aided tracking loop [14, 15]:
The phase error between the dynamic vehicle and satellites can be tracked by the
carrier tracking loop of the receivers, and the discriminator can measure the dif-
ference between local oscillator and input signal phase, and convert the phase error
to frequency information by a low pass filter, thus adjusting local signals to follow
the input signal. The vehicle dynamic information in the navigation frame can be
directly measured by IMU, then the measured velocity information is mapped to
the LOS between satellite and vehicle, and now the Doppler information of rel-
ative motion of satellite and vehicle is estimated by INS. Finally, the INS esti-
mated dynamic Doppler and receiver’s clock drift form the feed-forward Doppler
aiding information. With the aid of forward-feed branch, the tracking loop only
needs to undertake the error of the Doppler estimation, which greatly reduces its
working load. Figure 68.3 is the correspondent detailed mathematical model of the
schematic diagram [16, 17].
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68.3.2 Analysis of Loop Tracking Errors

In a traditional GNSS receiver, in order to keep the tracking loops locked under
dynamic conditions, the bandwidth must be wide enough. However, when the
bandwidth becomes wider, the loop noise will be higher. Obviously, to consider
both the dynamic tracking and the noise, the bandwidth of traditional tracking loop
must be compromised so as to balance the two sides. When the INS information is
introduced, this contradiction will be mitigated or even eliminated.

Figure 68.4 shows the signal model of receiver’s tracking loop with the aid of
IMU [18]. Because the clock error of the receiver may transmit to the signals when
local carrier is produced, and it can be ascribed to the part of signal input when
analyzing signal transmission. The forward-feed branch can provide estimated
dynamic information and receiver’s clock drift information, and tracking loop only
needs to track the residual part hr and thermal noise of input signals. The difference

between hr and local carrier ~hr produced by the loop filter is the tracking error.
According to the signal model, the input signal errors are composed of the INS
estimated error and the clock error, which includes Allan deviation noise, vibration-
induced noise and acceleration stress error; and the external error xu is mainly
environmental noise. Figure 68.5 is the correspondent error transmitting model of
IMU aided loop. 1� HðsÞ is the transfer function of dhrðsÞ, and HðsÞ is that of
thermal noise. Therefore the tracking loop error can be demonstrated as [19]:
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Tracking errors caused by all error sources on the basis of (68.1), and there is a
detailed deduction in the cited Ref. [20]. Since all error sources are function of
loop bandwidth, the INS aided PLL bandwidth can be optimal when
orerror=oBL ¼ 0. Because INS aiding could isolate the receiver dynamics to create
a quasi-stationary condition for the tracking loop, the receiver performance will be
improved comprehensively including high-dynamics, dynamic tracking accuracy,
dynamic tracking sensitivity. The deeply-coupled receiver will achieve better
accuracy, availability, and robustness.

68.3.3 The Optimized Design of Real-Time

Deeply coupled system includes high speed signal process, complex navigation
algorithm, frequent data exchange and so on, so the real-time deeply coupled
system is a great challenge for the resource and computing capacity of an inte-
grated platform. The system is optimized on three levels, which are software top-
level structure, division of work of software and hardware and the algorithm
efficiency, so as to realize real-time integrated deeply coupled system.

In a deeply coupled system, interrupt tasks can be divided into three types
according to execution cycles: GNSS signal acquiring and tracking, the execution
cycle of which is 0.8 ms, INS mechanization, Doppler estimating and integrated
navigation calculating, the execution cycle of which is 50 ms, and GNSS obser-
vation extracting, GNSS navigation, integrated navigation updating and serial
information output, the execution cycle of which is 1 s.

Generally when DSP enters an interrupt service routine, other interrupts are
forbidden whatever their priority is. If the execution time of an interrupt surpasses
8 ms, then there is necessarily some loss in the 0.8 ms interrupt [21]. In order to
avoid that an interrupt of higher priority is forbidden because of another interrupt
is executing, the interrupt priority level and interrupt nesting design of the software
is necessary.

d cθ θ+ ( )H s

2/ Aϕω

clkfδdf

θ errorθ
rθ rθ

1

S

1

S
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The top-level structure of the software is as Fig. 68.6, the priority of 0.8 ms
external interrupt is the highest, the execution time of which is 0.2 ms, and the
50 ms external interrupt priority is in the second place, the execution time of
which is 10 ms. The 1 s timing interrupt, the execution time of which is 18 ms,
generates in the 50 ms external interrupt. At the same time, interrupt nesting is
allowed in the two interrupts with low priority.

As the work division of software and hardware is described in the part of
system framework, there is no more discussion in this part. Algorithm execution
efficiency means shortening the execution cycle by simplifying algorithm and
optimizing codes. When the system works overloaded, the overloaded DSP will
not finish computing in given time, thus the system can not realize real-time
performance. For the sake that the processor an finish all the requested tasks,
measures are as follows: firstly, reduce calculating complexity by simplifying
algorithm, such as split and simplify those matrix with many zero elements;
secondly, complete complex matrix computing by assemble other than optimized
principle of regular codes to reduce the computing complexity of deeply coupled
system efficiently.
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68.4 Performance Testing and Evaluation

The GPS/INS integrated navigation simulator produced by Navigation Laborato-
ries is the signal source for system testing, and the MEMS IMU data exports in
analog form through the SPI. The system test site is shown in Fig. 68.7, and the set
trajectory is as screen shown. GPS RF signal and the IMU signal are exported
simultaneously by the simulator, and the integrated system receives them
respectively through GNSS RF module and IMU sampling unit.

68.4.1 Real-Time Testing of the System

Figure 68.8a shows the test results of loop controlling time consuming. The upper
yellow wave is the INS estimated Doppler tests results. The consumed time each is
about 600 us; the lower blue wave is the tests results of the loop circuit itself, the
consumed time each is about 460 us. Under the condition that the carrier dynamic
is 100 m/s2, a real-time error of 0.46 ms may lead to a Doppler estimated error of
0.24 Hz. Compared to the error caused by INS Doppler estimation, the carrier
wave loop circuit adding 0.24 Hz to delete the error is acceptable, thus no extra
algorithmic is needed to reduce errors.

Figure 68.8b shows the real-time tests results of the system. The upper blue
wave is the break execution results of 0.8 ms, and the lower yellow one is that of
50 ms. By observing the wave form before and after magnification, we found that
the break execution of 50 ms does not lead to the break loss of 0.8 ms, which tells
that the software structure design ensures all the break execution performs nor-
mally. By observing magnified wave, we found that the real execution time of
every 0.8 ms break is 1 third of the total break time, and that of every 50 ms break

Fig. 68.7 Test site of deep
couple
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is 1 fifth of the total break time, which demonstrates that the real time that a
processor needs to execute all break tasks are more than sufficient. Therefore, an
integrated deeply coupled system is practical by the optimized design of real-time.

Zoom in
Zoom in

(a) (b)

Fig. 68.8 a Time delay of loop control. b The results of interrupt operation
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Fig. 68.9 a Frequency tracking error of 20 Hz traditional loop. b Frequency tracking error of
3 Hz IMU aiding loop. c Frequency tracking error of 3 Hz traditional loop
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68.4.2 Loop Tracking Error Tests

Simulation data is used to verify the theory in Sect. 2.2, that with the aiding of the
MEMS IMU, the tracking loop error would be decreased. The test scenario is
stationary and noiseless in first 6000 ms, then 500 Hz/s ramp dynamic, and
thermal noise added at 10000 ms. Three kinds of tracking loops are tested using
this scenario including traditional PLL with 20 Hz bandwidth, IMU aided PLL
with 3 Hz bandwidth and traditional PLL with 3 Hz bandwidth. Aiding infor-
mation is modeled based on gyro’s bias bigger than 36�/h, and Fig. 68.9a–c
respectively show the three tracking loop’s error. The comparative test results of
Fig. 68.9a and b show that when the receiver dynamics changes, the tracking error
amplitude is much less with IMU aided than traditional loop, meanwhile com-
pressing loop bandwidth could reduce the frequency error. The comparative test
results of Fig. 68.9b and c show that, narrow bandwidth loop is unable to with-
stand high dynamic without external Doppler aided, so the loop’s bandwidth of
traditional receivers could not be too narrow.

Based on theoretical analysis and simulation test conclusions, the IMU aided
loop bandwidth of the real-time system is 3 Hz while traditional loop bandwidth is
20 Hz. Figure 68.10a and b are respectively two loops’ real-time phase error. The
phase error is significantly reduced with IMU aiding, and it further validates the
excellence of the deeply coupled system.

Fig. 68.10 a Real-time phase error of traditional loop. b Real-time phase error of IMU aiding
loop
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68.4.3 Real-Time Dynamic Navigation Tests

To verify the feasibility of the integrated system solution, it is the most intuitive
means to carry out the testing of real-time dynamic navigation. To facilitate the
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testing and results analysis, the signal source of the system testing uses GPS/INS
integrated navigation simulator. Figure 68.11 is the running track set for the
simulator, including stationary, acceleration and deceleration, turning. And
Fig. 68.12 is the error curve of the real-time navigation results by the integrated
system. Once the MEMS IMU error is convergence through dynamic alignment,
integrated navigation’s horizontal position error is about 1 m, and the speed error
is less than 5 cm/s. The test results not only illustrate that the integrated system
scheme is feasible, but also show that a very small velocity error could provide
precise Doppler aiding information for the tracking loop.

68.5 Conclusions

In order to promote the product process of MEMS IMU based deeply coupled
system, this paper has proposed an embedded integrated system scheme. And it
has focused on modeling the IMU aided tracking loop, analyzing the tracking error
and optimizing the design of system’s real-time. Tests and analysis showed that, in
the integrated system, aiding information’s delay was very little and each interrupt
could perform real-time without missing. What’s more, MEMS IMU aided loop
could improve tracking accuracy by reducing bandwidth. The integrated deeply
coupled system scheme is feasible, and it creates conditions for the in-depth study
of real-time deeply coupled systems.
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