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Message from the General Chairs

Welcome to APWeb 2013, the 15th Edition of the Asia Pacific Web Confer-
ence. APWeb is a leading international conference on research, development, and
applications of Web technologies, database systems, information management,
and software engineering, with a focus on the Asia-Pacific region. Previous AP-
Web conferences were held in Kunming (2012), Beijing (2011), Busan (2010),
Suzhou (2009), Shenyang (2008), Huangshan (2007), Harbin (2006), Shanghai
(2005), Hangzhou (2004), Xi’an (2003), Changsha (2001), Xi’an (2000), Hong
Kong (1999), and Beijing (1998).

The APWeb 2013 conference was, for the first time, held in Sydney, Australia
— a city blessed with a temperate climate, a beautiful harbor, and natural at-
tractions surrounding it. These proceedings collect the technical papers selected
for presentation at the conference, during April 4-6, 2013.

The APWeb 2013 program featured a main conference, a special track, and
four satellite workshops. The main conference had three keynotes by eminent re-
searchers H.V. Jagadish from the University of Michigan, USA, Mark Sanderson
from RMIT University, Australia, and Dan Suciu from the University of Wash-
ington, USA. Three tutorials were offered by Haixun Wang, Microsoft Research
Asia, China, Yuqing Wu, Indiana University, USA, George Fletcher, Eindhoven
University of Technology, The Netherlands, and Lei Chen, Hong Kong University
of Science and Technology, Hong Kong, China. The conference received 165 paper
submissions from North America, South America, Europe, Asia, and Oceania.
Each submitted paper underwent a rigorous review by at least three indepen-
dent referees, with detailed review reports. Finally, 39 full research papers and
22 short research papers were accepted, from Australia, Bangladesh, Canada,
China, India, Ireland, Italy, Japan, New Zealand, Saudia Arabia, Sweden, Nor-
way, UK, and USA. The special track of “Distributed Processing of Graph, XML
and RDF Data: Theory and Practice” was organized by Alfredo Cuzzocrea. The
conference had four workshops

— The Second International Workshop on Data Management for Emerging Net-
work Infrastructure (DaMEN 2013)

— International Workshop on Location-Based Data Management (LBDM 2013)

— International Workshop on Management of Spatial Temporal Data
(MSTD 2013)

— International Workshop on Social Media Analytics and Recommendation
Technologies (SMART 2013)

We were extremely excited with our strong Program Committee, comprising out-
standing researchers in the APWeb research areas. We would like to extend our
sincere gratitude to the Program Committee members and external reviewers.
Last but not least, we would like to thank the sponsors, for their strong support



VI Message from the General Chairs

of this conference, making it a big success. Special thanks go to the Chinese Uni-
versity of Hong Kong, the University of New South Wales, Macquarie University,
and the University of Sydney.

Finally, we wish to thank the APWeb Steering Committee, led by Xuemin
Lin, for offering us the opportunity to organize APWeb 2013 in Sydney. We also
wish to thank the host organization, the University of New South Wales, and
Local Arrangements Committee and volunteers for their assistance in organizing
this conference.

February 2013 Vijay Varadharajan
Jeffrey Xu Yu
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An Overview of Probabilistic Databases

Dan Suciu

University of Washington
suciu@cs.washington.edu
http://homes.cs.washington.edu/ suciu/

A major challenge in modern data management is how to cope with uncertainty
in the data. Uncertainty may exists because the data was extracted automatically
from text, or was derived from the physical world such as RFID data, or was
obtained by integrating several data sets using fuzzy matches, or may be the
result of complex stochastic models. In a probabilistic database uncertainty is
modeled using probabilities, and data management techniques are extended to
cope with probabilistic data.

The main challenge is query evaluation. For each answer to the query, its de-
gree of uncertainty is the probability that its lineage formula is true. Thus, query
evaluation reduces to the problem of computing the probability of a Boolean
formula. This problem generalizes model counting, which has been extensively
studied in the Al and model checking literature. Today’s state of the art methods
for computing the exact probability are extensions of Davis Putnam’s (DP) pro-
cedure [3, 2,1, 4]. In probabilistic databases we can take a new approach, because
here we can fix the query, and consider only the database as variable input (called
data complexity [7]). An interesting dichotomy theorem holds: for every query,
either its complexity is in PTIME or is #P-hard. A new probabilistic inference
algorithm was needed in order to compute all PTIME queries, which uses the
inclusion/exclusion principle [6]. This technique is missing from today’s exten-
sions of DP, yet necessary: without it one can show that probabilistic inference
for certain simple PTIME queries requires exponential time [5].

References
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Challenges with Big Data on the Web

H.V. Jagadish*

University of Michigan
jag@umich.edu

The promise of data-driven decision-making is now being recognized broadly,
and there is growing enthusiasm for the notion of “Big Data.OO This is true
of Big Data in the enterprise, but this is even more true of Big Data on the
web. While the promise of Big Data is real — for example, it is estimated that
Google alone contributed 54 billion dollars to the US economy in 2009 — there
is currently a wide gap between its potential and its realization.

Heterogeneity, scale, timeliness, complexity, and privacy problems with Big
Data impede progress at all phases of the pipeline that can create value from data.
The problems start right away during data acquisition, when the data tsunami
requires us to make decisions, currently in an ad hoc manner, about what data
to keep and what to discard, and how to store what we keep reliably with the
right metadata. Much data today is not natively in structured format; for exam-
ple, tweets and blogs are weakly structured pieces of text, while images and video
are structured for storage and display, but not for semantic content and search:
transforming such content into a structured format for later analysis is a major
challenge. The value of data explodes when it can be linked with other data, thus
data integration is a major creator of value. Since most data is directly generated
in digital format today, we have the opportunity and the challenge both to influ-
ence the creation to facilitate later linkage and to automatically link previously
created data. Data analysis, organization, retrieval, and modeling are other foun-
dational challenges. Finally, presentation of the results and its interpretation by
non-technical domain experts is crucial to extracting actionable knowledge.

A recent white paper[CCC12] mapped out the many challenges in this space.
In this talk, drawing upon this white paper, I will present these challenges,
particularly as they relate to the web. I will draw upon examples from database
usability to show how size and complexity of Big Data can create difficulties
for a user, and mention some directions of work in this regard. In particular,
I will highlight how Big Data issues arise in surprising contexts, such as in
browsing[SIGMOD12].

References

[CCC12] Jagadish, H.V., et al: Challenges and Opportunities with Big Data,
http://cra.org/ccc/docs/init/bigdatawhitepaper.pdf

[SIGMOD12] Singh, M., Nandi, A., Jagadish, H.V.: Skimmer: rapid scrolling of rela-
tional query results. In: SIGMOD Conference, pp. 181-192 (2012)
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Twenty Years of Web Search — Where to Next?

Mark Sanderson

School of Computer Science and Information Technology
RMIT University
GPO Box 2476, Melbourne 3001
Victoria, Australia

Abstract. This year, (2013) marks the 20th anniversary of the first public web
search engine JumpStation launched in late 1993. For those who were around
in those early days, it was becoming clear that an information provision and an
information access revolution was on its way; though very few, if any would have
predicted the state of the information society we have today. It is perhaps worth
reflecting on what has been achieved in the field of information retrieval since
these systems were first created, and consider what remains to be accomplished.
It is perhaps easy to see the success of systems like Google and ask what else is
there to achieve? However, in some ways, Google has it easy. In this talk, I will
explain why Web search can be viewed as a relatively easy task and why other
forms of search are much harder to perform accurately.

Search engines require a great deal of tuning, currently achieved empirically.
The tuning carried out depends greatly on the types of queries submitted to a
search engine and the types of document collections the queries will search over.
It should be possible to study the population of queries and documents and
predictively configure a search engine. However, there is little understanding
in either the research or practitioner communities on how query and collection
properties map to search engine configurations. I will present the some of the
early work we have conducted at RMIT to start charting the problems in this
particular space.

Another crucial challenge for search engine companies is how to ensure that
users are delivered the best quality content. There is a growth in systems that
recommend content based not only on queries, but also on user context. The
problem is that the quality of these systems is highly variable; one way of tackling
this problem is gathering context from a wider range of places. I will present some
of the possible new approaches to providing that context to search engines. Here
diverse social media, and advances in location technologies will be emphasized.

Finally, I will describe what I see as one of the more important challenges
that face the whole of the information community, namely the penetration of
computer systems to virtually every person on the planet and the challenges
that such an expansion presents.
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Understanding Short Texts

Haixun Wang

Microsoft Research Asia, China
haixunw@microsoft.com

Abstract. Many applications handle short texts, and enableing ma-
chines to understand short texts is a big challenge. For example, in Ads
selection, it is is difficult to evaluate the semantic similarity between a
search query and an ad. Clearly, edit distance based string similarity
does not work. Moreover, statistical methods that find latent topic mod-
els from text also fall short because ads and search queries are insufficient
to provide enough statistical signals.

In this tutorial, I will talk about a knowledge empowered approach
for text understanding. When the input is sparse, noisy, and ambiguous,
knowledge is needed to fill the gap in understanding. I will introduce
the Probase project at Microsoft Research Asia, whose goal is to enable
machines to understand human communications. Probase is a universal,
probabilistic taxonomy more comprehensive than any current taxonomy.
It contains more than 2 million concepts, harnessed automatically from
a corpus of 1.68 billion web pages and two years worth of search-log
data. It enables probabilistic interpretations of search queries, document
titles, ad keywords, etc. The probabilistic nature also enables it to in-
corporate heterogeneous information naturally. I will explain how the
core taxonomy, which contains hypernym-hyponym relationships, is con-
structed and how it models knowledge’s inherent uncertainty, ambiguity,
and inconsistency.

1 Speakers

Haixun Wang is a senior researcher at Microsoft Research Asia in Beijing, China,
where he manages the Data Management, Analytics, and Services group. Before
joining Microsoft, he had been a research staff member at IBM T. J. Watson
Research Center for 9 years. He was Technical Assistant to Stuart Feldman (Vice
President of Computer Science of IBM Research) from 2006 to 2007, and Tech-
nical Assistant to Mark Wegman (Head of Computer Science of IBM Research)
from 2007 to 2009. Haixun Wang has published more than 120 research papers
in referred international journals and conference proceedings. He is on the edi-
torial board of Distributed and Parallel Databases (DAPD), IEEE Transactions
of Knowledge and Data Engineering (TKDE), Knowledge and Information Sys-
tem (KAIS), Journal of Computer Science and Technology (JCST). He is PC
co-Chair of WWW 2013 (P&E), ICDE 2013 (Industry), CIKM 2012, ICMLA
2011, WAIM 2011. Haixun Wang got the ER 2008 Conference best paper award
(DKE 25 year award), and ICDM 2009 Best Student Paper run-up award.
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Managing the Wisdom
of Crowds on Social Media Services

Lei Chen

Hong Kong University of Science and Technology, Hong Kong
leichen@cse.ust.hk

Abstract. Recently, the “Wisdom of Crowds” has attracted a huge
amount of interests from both research and industrial communities. For
the current stage, most of focus has been put on several specific crowd-
sourcing marketplaces like Amazon MTurk or CrowdFlower, on which
“requesters” publish tasks and “workers” select tasks according to their
own benefits. However, users on social media services can also serve as
candidate “workers” for crowdsourcing tasks, and it is possible for the
“requesters” to actively manage the quality and cost of such crowds.

In this tutorial, we will first review the basic concept of crowdsourcing
and its applications. Then, we will discuss the current popular crowd-
sourcing platforms and several interesting crowdsourcing related algo-
rithms. Finally, we will discuss the benefits of using social media services
as the crowdsourcing platform and propose several research challenges
on managing the wisdom of crowds on social media.

1 Speakers

Lei Chen received the BS degree in Computer Science and Engineering from
Tianjin University, Tianjin, China, in 1994, the MA degree from Asian Institute
of Technology, Bangkok, Thailand, in 1997, and the PhD degree in computer
science from the University of Waterloo, Waterloo, Ontario, Canada, in 2005.
He is currently an Associate Professor in the Department of Computer Science
and Engineering, Hong Kong University of Science and Technology. His research
interests include crowd sourcing on social media, social media analysis, proba-
bilistic and uncertain databases, and privacy-preserved data publishing. So far,
he has published nearly 200 conference and journal papers. He got the Best
Paper Awards in DASFAA 2009 and 2010. He is PC Track Chairs for VLDB
2014, ICDE 2012, CIKM 2012, SIGMM 2011. He has served as PC members
for SIGMOD, VLDB, ICDE, SIGMM, and WWW. Currently, he serves as an
Associate Editor for IEEE Transaction on Data and Knowledge Engineering and
Distribute and Parallel Databases. He is a member of the ACM and the chairman
of ACM Hong Kong Chapter.
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Search on Graphs: Theory Meets Engineering

Yuqing Wu' and George H.L. Fletcher?

! Indiana University, Bloomington, USA
yugwu@cs.indiana.edu
2 Eindhoven University of Technology, The Netherlands
g.h.1l.fletcher@tue.nl

Abstract. The last decade has witnessed an explosion of the availability
of and interest in graph structured data. The desire to search and reason
over these increasingly massive data collections pushes the boundaries of
search languages, from pure keyword search to structure-aware searches
in the graph. These phenomena have inspired a rich body of research
on query languages, data management and query evaluation techniques
for graph data, both from the theoretical and engineering angles. In this
tutorial, we present an overview of the progress on graph search queries,
focusing specifically on how the theoretical and engineering perspectives
meet and together advanced the field.

1 Tutorial Overview

Exploratory keyword-style search has been heavily studied in the past decade,
both in the context of structured [18] and semi-structured [9] data. Given the
ubiquity of massive (loosely structured) graph data in domains such as the web,
social networks, biological networks, and linked open data (to name a few), there
recently has been a surge of interest and advances on the problem of search in
graphs (e.g., |1, 13, 12, 15, [17, [19, 20]). As graph exploration leads to deeper
domain understanding, user queries begin to shift from unstructured searching
to richer structure-based exploration of the graph. Consequently, there has been
a flurry of language proposals specifically targeting this style of structure-aware
querying in graphs (e.g., [2,13, 5, 13, [16]).

In this tutorial, we survey this growing body of work, with an eye towards
both bringing participants up to speed in this field of rapid progress and delim-
iting the boundaries of the state-of-the-art. A particular focus will be on recent
results in the theory of graph languages on the design and structural charac-
terization of simple yet powerful algebraic languages for graph search, which
bridge structure-oblivious and structure-aware graph exploration [4-6]. At the
heart of these results is the methodology of coupling the expressive power of a
given query language with an appropriate structural notion on data instances.
Here, the idea is to characterize language equivalence of data objects in in-
stances (i.e., the inability of queries in the language to distinguish the objects)
purely in terms of the structure of the instance (i.e., equivalence under no-
tions such as homomorphism or bisimilarity). Recently, first steps towards graph

Y. Ishikawa et al. (Eds.): APWeb 2013, LNCS 7808, pp. 3-F] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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indexing have shown promise in transferring this theoretical framework into
practice [7, [14]. The basic intuition behind this approach is that data should
be organized to optimally reflect the type and style of queries being asked, and
that the optimality of this organization can be formally established, as above.
Recent results have established the practical feasibility of computing and main-
taining these structural organizations on massive graphs |8, [10, [11].

2 Tutorial Outline

The tutorial will be presented as follows:

Part 1: Searching the Graph
We start the tutorial with an overview of variants of graph data and the
evolution of the search queries on graph, leading into the discussion of the
challenges posed by the massive size and complex nature of graph data and
the flexible nature of graph queries and their evaluation.

Part 2: Bridging Theory and Engineering
We next examine the lines of work in the theoretical study of query lan-
guages and the engineering efforts in developing novel techniques for manag-
ing graph data and evaluating various types of search queries on such data.
We then present our methodology of coupling the expressive power of a given
query language with an appropriate structural notion on data instances, as
a tool for reasoning about and guiding engineering efforts.

Part 3: Indexing Graph Data — A Case Study
We follow this discussion with a presentation of the design of indices for semi-
structured and graph data, as a case study, to illustrate our methodology.

Part 4: Looking Forward
We close the tutorial with indications of ongoing and future research direc-
tions.

3 Speakers

Yuqing Wu and George Fletcher, together with a group of collaborators in the
USA, the Netherlands, and Belgium, have been conducting research in this area
in recent years and have published several papers in both the theory and engi-
neering branches of database research.

Yuqing Wu, Indiana University, Bloomington, USA
Prof. Wu is an Associate Professor at School of Informatics and Computing,
Indiana University, Bloomington, USA. Prof. Wu received her Ph.D. degree
from University of Michigan, Ann Arbor, in 2004. Her research area is in
data management, especially semi-structure and non-structured data, with
an emphasis on query language, query processing and query optimization.
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George Fletcher, Eindhoven University of Technology, The Netherlands

Dr. Fletcher is an Assistant Professor in the Databases and Hypermedia
group at Eindhoven University of Technology, The Netherlands. Dr. Fletcher
was awarded a doctorate in computer science from Indiana University, Bloom-
ington (2007), with a dissertation on the topic of query learning for data
integration. His current research focuses on the study of database query
languages for data integration and web data.
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A Simple XSLT Processor for Distributed XML

Hiroki Mizumoto and Nobutaka Suzuki
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Abstract. Recently, the sizes of XML documents have rapidly been
increasing, and due to geographical and administrative reasons XML
documents are tend to be partitioned into fragments and managed sepa-
rately in plural sites. Such a form of XML documents is called distributed
XML. In this paper, we propose a method for performing XSLT transfor-
mation efficiently for distributed XML documents. Our method assumes
that the expressive power of XSLT is restricted to unranked top-down
tree transducer, and all the sites storing an XML fragment perform an
XSLT transformation in parallel. We implemented our method in Ruby
and made evaluation experiments. This result suggests that our method
is more efficient than a centralized approach.

1 Introduction

XML has been a de facto standard format in the Web, and the sizes of XML doc-
uments have rapidly been increasing. Recently, due to geographical and admin-
istrative reasons an XML document is partitioned into fragments and managed
separately in plural sites. Such a form of XML documents is called distributed
XML[52IT]. For example, Figures [[l and [ show a distributed XML document
of an auction site. In this example, one XML document is partitioned into four
fragments Fy, F1, Fo, and F3, and fragment F} is stored in site Sp, fragment Fy
is stored in site S5, and so on. We say that S; and S5 are the child sites of Sy
(Sp is the parent site of S1 and S3).

In this paper, we consider XSLT transformation for distributed XML docu-
ments. An usual centralized approach for performing an XSLT transformation
of a distributed XML document is to send all the fragments to a specific site,
then merge all the fragments into one XML document, and perform an XSLT
transformation to the merged document. However, this approach is inefficient
due to the following reasons. First, in this approach an XSLT transformation
processing is not load-balanced. Second, an XSLT transformation becomes in-
efficient if the size of the target XML document is large[12]. This implies that
the centralized approach is inefficient even if the size of each XML fragment is
small, whenever the merged document is large.

In this paper, we propose a method for performing XSLT transformation ef-
ficiently for distributed XML documents. In our method, all the sites having an
XML fragment perform an XSLT transformation in parallel. This avoids cen-
tralized XSLT transformation for distributed XML documents and leads to an

Y. Ishikawa et al. (Eds.): APWeb 2013, LNCS 7808, pp. 7-[[8] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Auction XML document

efficient XSLT processing. For distributed XML, however, we have to consider
handling modes of XSLT templates carefully, since multiple templates may be
defined to a single element, e.g., in Fig. Bl two templates are applicable to a
and the other two templates are applicable to b. This implies that we cannot
determine the template that should be applied to a fragment F' until the trans-
formation of the “parent” fragment of I’ is completed. For example, in Fig. [l
in order to transform F5 we need the mode applied to Fy that is obtained af-
ter the transformation of F} is completed. Thus, a child site have to wait until
the transformation of its parent site is completed, and thus fragments stored in
distributed sites cannot be transformed in parallel. To handle this problem, our
method takes the following approach.

1. For a site S having fragment F', S applies all the templates applicable to F'
simultaneously using native threads.

2. When the parent site S’ of S completes the transformation of its fragment,
the mode m that should be applied to F' is identified. S’ sends the mode m
to S.

3. S chooses the result transformed in mode m, and returns it as the result.

Since XSLT is Turing-complete[d], it is impossible to plan a complete strategy of
XSLT transformation for distributed XML. Therefore, in this paper we restrict
the expressive power of XSLT to unranked top-down tree transducer[§]. We
implemented our method in Ruby and made evaluation experiments. The result
suggests that our method is more efficient than the centralized approach.

Related Work

A distribution design of XML documents is firstly proposed in [3]. There have
been several studies on evaluations of XPath and other languages for distributed
XML. [E5] propose an efficient XPath evaluation algorithms for distributed
XML. [7] proposes a method for evaluating XQ, a subset of XPath, for vertically
partitioned XML documents. [I0] considers a regular path query evaluation in
an distributed environment. [I1] extensively studies the complexities of regular
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path query and structural recursion over distributed semistructured data. Be-
sides query languages, [2[T] study on the complexities of schema design problems
for distributed XML. To the best of the authors’ knowledge, there is no study
on XSLT evaluation for distributed XML.

2 Definitions

Trees, Hedges, and Tree Transducer

Since our method is based on unranked top-down tree transducer, we first show
related definitions. Let X be a set of labels. By 7y we mean the set of unranked
X-trees. A tree whose root is labeled with a € X and has n subtrees 1, -, t, is
denoted by a(ty - - - t,,). In the following, we always mean Y-tree whenever we say
tree. A hedge is a finite sequence of trees. The set of hedges is denoted by Hyx.
In the following, we use t,t1,t2,- - to denote trees and h, hy, ho, -+ to denote
hedges. For a set Q, by Hx(Q) (T=(Q)) we mean the set of X-hedges (resp.,
XY-trees) such that leaf nodes can be labeled with elements from Q.

A tree transducer is a quadruple (Q, X, qo, R), where @ is a finite set of states,
X’ is the set of labels, gg € @ is the initial state, and R is a finite set of rules of
the form (¢,a) — h, where a € X,q € Q and h € Hx(Q). If ¢ = qo, then h is
restricted to Tx(Q) \ Q. A state corresponds to a mode of XSLT.

The translation defined by a tree transducer Tr = (Q, X, qo, R) on a tree ¢ in
state g, denoted by T'r?(t), is inductively defined as follows.

R1: If t = ¢, then Tr(t) :=e.

R2: If t = a(ty - - - t,) and there is a rule (¢,a) — h € R, then T'r?(t) is obtained
from h by replacing every node u in h labeled with p € @ by the hedge
Tre(ty) - TrP(ty,).

R3: If there is no rule (¢,a) — h in R, then TrP(t) :=e.

The transformation of ¢ by T'r, denoted by T'r(t), is defined as Tr%(t).
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<xsl:template match="a" mode="p">
<x>
<z/>
</x>
</xsl:template>

<xsl:template match="a" mode="q">
<z>
<xsl:apply-templates mode="q" />
</z>
</xsl:template>

<xsl:template match="b" mode="p">
<x>
<xsl:apply-templates mode="p" />
<xsl:apply-templates mode="q" />
</x>
</xsl:template>

<xsl:template match="b" mode="q">
<y>
<xsl:apply-templates mode="p" />
</y>
</xsl:template>

Fig. 3. An example XSLT script

Ezample 1. Let Tr = (Q, X, p, R) be a tree transducer, where

Q@ =Ap.q},

Z = {a’ b? :L.’ y’ Z}’

R ={(p,a) = x(2), (¢,0) = 2(q), (p, 1) = (pq) (¢, 0) = y(p)}-
T, corresponds to the XSLT script shown in Fig. Bl For example, consider the
rule (p,a) = x(z) in R. This corresponds to the first template in Fig. Bl The
mode p in the left-hand side of the rule corresponds to the mode of the template,

and label a in the left-hand side of the rule corresponds to the match attribute.
The tree t in Fig. @ is transformed to Tr(t) in Fig. Bl

‘(b\ XA/A(X\Ly\A
b ala\b * Z[\y

z

Fig. 4. Input tree ¢ Fig. 5. Output tree T'r(t)
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Distributed XML

In this paper, we consider settings in which an XML tree ¢ is partitioned into a
set F; of disjoint subtrees of t, where each subtree is called fragment. We assume
that each fragment F; € F; is stored in a distinct site. We allow arbitrary
“nesting” of fragments. Thus, fragments can appear at any level of the tree.
For example, the XML tree t € Ty in Fig. [[l is partitioned into four fragments,
Fi = {Fy, F1, Fa, F5}. For a tree t, the fragment containing the root node of ¢ is
called root fragment. In Fig. Bl the root fragment is Fj.

For two fragments F; and Fj, we say that Fj is a child fragment of F; if
the root node of F; corresponds to a leaf node v of Fj. In order to represent a
connection between F; and F}, we use an EntityReference node at the position
of v, which refers the root node of Fj. For example, in Fig. [6] EntityReference
nodes “&fragmentl” and “&fragment3” are inserted into Fy at the positions of
“regions” and “people”, respectively.

Each fragment is stored in a site. The site having the root fragment is called
root site and the other sites are called slave sites. For example, in Fig. 2 .Sy is
the root site and Sy, So, S3 are slave sites. We assume that no two fragments are
stored in the same site. If the fragment in site S has a child fragment stored in
S’, then S’ is a child site of S (S is the parent site of S”). For example, in Fig.
So has two child sites S; and Ss.

3 Transformation Method

3.1 Outline

In our transformation method, all the sites S transform the fragment stored in
S in parallel, in order to avoid transformation processes being centralized on a
specific site. To realize this strategy, we have a problem to solve. For a fragment
F, the template that should be applied to F' cannot be determined until the
transformation of the parent fragment of F' is completed. For example, consider
the right child a of the root in Figll Since this node is labeled with a, we have
two rules that can be applied to the node, (p,a) — z(z) and (¢,a) — z(q),
and we cannot determine which of the rules should be applied to this node
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until the transformation of the root node is completed. Thus, for a fragment
F and the rules rq,---,r, that can be applied to F', our method proceeds the
transformation of F' as follows.

1. Let S be the site storing F'. S applies r1, - - -, 7, to F in parallel, using native
threads. Thus S will obtain n transformation results.

2. When the parent site S’ of S completes the transformation of the parent
fragment of F', we can identify the mode(s) that should be applied to F. S’
sends the mode(s) to S.

3. S receives the mode(s) that should be applied to F' from S’. S choose the
appropriate transformation result(s) of the n transformation results and send
the result(s) to the root site.

3.2 Our Transformation Method

We now present the details of our method. We use two XSLT possessors Master-
XSLT and Slave-XSLT. First, Master-XSLT is used in the root site and has the
following functions.

— Transforming the root fragment.

— Sending appropriate modes to its child sites according to the transformation
result of the root fragment.

— Merging (a) the transformed root fragment and (b) the transformed frag-
ments received from the slave sites.

Second, Slave-XSLT is used in a slave site and has the following functions.

— Transforming a fragment F' stored in the slave site.

— Applying rules to F' in parallel, using native threads of Ruby.

— Sending appropriate modes to its child sites according to the transformation
result of F.

— Sending the transformed result of F' to the root site.

Let us first present Master-XSLT. This procedure first sends a tree transducer
(XSLT styleseet) to each slave site (lines 1 to 3), then transforms the root frag-
ment by procedure Transform shown later (line 5), and receives the transformed
fragments from the slave sites (line 6), and finally merges the fragments (line 7).

Master-XSLT
Input: A tree transducer T, = (Q, X, qo, R) and the root fragment F'.
Output: Tree T € Tx.

for each slave site S do
Send tree transducer T, to S.
end
v < the root node of F’;
F' + Transform(7T,., F, v, q);

G o=
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6. Wait until transformed fragment F; is received from each slave site S;.
Let Fi,---, F) be the received fragments.

7. Merge F’ and F},---, F} into T.

8. Return T

We next present procedure Transform used in line 5 above. This procedure trans-
forms a given fragment recursively. Lines 4 to 21 transform the subfragment
rooted at v’ of F' according to T.. Line 4 to 13 apply rule R2 and line 21 applies
rule R3 of the definition of tree transducer. In lines 1 to 3, when the procedure
encounters an EntityReference node v’, then the procedure identifies the mode(s)
g that should be applied to fragment F'(v’) and thus sends the mode(s) to site
S(v'), where F(v') denotes the fragment that v" referrers to and S(v’) denotes
the site storing F'(v’).

Procedure Transform

Input: A tree transducer T, = (@, X, go, R), a fragment F, the context node v’
of F, and a mode gq.

Output: A transformed fragment of F' in mode gq.

1. if v’ is an EntityReference node then
2. By referring to the parent node of v/, identify the mode ¢ that should
be applied to F(v').

3 Send the mode g to S(v').
4. else if (¢,v") = h € R for some h then
5 Q'+ {¢ | ¢ is aleaf node of h} N Q;
6. if v’ has a child node vy, ---,v; then
7 for each ¢’ € Q' do
8. for each child node v; € {vy,---,v;} of v’ do
9. F; < the subtree rooted at v; of F;
10. T; < Transform(T,., F;, v;, ¢');
11. end
12. Replace node ¢’ in h with hedge T} - - - Tj.
13. end
14. else
15. for each ¢’ € Q' do
16. q €
17. end
18. end
19. Replace the subtree rooted at v’ of F' with h.
20. else
21. Replace the subtree rooted at v’ of F' with e.
22. end
23. Return F;

Finally, we present Slave-XSLT. This procedure runs in each slave site S and
transforms the fragment F' stored in S. This procedure starts when it receives
a tree transducer from the root site, and then transforms F' by using the rules
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that can be applied to F' in parallel, using threads (lines 3 to 8). Thus more than
one transformation results may be obtained. Then the procedure waits until the
mode(s) p that should be applied to F is received from the parent site (line 9),
and sends the fragment(s) transformed in mode(s) p to the root site (line 11).
Note that if F' contains EntityReference nodes v, we have to tell the appropriate
modes of v to child sites S(v). This is done in lines 12 to 15.

Procedure Slave-XSLT
Input: A fragment F stored in its own site.
Output: none

Wait until tree transducer T, = (Q, X, go, R) is received from the root site.
v, < the root node of F
Modes < {q| (g¢,v») = h € R for some h};
for each ¢ € Modes do

Thread start

T, < Transform(7,, F, v,,q);

Thread end
end
Wait until mode(s) p is received from the parent site.
10. if T}, # null then
11. Send T, to the root site.
12. for each EntityReference node v in F' do
13. Identify the mode ¢’ of v in T),.
14. Send ¢’ to S(v).
15. end
16. else
17. Send € to the root site.
18. end

@O NSO WD =

©

For example, let us consider the distributed XML document consisting of two
fragments m and f in Fig.[7l Let T, be the tree transducer defined in Example 1.
Moreover, let S, be the root site storing m and Ss be the slave site storing f.
Master-XSLT running in S, sends 7). to site S(& fragment) = S, and starts the
transformation of m with the initial mode p (Figure [ shows the the transfor-
mation result). Slave-XSLT running in Ss receives T, and starts to transform
f. In this case, two rules (p,a) — z(z) and (¢,a) — z(g) can be applied to
the root node a of f. Thus, Slave-XSLT applies the two rules to f in parallel,
and the obtained results are shown in Fig. @l When Master-XSLT encounters
the EntityReference node “& fragment” of m, the procedure sends the appro-
priate mode(s) to S(& fragment). In this case, both modes p and ¢ are send to
S(& fragment). After Slave-XSLT completes the transformation of f, the pro-
cedure sends the transformed fragments. In this case, the two fragments shown
in Fig.[@ are send to the root site S;.. Finally, S, merges the three fragments and
we obtain the output tree in Fig[IQ
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Fig. 7. A distributed XML document consisting of fragments m and f
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Fig. 8. Transformed fragment of m Fig. 9. Transformed fragments of f

4 Evaluation Experiment

In this section, we present experimental results on our method. We implemented
our method in Ruby 1.93. We used 4 Linux machines, distributed over a local
LAN (100base-TX). Each machine has a 2.4GHz Intel Xeon CPU and 4GB of
memory. We used five XML documents generated by XMark[9], each of the
documents were divided into four fragments (Table [I)). Each XML document is
divided as follows. As shown in Fig. [l the root fragment Fy has “site” as the
root node, fragment F} has “regions” as the root node, fragment F, has “asia”
as the root node, and fragment F3 has “people” as the root node. Fragment F; is
stored in site .S; for 0 < ¢ < 3. We measure the execution time of (a) a centralized
method and (b) our transformation method. In approach (a), fragments Fy, F2,
and Fj are first sent to Sp, then Fj to F3 are merged into one document 7" and
an XSLT transformation is performed on T in site Sy.

We used the following three XSLT stylesheets. These are synthetic stylesheets
generated by our Ruby program.

E
\ £

Fig. 10. Transformation result
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Table 1. Sizes of distributed XML documents

Fragment size
Total size FO F1 F2 F3
50MB  23MB 25MB 5.5MB 2.6MB
100MB 46MB 50MB 11MB 5.1MB
150MB 69MB 75MB 17MB 7.6MB
200MB 92MB 100MB 22MB 11MB
250MB 115MB 125MB 28MB 13MB
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Fig. 11. Experimental result with Sheet-1
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Fig. 12. Experimental result with Sheet-2

Sheet-1: This stylesheet has, for every element m of an XML document, at
least one template applicable to m. Two modes are used in this stylesheet.
This stylesheet consists of 137 templates.

Sheet-2: This stylesheet has, for every element m of an XML document, a
template applicable to m. A single mode is used in this stylesheet. This
stylesheet consists of 68 templates.

Sheet-3: This stylesheet has, for some element m of an XML document, at
least one template applicable to m. Two modes are used in this stylesheet.
This stylesheet consists of 94 templates.
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Fig. 13. Experimental with Sheet-3

The results are shown in Figs. [[1] to I3l As shown in these figures, our method
is about four times faster than the centralized method, regardless the used
stylesheets. This suggests that our method works well for distributed XML doc-
uments.

5 Conclusion

In this paper, we proposed a method for performing XSLT transformation for
distributed XML documents. The experimental results suggest that our method
work well for distributed XML documents.

However, we have a lot of future work to do. First, in this paper the expressive
power of XSLT is restricted to unranked top-down tree transducer. We have
investigated XSLT elements and functions, and we have found that about half
of the elements/functions can easily be incorporated into our method (Type
A of Table [2). The elements/functions f of this type can be calculated within
the fragment in which f is used, e.g., xslt:text. On the other hand, it seems
difficult to incorporate the rest elements/functions into our method (Type B of
Table [2). An example element of this type is xslt:for-each, which accesses
several fragments beyond the fragment in which the xslt:for-each element is
used. Thus, we have to handle XSLT elements/functions of Type B carefully in
order to extend the expressive power of our method. Another future work relates
to experimentation. In our experimentation we use only three synthetic XSLT
stylesheets. Thus we need to make more experiments using real-world XSLT
stylesheets.

Table 2. XSLT 1.0 elements and functions

elements function

Type A 18 18
Type B 17 16
Total 35 34
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Abstract. Recently, there is tremendous growth in the use of ontologies
to publish semantically rich structured data on the Web. In order to
understand the adoption and uptake of ontologies in real world setting,
it is important to analyse the ontology usage. In this paper, we propose
Ontology Usage Network Analysis Framework (OUN-AF) which models
the ontology usage by different data publishers in the form of affiliation
network. Metrics are defined to measure the ontology usage, their co-
usability and the cohesive subgroups emerging from the dataset.

1 Introduction

A decade-long effort by the Semantic Web community regarding knowledge
representation and assimilation has resulted in the development of methodolo-
gies, tools and technologies to develop and manage ontologies [I]. As a result,
numerous domain ontologies have been developed to describe the information
pertaining to different domains such as Healthcare and Life Science (HCLS),
entertainment, financial services and eCommerce. Consequently, we now have
billions of triples [2] on the Web in different domains, annotated by using dif-
ferent domain-specific ontologies [3] to provide structured and semantically rich
data on the Web.

In our previous work [4], Ontology Usage Analysis Framework (OUSAF) is
presented in order to analyse the use of ontologies on the web. The OUSAF
framework is comprised of four phases namely identification, investigation, rep-
resentation and utilization. The identification phase, which is the focus of this
paper, is responsible for identifying different ontologies that are being used in a
particular application area or in a given dataset for further analysis. A few of
the common requirements which form the selection criteria for the identification
of ontologies in this scenario are:

1. What are the widely used ontologies in the given application?

2. What ontologies are more interlinked with other ontologies to describe
domain-specific entities?

3. What ontologies are used more frequently and what is their usage percentage
based on the given dataset?

4. Which ontology clusters form cohesive groups?

In order to establish a better understanding of ontology usage and to identify
the ontologies, based on the abovementioned criteria, this paper proposes the

Y. Ishikawa et al. (Eds.): APWeb 2013, LNCS 7808, pp. 19-B0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Ontology Usage Network Analysis Framework (OUN-AF) that models the use of
ontologies by different data sources using an Ontology Usage Network (OUN).
OUN represents the relationships between ontologies and data sources based
on the actual usage data available on the Web in the form of a graph-based
relationship structure. This structure is then analysed using metrics to study
the structural, typological and functional characteristics of OUN by applying
Social Network Analysis (SNA) techniques.

2 Background

2.1 Related Work

In [B], the authors have analyzed the social and structural relationships avail-
able on the Semantic Web, focusing mainly on FOAF and DC vocabularies. The
study was performed on approximately 1.5 million FOAF documents to analyze
instance data available on the Web and their usefulness in understanding so-
cial structures and networks. They identified the graphical patterns emerging in
social networks and represented this using the FOAF vocabulary and the de-
gree distribution of the network. As this research provides a detailed analysis of
Semantic Web data by focusing on a specific vocabulary, it does not provide a
framework or methodology to make it applicable to different vocabularies.

Other work in the literature has analyzed a different number of ontologies
using SNA. For example, [6] covered five ontologies, [7] analyzed 250 ontologies
and [8] used approximately 3,000 vocabularies. In all these work, ontologies were
investigated to measure their structural properties, the distribution of different
measures and terminological knowledge encoded in ontologies, but none includes
how they are being used on the Web. The use of SNA and its techniques to anal-
yse the use of ontologies and measure the relationships based on usage has only
been applied marginally. In the identification phase of the OUSAF framework,
the ontologies and their use by different data sources are represented in a way
that allows the “affiliation” between ontologies and different data publishers to
be measured.

2.2 Affiliation Network

Networks, in general sense, record relationships between entities. However, in
affiliation network relationship reflect the affiliation between entities and the
events in which entities participate. Affiliation Networks are essentially two-
mode networks comprised of two disjoint sets of nodes with links which always
are between a node of one set and a node of the other. Affiliation networks
are represented through an affiliation matrix, A = {a;;}. Matrix A is a two-
mode sociomatrix in which rows represent actors and columns represent events.
Generally, affiliation network A is defined as: A is a bipartite graph A = (U, V, E)
where U (often known as actors) and V (often known as events) are disjoint
set of nodes and F U (UXV) is the set of edges. With p = |V|] and ¢ = |U],
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A is represented by an incident matrix with p lines and ¢ columns. Formally,
A = {a;j} records the affiliation of each actor with each event in an affiliation
matrix such that:

1, if actor ¢ is affiliated with event j

= 1
4ij {O, otherwise (1)

The value of 1 is put in the (i,j)th cell if ith actor (ith row) is affiliated with jth
event (jth column) and an entry of 0 if ith actor is not affiliated with jth event

as shown in Fig. [

paper 1

paper 1|paper 2|paper 3|paper 4 author 1
Author 1 1 0 1 0 e paper 2
Author 2 1 1 0 1 "
Author 3| 0 1 0 1 S paper 3

paper 4

(a) (b)

Fig. 1. (a) Affiliation matrix of author-paper affiliation network, and (b) an example
of an author-paper affiliation network

Often, two-mode networks are transformed into a one-mode network by a
procedure called projection which generates a one-mode network by selecting
nodes of one set (e.g. authors in Fig. [[l) and linking two nodes from the set if
both are connected to the same node of the other set.

3 Ontology Usage Network Analysis Framework
(OUN-AF)

The objective of the ontology identification is to identify the use of different on-
tologies by different data publishers to discover hidden usage patterns. Therefore,
in order to mine such analysis, the Ontology Usage Network Analysis Framework
(OUN-AF) is proposed, as shown in Fig. 2l OUN-AF comprises three phases,
namely Input phase, Computation phase and Analysis phase.

3.1 Input Phase

The input phase is responsible for managing the dataset. The two key compo-
nents in this phase are a crawler and an RDF triple store. In order to point the
crawler to relevant and interesting data sources, the bootstrapping process first
builds the seed URIs as multiple starting points. A list of seed URIs is obtained
by accessing semantic search engines which return the URIs (URLs) of the data
sources (web sites) with structured data. The crawler collects the Semantic Web
data (RDF data) and after preprocessing it, loads it to the RDF triple store
(database). From a data management point of view, since RDF data comprises
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Fig. 2. Ontology Usage Network Analysis Framework (OUN-AF) and its phases

triples (statements) which do not provide a default mechanism to group or as-
sociate certain sets of triples to a context, the Named Graph approach is used
which enables the provision of contextualization by introducing an additional
URI (context) to a set of related triples.

3.2 Computation Phase

The computation phase provides the computational architecture to transform
the RDF data to a model so that further analysis can be performed. The OUN-
AF transforms the data into two formats: two-mode affiliation network (i.e.
Ontology Usage Network) and the subsequent one-mode networks (i.e. Ontology
Co-Usability and Data-Source Collaboration networks).

Ontology Usage Network (OUN) : OUN is an affiliation network represented
as a bipartite graph. OUN comprises ontology and datasource sets of nodes with
an edge between the ontology node and data-source node if the ontology has
been used by the data source. To formally define the Ontology Usage Network,
first the two sets of nodes, namely ontology set and data-source set are defined
and then the OUN definition is presented.

— An ontology set is defined as the set O which represents the nodes of the
first mode of the affiliation network. An ontology set O contains the list of
ontologies used on the Web-of-Data such that there is a triple ¢ < s,p,0 >
anywhere in the dataset (specifically, otherwise in general, on the Web-of-
Data) where o € O is the URI of either p or o.

— A data-source set is defined as the set D which has the list of hostnames
on the Web-of-Data such that there exist a triple ¢ < s,p, 0 > in the dataset
(specifically, otherwise in general, on the Web-of-Data), where s is the host-
name and either p or o is a member of O.

— The Ontology Usage Network (OUN) is a bipartite graph, denoted as
OUN (O, D) that represents the affiliation network, with a set of ontologies
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O on one side and a set of data- sources D on the other and edge (o,d)
represents the fact that o is “used” by d.

In order to infer the connectedness present within one set of nodes based on their
co-participation in the other set of nodes, OUN is transformed from a two-mode
network to a one-mode network using the process of projection. Projection is
used to generate two one-mode graphs; one for nodes in the ontology set known
as the Ontology Co-Usability network, and second for the data-source set known
as the Data-Source Collaboration network as shown in Fig.

The Ontology Co-Usability network is an ontology-to-ontology network,
in which two nodes are connected if both of the ontologies are being used by
the same data source. This means that the Ontology Co-Usability network rep-
resents the connectedness of an ontology with other ontologies, based on their
co-membership in the data source.

The Data-Source Collaboration network is a data-source-to-data-source
network in which two nodes are connected if both of them have used the same on-
tology to describe their data. The Data-Source Collaboration network represents
the similarity of data-sources in terms of their need to semantically describe the
information on the Web.

3.3 Analysis Phase

The analysis phase is the third and last phase of OUN-AF. The objective of this
phase is to mine the hidden relationships explicitly or implicitly present in the
two-mode network (i.e. OUN) and one-mode networks (Ontology Co-Usability
and Data-Source Collaboration). This is done by developing metrics for analyse
the two- and one-mode network as described in next section.

4 Metrics for Ontology Identification

The metrics used for the identification phase are presented below.

4.1 Ontology Usage Distribution (OUD)

The metric Ontology Usage Distribution, OU Dy, is used to identify which frac-
tion of the ontologies in the network have a degree k. OUD measures the degree
distribution of ontologies in an affiliation network. In affiliation network, the
degree of a node is the number of ties it has with the number of nodes of the
other set. The degree centrality Cp(o;) of an ontology o; is measured as:

ni

Oplon) = d(o) = Y Ay (2)
j=1

Where i = 1,...n1, n1 = |O|, d(0;) is the degree of i, ontology o, and A is the
affiliation matrix representing OUN.
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4.2 Semanticity

Semanticity distribution identifies the fraction of the data sources in the net-
work which have a degree k. Semanticity measures the participation of different
ontologies in a given data source. The more ontologies are being used by a data
source, the higher semanticity value it has. Semanticity is measured by calculat-
ing the degree centrality and degree distribution on the second set of nodes in
an affiliation network, which is the set representing the data sources present in
the dataset. The degree centrality Cp(ds;) of a data source ds; is measured as:

na

Cp(ds;) = d(ds;) =Y A (3)

Where ¢ = 1,...n9, no = |D|, d(ds;) is the degree of iy, data source ds, and A
is the affiliation matrix representing OUN

4.3 Betweenness and Closeness Centrality

Like Ontology Co-Usability, both these centrality measures are computed on the
projected one-mode network.

Betweenness Centrality is the number of shortest paths between any two nodes
that passes through the given node. The betweenness centrality Cp(v;) of a node

v; 1s measured as :
ost(v;
o)=Y 7 @
R L

where og; is the number of shortest paths between vertices vy and vy.

And o (v;) is the number of shortest paths between v, and v; that pass
through v;.

Closeness centrality is a measure of the overall position of a node (actor) in
the network, giving an idea about how long it takes to reach other nodes in
the network from a given starting node. Closeness measures reachability, that
is, how fast a given node (actor) can reach everyone in the network [9] and is
defined as:

n—1
> ey d(v,u)

where d(v,u) denotes the length of a shortest-path between v and u. The close-
ness centrality of v is the inverse of the average (shortest path) distance from
v to any other vertex in the graph. The higher the c,, the shorter the average
distance from v to other vertices, and v is more important by this measure.

()

Cy =

4.4 Cohesive Subgroups

Generally speaking, cohesive subgroups refer to the areas of the network in
which actors are more closely related to each other than actors outside the
group. Cohesive subgroups are often measures using n-clique, in which it is not



Ontology Usage Network Analysis Framework (OUN-AF) 25

required that each member of the clique has a direct tie with the others, but
instead that it has to be no more than distance n from each other. Formally,
a clique is the maximum number of actors who have all possible ties present
between them.

5 Analysis of Ontology Usage Network

The detail of dataset which is used to populate OUN and the analysis performed
using metrics defined above, are discussed as follows.

5.1 Dataset and Its Characteristics

In order to build a dataset which has a fair representation of the Semantic Web
data described using domain ontologies, semantic search engines such as Sindice
and Swoogle are used to build the seed URLs. These seed URLs are then used
to crawl the structured data published on the Web using ontologies. The dataset
built for the identification phase comprises 22.3 millions of triples, collected from
211 data sourced]. In this dataset, 44 namespaces are used to describe entities
semantically.

The resulting Ontology Usage Network is comprise of 1390 edges linking 44
ontologies to 211 data sources. In terms of generic OUN properties, the density
of the network is 0.149 and the average degree is 10.90. The average degree shows
that the network is neither too sparse nor too dense which is a common pattern
in information networks. Details on the other properties and metrics are given
in the following subsections.

5.2 Analysing Ontology Usage Distribution (OUD)

Through OUD, we would like to determine how the use of an ontology is dis-
tributed over the data sources in the dataset. Using Eq. 2 Fig. Ba) shows the
percentage of the ontologies being used by a number of different data sources.
The relative frequency of OUD on the dataset shows that there is both extreme
and average ontology usage by data sources. It also shows that 13.6% of on-
tologies are not used by any of the data sources and approximately half of the
ontologies are exclusively used by the data sources. The second row of the Fig.
Bla) shows that 47.7% of ontologies (21 ontologies) are being used by a data
source that has not used any other ontology. This means that there are several
ontologies in the dataset which either conceptualize a very specialized domain,
restricting their reusability, or are of a proprietary nature. From the third row
of Fig. Bla) onwards, there is an increase in the reusability factor of ontologies.
This is because an increasingly large number of data sources are using them. The
last row shows that 4.5% (2 ontologies) of ontologies are being used equally by

!https://docs.google.com/spreadsheet/ccc?key=
0AqjAK1TTtaSZdGpIMkVQUTRNenlrTGctR2J1bk16WEE
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208 data sources. Through this analysis, we can see that there are less ontologies
which are not being used at all and there are a few which have almost optimal
utilization.

Fig. Bl(b) shows the degree distribution of ontology usage in a number of data
sources. The value of degree is shown on the x-axis and the number of ontologies
with that degree is shown on the y-axis. It can be seen that there are a large
number of ontologies with a small degree value and only a few ontologies have a
larger degree value.
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Fig. 3. (a) Distribution of Ontology Usage in data sources, and (b) Degree distribution
of ontology usage (data sources per ontology)

5.3 Analysing Semanticity

Semanticity measures the richness of a data source in terms of ontology usage.
Using Eq. Bl in the OUN, it is found that on average, 6.6 ontologies per data
source are used in the dataset which, in our view, is an encouragingly high
semanticity value, particularly bearing in mind that there are several ontologies
with very low ontology usage degree values such as 0 and 1, as described in the
previous section on Ontology Usage Distribution section. After determining the
average semanticity of the data sources, we then look at their degree distribution.
Figure @(a) shows the relative frequency of ontologies being used by a number
of data sources. The degree distribution of ontology usage per data source is
different from ontology usage distribution.

At the lowest, in the network, two ontologies www.oettl.it and www.openlinksw.
com are used by one data source, which shows the lowest semanticity value and
14 is the maximum semanticity value which is also used by one data source. When
the data sources’ degree distribution is plotted, it follows the Gaussian distribu-
tion, as shown in Fig.[d|(b). Gaussian distribution [I0], which is essentially a bell
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Fig. 4. (a) Distribution of Semanticity (Ontology used per data source), and (b)Degree
distribution of semanticity (Ontologies per Data source)

shaped curve, is normally concentrated in the centre and decreases on either side.
This signifies that degree has less tendency to produce extreme values compared
to power law distribution.

5.4 Analysing Betweenness and Closeness

Betweenness centrality measures the number of shortest paths going through a
certain node. However, on the other hand, the closeness centrality of a node in
the network is the inverse of the average shortest path distance from the node
to any other node in the network [I1].

In the context of the Ontology Co-usage network, the interpretation of be-
tweenness and closeness measures are different from other collaboration networks
such as co-authorship collaboration networks [12]. In betweenness, which is mea-
sured using Eq. ] the nodes of larger values are considered to be the hub of the
network, controlling the communication flow (or becoming the major facilitator)
between nodes with a geodesic path passing through these hub. In the Ontol-
ogy Co-usage network, ontologies are linked based on the fact that these are
being co-used by the data sources, therefore we believe the ontologies with max-
imum betweenness centrality act as a semantic gateway and become a major
motivational factor for the usage of other ontologies.

Likewise, in closeness centrality which is measured using Eq. Bl the larger
the value, the shorter the average distance from the node to any other node,
and thus the node (with a larger value) is positioned in the best location to
spread information quickly [I3]. This centrality measure in the ontology co-
usage graph enables the establishment of correspondence between ontologies
which have concepts related to each other, supplementing each others concep-
tual model to form an exploded domain. The utilization of ontology indexing
based on closeness centrality is very similar to the features discussed in [I4] in
supporting the application specific use of ontologies such as: (i) the ontologies
closer to each other in their usage are better candidates for vocabulary alignment;
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(ii) ontologies closer to each other have more entities which correspond to en-
tities of other ontologies; and (iii) closely related ontologies tend to facilitate
query answering on the Semantic Web.

The betweenness and closeness centrality of ontology co-usage nodes is shown
in Fig. Ba) and B(b), respectively and node size reflects the centrality value.
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Fig. 5. (a) Betweenness centrality of Ontology Co-Usage network, and (b) Closeness
centrality of Ontology Co-Usage network

As we can see in Fig.[B(a), the Ontology Co-Usage network has very few nodes
with a higher betweenness value which means that the ontologies represented
by the green nodes (which are not many) are the ones falling in between the
geodesic path of many other nodes and acting as the gateway (or hub) in the
communication between other ontologies in the graph. These are the nodes,
namely rdf, rdfs, gr, vCard and foaf which, in our interpretation, are acting as
the semantic gateway by becoming the reason for the adoption of other ontologies
on the Web. However, on the other hand, closeness centrality is approximately
distributed evenly in the network. Thus, it is safe to assume that almost every
node is reachable to other nodes except those which are not connected.

5.5 Analysing Cohesive Subgroups

In a collaboration graph such as the Ontology Co-Usage network, a connected
component is a maximal set of ontologies that are mutually reachable (and con-
nected) through a chain of (co-usage) links. A cohesive sub-group analysis to
identify connected components of the Ontology Co-Usage network shows that
the network is widely connected. The connected component is 86.36% (See Fig-
ure [B)), in which only six are not connected in the network (this means 0-core),
while others are connected with varying k-core values) making it a giant net-
work since it encompasses the majority of the nodes. This means that 86.36% of
the ontologies are reachable to each other by following the links (domain names
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Fig. 6. Stacking of k-cores of Ontology Co-Usage network

URISs) of the data sources included in the dataset (or on the Web to generalize
it). Note that the size of the cohesive sub-group, in terms of percentage, closely
matches the findings of [15] for the classical Web which was 91%. Within the
giant connected component, to know the sub-component based on the equal dis-
tribution of the concentration of links around a set of nodes, k-core is computed.
k-core is the maximum sub-graph in which each node has at least degree k within
the sub-graph. Fig. [0l stacks the k-core components, based on ascending k values
from highest to lowest. From Figure [0 it is easy to see which ontologies are
highly linked, based on ontology usage patterns invariance across data sources.

6 Conclusion and Future Work

In this paper, the use ontologies by different data sources are analysed by repre-
senting the ontology usage related data in the form of affiliation network. Using
different metrics the network is analysed to understand the usage patterns in real
world settings. In future work, we would like to enrich the dataset by crawling
more data sources and automating the analyses process.
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Abstract. Wireless sensor metworks are usually composed by small
units able to sense and transmit to a sink elementary data which are
then processed by an external machine. However, recent improvements
in the memory and computational power of sensors, together with the re-
duction of energy consumption, are rapidly changing the potential of such
systems, moving the attention towards data-centric sensor networks. In
this kind of networks, nodes are smart enough either to store some data
and to perform basic processing allowing the network itself to supply
higher level information closer to the network user expectations. In other
words, sensors no longer transmit each elementary data sensed, rather
they cooperate in order to assemble them in more complex and syn-
thetic information, which will be locally stored and transmitted accord-
ing to queries and/or events defined by users and external applications.
Recently, we proposed W-Grid, a fully decentralized cross-layer infras-
tructure for self-organizing data-centric sensor networks where wireless
communication occur through multi-hop routing among devices. In this
paper, we show that network traffic, and thus the energy consumption,
can be balanced among sensors by assigning multiple virtual coordinates
to nodes trough a fully decentralized workload balancing algorithm, which
extends W-Grid.

1 Introduction

Wireless sensor networks consist of large number of distributed nodes that orga-
nize themselves into a multi-hop (wireless) network. Sensor nodes are generally
powered by batteries with an inherently limited lifetime, hence energy consump-
tion issues play a leading role. In more detail, we focus the attention on so-called
data-centric sensor networks, where nodes are smart enough either to store some
data and to perform basic processing allowing the network itself to supply higher
level information closer to the network user expectations.

Energy saving in wireless sensor networks involves both MAC layer and net-
work layer. In particular, here we state that the routing protocol must be
lightweight, must not require too much computation, such as complex evalu-
ations of possible paths, and must not need a wide knowledge of the network
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organization. In previous work, we showed that W-Grid [16/15] routing scheme
satisfies both previously described requirements. In fact, W-Grid routing pro-
tocol needs information about only one-hop away devices and the choice of the
next hop requires bit-a-bit comparison of simple binary strings. We also proved
that W-Grid allows sensors to generate a decentralized wireless network in which
devices, thanks to uni-cast multi-hop transmissions (i.e., no broadcast propaga-
tions), can communicate each other independently of their location in the net-
work. Our solution enhances typical sensor networks, in such a way that queries
can be posed to the network anytime through any sensor by overcoming limita-
tions of a dedicated sink node, which collects raw data in a fixed position and
under time constraints (e.g., sensor synchronization). Thus, the resulting sensor
network is capable of executing, in principle, any distributed algorithm for pro-
cessing raw data they generate, in such a way to supply external users with the
high level information needed or something almost close to their expectations.
Also, the resulting network, which is W-Grid-aware, is able to efficiently index
and query multi-dimensional data without reliance either on Global Positioning
System (GPS) or flooding/broadcasting operations [L6JI5].

As mentioned, energy consumption plays a central role in wireless sensor net-
works. Indeed, in ad-hoc and sensor networks, most of the energy consumption is
due to radio transmissions and hence protocol design for these networks must be
lightweight and directed towards reducing communication cost. Strictly adhering
to this paradigm, in this paper, we show that network traffic, and thus the energy
consumption, can be balanced among sensors by assigning multiple virtual coor-
dinates to nodes trough a fully decentralized workload balancing algorithm, which
extends W-Grid. The energy consumption balancing, besides improving the en-
tire network efficiency by lowering collisions and resource contentions among
nodes, also prolongs the network life avoiding premature partitions caused by
non-uniform battery discharging.

As a non-secondary contribution, we evaluate network routing performances,
which have direct influence on energy consumption, as the quantity of network
knowledge at nodes (namely routing table size) vary. An extensive number of
experiments have been conducted in order to proof the improvement in energy
consumption allowed by workload balancing in W-Grid.

The remaining part of the paper is organized as follows. Section [2] describes
related work. Section [3 briefly presents W-Grid. Section [ contains the results
of our comprehensive experimental campaign. Finally, Section B concludes the
paper with some considerations and introducing future work.

2 Related Work

Existing routing protocols have been developed according to different approaches.
Basically, routing is necessary whenever a data is sensed (we also say gener-
ated) and stored in the system or whenever a query is submitted to the system.
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As stated before, we do not consider sensor network systems which store sensor
data externally at a remote base station, but rather we focus on advances wire-
less sensor networks in which data or events are kept at sensors, by means of
representing them in terms of relations in a virtual distributed database and, for
efficiency purposes, indexed by suitable attributes. For instance in [I2JT0[2TI20],
data generated at a node is assumed to be stored at the same node, and queries
are either flooded throughout the network. In [19], a Geographic Hash Tables
(GHT) approach is proposed, where data are hashed by name to a location
within the network, enabling highly efficient rendezvous. GHTs are built upon
the GPSR protocol [I1] thus leveraging some interesting properties of that proto-
col, such as the ability of routing to sensors nearest to a given location, together
with some of well-known limits, such as the risk of dead ends. Dead end prob-
lems, especially under low density environments or scenarios with obstacles and
holes, are caused by the inherent greedy nature of routing algorithms that can
lead to situation in which a packet gets stuck at a local optimal sensors that
appears closer to the destination than any of its known neighbors. In order to
solve this flaw, correction methods such as perimeter routing, which tries to ex-
ploit the right hand rule, have been implemented. However, packet losses still
remain and, in addition to this, using perimeter routing causes loss of efficiency
both in terms of average path length and energy consumption. Besides, another
limitation of GHT-based routing is that it needs sensors to know their physical
position, which causes additional localization costs to the whole system. In [9],
Greenstein et al. have designed a spatially-distributed index, called DIFS, to fa-
cilitate range search over attributes. In [12], Li et al. have built a distributed
indez, called DIM, for multidimensional range queries over attributes but they
require nodes to be aware of their physical location and of network perimeter.
Moreover, they exploit GPSR for routing. Our solution extending W-Grid also
behaves like a distributed index, but its indexing feature is cross-layered with
routing, meaning that no physical position nor any external routing protocol is
necessary, routing information is given by index itself.

Another research area that is directly related to our work is represented by
the problem of effectively and efficiently managing multidimensional data over
sensor networks, as W-Grid may represent a very efficient indexing layer for tech-
niques and algorithms supporting this critical task. The problem of performing
multidimensional and OLAP analysis of data streams, like the ones originated by
sensor networks, has received great attention recently (e.g., [2]). Due to compu-
tational overheads introduced by these time-consuming tasks, several solutions
have been proposed in literature, such as data compression (e.g., [4]), usage of
high-performance Computational Grids (e.g., [6l5]), extensions to uncertain and
imprecise domains (e.g., [3]) that occur very frequently in sensor environments,
and so forth. This problem also exposes very interesting and challenging corre-
lations with cross-disciplinary scientific areas, such as mobile computing (e.g.,
[7]), thus opening the door to novel research perspectives still poorly explored,
such as data management issues in mobile sensor networks (e.g., [QITAI3]).
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3 W-Grid Overview

W-Grid] can be viewed as a binary tree index cross-layering both routing and
data management features over a wireless sensor network. Two main phases are
performed in W-Grid: (1) implicitly generate coordinates and relations among
nodes that allow efficient message routing; (2) determine a data indexing space
partition by means of so-generated coordinates in order to efficiently support
multidimensional data management. Also, each node can have one or more wir-
tual coordinates on which an order relation is defined and through which the
routing occurs. At the same time, each virtual coordinate represents a portion
of the data indexing space for which a device is assigned with the (data) manage-
ment tasks. By assigning multiple coordinates at nodes, we aim at reducing query
path length and latency. This is obtained via bounding the probability that two
nodes physically close have very different virtual coordinates, which may happen
whenever a multidimensional space is translated into a one-dimensional space. In
the next Sections, we provide a formal description on the W-Grid main features.

3.1 W-Grid Static Network Properties
The target sensor network is represented as a graph S:
5=(D,L) (1)

such that D is the set of participating devices and L is the set of physical
connectivity between couples of devices, which is defined as follows:

L = {(di,d;) : two — way connection between d; and d;} (2)

Each device is assigned one or more (virtual) coordinate(s). We define C' as the
set of existing coordinates. Each coordinate ¢; is represented as a string of bits
starting with x. According to the regular expression formalism, coordinates are
defined as follows:

C={c: c=+0]1)} (3)

For instance, x01001 is a valid W-Grid coordinate. Given a coordinate i and a bit
b, their concatenation will be indicated as ¢;b. For instance, let: ¢; = x0100,b = 0;
then: ¢;b = x01000. Given a bit b, we denote its complementary as follows: b.
For instance, 1 = 0.

Some functions are defined on top of C'. We provide their description.

Given a coordinate ¢, length(c) returns the number of bits in ¢. (* excluded).
For instance, length(x01001) = 5. length(c) is formally defined as follows:

length(c): C — N (4)

! From now on, we will refer at devices with the terms “sensors” or “nodes” indis-
tinctly.
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Given a coordinate ¢ and a positive integer k < length(c), bit(c, k) returns the
k-th bit of ¢. Position 0 is out of the domain since it is assigned to . bit(c, k) is
formally defined as follows:

bit(c, k) : (C,N —{0}) — {0,1} ()

Given a coordinate ¢ and a positive integer k < length(c), pref(c,k) returns
the first k bits of ¢. For instance, pref(¥01001, 3) = x010. pref(c, k) is formally
defined as follows:

pref(c, k) : (C,N) —» C (6)

Given a coordinate ¢, we define the complementary of ¢, denoted by ¢, as follows:
¢ = pref(c,length(c) — 1)bit(c,length(c)) (7)

For instance, ¥01001) = x01000.
Given a coordinate ¢, we define the father of ¢, denoted by father(c), as
follows:

father(c) : (C —{x})— C (8)

father(c) = pref(c,length(c) — 1) (9)

Given a coordinate ¢, we define the left child of ¢, denoted by [Child(c), as
follows:
IChild(c),rChild(c) : (C) — C (10)

IChild(c) = c0 (11)

Given a coordinate ¢, we define the right child of ¢, denoted by rChild(c), as
follows:
rChild(c) = cl (12)

To give examples, given a coordinate ¢; = x011, then: father(x011) = %01,
IChild(x011) = %0110, rChild(x011) = 0111.

Given a coordinates in the domain C' and devices in the domain D, we in-
troduce the mapping function M that maps each coordinate ¢ to the device d
holding it, as follows:

M:C—D (13)

A W-Grid network W is represented in terms of a graph, as follows:
W = (C,P) (14)

such that P is the set of parent-ships between pair of coordinates, defined as
follows:

P ={(ci;¢j) : ¢j = ci(0] 1)} (15)
For instance, p; = (¥010,+0101).
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Given a parent-ship p = (¢;, ¢;), we define the complementary of parent-ship
p = (ci,¢j), denoted by p, as follows:

p = (ci¢j) (16)

For instance, if p = (x010,%0101), then: p = (x010,x0100).

Finally, given a graph W, W is a wvalid W-Grid network if all the following
properties are satisfied: (i) Vp = (¢;,¢;) € P, (M(c;) = M(c;)) V(M (¢;), M(c;))
€ L); (i) Vp = (ciyc5) € P M(c;) # M(cj;) = 3 p = (ci,¢j) € P: M(e;) =
M(Cj).

3.2 W-Grid Dynamic Rules

W-Grid network is generated according to this few simple rules, which we de-
scribe next.

1. The first node that joins the networks (hence it initiates a coordinate space)
gets the coordinate x. We say that a node that holds a W-Grid coordinate is
active. Given a device d, the function last returns the last coordinate received
by d, and it is defined as follows:

last(d) : (D) — C (17)

If d is not active, last returns {@}. Let n; denote the first node that joined the
network, then last(ni) = *.

2.V 1 = (di,dj) € L : last(d;) # {0}, two parent-ships are generated: (i) p =
(last(d;),c'): M(d") = dj; (i) p, where ¢/ = IChild(last(d;)) | rChild(last(d;)).
Namely, ¢’ corresponds to the non-deterministic choice of one of the children of c.

According to a pre-defined coordinate selection strategy, nodes progressively get
new coordinates from each of its physical neighbors, in order to establish parent-
ships with them. Coordinate getting is also called “split”, and it is actually re-
lated to data management tasks of W-Grid. Actors of the split procedure are the
so-called joining node and giving node, respectively. We say that a coordinate
¢; is split by concatenating a bit to it, and, after, one of the new coordinates is
assigned to the joining node, while the other one is kept by the giving node. Ob-
viously, an already split coordinate ¢; cannot be split anymore since this would
generate duplicates. Besides, in order to guarantee uniqueness of coordinates even
in case of simultaneous requests, each joining node must be acknowledged by the
giving node. Thus, if two nodes ask for the same coordinate to split, only one
request will succeed, while the other one will be temporarily rejected and post-
poned. Coordinate discovering is gradually performed by implicitly overhearing
of neighbor sensor transmissions.

3.3 W-Grid Routing Algorithm

The routing of any message/query is based on the concept of distance among
coordinates. Given two coordinates ¢; and c;, the distance between ¢; and c;,
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denoted by d(c;, cj), is measured in terms of logical hops and corresponds to
the sum of the number of bits of ¢; and ¢; which are not part of their common
prefix. To give and For instance: d(*0011, *011) = 5.

Given a target binary string ¢, each device of the network is able of constantly
getting closer to it by choosing the neighbor that exposes the shortest distance
to ¢;. It is important to notice that each device needs neither global nor partial
knowledge about network topology to route messages, as its routing table is lim-
ited to information about its direct neighbors’ coordinates. This means ensuring
scalability with respect to network size, which is a nice amenity supported by
W-Grid.

3.4 W-Grid Data Management

W-Grid distributes data (i.e., tuples of attributes) gathered by sensors among
them in a data-centric manner. Values of tuples are linearized into binary strings
(see [18]) and stored at nodes whose W-Grid coordinates have the longest com-
mon prefix with so-generated strings. Thus, a W-Grid network acts directly as a
distributed database and coordinates c are used as items stored in a data reposi-
tory. This means that each coordinate represents a portion (region) of the global
data space. In order to balance data load at each region, a maximum number
of data items is pre-fixed, namely the bucket size b. Whenever a coordinate ¢
turns overloaded with respect to b, ¢ splits into two coordinates ¢’ and ¢’. Split
operation on coordinates is slightly different from the split operation on nodes
described in Section The operations supporting the split of ¢ into ¢’ and ¢/
are described next: () both newly generated coordinates ¢’ and ¢’ are (temporar-
ily) kept at the node M (c); (i) data held by ¢ are distributed between ¢’ and
¢’; (#ii) parent-ships p’ = (¢, ') and p’ = (¢, ¢’) are generated; (iv) coordinate ¢/
is labeled as “givable”, meaning that, in the case of a node asking M (c) for a
coordinate, ¢’ is immediately returned without performing any other split.

If the first split has not solved the overload in one between c or ¢, the split op-
eration is performed again by repeating the previously described steps. In order
to further improve the data distribution balancing, the Storage Load Balancing
algorithm (SLOB) [16] is executed.

In addition to the data management solutions described above, in W-Grid
sensed data are replicated in each of the existing spaces, thus allowing us to
improve data availability as to cope with sensor failures and periodically turn-
off a partition of them without compromising the network functionalities (the
latter for energy efficiency purposes).

4 Experimental Assessment and Analysis

An extensive number of experiments have been conducted in order to assess the
effectiveness and the efficiency of the W-Grid load balancing solutions presented
in this paper. Again, we stress the concept that the proposed experimental anal-
ysis is focused to intelligent sensor networks in which data collected by sensors
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are not simply downloaded at a fixed sink or in which a sink node is in charge of
periodically performing queries but, contrary to this, networks where each active
sensor can be queried at any time.

Effectiveness and efficiency of W-Grid load balancing solutions have been
evaluated in terms of the following experimental parameters: query average path
length, data and traffic load at sensors, and energy consumption of the resulting
sensor network. The functional parameters chosen are, instead, the following:
device density, number of coordinates per node. In the following, we first describe
the simulation model of our experimental campaign (Section EI]). Then, we
provide experimental results for the following experimental aspect assessing the
W-Grid’s performance: query efficiency (Section2), network load (Section [A3)
and energy consumption (Section [L.4).

4.1 Simulation Model

We performed our experiments on top of a Java-based in-laboratory simulation
environment. We adopted the following simulation model. Simulation area size
is 800 x 800m, where nodes are spread in a uniformly-random manner. Each
sensor has its own identifier (ID), a radio range of 100m, and it adhere to an
ideal transmission mode. As a result, the average number of one-hop neighbors
varies from 11 to 4. Due to space limitation, here we show the results for the
range 11 — 8. For each scenario, we ran five simulations and, for each simulation,
we submitted 10,000 queries to the system.

AVERAGE NUMBER OF HOPS
Parameters: Avg DENSITY: 11 neighbours per
node - Balancing OFF

AVERAGE NUMBER OF HOPS
Parameters: Avg DENSITY: 8 neighbours per
node - Balancing OFF
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Fig. 1. Query efficiency due to W-Grid without load balancing solutions, in comparison
to GPSR, for the configurations having 11 (left) and 8 (right) neighbors per node

We let the simulator perform the following tasks: (¢) uniformly random place-
ment of n sensors in a user-defined area; (i) gradual generation of W-Grid
coordinates at sensors that exploit implicit overhearing; (4ii) random generation
of data sensing and query in a user-defined ratio q : i.

At each simulator run, we observed the following experimental parameters:
(i) average path length of queries (compared with the one due to GPSR [11]);
(ii) loads at sensors, modeled in terms of the relative difference between network
traffic and managed data space at sensors; (%) network energy consumption in
each different scenario.
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4.2 Query Efficiency

In the first experiment, we tested the ratio of succeeded queries due to W-Grid
with respect to the ones accomplished by GPSR. Indeed, for the sake of clarity,
here we highlight that the latter comparison is unfair as GPSR assumes to know
sensor physical positions over the network. This means that the probability of
committing a query is always very high, especially in quite dense application
scenarios like the one we tested. However, our main experimental goal was to
test our solution against the most efficient one available in literature, even if
the comparison one was advantaged. Figure [Il and Figure [2 show the average
number of hops needed to succeed queries with respect to the number of virtual
coordinates for W-Grid and GPSR in the two distinctive scenarios of not apply-
ing (Figure[l]) and applying (Figure[2) the load balancing solutions. As Figure[Il
and Figure[2show, it clearly follows that W-Grid behavior is absolutely efficient
and not too much distant from the one by GPSR, which reasonably represents
the favorite case.
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node - Balancing ON node - Balancing ON
10 10
9 9
8 8
7 7
H g Hoe
o, o | —— — o
P — — P
s 4 4
3 g 3 @ --Q-- 2
2] #----@----@-..9-.--'6--....:73J 2 $:::@rrii@iiigriigiiigiiigiiig
1 1
o o
1 2 4 6 8 10 oPN 1 2 3 4 5 6 8 oPN
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Fig. 2. Query efficiency due to W-Grid with load balancing solutions, in comparison
to GPSR, for the configurations having 11 (left) and 8 (right) neighbors per node

4.3 Network Load

Network load trends of W-Grid has also been observed as well. Network workload
variations are the result of the interaction between the following two factors: ()
data load balancing among nodes and (#) increase of transmission costs due to
path lengthening. As the number of coordinates grows, these two factors expose
better trends, as confirmed by FigureBland Figure[d, where we depict the average
and standard deviation evolutions of network traffic distribution among nodes
with respect to the number of coordinates for W-Grid and GPSR in the two
distinctive scenarios of not applying (Figure[3) and applying (Figure ) the load
balancing solutions. Similarly, for cross-comparison purposes, we studied the
variation of the standard deviation of data space at sensors (Figure ) (clearly,
with load balancing solutions). Retrieved results clearly confirm the benefits
deriving from W-Grid.
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Fig. 3. Network load due to W-Grid without load balancing solutions for the configu-
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rations having 11 (left) and 8 (right) neighbors per node
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Fig. 4. Network load due to W-Grid with load balancing solutions for the configurations
having 11 (left) and 8 (right) neighbors per node
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Fig. 5. Variation of data space at sensors due to W-Grid with load balancing solutions
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for the configurations having 11 (left) and 8 (right) neighbors per node

4.4 Energy Consumption

Finally, we focused the attention on energy consumption due to W-Grid for

each application scenario considered in the experimental campaign (i.e., 11, 8
and 4 neighbors per node). Energy consumption was measured according to [17].
Figure [l shows the retrieved observations for the two different cases of applying
(left) and not applying (right) load balancing solutions. Even in this study, W-
Grid observations expose a very positive trend.
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NETWORK ENERGY CONSUMPTION NETWORK ENERGY CONSUMPTION
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Fig. 6. Energy consumption due to W-Grid for different configurations with (left) and
without (right) load balancing solutions

5 Conclusions and Future Work

In this paper, we proposed load balancing extensions of W-Grid and assessed
them by means of a comprehensive experimental campaign that has focused the
attention on several interesting experimental parameters, ranging from query
efficiency to energy consumption. Experiments have been conducted on top of
a Java-based simulation environment. Retrieved results have clearly confirmed
the benefits due to the usage of W-Grid as cross-layer infrastructure for self-
organizing data-centric sensor networks.

Future work is mainly oriented towards three directions. First, we are con-
sidering the presence of outliers in the data layer of such networks. “How their
presence impacts on the performance of W-Grid?” is a challenging question that
demands for solution. Second, we are considering the integration of W-Grid’s
architecture with modern Cloud computing platforms. Finally we are address-
ing in W-Grid the issue of network security with malicious nodes by extending
decentralized approach based on distributed supervised data mining [IJ.
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Abstract. XSPARQL is a transformation and querying language that
provides an integrated access over heterogeneous data sources on the fly.
It is an extension of XQuery which supports a subset of SPARQL and
SQL to provide unified access over XML, RDF and RDB formats. In
practical applications, data integration does not only require the inte-
grated access over distributed heterogeneous data sources, but also the
update of underlying data.

XSPARQL in its present state is only a querying and transformation
language, hence lacking the update facility. In this paper, we propose an
extension of the XSPARQL language with update facility. We present
the syntax and semantics for this extension, and we use the real world
scenario of semantic presence in CISCO’s Unified Presence Systems to
demonstrate the requirement of update facility. Preliminary evaluation
of the XSPARQL Update Facility is also presented.

Keywords: XSPARQL, SPARQL , XQuery, XMPP, Updates, DML.

1 Introduction

Relational databases (RDB) are the most common way of storing and managing
data in majority of the enterprise environments [I]. Particularly in the enter-
prises where integrity and confidentiality of the data are of the utmost impor-
tance, relational data model is still the most preferred option. However, with the
growing popularity of the Web and other Web related technologies (e.g. Semantic
Web), various data models have been introduced. Extensible Markup Language
(XML) is a very popular data model to store and specify the semi-structured
data over the Web [7]. It is also considered as a de-facto data model for data
exchange. XPath and XQuery are designed to access and query data in XML
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format[T0J5]. Semantic Web is built upon data represented in Resource Descrip-
tion Format (RDF) [4]. RDF is a standard data format for establishing semantic
interpretability and machine readability among the various data sources scat-
tered over the Web. SPARQL is a query language designed to query linked data
in RDF data format [I7]. All of the above mentioned data models were designed
to perform a specific task and their importance in their own domains can not
be denied. Several query languages including SQL, XQuery and SPARQL have
been designed to access and query RDB, XML and RDF data respectively. It is
inevitable for modern data integration applications to avoid such heterogeneity
of data formats and query languages. Therefore, often these applications require
integrated access over distributed heterogeneous data sources.

XSPARQL is a W3C Member Submission (http://www.w3.org/
Submission/2009/01/) which combines XQuery, SPARQL and SQL to
provide an integrated access over XML, RDF and RDB data sources [2].
However, in practice the integrated applications not only require the access of
integrated data, but in many scenarios an update in the existing data is also
desired. XSPARQL in its present state only provides Data Query Language
(DQL) while lacking Data Manipulation Language (DML). In this paper we
define syntax and semantics of XSPARQL Update Facility which extends the
capabilities of the XSPARQL language to perform update operations over RDB,
XML and RDF data on the fly while keeping the data sources in their original
data formats. XSPARQL Update Facility is fully compatible with the update
semantics defined individually for SQL, XQuery and SPARQL [I6JI8I12]. Our
main motivation for this extension was the real world scenario of semantic
presence in the CISCO Unified Presence (CUP) systems, based on processing
and integrating information retrieved from XMPP(http://xmpp.org) messages
and update the underlying data in RDB and RDF data sources to keep track
of up-to-date semantic presence history of registered users. In this scenario we
require not only the simultaneous access to heterogeneous data represented in
RDB, XML and RDF, but also the update operations are desired to update the
underlying RDB and RDF data on the fly [§].

Our main contributions in this paper can be summarised as follows: (i) we
extend XSPARQL with updates, providing what we call XSPARQL Update Fa-
cility, (i) we define formal semantics of the XSPRQL Update Facility, (iii) we
demonstrate the need for XSPARQL Update Facility by presenting a use case
scenario for semantic presence in the CUP systems, and (iv) we successfully im-
plement and evaluate XSPARQL Update Facility for dealing with group chats
history in the same scenario.

2 Semantic Presence in Cisco’s Unified Presence System

Cisco Unified Presence (CUP) systems is a standards-based enterprise platform
that aims to provide an effective way of communication among people in and
across the organisation using instant messaging (IM) over XMPP standard pro-
tocol. A general architecture to collect several presence information from various
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heterogeneous and dynamic
sources has been introduced
in [14],which provides some
insights on how richer seman-
tic presence services and ap-
plications can be deployed. As
a first step towards the en-
hancement of CUP systems
with richer semantic presence,
a mapping of the core XMPP
messages into RDF is for-
mally defined in [8]. Figure 1
depicts a simplified high-level
version of the architecture of semantic presence in the CUP systems focus-
ing only on heterogeneous data formats that need to be manipulated during
communication. All XMPP messages are mapped into RDF using various on-
tologies e.g SIOCC (http://rdfs.org/sioc/chat#), Nepomuk (http://www.
semanticdesktop.org/ontologies/2007/03/22/nmo#) and SIOC (http://
rdfs.org/sioc/ns#). CUP server stores history of all the group chat mes-
sages and other communications in an external PostgreSQL (http://www.
postgresql.org/) database, while semantic enhancement component stores
the semantic information in a graph database using Virtuoso Server (http://
openlinksw.com/virtuoso). Listing [I] shows a sample XMPP message gen-
erated by IM client while requesting for the creation of a chat room. List-
ing [2] depicts mapping of XMPP messages into RDF using SIOC and SIOCC
ontologies. We use the XSPARQL Update Facility to interpret the XMPP
message and generate/update RDB and RDF data on the fly. This enables
a semantically enriched CUP system to update/generate data from one data
model to any other data model. Later, in section [4] we evaluate our XSPARQL
Update facility by using the use case of semantic presence in CUP systems.

XML XML
cop IM Client 2
Server
Rop [
PostgreSQL

Semantic Message Archive
Enhancement

IM Client 1

Virtuoso
Server

a -

Semantic Data

Fig. 1. Semantic Presence in CUP Systems

@base <http://lion2pcisco.com

#intizar@deri.org seeks to enter
#in the DERICollab room

<presence
from=
7intizar@deri.org/intizar —notebook”
to=
?»DERICollab@conference. corp .com/
intizar”>
<x xmlns="http://jabber.org/protocol/
muc” />
</presence>

Listing 1. XMPP request message for chat
room creation

/example#>.
:DERICollab a
sioct : ChatChannel ;
sioc:has owner
rintizar@corp.com .
:DERICollabChatSession a
siocc: ChatSession ;
sioc:has container
:DERICollab;
siocc:has publishing source
:intizarNotebook

siocc:has nickname 7

ali”

Listing 2. Mapping XMPP Message of
Listing [[linto RDF [§]
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Prolog: declare namespace prefix="namespace-URI” or
prefix prefix: <namespace-URI>

Body: for var in FLWOR’ expression
let var:= FLWOR’ expression
where FLWOR’ expression
order by FLWOR’ expression or
for varlist
from/ from named ( <dataset-URI> or FLWOR’ expr)
where pattern
order by expression
limit integer > 0
offset integer > 0 or
for SelectSpec
from RelationList
where WhereSpecList

Update: insert node expression ((as(first|last))?into)|after|before) expression
delete node expression |
replace (value of) node expression with expression or
insert data Quads |
( ( delete data Quads ) | ( delete where QuadPattern ) ) |
[with <IRI>] ( ( delete QuadPattern [ insert QuadPattern] ) | (insert Quad- or
Pattern ) )(using [named] <IRI>)* where GroupGraphPattern
insert into RelationList values ValueList |
delete from RelationList where WhereSpecList |
update RelationList set ValueList where WhereSpecList

Head: construct template (with nested FLWOR’ expressions) or
return XML + nested FLWOR’s expression

Fig. 2. Schematic View of XSPARQL with Updates

3 XSPARQL Update Facility

In this section we specify the XSPARQL Update Facility by giving a detailed
description of its syntax and semantics.

3.1 Syntax

XSPARQL is built on XQuery semantics, XSPARQL Update Facility is also ex-
tended using formal semantics of XQuery Update Facility. It merges the subset
of SPARQL, XQuery and SQL update clauses. We limit ourself to three major
update operations of INSERT: to insert new records in the data set, DELETE:
to delete already existing records from data set and UPDATE: to replace the ex-
isting records or their values with the new records or values. Figure 2] presents a
schematic view of the XSPARQL Update Facility which allows its users to select
data from one data source of any of its data format and update the results into
another data source of different format within a single XSPARQL query while
preserving the bindings of the variables defined within query. Contrary to the
select queries, the update queries have no return type. On successful execution
of the update queries no results are returned, only a response is generated which
can be either successful upon successful execution of the query or an appropriate
error is raised if for some reasons the XSPARQL query processor is unable to
update the records successfully. However if a valid updating or delete query with
or without where clause does not match any relevant tuple in the data source,
the XSPARQL query processor will still response with successful execution, but
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there will be no effect on the existing data source. The basic building block of
XQuery is the expression, an XQuery expression takes zero or more XDM in-
stances and returns an XDM instance. Following new expressions are introduced
in XSPARQL Update Facility

— A new category of expression called updating expression is introduced to
make persistent changes in the existing data.

— A basic updating expression can be any of the insert, delete or update.

— for, let, where or order by clause can not contain an updating expression.

— return clause can contain an updating expression which will be evaluated for
each tuple generated by its for clause.

RevalidationDecl::= "declare" "revalidation" ("strict" | "lax" | "skip" )
XSPARQLExpr = (FLWORExpr | SPARQLForClause | SQLForClause)
(InsertClause | DeleteClause | UpdateClause)
(ReturnClause | ConstructClause)
InsertClause = XQueryInsert | SPARQLInsert | SQLInsert
DeleteClause = XQueryDelete | SPARQLDelete | SQLDelete
= XQueryUpdate | SPARQLUpdate | SQLUpdate

UpdateClause

Fig. 3. XSPARQL Update Facility Grammar Overview

Figure Bl presents an overview of the basic syntax rules for XSPARQL Update
Facility, for complete grammar of XSPARQL Update Facility, we refer our reader
to the latest version of the XSPARQL available at http://sourceforge.net/
projects/xsparql.

3.2 Semantics

Similar to the semantics of the XSPARQL language [6], for the semantics of
updates in XSPARQL we rely on the semantics of the original languages: SQL,
XQuery, and SPARQL. Notably, the semantics for SPARQL updates are pre-
sented only in the upcoming W3C recommendation: SPARQL 1.1 [12]. We start
by presenting a brief overview of the semantics of update languages for the dif-
ferent data models: relational databases, XML, and RDF.

RDB: updates in the SQL language rely on a procedural language that specify
the operations to be performed, respectively: insyay(r,t), delqp(r,C), and
modyqp (1, C, C"), where r is a relation name, ¢ is a relational tuple, and C,C’
are a set of conditions of the form A = c or A # ¢ (A is an attribute
name and c is a constant). Following [I], ins,qy(r,t) inserts the relational
tuple t into the relation r, del.q,(r,C) deletes the relational tuples from
relation r that match the condition, and mod,q (r, C, C") updates the tuples
in relation r that match conditions C to the values specified by C’.

XML: For XML data, the XQuery language is adapted such that an expression
can return a sequence of nodes (as per the XQuery semantics specifica-
tion [9]) or pending update list [18], which consists of a collection of update
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primitives, representing state changes to XML nodes. For this paper we
are focusing on insert, delete, and replace operations, whose semantics are
procedurally defined in [I8] and in this paper we represent these procedural
semantics by the functions insgm,(SourceExpr, InTargetChoice, TargetExpr),
delymi( TargetExzpr), and modyy, ( Target Expr, ExprSingle).

RDF: SPARQL Update’s semantics are similarly defined in terms of changes
to the underlying triple store [12], where the result of an update opera-
tion is a new triple store. We rely on the semantics functions ins,q, del.qf,
and mod.qs (shorthand for the functions OplnsertData, OpDeleteData,
and OpDeletelnsert, respectively). The functions signatures are as per the
SPARQL specification: insyqf (GS, QuadPattern), delyq4r (GS, QuadPattern),
and mod,qr (GS, DS, QuadPatternge, QuadPattern;,s, P) presented in [12].
The functions ins,q¢q and del,q¢ insert and delete triples match-
ing QuadPattern from the triple store DS, respectively. The mod,4 eval-
uates the graph pattern P against the dataset DS and apply these bindings
to QuadPatternge; in order to determine the triples to be removed from the
graph store GS and to QuadPattern;,s for the inserted triples.

4 Implementation and Evaluation

Implementation: We use java platform for the implementation of the XS-
PARQL Update Facility. XSPARQL grammar rules are defined using ANTLR
(http://wuw.antlr.org). XSPARQL uses Saxon (http://www.saxonica.com)
as a query processor for XQuery, Jena ARQ (http://jena.apache.org) for
SPARQL queries and for SQL queries we provide option to connect to multi-
ple relational database management systems including PostgreSQL and MySQL
(http://wuw.mysql.com).

Evaluation of XSPARQL Update Facility: In order to demonstrate and
evaluate performance and practicality of XSPARQL Update Facility, we consider
a generic use case of group chat of the semantic presence in CUP systems as
described in Section 2l However XSPARQL Update Facility can be used by any
application which requires access and updates in distributed heterogeneous data
stored in any of the RDB, XML or RDF data models.

for $x in //*[name=’presence ’]
if $x/status[@code=201] then
insert data

{Graph <SemanticPresence>

: DERICollab a sioct : ChatChannel ;

sioc:has owner cintizarali@Qcorp .com .
:DERICollabChatSession a siocc: ChatSession ;
sioc:has container :DERICollab;

siocc:has publishing source :intizaraliNotebook
siocc:has nickname 7 ali”

i3
Listing 3. A Sample XSPARQL Update Query
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A User Creates a Chat Group: Consider a scenario where a user creates a
persistent chat room over a specific topic as shown in Listing [Tlin the Section 2l
When an IM client sends a request to create a chat room an XMPP message will
be generated by IM client and sent to the CUP Server. CUP Server will process
the message. The semantic presence component of CUP systems wants to update
the semantic data stored in Virtuoso Server. Listing [3shows an XSPARQL query
that interprets XMPP messages using XQuery and if certain condition is met,
the XSPARQL update query will insert the relevant information into RDF data
store using SPARQL update query.

5 Related Work

Several efforts are made to integrate distributed XML, RDF and RDB data
on the fly. These approaches can be divided into two types, (i) Transformation
Based: Data stored in various format is transformed into one format and can be
queried using a single query language [I1]. The W3C GRDDL working group
addresses the issues of extracting RDF from XML documents. (ii) Query Re-
writing Based: Query languages are used to transform or query data from one
format to another format. SPARQL queries are embedded into XQuery/XSLT to
pose against pure XML data [I3]. XSPARQL was initially designed to integrate
data from XML and RDF and later extended to RDB as well. DeXIN is another
approach to integrate XML, RDF and RDB data on the fly with more focus
on distributed computing of heterogeneous data sources scattered over the Web
[3]. Realising the importance of the updates, the W3C has recommendations for
XQuery and SPARQL updates [I8/12]. In [I5], SPARQL is used to update the
relational data. However, to the best of our knowledge their is no work available
which can provide simultaneous access over the distributed heterogeneous data
source with updates.

6 Conclusion and Future Work

In this paper we have extended XSPARQL to provide the Update Facility which
further strengthens the capabilities of XSPARQL by enabling simultaneous ac-
cess and update of heterogeneous data sources. We have defined syntax and
semantics of XSPARQL Update Facility, which merges update operations of
SQL, XQuery and SPARQL. Using XSPARQL Update Facility user not only
can query, integrate and transform heterogeneous data on the fly, but can also
update the already stored data in the data sets or in-memory data generated
as a result of a query before an update operation. XSPARQL Update Facility
will lead to the wide adoption of XSPARQL in many applications (e.g. simi-
lar to semantic presence in CUP systems) which require integrated access over
distributed heterogeneous data sources with updates.

In the future, we plan to further investigate query optimisation techniques that
would make it possible to evaluate even complex XSPARQL queries in tractable
time, that would make XSPARQL usable for large-scale applications. In this
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paper, we elaborated the practicality of XSPARQL Update Facility using real
world scenario, however in future, we plan to define detailed formal semantics of
the language, evaluation of static and dynamic rules and experimental evaluation
considering various parameters including scalability and query executaon time.
We also plan to extend XSPARQL Update Facility to include Data Definition
Language (DDL) for its subsequent languages.
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