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Preface

China’s BeiDou Navigation Satellite System (BDS) has been independently
developed, which is similar in principle to global positioning system (GPS) and
compatible with other global satellite navigation systems (GNSS). The BeiDou
will provide highly reliable and precise positioning, navigation, and timing (PNT)
services as well as short-message communication for all users under all-weather,
all-time, and worldwide conditions.

Since BeiDou Navigation Satellite System provided the test run services on
December 27, 2011, more than 6 satellites have been successfully launched in 4
times with large improvements in system coverage, constellation robustness and
positioning accuracy. Currently, all in-orbit satellites and ground systems run well,
which meet the design requirements through the testing and evaluation of various
user terminals. After the news conference announced the Full Operational Capa-
bility (FOC) of BeiDou Navigation Satellite System for China and surrounding
area on December 27, 2012, the BeiDou Navigation Satellite System officially
starts to provide continuous passive positioning, navigation and timing services as
well as active positioning, two-way timing and short message communication
services.

China Satellite Navigation Conference (CSNC) is an open platform for
academic exchanges in the field of satellite navigation. It aims to encourage
technological innovation, accelerate GNSS engineering and boost the development
of the satellite navigation industry in China and in the world.

The 4th China Satellite Navigation Conference (CSNC 2013) is held on May
13–17, 2013, Wuhan, China. The theme of CSNC 2013 is BeiDou Application—
Opportunities and Challenges, which covers a wide range of activities, including
technical seminars, academic exchange, forum, exhibition, lectures as well as ION
panel. The main topics are as:

1. BeiDou/GNSS Navigation Applications
2. Satellite Navigation Signal System, Compatibility and Interoperability
3. Precise Orbit Determination and Positioning
4. Atomic Clock Technique and Time–Frequency System

v



5. Satellite Navigation Augmentation and Integrity Monitoring
6. BeiDou/GNSS Test and Assessment Technology
7. BeiDou/GNSS User Terminal Technology
8. Satellite Navigation Models and Methods
9. Integrated Navigation and New Methods

The proceedings have 181 papers in nine topics of the conference, which were
selected through a strict peer-review process from 627 papers presented at CSNC
2013.

We thank the contribution of each author and extend our gratitude to over 100
referees and 36 session chairmen who are listed as members of editorial board. The
assistance of CSNC 2013’s organizing committees and the Springer editorial office
is highly appreciated.

Jiadong Sun
Chair of CSNC 2013
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Chapter 1
Research on the Short-Time Time Series
of CORS Reference Stations

Qianming Wang, Hui Liu, Huchun Ye and Chuang Qian

Abstract CORS system, an very important terrestrial geographic information
collection infrastructure, provides not only services in the field of surveying and
mapping, but also plays an important role in the aspects of earthquake monitoring,
traffic navigation, planning and construction, disaster prevention. After completion
of CORS system, with the inference of the stability of antenna substrate, the real
position of CORS reference station antennas will change tiny in real time. If the
variation trend of the reference station antennas can be grasped, then appropriate
measures can be taken to eliminate or weaken the impact of the reference station
movement, correspondingly, the positioning accuracy will be improved. Especially
in the field of earthquake monitoring and disaster prevention, it is more essential to
monitor the movement of CORS reference stations in short-term or real-time at
high-precision, because the state of CORS reference station are of great impor-
tance to monitoring points. The data in JXCORS net and BERNESE5.0 software
were adopted to probe the stability of CORS reference stations with short-time and
long-distance. The results showed that the variation of plane coordinates in the
adjacent periods was less than 1 cm, and the variation of elevation coordinates was
less than 2.5 cm which are in accordance with the theory; also the variation of
stations had the similarity trend. The data strategies proposed in this paper is
reasonable.

Keywords CORS station � Stability � BERNESE5.0 software � Variation
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1.1 Introduction

After completion of CORS system, with the inference of the stability of antenna
substrate, the real position of CORS reference station antennas will change tiny in
real time. If the variation is rather large which is showed that the stability of the
station is bad, then the station cannot be used to provide service for the user.
Especially in the field of earthquake monitoring and disaster prevention, it is more
essential to monitor the movement of CORS reference stations in short-term or
real-time at high-precision, because the state of CORS reference station are of
great importance to monitoring points. And now many researches concentrate on
study the long-term stability of stations [1–4], while the research of short-term
stability of stations need to be studied further.

Three consecutive days’ data of 9 stations (ANYU FUZH JIAN JIUJ QNAN
QXXX SHIC SRAO WANZ) in JXCORS were used, from 19th April 2012 to 21st
April 2012. The interval of data is 1 s, the receiver is TRIMBLE NETR3 and the
type of antenna is TRM55971.00, also the mean distant between stations is
200 km. The distribution is shown in Fig. 1.1.

RNX2SNX module in high precision data processing software BRNESE5.0 was
applied to process three consecutive days’ observation data of 9 stations in
JXCORS, those data were cut into pieces of two hours. And the initial coordinates

Fig. 1.1 Distribution of 9
stations
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of those stations were very precise. The coordinates of those stations in every
session were obtained in the end.

1.2 Data Processing Method

High precision data processing software BERNESE5.0 was utilized to process
data. It is developed by the Astronomical Institute, University of Bern, and it can
be used to process data of GPS, GLONASS, the mixed data of GPS and
GLONASS, and data of SLR. The version 5.0 is consisted of PPP module,
RNX2SNX module, CLKDET module and BASTST module, in which the coor-
dinate results acquired in PPP module are acted as the initial coordinates in
RNX2SNX module, CLKDET module and BASTST module [5].

1.2.1 Analysis of Data Quality

Data conversion, edit and quality analysis software TEQC was used to analyze the
quality of observation data. The most important information of data quality are
multipath effect index Mp1, Mp2 in L1, L2 carrier and ratio value o/slps of
observation and cycle slips in S file. Usually the CSR value is used to describe the
number of cycle slips and it is described as follows:

CSR ¼ 1; 000= o=slpsð Þ ð1:1Þ

Test results of IGS data quality shows that Mp1, Mp2 and CSR of 2/3 of IGS
stations are less than 0.5, 0.75, 10 respectively.

The statistical results of data analysis are as follows:
What Table 1.1 shows are: data utilization of QNNA and SRAO are less than

90 %; the MP1 of 9 stations are less than 0.5, but the MP1 of WANZ and SRAO
are larger relatively; the MP2 of 9 stations are less than 0.75, but the MP2 of
QNAN, WANZ and SRAO are larger relatively; the CSR of 9 stations are less than
10, but the CSR of WANZ and SRAO are larger relatively, and it shows that cycle
slips of QNAN station are larger.

We can know from the above analysis that data quality of QNAN SRAO and
WANZ stations are poor relatively. When data of one day are cut into pieces with
two hours, data utilization of some sessions of some stations will lower and
multipath effect will be serious, also cycle slips will large, resulting poor result of
data processing.

1 Research on the Short-Time Time Series of CORS Reference Stations 5



1.2.2 Strategy of Data Processing

1. initial benchmark: ANYU, FUZH and SHIC stations are used as fixed stations
because of their better data quality.

BERNESE5.0 software was utilized to process three consecutive days’ data
from 21st April 2011 to 24th April 2011 of above 9 stations. And we can obtain the
coordinates of those stations in the epoch first January 2005 in frame IGS08, and
then we set those coordinates as prior coordinates.

2. the other strategies are listed in the following Table 1.2, [6, 7].

1.2.3 Quality Analysis of Data Processing Results

The main indexes of BERNESE data processing results are [5]:

Table 1.1 The statistics results of station quality analysis

Station DOY Data utilization (%) MP1 (m) MP2 (m) CSR

ANYU 110 97 0.28 0.29 0.23
111 97 0.28 0.28 0.23
112 97 0.29 0.29 0.27

FUZH 110 95 0.27 0.27 0.37
111 95 0.28 0.27 0.05
112 95 0.28 0.27 0.09

JIAN 110 95 0.3 0.28 0.63
111 95 0.29 0.26 0.03
112 95 0.34 0.32 0.65

JIUJ 110 99 0.28 0.28 0.1
111 99 0.28 0.28 0.01
112 99 0.28 0.28 0.2

QNAN 110 87 0.29 0.34 2.1
111 86 0.29 0.33 2.06
112 86 0.3 0.34 2.14

QXXX 110 99 0.32 0.32 0.59
111 99 0.31 0.31 0.02
112 99 0.31 0.31 0.23

SHIC 110 99 0.28 0.27 0.21
111 99 0.28 0.26 0.13
112 99 0.28 0.27 0.76

SRAO 110 88 0.35 0.36 0.48
111 78 0.37 0.35 0.27
112 85 0.37 0.36 0.56

WANZ 110 95 0.44 0.49 0.83
111 94 0.39 0.36 0.18
112 95 0.38 0.35 0.58
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1. the value of Normalized Root Mean Square (NRMS): It is described as the
degree of the baseline values deviate from the weighted average in single
session. Generally, the larger of NRMS value, the lower precision of baseline
and cycle slips may be repaired uncompleted.

Table 1.3 shows that variation of NRMS is slight, the maximum is 2.06 mm,
and the minimum is 1.67 mm and the average value is 1.84 mm. It indicates that
the overall stability of BERNESE results is good and it is in accordance with
quality requirements of highly data processing.

2. repeatability of coordinates

It is an assessment index of coordinate calculation results. The repeatability
results are originated from the coordinates which calculated by the ADDNEQ2
module.

Table 1.4 describes that the repeatability value of ANYU, FUZH, JIAN, JIUJ,
QXXX and SHIC stations are in millimeter level, and the repeatability value of
other three stations are larger relatively because of their poor data quality.

Table 1.2 Calculation strategy of 9 stations

Strategy Illustration

Linear combination of observations Ionosphere-free combination L3
Baseline resolving type BASELINE
Baseline selection strategy OBS-MAX
Ambiguity resolving strategy QIF
Satellite orbit IGS precise ephemeris
Reference frame IGS08
Reference epoch 12:00 clock everyday
Troposphere parameter estimation Piecewise linearity, interval 30 min
Troposphere modified model Saastamoinen
Antenna phase position center Absolute

Table 1.3 NRMS value of every session (unit: mm)

DOY 0–2 2–4 4–6 6–8 8–10 10–12 12–14 14–16 16–18 18–20 20–22 22–24

NRMS 110 1.73 1.78 1.78 1.81 1.94 1.97 1.72 1.82 1.72 1.81 1.76 1.86
111 1.92 1.93 1.89 1.88 2.06 1.93 1.93 1.9 1.81 1.92 1.83 1.85
112 1.86 1.79 1.86 1.86 2.04 1.95 1.8 1.88 1.67 1.78 1.67 1.72
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1.3 Analysis of Results

1.3.1 Comparison Results of Coordinate Variation

The Cartesian coordinates of stations in frame IGS08 were obtained according to
the strategies above, and then we converted those coordinates to the plane coor-
dinates. The coordinates variation of those stations in the adjacent sessions are
described in Figs. 1.2, 1.3 and 1.4.

Figures 1.2, 1.3 and 1.4 reveal that x and y coordinate variation of stations in
the adjacent sessions are mostly less than 1 cm and h coordinate variation of
stations are less than 2.5 cm except QNAN SRAO and WANZ stations. The
variation in the adjacent sessions is small which complies with the changing nature
of stations, and it may be caused by temperature, environment, data quality and
other factors. We know from the above analysis of data quality that data utilization
of WANZ SRAO and QNAN stations are lower and the multipath effect of those

Table 1.4 Repeatability results of stations (unit: m)

Station Coordinate DOY = 110 DOY = 111 DOY = 112

ANYU X 0.0038 0.0046 0.0044
Y 0.0045 0.0041 0.0052
Z 0.005 0.0062 0.0051

FUZH X 0.0047 0.0076 0.0067
Y 0.0085 0.0088 0.0089
Z 0.0076 0.0061 0.0064

JIAN X 0.0072 0.0067 0.0058
Y 0.0096 0.0085 0.0089
Z 0.0072 0.0073 0.0074

JIUJ X 0.0083 0.005 0.0058
Y 0.0085 0.0088 0.0083
Z 0.0077 0.0074 0.0054

QNAN X 0.0136 0.0174 0.0133
Y 0.0125 0.0181 0.0169
Z 0.0116 0.0065 0.0129

QXXX X 0.0065 0.007 0.005
Y 0.0074 0.0054 0.0083
Z 0.0072 0.0053 0.0072

SHIC X 0.049 0.0067 0.0036
Y 0.053 0.0058 0.0042
Z 0.035 0.007 0.0034

SRAO X 0.0311 0.031 0.0225
Y 0.0382 0.0275 0.0324
Z 0.0188 0.0133 0.012

WANZ X 0.0313 0.0392 0.0368
Y 0.0335 0.0315 0.0323
Z 0.0365 0.0409 0.0389
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three stations are serious, and also cycle slips are larger which can lead to get the
poor results of those stations and larger coordinate variation in the adjacent
sessions.

From the above figures we also know that changing amplitude in elevation is
larger than that in plane, and it indicates that measuring precision in elevation is
lower than that in plane.

Fig. 1.2 x coordinate variation of stations in the adjacent sessions

Fig. 1.3 y coordinate variation of stations in the adjacent sessions

1 Research on the Short-Time Time Series of CORS Reference Stations 9



Fig. 1.4 h coordinate variation of stations in the adjacent sessions

Fig. 1.5 Coordinate variation of ANYU station in consecutive days
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1.3.2 Analysis of Coordinate Variation Consistency
of Stations

We select the coordinates of ANYU, JIAN and WANZ stations to analyze. The
following figures are the coordinate trends of these stations in consecutive days.

From Figs. 1.5, 1.6 and 1.7 we know that coordinate variation of ANYU JIAN
and WANZ stations everyday has similar trends. For WANZ station, the trend is
similar even though the date quality is poor and the variation value is larger
relatively. The variation trends everyday of stations are not exactly the same due to
the different environment around the station.

the location of CORS system,an very important terrestrial geographic infor-
mation collection infrastructure, should be abided by the following principals [8]:
(1) the distant between stations and features which is easy to produce multipath
effect should be over 200 m; (2) there should have satellites of which the elevation
angle is over 10 degrees; (3) the distant away from electromagnetic interference
area and lighting area should be over 200 m; (4) the stations should be away from
the shock area; (5) stations should be away from unstable area. From these con-
ditions, we can conclude that the factors which affect the stability of CORS sta-
tions is mainly the variation of temperature. However, the trend of temperature

Fig. 1.6 Coordinate variation of JIAN station in consecutive days
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variation in the same area is similarly normally (especially in the case of weather
change suddenly), that is the temperature in the morning and evening is rather
lower while the temperature in the noon is rather higher. So the fact that the
variation of CORS stations everyday is conformity is abided by the theory.

1.4 Conclusions

Through the analysis of three days’ data of 9 stations in JXCORS net, the fol-
lowing conclusions are drawn:

1. precise coordinates of stations can be obtained in case fixing stations in the net
instead of IGS stations, using precise initial coordinates and processing
observation data of short time through RNX2SNX module in BEERNESE5.0
software. What’s more, the variation in the adjacent sessions is in accordance
with the theoretical.

2. the trends of stations everyday are similar. Even though the data quality is poor
and the variation value is significant.

Fig. 1.7 Coordinate variation of WANZ station in consecutive days
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This article has some points for improvement:

1. Some additional circumstantial information, such as whether the effect of
multipath and receiver regularly identified should be considered.

2. On studying CORS stations coordinate time series regularity, it is recom-
mended to increase the analysis for antenna piers’ change with the local time
and information about pier foundation materials analysis.
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Chapter 2
Study on the Earth’s Volume Change
by Using Space Observed Technology

Xinhui Zhu, Fuping Sun and Ren Wang

Abstract Although plate tectonics already being the studying basis and
mainstream of global tectonics nowadays, theories of expanding or compressing
about the Earth have not been ceased in deed, which were still the main objects of
investigating and searching proofs for many geoscientists. In the research of plate
tectonics, a basic hypothesis which has been used until now is that the solid Earth’s
volume (or radius) keeps unchanging because the lithosphere’s expanding and
compressing could be compensated mutually. Whether and in which time scale
these hypothesizes is correct or not, that has not been proved rigorously. Along
with the development of space techniques and improvement of geodetic precision,
it is possible to detect and resolve above problems in the help of more and higher
precision observations and stations distributing globally. The earth’s unsymmet-
rical phenomenon and the doctrine of its expansion and compression was dis-
cussed and expounded. After a detailed analysis of the status of global change
phenomena research, one data processing method by unifying the global vertical
velocity to the optimal global crustal vertical motion reference datum was put
forward. Then the solid earth’s volume and radius change were detected by using
Delaunay arithmetic and plate motion model interpolation method. The result
shows that the earth volume’s change rate is (-0.0379 ± 0.0902) 9 103km3/a,
which is similar to (-0.1 ± 0.2) mm/a after being converted to the change of the
earth’s radius, and is close to the result (near to -0.24 mm/a) by using global
observed station’s radial velocity. The conclusion is that the radius of the earth
cannot be considered changed in the range of one time mean error, which is
corresponded to the results of others by using space observed data and physical
geography information.
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triangle gridding � Reference datum of global vertical crustal motion

X. Zhu (&) � F. Sun � R. Wang
Navigation and Aerospace Engineering Institute, Information and Engineering University,
Longhai Middle Road No 66, Zhengzhou 450052, China
e-mail: 13673360571@126.com

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 243,
DOI: 10.1007/978-3-642-37398-5_2, � Springer-Verlag Berlin Heidelberg 2013

15



2.1 Introduction

The shape of the Earth and its changes are still ancient pending scientific issues,
not only lively discussion by many domestic and foreign scholars and Earth sci-
ence enthusiasts, but also good for geophysical mechanism for analysis and
detection, use of space observation technology experimental verification, given
different results and conclusions.

As early as in the mid-90s of the last century, domestic scholars in China have
carried out the first research based on space geodetic measured global tectonic
changes, Sun [1, 2] qualitatively validated unsymmetrical global detection of north
hemisphere expending and south hemisphere shortening by using North and South
mid-latitude belts changing rate observed by VLBI and SLR respectively; while its
quantitive results were also gotten by those of the integration of GPS, VLBI and
SLR stations geodesic variation rate and station speed measurement in Sun et al.
[3], which pointed out that the northern hemisphere latitudes compressed change
in magnitude of around 8–10 mm/a, the southern hemisphere middle-latitude belt
expansion change about 12–14 mm/a. Subsequently, Ma [4, 5], Huang [6], Jin [7],
Sun [8] equality using tectonics and space geodetic data confirms the earth exists
south up north shrinkage asymmetric global tectonic change. Sun et al. [9, 10] used
the geodetic data updated to 2003 from more than 700 stations all over the world to
detect the changing of the solid earth’s volume and radius, pointed out that the
earth may be in a state of compression which means a 3–4 mm decrease of radius
per year, while Shen et al. [11–13] showed that the earth may be expanding at the
same time. There is nothing strange about this; a study made by some overseas
researchers in 2007 came up the different result either. Russian scientists’ study
based on SLR [14] showed that the radius of earth is increasing in 1 mm per year;
while German scientists [15] used VLBI find out that the radius of earth is
decreasing in 0.5 mm/a. Wu et al. [16] made full use of the accurate station
position and velocity fields under ITRF2008 frame, combined with gravity data
from Gravity Recovery and Climate Experiment (GRACE) and Linear changing
data from two Ocean Bottom Pressure (OBP) models, researched the movement of
the origin of ITRF2008 frame and the changing of the earth radius, the result
shown that the earth radius is changing in 0.1 ± 0.2 mm/a, which means the radius
of the earth cannot be considered changed in the range of one time mean error.

Why could this situation happen? According to our analysis, there maybe have
several aspects of reasons, as the followings: (1) Precision of geodetic data. As
everybody knows, the precision of crustal movement that space geodesy techniques
surveyed is closely related to terms that stations survey continuously, the longer the
surveying time, the higher the accuracy of data. Generally speaking, data used of
above research results were almost surveyed to 2003 or 2004, the precision of crustal
movement is superior to 1–2 mm/a barely. (2) Numbers and distribution of stations.
In early days, the high-quality stations were less, the stations of VLBI and SLR only
has a few, and is distributed unevenly; In southern hemisphere, there has a few
stations, in northern hemisphere, there has none. Taking a consideration of influence

16 X. Zhu et al.



of ocean, the problem of stations of the numbers and distribution, there could have
great influence on test result. (3) Data preprocessing. Between different technolo-
gies, different batches of solving velocity field of crustal movement, there usually
have systemic bias as a result of the different of vertical crustal movement reference;
these deviations would usually be ignored. Specifically, vertical crustal movement
reference datum’s bias will have an influence on the estimation result of the earth
volume change directly. (4) Detection method. Because different researchers adopt
different detection method, there will have biased estimate. (5) The earth volume
almost doesn’t change, theoretical result is near zero, and then, estimation result will
have positive and negative.

To sum up, We believe that (1) the earth’s south up north shrinkage asymmetric
global geodetic changes have been confirmed by tectonics and space geodetic
results; (2) the earth volume is compressed, expansion, or unchanged, has not yet
been confirmed, the causes has been analyzed at the head, this problem is still
necessary to further study; (3) To determine the earth’s shape, size and its change
is the basic task of geodesy, with stations increases and the improvement of
observation precision, Global tectonic change research which is based on the
spatial geodetic data is becoming research frontier and hot point in the field of
domestic and international. Consequently, a high accuracy of geocentric coordi-
nates global crustal motion velocity field would be built by using the data of the
latest global ITRF2008 international terrestrial reference frame, whose station
accuracy is better than 0.3 mm/a, datum reference is completely unified, and
which was used to study on global tectonic change phenomenon, such as the
compression or expansion of the solid earth, asymmetry between the southern and
northern hemispheres structure change and so on and give quantitative estimation,
according to global data to discuss the possible mechanisms about these global
tectonic change.

2.2 Data-Processing

The data comes from ITRF2008. Because most DORIS stations of geocentric
coordinate velocity precision is under 0.3 mm/a, we only use GPS, VLBI and SLR
data sequence in ITRF2008. In order to build a global relatively uniform distri-
bution, precision is better than 0.3 mm/a, a completely unified global reference of
high accuracy of geocentric coordinates global crustal motion velocity field, we
need to do some data processing work.

First of all, some stations that geocentric coordinate velocity error more than
0.3 mm per year should be eliminated in order to ensure the accuracy of data
calculation.

Secondly, systematic bias solved by using different techniques between the co-
location station and the common station velocity field, should be using to unify
those three kinematics technique data reference. Among them, the vertical
direction reference datum, presented by Zhu [17] determined global vertical crust
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movement reference, the geocentric coordinate velocity field is converted to a site-
centric coordinate velocity field, and GPS and VLBI vertical velocity are con-
verted to a unified global vertical crustal movement reference.

Finally, these 3 kinds’ data would be used synthetically. To the different
technology between the co-location stations, you can choose the station coordinate
and velocity which keep the highest accuracy.

After above three steps of data pretreatment, 337 effective stations were choose
whose precision is better than 0.3 mm/a, and reference datum completely unified
of global crustal motion velocity field of geocentric coordinates, the distribution of
stations such as shown in Fig. 2.1.

2.3 Detection Method

Inscribed polyhedron can always be formed with N (number) points for vertex that
distributed in a sphere. As long as these vertex coordinates are defined, the
polyhedron volume can be calculated. If the vertex coordinates changed, the
polyhedral volume has always been changed. Based on this idea, we adopt three
stations (assuming called A and B, C station) on the earth’s surface with the
Earth’s core to constitute a tetrahedron O-ABC, as shown in Fig. 2.2, with a series
sum of tetrahedral volume to approximate the total volume of the earth. Then the
earth’s surface shall surrounded by a series of triangle mesh, the triangular grid
should be satisfied with neither overlap nor no crack condition [9, 10].

Every tetrahedron’s volume can be obtained as sixth of mix product of those
three independent vectors by using analytic geometry knowledge [6, 7, 12]. The
tetrahedron is shown in Fig. 2.2, where point A, B and C are three peaks of
spherical triangle, namely three stations distributed in the earth’s surface. Sup-
posed rA, rB, rC as three station’s position vector respectively, so tetrahedron O-
ABC volume can be obtained by formula (2.1):

V ¼ 1
6

rA � rB � rCð Þ ð2:1Þ

)/

/

(

Fig. 2.1 Distribution of sites
in ITRF2008 after pre-
processing
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The change of volume can also be gotten by differential of time t as both sides of
above formula. Polyhedron volume changes can be quite well reflecting part of the
earth’s volume change of different area [6].

Based on the coordinates, velocities and their error estimations of GPS and
VLBI stations in 2003, using Delaunay arithmetic forming series of triangles to
approach the surface of the Earth, the Earth’s area, volume and their changes were
studied [9, 10]. That’s to say, the solid Earth’s volume change can be acquired
from Delaunay algorithm to make all global station form a continuous Delaunay
triangulation grids, where all triangles of the grid with the earth’s core constitute a
geometric polyhedron, whose change of all geometry polyhedral can be calculated
by all station’s geocentric coordinate velocity. And the accumulation is the solid
earth volume change which can be regarded as the change of solid earth’s radius
change. The idiographic methods are shown in reference [9, 10].

For the quantitative estimation of earth’s radius change, this paper proposes the
following method. First we are going to build High precision geocentric coordi-
nates and speed fields, and convert it into topocentric coordinate velocity field,
then make all station’s radial velocity unified to the global vertical crustal motion’s
reference datum [17], finally make all the station’s vertical velocity after unified to
a weighted average, the earth radius change rate can be obtained.

In order to be able to use Delaunay algorithm to realize triangular mesh change,
it is necessary to project all stations into one plane. If the equator as the boundary,
then the earth is divided into north and south hemisphere; if the longitude line of
0–180� is taken as the boundary, the earth is divided into East and West hemi-
sphere; if the longitude line of 90–270� as the boundary, the earth is divided into
Pacific and Atlantic hemisphere (which include the Pacific Ocean and Atlantic
Ocean respectively) [9, 10]. Here we only take the most representative of the north
and south hemispheres as an example, to analyze the solid earth’s asymmetrical
detected change. Then the volume change of north and south hemisphere would be
calculated respectively, and which characteristics of asymmetrical change could
also be analyzed.

Fig. 2.2 Sketch map of
tetrahedron from 3-sites and
the earth’s core
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By measuring technique, measurement instrument and other objective factors
limit, and few observed stations in some parts of the region, global stations were
distributed unevenly, which can also be seen from Fig. 2.1. According to the
vertical projection way, if hemisphere is regular, the graphics that projected to one
plane should be close to an ellipse. That is to say, if station’s distributed density
around the equator are enough, the graphics that projection to the equatorial plane
also ought to be an elliptic [6], while the actual observed station can’t meet this
condition, so the calculation on the area that there is few station should be for
interpolation processing, increase of virtual stations, and calculates the movement
rate of these new stations.

For the interpolation principle of interpolation points, scholars have done some
research, summarizes several interpolation methods. A kind of method is: if in a
Delaunay triangle meet any two vertex to sphere core have open angle is greater
than 5�, then it can be taken its geometric center of this Delaunay triangle as the
interpolation point. After interpolation, the original Delaunay triangle will be
divided into three Delaunay triangles, and so on, until every Delaunay triangle to
sphere core of opening angle is no more than 5� [12]. After inspection by a lot of
data, this method had been detected that the interpolation effect of parts of the
southern hemisphere is not ideal, its effect is bad is likely to be due to the influence
of long and narrow triangles. Now improve the method further, and made some
adjustments to the restrictions, that’s to make the original angle to be greater than
5� to exchange the three angles that greater than 30�. This restriction conditions
may be too strict to lead to the interpolation effect is not very ideal. If taking each
Delaunay triangular surface area as a basis for judgment, we arrange the existing
Delaunay triangular surface area by area values in descending order, and choose a
standard area values as needing to interpolation control range. Thereby controlling
the insertion point in the number and approximate position, such adjustments can
make the global distribution of stations seem relatively uniform, and here we adopt
this method. After interpolation, the stations distributions are shown in Fig. 2.3.

The interpolation theory has been explained in reference [9, 10] more detail,
which applying interpolation to the stable plates, it doesn’t affect the plate’s
motion trend after interpolations. Thus, according to stable plates Euler vector of
plate motion model ITRF2008VEL in reference Zhu [17] and formula (2.2), we
can solve the interpolation points movement rate, thereby solving the whole earth
volume and its change.
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2.4 Results and Discussions

After interpolations of the original 337 stations, a total of 450 groups of station
data were received, which includes 155 of southern hemisphere and 295 of
northern hemisphere respectively. There were formed 812 Delaunay triangles by
using after interpolated data, wherein 257 of southern hemisphere and 555 of
Northern Hemisphere respectively. The interpolation effects are shown as below
(Figs. 2.4, 2.5, 2.6).

The results of two methods in reference [9, 10] and [6, 12] respectively were
similar, which showing those two methods have no big difference theoretically.
The results are shown in Table 2.1.

From the results in Table 2.1, we can include that the Earth is in asymmetrical
change detected by ITRF2008 data, the north hemisphere is compressing and the
south expending, which is in consistent with reference [2, 3, 6, 8–10] and Shen
[12], that’s to say, the Earth is still in south up north shrinkage asymmetrical
change, this point has been verified by space observed data.

If the earth is taken as a regular sphere, the earth radius is 6366.740 km, the
earth’s total volume is V0 = 4pR3/3 = 1.01 9 1012km3, if the radius of the earth
changes in 1 mm, earth volume change rate is dV = 0.510 9 103km3/a. The
calculation results detected by observed data show the earth volume change rate
was (-0.0379 ± 0.0902) 9 103km3/a, converted to the Earth radius change
approximate to (-0.1 ± 0.2) mm/a, the conclusion is similar to reference [16],
i.e., the radius of the earth cannot be considered changed in the range of one time
mean error.

For the quantitative estimation of the Earth radius change, here we take
observed site’s velocity as base. Viz. building high accuracy geocentric coordi-
nates and speed fields, converting into topocentric coordinate velocity field, and
then make all station’s radial velocity unified to the global vertical crustal motion’s
reference datum [17], finally make all the station’s vertical velocity after unified to
a weighted average, the earth radius change rate could be approximate to -

0.24 mm/a, which was corresponding to above results.

)/

/

(

Fig. 2.3 Distribution of
global sites after interpolation
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Fig. 2.4 Distribution of delaunay triangle in north-hemisphere before (a) and after
(b) interpolation

Fig. 2.5 Distribution of delaunay triangle in south-hemisphere before (a) and after
(b) interpolation

Fig. 2.6 Distribution of delaunay triangle in the earth before (a) and after (b) interpolation
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2.5 Conclusions

Compared above results detected by space observed techniques with such refer-
ence [6, 9, 10] and Shen [12], there were three points cannot but put forward.

Firstly, it is the problem of data precision. Here, we all chose the observed data
that its geocentric coordinate is excelled 0.3 mm/a, while in reference [9, 10],
which is under 5 mm/a, obviously higher quality data is better to reflect the results
reliability.

Secondly, in data preprocessing, we unified all stations vertical velocity to the
global vertical crustal motion reference datum, which is not appeared or discussed
in current kindred references. For the necessary of unifying the vertical datum, Zhu
[17] had been discussed and explained, so we have reason to believe that unifying
vertical velocity is necessary, as well as providing the reliable basis of the main
results of this paper. At the same time, the results here are similar to Wu et al. [16]
which both using space observation data and geophysical information, which
shown that it’s reliability and dependability to estimate the Earth’s change trend
here.

Thirdly, this paper used ITRF2008 data to detect that the earth is still in south
up north shrinkage asymmetric change, which is corresponding to the author’s
before work and the related literature, that’s shown that the earth changes have
been confirmed by space observations. In addition, because of emphasizing data’s
high precision and high quality, it is inevitable to delete more stations in the data
pretreatment; while the distribution of global station is essentially uneven, some
marine station is few and quality is not high, so we adopted reference Zhu [9],
proposed the method of plate motion model interpolation The stable plate were
interpolated, and the interpolation principle and conditions also made some
modified and improved, the interpolation effect could even more improve global
station distribution, and interpolated station does not affect the whole plate motion
trend, and then the Earth change would not be affected.

In short, for the precise estimation of global change phenomena, it will depend
on the higher quality data, more uniform distribution of stations and more reliable
estimated method. With the rapid development of space technology and the pro-
gress of science, we have the reason to believe that those can be achieved.

Acknowledgments This work is supported by project of National Natural Science Foundation of
China (41074011).

Table 2.1 The Earth volume and its changing rates

Title Volume [1012km3] Changing rate
[km3�a-1]

Error
[km3�a-1]

Stations
number

Delaunay
triangles number

North 0.4206 -1.3724 0.0851 295 555
South 0.4147 1.3345 0.0299 155 257
Global (NS) 0.8353 -0.0379 0.0902 450 812
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Chapter 3
Satellite Clock Bias Estimation Based
on Backward Filtering

Li Li, Sichun Long, Haojun Li and Liya Zhang

Abstract A new method was presented for estimating GPS satellite clock biases
(SCB) based on a backward filter. It can improve the estimated SCBs precision,
when the initial phase ambiguity is not converged. This method overcomes the
disadvantage that the ambiguity parameters of conventional Kalman filter does not
converge. It is simple and easy to be implemented. The experimental results show
that the same positioning accuracy as using the final IGS SCBs can be obtained,
when the estimated SCBs are used.

Keywords Satellite clock biases (SCB) � Kalman filter � Backward filter � Precise
point positioning

3.1 Introduction

Presently, the main estimation methods for the GPS undifferenced data include
least square [1–4], Kalman filtering [5] and square-root information filtering [6]. In
Post-processing of satellite clock biases (SCB), the least squares and Kalman
filtering can be used [7]. In real-time processing, the Kalman filtering and square-
root information filtering can be used [8].
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Kalman filtering is a recursive parameter estimation method, the principle is
simple, and easy to implement. But, it requires a certain amount of time to con-
verge, when the phase observation is used processed [9]. Before ambiguity con-
vergence, the accuracy of estimated SCBs is not high. When the estimated SCBs
are used in PPP, the positioning accuracy and the convergence time will be
affected. In this contribution, a new approach based backward filtering is pre-
sented. It can smooth the forward estimated SCBs. To evaluate the new method,
the PPP is performed using the estimated SCBS. The positioning accuracy and
convergence time Of PPP was studied and analyzed.

3.2 Forward and Backward Filtering and Its
Smooth Process

3.2.1 Conventional Kalman Filtering

Kalman filtering is a recursive parameter estimation method [10, 11], its state and
measurement equations are:

xk ¼Axk�1 þ wk�1; wk�1�Nð0;Qk�1Þ
zk ¼Hxk þ vk; vk �Nð0;RkÞ

(
ð3:1Þ

where, xk is the state vector at tk; A is the state transition matrix; wk�1 is the process
error vector with Gaussian white noise, Qk�1 is the process noise covariance; zk is
observation vector at tk; H is design matrix (also known as observation matrix); vk

is observation error vector with Gaussian white, Rk is the observation noise
covariance. The Fig. 3.1 is the kalman filtering recursive process.

In Fig. 3.1, x̂k�1, Pk�1 are the state estimated value and its covariance matrix at
tk�1 respectively; x̂�k , P�k are the predicted state vector and its covariance matrix
respectively; Kk is the gain matrix; x̂k, Pk are the state estimated value and its
covariance matrix at tk respectively.

3.2.2 Backward/Smoother

Kalman filter is a recursive procedure. When the undifferenced observation is used
to estimate the SCBs based on Kalman filter, the presence of the carrier ambiguity
is bound to require a certain time to converge so that the estimated accuracy of
initial SCBs is not high. Given this, the paper will use backward filtering to smooth
SCB. Its estimation process will filter with opposite direction. After forward fil-
tering has finished, its final result was the initial information of the backward
filtering and it is the precise priori information. After the end of backward filtering,

26 L. Li et al.



the smoothing value can be obtained based on the values of forward and backward
filtering, the smoothing formula is [12, 13]:

�xk ¼ Pk þ Pb
k

� ��1
Pk x̂k þ Pb

k x̂b
k

� �
ð3:2Þ

where, �xk is the smoothing value at tk; x̂k is the forward value; x̂b
k is the backward

value; Pk and Pb
k are the covariance of forward and backward filtering value,

respectively. There are three steps to obtain smoothing estimated SCBs. Firstly,
filtering from the first observation epoch until the end of the last epoch, which can
be called forward filtering; Secondly, making the last updated parameter estimates
and their variance of forward filter as the initial information of the backward
filtering, filtering from the last epoch to the first epoch, which is called as backward
filtering; Lastly, the smoothing values can be gotten based on the formula (3.2).

     Initial Values:  ,

Time Update (Predict)

(1) Predicted State Vector

(2)Predicted State Vector Covariace

Measurement Update (Correct)

(1) Gain Matrix

(2) New State Estimates

(3) New State Estimates Covariance
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)

Fig. 3.1 Flow chart of Kalman filter estimator
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3.3 SCB Estimation with Backward Filtering

3.3.1 SCB Estimation Theory

Generally, the undifferenced ionosphere-free combination observation is used to
estimated SCBs. The ionosphere-free combination observation equation is written
as following [3, 14].

PIF ¼ cðdt � dTÞ þ DT þ dmult=PðL1þL2Þ þ eðPðL1þ L2ÞÞ ð3:3Þ

UIF ¼ cðdt � dTÞ þ DT þ kN
0 þ dmult=UðL1þL2Þ þ eðUðL1þ L2ÞÞ ð3:4Þ

where, PIF , UIF are the pseudorange and phase combination observation(m); c is
light speed(m/s); dt is SCB(s); dT is receiver clock biases(s); DT is the tropo-
spheric delay with horizontal gradients(m); k is the wave length of ionosphere-free
combination observation(m); N

0
is the float ambiguities of ionosphere-free com-

bination observation(circle); dmult=PðL1þL2Þ is the multipath effect of pseudorange
observation(m); dmult=UðL1þL2Þ is the multipath effect of carrier phase observa-
tion(m); e �ð Þ is measurement noise(m).

Figure 3.2 is the flow chart of SCB estimation. It includes observation data
preprocessing, SCB estimation based on the reference stations data and IGU orbit
data, and provide SCBs to the users. In data processing, corrections include rel-
ativistic effects, phase wind-up, the phase center biases and variations of the the
satellite and the receiver, earth tides, ocean tides, polar motion and nutation [3].
Epoch-by-epoch Kalman filter was used to estimate the unknown parameters
satellites clock parameters (clock biases dt and clock drifts d_t), the receiver clock
biases (dT), zenith total delay (ZTD), tropospheric gradient ðGN ;GEÞ and iono-
sphere-free combination float ambiguities (N

0
). The phase observation noise was

set to 0.01 m, the estimation method of filter state vector, priori standard deviation
and process noise was set as Table 3.1.

Observation 
Data

Navigation 
Data

Data 
Preprocessing

Station Data
IGU DataSatellite Clock 

Bias Estimation
Precise Point 
Positioning

Receiver Data

Correction 
Models

Satellite Clock Bias 

Fig. 3.2 Flow chart of satellite clock bias estimation
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In applications, all the relative SCBs should be precise determined in advance,
rather than to determine the absolute SCBs. Although the relative SCBs have some
biases, their affects to the positioning accurancy is negligible as long as they are a
certain constants in time series. Therefore, the satellite and receiver clock biases
mentioned below are relative SCBs relative to a reference station clock.

3.3.2 Smooth Processing Method Based
on Backward Filtering

Figure 3.3 is the flow chart of smoothing SCBs with backward filter. 1-pass, 2-pass
and 3-pass are the forward, backward and smoothed SCBs, respectively. Firstly,
the forward filter start from the first epoch until the last epoch, and the state values
and their variances of each epoch are saved. The 1-pass precise SCBs are obtained.
Secondly, we let the state value and its variance of last epoch of forward filtering
as the initial information of backward filtering, and begin to rollback processing
until the first epoch. The state values and their variances of each epoch are saved
too. The 2-pass precise SCBs are obtained. Finally, the 3-pass smoothed SCBs are
obtained based on the each epoch state values and their variances of forward and

Table 3.1 Settings for a priori standard deviation and process noise

Estimated parameters Priori standard deviation Process noise Estimation strategy

Satellite clock bias 1e+1 m 1e-1 m White noise
Satellite clock drift 1e-2 m/s 1e-5 m/s White noise
Receiver clock bias 1e+1 m 1e-1 m White noise
Tropospheric delay 5e-1 m 1e-5 m Random walk
Horizontal gradients 1e-3 m 1e-5 m Random walk
Phase ambiguity 1e-1 m 1e-5 m –
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backward filtering. According to the actual needs, the 1-pass, 2-pass and 3-pass
SCBs can be outputted. For instance, real PPP can use 1-pass real-time SCBs, and
post-PPP (or quasi real-time) can use 2-pass or 3-pass smoothed SCBs.

3.4 SCB Estimation and Its Application in PPP

3.4.1 SCB Estimation

The 24-h data from 22 IGS stations is used to estimate the SCBs based on a Matlab
routine (see Fig. 3.4). The data sample interval is 30 s. The clock of AMC2 is
select as reference clock. Cutting angle is 10�.

Table 3.2 is the experimental statistical result about estimated pricision (ns) and
costing time (m/s). The RMS of the difference between estimated SCBs and IGS
final product is computed. The costing time includes the times of data prepro-
cessing and SCB’s estimation. The precisions of 2-pas and 3-pass SCBs are all
better than 1-pass SCBs. Its precision improved about 10 % from 24 h observation
data. As to costing time, 2-pass and 3-pass are almost double and triple to 1-pass.
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Fig. 3.4 Distribution map of selected IGS reference stations

Table 3.2 Costing time and precision statistical table

Process method Precision(ns) Costing Time (m/s)

1-pass 0.29 12 m 31 s
2-pass 0.26 22 m 37 s
3-pass 0.25 34 m 06 s
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Therefore, considering the precision and costing time, 2-pass is the best and can be
used preferentially.

Figure 3.5 is the biases of SCBs of 1-pass, 2-pass and 3-pass compared to the
IGS final product (PRN14). In the 10 min of initial forward filter, the estimated
precision of 1-pass SCBs is poor, but its precision increases and converges to
0.2 ns along with the observation data gradually. The variation trend of 2-pass and
3-pass estimated SCBs are almost same and stable.

3.4.2 The PPP Positioning with Estimated SCBs

Based on the 1-pass, 2-pass and 3-pass SCBs, the static PPP is performance. The
estimated results are compared with the known coordinates. The positioning
precision and converge time were analyzed.

Figure 3.6 show the convergence procedure in up direction, when the estimated
SCBs are used. It can be seen that the 2-pass and 3-pass SCBs are almost same to
the IGS final product. All results can reach to 0.1 m, when less than an hour data is
processed. However, the convergence time based on the 1-pass SCBs is signifi-
cantly greater than the IGS SCBs. This is because the precision of 1-pass SCBs in
its initial phase is poor, resulting in the poor PPP accuracy in this phase. It will
need longer time to converge to 0.1 m. But, with the accurate determination of
ambiguity and better SCBs subsequently, the PPP positioning results will gradu-
ally converge at last. It is thus clear that the smoothed SCBs with backward filter
are better than the 1-pass SCBs, which is more conducive to improve the PPP
convergence rate.
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3.5 Conclusions

A new method for estimating SCBs smoothed with backward filter was proposed
in the paper. The test shows that the backward filter is simple and effective, which
overcome the drawback of poor precision of estimated SCBs before ambiguity
convergence. The 2-pass and 3-pass SCBs are all better than 1-pass, their esti-
mated precision increased about 10 % than 1-pass. The performance of PPP shows
that the PPP precision and convergence time are almost same, when the 2-pass and
3-pass SCBs are used. Their results are better than 1-pass. The poor estimated
precision of 1-pass SCBs in its initial phase is one of the main reasons of poor PPP
and slow convergence.

Backward filter not only can be used to estimate SCBs, but also to PPP. In static
PPP, the high precision positioning results can be obtained with ordinary filter.
But, as to post dynamic PPP, the backward filter can smooth and get more accurate
positioning results in its initial phase where the ambiguity has not converged yet.
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Chapter 4
Performance Analysis of Interference
Localization Based on Doppler Frequency
Shift of a Single Satellite

Anfei Liu, Liang Yuan, Jun Wang and Ting Zhang

Abstract Two interference localization methods for a single satellite based on
Doppler frequency are introduced in this paper, with the relationship between the
localization error, frequency measurement accuracy and ephemeris accuracy
derived. By using ephemeris data of synchronous orbit satellites, the interference
localization performance is analyzed in detail, resulting in the quantitative esti-
mation about the influence on positioning of each factor. According to the results,
the target references of all factors are presented to achieve hundred-kilometer-
level positioning error, as well as some considerations in implementation.

Keywords Doppler frequency � GEO satellite � IGEO satellite � Interference
localization

4.1 Introduction

With the rapid development of satellite communication, the interference on ground
becomes a threat to the normal operation of the satellite communication system,
which makes the interference source localization necessary. Although the most
effective method used commonly is the geolocation method using TDOA &
FDOA, the requirements in the localization operation limits its application. If the
interference can be detected only in the signal transmitted by the interfered
satellite, and there is no partner satellite with the same polarization mode, it is
difficult to use this method for interference source localization. At present, the
synchronous orbit satellite is the most commonly type used in satellite commu-
nication system, whose larger height (about 36,000 km) and severe running
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environment make the study on the corresponding interference localization tech-
nology very necessary.

Interference localization technology based on the Doppler frequency shift [1, 2]
is an effective solution for interference localization aiming to a single satellite.
Two localization methods based on Doppler frequency shift of a single satellite are
presented in this paper, as well as in-depth study on interference localization
performance of GEO satellites and IGEO satellites [3]. Through the positioning
precision formula derivation and data processing, quantitative analysis on the
relationship between the positioning error and each factor of the positioning
accuracy is presented, resulting in some related conclusion on interference
localization based on Doppler shift of a single synchronous orbit satellite.

4.2 The Interference Localization Principle Based
on Doppler Frequency Shift of a Single Satellite

Due to gravity, the moon’s gravity and atmospheric drag effect, a standard signal
received in ground via a synchronous orbit satellite transmission will have a
Doppler offset [4], which is just the frequency deviation of the signal received in
ground from that emitted by the satellite:

fd ¼ fr � f0 ¼
f0

C
�~v �~r

rk k ð4:1Þ

where f0 is the emitting frequency, fr is the frequency received, C is the velocity of
light,~v is the relative velocity of the satellite to the stationary satellite orbit, ~r

rk k is

the unit vector in the connection direction between the receiving ground station
and the satellite.

Therefore, in a certain coordinate system and a certain moment, assuming that
the coordinate of the interference source is ~xI ¼ ðx; y; zÞ, the coordinate of the
satellite is ~xS ¼ ðxs; ys; zsÞ, the frequency of interference source is fI , the local
oscillator frequency of the satellite transponder is fT0, the frequency received in
ground is defined as:

fEr ¼ ðfI � ð1þ
~v � ð~xI �~xSÞ
~xI �~xSk k Þ þ fT0Þ � ð1þ

~v � ð~xE �~xSÞ
~xE �~xSk k Þ ð4:2Þ

while the corresponding Doppler frequency is defined as:

fd ¼ fEr � fI ð4:3Þ

So, it is possible to achieve the position of interference source from the rela-
tionship equation between interference source coordinate and Doppler frequency.
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4.2.1 Positioning Model Based on Doppler Frequency Offset

When a motionless jammer in ground transmits a signal with stable frequency
continuously, aiming at a satellite, it is possible to accomplish the interference
localization using the frequencies of signals received in ground at 4 moments.
Positioning model based on received frequencies at multiple moments is as
follows:

f i
Er ¼ fI � 1þ~vi �

~ri

~rik k

� �
þ fT0

� �
� 1þ~vi �

~rEi

~rEik k

� �

~ri ¼~xI �~xSi; ~rEi ¼~xE �~xSi ði ¼ 1; 2; 3; 4. . .Þ

8><
>:

ð4:4Þ

For a synchronous orbit satellite, position variation of the satellite is so small that
makes the assumption possible that position and velocity of the satellite are con-
stants during the signal transmission from a jammer to the satellite, then to the earth
station. Then, a solution for the position and frequency of the jammer is presented in
Eq. (4.4), as long as frequencies of more than 4 moments are acquired.

4.2.2 Positioning Model Based on Doppler Frequency
Difference

To decrease the effect of interference signal frequency error and satellite tran-
sponder local oscillator frequency error, Doppler frequency difference between
two moments can be used to interference localization and the corresponding model
is as follows:

Df i
d ¼ f i

Er � f iþ1
Er

f i
Er ¼ ðfI � ð1þ~vi �

~ri

~rik k
Þ þ fT0Þ � ð1þ~vi �

~rEi

~rEik kÞ

~ri ¼~xI �~xSi; ~rEi ¼~xE �~xSi ði ¼ 1; 2; 3; 4. . .Þ

8>>><
>>>:

ð4:5Þ

From Eq. (4.5) above, if the Doppler frequency difference used for interference
localization, then frequencies received in ground at more than 4 moments are
needed.

4.3 Analysis of Positioning Error

Interference localization method based on the Doppler frequency shift achieved
the positioning solution, by establishing the relationship between the observation
vector and target position. Make Z for the observation vector, which is expressed
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as Z ¼ ½f 1
Er; f 2

Er; . . .; f Q
Er�

T or Z ¼ ½Df 1
d ;Df 2

d ; . . .;Df Q
d �

T , where Q is the number of
observing moments. Then the left of the localization equation is the function of the
measurements, as the right the function of satellite positions and velocities
at different moments, the local oscillator frequency of satellite transponder, fre-
quency and position of the jammer, which is supposed as FðX;X1; . . .XM;
V1; . . .VM ; fI ; fT0Þ, where M is the number of all satellite moments used. So,
Eqs. (4.4, 4.5) can be expressed as follows:

GðZÞ ¼ F X;X1;XM;V1; . . .VM; fI ; fT0ð Þ ð4:6Þ

To calculate the differential of Eq. (4.6), make the error instead of the differ-
ential [5, 6], when the error is small, then there is

HZdZ ¼ HdX þ
XM

i¼1

HidXi þ
XM
i¼1

HVi dVi þ HfI dfI þ HfT0
dfT0 ð4:7Þ

where dX ¼ ½dx dy dz�T representing the interference source localization error

vector, dXi ¼ ½dxi dyi dzi�T ; VdVi ¼ ½dvxi dvyi dvzi�T ði ¼ 1; . . .MÞ representing
satellite position and velocity error vector at different moments, dfI representing
the jammer frequency precision with dfT0 the local oscillator frequency precision
of satellite transponder and dZ the observation error vector, i.e. frequency mea-
surement error (frequency or frequency difference measurement error).

HZ ¼
oG

oZ
HX ¼

oF

oX
HXi ¼

oF

oXi

HVi ¼
oF

oVi
HfI ¼

oF

ofI
HfT0 ¼

oF

ofT0

Then, interference localization error of the can be expressed as follows:

dX ¼ ðHT HÞ�1HTðHZdZ �
XM
i¼1

HidXi

�
XM
i¼1

HVi dVi � HfI dfI � HfT0 dfT0Þ
ð4:8Þ

Assuming that the random measurement errors of all parameters are indepen-
dent and conform to Gauss distribution with zero mean, as well as the satellite
position and velocity measurement error component has the same standard dif-
ference, i.e., dfEr �Nð0; r2

f Þ, dDfd �Nð0; r2
Dfd
Þ, dvxi; dvyi; dvzi�Nð0; r2

vÞ, dxi; dyi;

dzi�Nð0; r2
s Þ, dfI �Nð0; r2

fI
Þ, dfT0�Nð0; r2

fT0
Þ, the localization error covariance

matrix PX can be expressed as follows:
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PX ¼EðdX � dXTÞ ¼ ðHT HÞ�1HT �
�
HZr2

ZHT
Z

þ
XM
i¼1

HXir
2
SHT

Xi
þ
XM

i¼1

HVir
2
vHT

Vi
þ HfI r

2
fI
HT

fI

þ HfT0
r2

fT0
HT

fT0

�
� HðHT HÞ�1

ð4:9Þ

where, rZ ¼ rf or rZ ¼ rDfd :
Then the root-mean-square error of Interference source position is expressed as:

rx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
traceðPXÞ

p
ð4:10Þ

where traceðPXÞ is the trace of covariance matrix PX . Usually, Positioning accu-
racy is expressed by circular error probability (CEP), and the relationships
between equivalent error radius R and root mean square error in 50 % probability
condition are as follows [7]:

3D: R ¼ 1:5381rx ð4:11Þ

2D: R ¼ 1:1774rx ð4:12Þ

4.4 Performance Analysis and Conclusion

4.4.1 Experiments

The localization performance of two methods in this paper is tested by experi-
ments, using ephemeris data of synchronous orbit satellites in a satellite system.
According to the satellite simulation data, variation of Doppler frequency shift in a
running cycle of a synchronous orbit satellite is shown in Fig. 4.1. For the effective
analysis of the influence on localization performance of various factors, infor-
mation of satellite positions and velocities at five moments marked by diamond in
Fig. 4.1 is selected to establish the localization equations, when the Doppler fre-
quency shifts are of the peak value or zero. According to the analysis result
mentioned in segment 3, the corresponding positioning error formula is derived
with the algorithm programmed based on the localization equations, achieving the
positioning error results under various factors of different value.

4.4.2 Test Results and Error Analysis

In order to analyze the effect of various factors on localization exclusively, errors
of other factors are supposed to be zero, when analyzing the effects of non-
frequency measurement error, and the frequency measurement error is selected to
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ensure a 100 km-level positioning error. Specific data are presented in Tables 4.1
and 4.2.

Results of error analysis are as follows:

(1) To achieve the same level of positioning error, frequency measurement
accuracy demand of GEO is different from IGEO. Positioning error increases
in almost the same quantitative level as the frequency measurement error
increasing. In condition of the same frequency measurement accuracy, posi-
tioning performance difference between two methods for GEO is more distinct
than that for IGEO. According to data in Table 4.1, the frequency measure-
ment accuracy demand of GEO and IGEO are respectively 10-9 Hz and
10-5 Hz for a hundred-kilometer-level positioning error.

(2) The effect of satellite position error is small when that is less than 50 m for
GEO, but for IGEO, satellite position error has almost no effect on the final
positioning. So, in these two cases, influence of satellite position can be
ignored. Compared with satellite position, effect of satellite velocity on the
positioning is more obvious. It is seen that from data in Table 4.2, satellite
velocity accuracy demand of GEO is different from IGEO with the positioning

Fig. 4.1 Curve variation of Doppler frequency shift

Table 4.1 Variation of positioning error along with frequency measurement accuracy
(rS ¼ rv ¼ rfI ¼ rfT0

¼ 0)

Frequency measurement
accuracy (Hz)

Method based on Doppler
frequency offset (km)

Method based on Doppler
frequency difference (km)

GEO IGEO GEO IGEO

10-9 37.0157 0.0088 61.5080 0.0083
10-5 3.7016 9 105 88.1309 6.1508 9 105 82.9095
10-3 3.7016 9 107 8.8131 9 103 6.1508 9 107 8.2909 9 103

10-2 3.7016 9 108 8.8131 9 104 6.1508 9 108 8.2909 9 104

0.1 3.7016 9 109 8.8131 9 105 6.1508 9 109 8.2909 9 105

1 3.7016 9 1010 8.8131 9 106 6.1508 9 1010 8.2909 9 106
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error change trend similar, which is that positioning error increases suddenly
when the satellite velocity error reaches a certain level.

(3) Demand on frequency precision of interference source is very high in local-
ization method based on Doppler frequency shift, almost equaling to that of
frequency measurement accuracy. In the method based on Doppler frequency
difference, interference source emission frequency precision requirements are
relatively several orders of magnitude lower. However, there is a great degree
of deterioration in positioning accuracy for both two methods, when the
emission frequency error reaches a certain magnitude. Fluctuations of local
oscillator frequency of satellite transponder have an effect on the frequency
received in ground, whose influence is similar to that of interference source
emission frequency.

4.4.3 Performance Aanalysis Conclusions

As mentioned above all, in the interference localization methods based on Doppler
frequency shift of a single satellite, main factors effecting the final positioning
include frequency received in ground, satellite position, satellite velocity,

Table 4.2 Variation of positioning error along with other factors except for frequency mea-
surement accuracy (GEO: rZ ¼ 10�9, IGEO: rZ ¼ 10�5)

Factor/unit Factor error
(accuracy/
precision)

Method based on Doppler
frequency offset (km)

Method based on Doppler
frequency difference (km)

GEO IGEO GEO IGEO

Satellite
position (m)

20 43.6000 88.1312 63.6541 82.9123
50 68.4664 88.1327 73.9056 82.9166
100 120.9963 88.1597 102.4619 82.9541
500 577.1643 88.3105 414.3225 83.1880
1,000 1,152.5468 88.8472 821.7682 84.0181

Satellite
velocity (m/
s)

10-6 37.0221 88.1309 61.5182 82.9095
10-2 6.8678 9 103 88.1461 1.1217 9 104 82.9374
10-1 6.8678 9 104 89.6350 1.1217 9 105 85.6516
1 6.8678 9 105 185.7528 1.1217 9 106 230.4232
10 6.8678 9 106 1637.5196 1.1217 9 107 2,151.5025

Interference
frequency
(Hz)

10-8 417.2249 88.6435 61.5080 82.9095
10-5 4.1558 9 105 129.7245 61.5080 82.9095
10-3 4.1558 9 107 9.5195 9 103 61.5082 82.9095
0.1 4.1558 9 109 9.5195 9 105 63.2231 82.9525
1 4.1558 9 1010 9.5195 9 106 158.6669 87.1103

Oscillator
frequency
(Hz)

10-9 55.6527 88.1309 61.5080 82.9095
10-5 4.1558 9 105 129.7245 61.5080 82.9095
10-3 4.1558 9 107 9.5195 9 103 61.5081 82.9095
0.1 4.1558 9 109 9.5195 9 105 61.9412 82.9203
1 4.1558 9 1010 9.5195 9 106 95.5575 83.9794
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interference emission frequency and local oscillator frequency of satellite tran-
sponder. Precision requirements of each factor for a 100 km-level of localization
accuracy are shown in Table 4.3. Usually, crystal oscillator frequency stability and
accuracy of the satellite transponder is better than 10-9, so effect of local oscillator
frequency can be ignored, and effect of the satellite velocity may be reduced by
ephemeris correction algorithm mentioned in paper [8, 9]. Therefore, more
attention should be paid to the receiving frequency measurement accuracy in
ground and inference emission frequency precision for the performance analysis
interference localization based on Doppler frequency shift of a single satellite.

From the above analysis, conclusions can be drawn: In condition of the same
frequency measurement accuracy, positioning error of the method based on
Doppler frequency difference is slightly higher than method based on frequency
offset, whose requirement of interference source emission frequency precision is
much lower. In fact, frequency accuracy of removable interference equipment is
usually below the level of 10-8 Hz, in which case the method based on Doppler
frequency difference is obviously easier for realization. In practical application,
effect of interference frequency stability should be considered, for its result fre-
quency deviation will be added to the frequency received in ground directly, and
be regarded as a part of Doppler frequency shift in positioning solution, which
results in positioning error. Therefore, it is suggested that time domain transient
measurement mode should be used in the measurement of frequency received in
ground and the frequency measurement accuracy be lower than stability of
interference emission frequency.

Targets of factors presented in Table 4.3 are estimated using satellite data of a
whole running cycle, and some adjustment should be done in practical application
based on targets in Table 4.3 according to the actual duration of disturbance, with
an enhancement under the duration less than 24 h.

Table 4.3 Target references of each factor for 100 km-level positioning error

Target Frequency
measurement
error (m)

Satellite
position
error (m)

Satellite
velocity
error (m/s)

Interference
frequency
error (Hz)

Interference
frequency
error (Hz)

GEO: method
based on
frequency offset

B10-9 B50 B10-4 B10-9 B10-9

IGEO: method
based on
frequency offset

B10-5 None B0.1 B10-5 B10-5

GEO: method
based on
frequency
difference

B10-9 B100 B10-4 B0.1 B1

IGEO: method
based on
frequency
difference

B10-5 None B0.1 B1 B1
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4.5 Ending

Aiming at the interference localization problem of a single synchronous-orbit
satellite, theoretical and data analysis on positioning performance of two methods
based on Doppler frequency shift are discussed in this paper. Based on the par-
ticular analysis on influences of all the affecting factors, reference target of each
factor is given for a 100 km-level positioning accuracy, which provides important
reference data for the studies on interference localization of a single synchronous-
orbit satellite in communication systems.
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Chapter 5
The 1st August 2010 Solar Storm Effects
on the Ionosphere in the Yangtze River
Delta Region Based on Ground and Space
GPS Technology

Hu Wang, Qian-xin Wang and Ying-yan Cheng

Abstract On 1st August 2010, the entire side of the sun facing earth erupted in a
frenzy of solar activity. This solar storm just like a solar tsunami, the massive
multiple filaments of magnetism were released from the solar surface during the
solar storm. Then these high energy particles, protons and electrons from coronal
mass ejections hit against the earth’s magnetic field. These hits caused intensively
geomagnetic storms and ionospheric variations. Now well established ground and
space based GPS instruments can offer a unique chance for a real time monitoring
of ionosphere variations and characteristics. So in this paper we investigate ion-
ospheric behavior responded to the solar storm using Ground and Space based GPS
measurements. Firstly this paper describes a method of real-time solving TEC and
GPS instrumental biases using Kalman filtering, so this can be used to provide
absolute amount of ionospheric TEC for real-time monitoring of ionosphere
changes during the solar storm. The Yangtze River Delta regional ground based
GPS network measurements are used and a real-time regional ionosphere model is
created, then real-time VTEC and TEC rate are also calculated. Furthermore, in
order to analyze electron density structure changes during the solar storm, electron
density profiles derived from GPS measurements onboard the LEO satellite
COSMIC (Constellation Observing System for Meteorology, Ionosphere, and
Climate) are used. Whereas the ground based GPS measurements show horizontal
distribution during the solar storm, the space based GPS measurements show a
vertical distribution. Meanwhile, with consideration of the solar and geomagnetic
parameter, the ionospheric anomallies with phenomenon of TEC and electron
density profiles changes in the special region during the sun storm are analyzed in
detail and discussed by adopting the numerical computions.

Keywords Ionosphere � GPS � COSMIC � TEC � VTEC � Kalman filter � GPS
instrumental biases
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5.1 Introduction

A fierce solar flare erupted and triggered a coronal mass ejection on 1st August
2010, then just like large clouds of charged particles from the Sun hit against the
Earth on 3 and 4th August 2010. As the particles zoomed along the magnetic field,
they collided with and energized oxygen and nitrogen in the atmosphere. When the
energized atoms relaxed, they emitted light, providing a brilliant show. Due to the
solar flare occur, the Sun also sent a coronal mass ejection, a stream of charged
particles towards the Earth about at the same time. It was reported that these
clouds of particles had moved away toward the Earth at more than 1,600 km per
second, and moved more quickly than any other coronal mass ejection in recently
years. The Sun, interplanetary and the Earth were shown in the Fig. 5.1. As usual a
flare is defined as a sudden, rapid, and intense variation in brightness. When
magnetic energy that has built up in the solar atmosphere is suddenly released, a
solar flare will occur. Radiation is emitted across nearly the entire electromagnetic
spectrum, from radio waves at the long wavelength end, through optical emission
to x-rays and gamma rays at the short wavelength end. The amount of energy
released is the equivalent of millions of 100 megaton hydrogen bombs exploding
at the same time. These particles will cause geomagnetic storm, ionospheric
anomaly, radio communications loss and so on.

This solar storm also caused geomagnetic storm and sudden, unusual iono-
spheric variations. So this Solar storm provided a good opportunity for studying
sun storm, geomagnetic storm, the ionospheric variations associated with the

Fig. 5.1 Sun–Earth weather environment
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photochemistry process and transportation process in the ionosphere and
relationships to one another. It is well known that the solar storm may profoundly
affect geomagnetic activity and the global ionosphere, inducing greater variations
in geomagnetic parameters such as Kp index, Dst index, TEC (the total electron
content), electron density distribution. Meanwhile these changes intensity will
vary with latitude, longitude, local time and solar activity. So it is valuable and
significant to study ionospheric variations during storm. The ionospheric changes
can be monitoring by various techniques, such as ionosondes [1], incoherent
scatter (ISR) [2], HF doppler, satellite beacon. On the one hand, these instruments
are expensive and limited at a little area, secondly these instruments can’t per-
manent and real-time monitor ionosphere without interval. Real-time monitoring
of ionosphere changes using ground based GPS have been proven to be a powerful
tool for investigating ionosphereic structure, mainly during suddenly ionosphere
changes limited periods, when dynamics and energy dissipation process become
extremely complex, such as geomagnetic storm [3], solar eclipse [4], earthquake
[3], and so on. Meanwhile innovative space based GPS techniques have been
developed in recent years. Due to occultation rise and set, COSMIC (Constellation
Observing System for Meteorology, Ionosphere, and Climate) radio occultation
technique can provide approximately 2,500 soundings of the ionosphere data per
day which evenly distributed over the global regions. COSMIC has been dem-
onstrated as a sounding the global ionosphere instrument more economically and
effectively. Previous investigation by Lei et al. [5] verified that inversion algorithm
of electron density profiles using COSMIC measurements is reliable, and their
results are consistent with measurements from the ionosondes, ISR (incoherent
scatter radars) and ionosphere forecast model (IRI). So electron density profiles
retrieved from COSMIC measurements can be used for analyzing ionospheric
variations.

The objective of this paper is to extend previous studies that ionospheric
behavior during the solar storm was analyzed by combining with ground and space
based GPS measurements. The organization of this paper is as follows: In Sect.
5.2, firstly, the algorithm based on the Kalman filter is proposed to obtain real-time
estimation of TEC and GPS instrumental biases, due to a recursive estimator, the
current measurements and the previous measurements can get the optimal esti-
mator. Real-time and accurate TEC estimator can be calculated and the method
can avoid influencing from the GPS instrumental biases. Secondly, ionospheric
TEC rate were also proposed. In Sect. 5.3, we summarize the analytical about
computation of ionosphere refraction error for GPS signals and also introduce the
principle of inversion of electron density profiles from COSMIC occultation data.
In Sect. 5.4, geomagnetic parameters are also discussed during the solar storm.
Then the responses of the ground based GPS derived VTEC and TEC Rate over
the Yangtze River Delta region are analyzed using the data from the Yangtze River
Delta regional ground based GPS network. Following we show that during the
solar storm electron density profiles from COSMIC measurements were compared
with the quite days in the Yangtze River Delta region. Finally, conclusions of this
paper are presented in Sect. 5.5.
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5.2 Methodology of TEC Rate and TEC Derived
from Ground Based GPS

5.2.1 TEC Rate Derived from Carrier Phase Data

TEC computed from the carrier phase is given as [6]:

TECU ¼
f 2
1 f 2

2 ½ðk1u1 � k2u2Þ � ðk1N1 � k2N2Þ � B�
40:3ðf 2

1 � f 2
2 Þ

ð5:1Þ

where TECU is the TEC derived from carrier phase measurements; f is the carrier
frequency; k is the wave length; u is the carrier phase; N is the integer ambiguity
number; B is same as above. So the changes of TEC rate is as follow:

TECRUðtiþ1Þ ¼ ðTECUðtiþ1Þ � TECUðtiÞÞ=ðtiþ1 � tiÞ ð5:2Þ

where TECRUðtiþ1Þ is the TEC rate at epoch tiþ1.

5.2.2 TEC Derived from GPS

It is well known that TEC can be calculated using the differential pseudo range and
carrier phase. However, the pseudo range derived TEC is corrupted by noise
factors, such as multipath effects, measurement noise and GPS instrumental biases,
et al. So the pseudo range derived TEC precision is lower than 5TECU. The carrier
phase derived TEC is also corrupted by these factors. Due to the integer ambiguity
number, the carrier phase derived TEC is not an absolute value. In order to deal
with above drawbacks in TEC derived, we use a carrier phase-smoothed pseudo
range technique where a new TEC estimates is derived from combining these
measurements. In Hatch filter formula [7], Observation weight Qi was established
based on satellite elevation ai, Qi ¼ sin ai, i ¼ 1; 2; 3; . . ..

Wi ¼ qi=
Xi

k¼1

qk ð5:3Þ

The formula of a phase leveling technique is as follow:

DPi ¼ WiDPi þ ð1�WiÞ½DPi�1 þ ðDUi � DUi�1Þ� ð5:4Þ

In the above formula, we can only get TEC along the satellite transmission path.
In order to get TEC over the GPS station region, we must build a ionospheric
model to calculate. Commonly ionospheric models include curve polynomial fit-
ting model, spherical harmonic model, generalized triangle model [8, 9]. In the
paper, we employed curve polynomial fitting model. In the model, the ionosphere
is approximated as a thin spherical shell located at a fixed height above the Earth’s
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surface. So each receiver-satellite link intersects the ionosphere exactly at one
location, called ionospheric pierce point (IPP). The expression is as follow:

VTEC ¼ TEC cos Z
0 ð5:5Þ

VTEC ¼
Xn

i¼0

Xm

j¼0

Eij u� u0ð Þi S� S0ð Þ jþ 9:52437B cos Z
0 ¼ 9:52437DP cos Z

0

ð5:6Þ

where u� u0ð Þ is the difference between the geomagnetic latitude of the IPP and
the geomagnetic latitude of the receiver; S� S0ð Þ is the difference the longitude of
the IPP and the longitude of mean sun. B is GPS instruments biases; Eij is coef-
ficient; cos Z

0
is the mapping function; VTEC is the vertical total electron content.

In contrast with traditional least squares, the sequential Kalman filter provides a
more accurate results as both the current and previous measurements is involved in
the estimation process. Its process formula is as follow [10]:

Xk=k�1 ¼ Uk=k�1Xk�1=k�1

Xk=k ¼ Xk=k�1 þ KkðZk � BkXk:k�1Þ
Pk=k ¼ ðI� KkBkÞPk=k�1

Pk=k�1 ¼ Uk=k�1Pk�1=k�1U
T
k=k�1 þ Qk

Kk ¼ Pk=k�1BT
k ðBkPk=k�1BT

k þ RkÞ�1

9=
;
ð5:7Þ

where Xk is the state vector; Uk;k�1 is the state transition matrix; Pk=k�1 is the
covariance matrix of state vector; Zk is the observation vector; Bk is the obser-
vation matrix; Kk is the gain matrix; I is the identity matrix; Rk is the covariance
matrix of measurement noises.

The unknown coefficients can be assumed to vary stochastically in time and
approximated with a first order Gauss-Markov process. So the process noise of the
white noise is given as:

q ¼ r2ð1� e�
2Dt
s Þ ð5:8Þ

where s is correlation time; Dt is tkþ1 � tk; r2 is spectral density divided by 2
s.

The expression of the transition matrix and the covariance matrix of the process
noise are given as respectively:

U ¼

e�
Dt
s O

. .
.

e�
Dt
s

O Insat

2
6664

3
7775; Q ¼

r2ð1� e�
2Dt
s Þ O

. .
.

r2ð1� e�
2Dt
s Þ

O Onsat

2
6664

3
7775

ð5:9Þ

In the above equations, the satellite and receiver biases are assumed to remain
constant with an identity transition matrix and zero process noise.
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5.3 The Principle of Electron Density Retrieved
from COSMIC Occultation Measurements

COSMIC is joint scientific mission between Taiwan and the USA, launched on 14
April 2006 with the goal of demonstrating the use of GPS radio occultation data in
operational weather prediction, climate analysis, and space weather forecasting.
The mission placed six small micro-satellites into six different orbits constellation
at 700–800 km altitude and 30� separation in longitude between each satellite.
Each COSMIC satellite is equipped with four antennas, so these satellites can
receive signals from the USA GPS satellites. With the ability of performing both
rising and setting occultation, COSMIC has been providing approximately 2,500
soundings of the ionosphere and atmosphere data per day, uniformly distributed
around the globe since 2007. Especially, COSMIC data make a positive impact on
particularly over region void of data such as oceans and polar region. Under the
assumptions of spherical symmetry, straight-line propagation and electron density
varies linearly with radius in between each level, electron density NeðrÞ was
inverted by Lei et al. [5] as follows:

Ne pið Þ ¼ c�1
i;0

T pið Þ
�

pi
�
Xm

k¼1

ci; kNe piþkð Þ
" #

ð5:10Þ

where ci;k is a dimensionless coefficients, pi is the distance from the Earth’s center

to the tangent point of a given straight line, T
�
ðpiÞ is the calibrated TEC.

5.4 Results and Discussions

5.4.1 Geomagnetic Conditions

The Solar storm erupted and expelled large amount of energy and charged parti-
cles towards the Earth on 1st August 2010. Then these particles hit against the
Earth and caused geomagnetic disturbance on 3rd and 4th August 2010. This
disturbance was immediately identified by geomagnetic activity monitoring indi-
ces as seen in Figs. 5.2 and 5.3. The Dst index was obtained from the WDC for
Geomagnetism, Kyoto. The Kp index was obtained from NOAA, USA. In the two
figures show that the geomagnetic disturbance index Kp and Dst indicate twice
major disturbances after the solar storm. The first geomagnetic disturbance started
with the arrival of the shock at about 21:00UT on 3rd August 2010 and reached a
minimum Dst value of -65nT at 24:00UT, accompanied with a maximum Kp
index up to 6. Then the Dst index began to recover up to -23nT at 9:00UT,
accompanied with a Kp index dropped to 3. However, second geomagnetic storm
began, and subsequently the Dst index reached again -64nT at 20:00UT on
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4th August 2010, the Kp index also reached 6 at the same time. As can be seen
from these indices, the geomagnetic activity returned to normal level on 7th
August 2010.

5.4.2 Real-Time Monitoring of Ionosphere Changes Using
Ground Based GPS Region Network

For this study, the ground based GPS region network measurements of the Yangtze
River Delta regional GPS region network in China were used to produce real-time
monitoring of VTEC changes and TEC rate (29th July to 7th August 2010).

Fig. 5.2 The variation curve of DST 1st to 31th August 2010

Fig. 5.3 The variation curve of KP index During 3rd 5th August 2010
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The regional GPS network consists of 26 permanent GPS sites (Fig. 5.4). In this
solutions, we defined n and m value considering small region (n = 3; m = 2); in
order to eliminate the multipath effects on GPS measurements, the minimum off
elevation angle is selected at 15�; the ionospheric coefficients in (5.6) that describe
the any point of VTEC above the monitoring region, and the GPS instruments
biases. This solutions was proven to be robust with filter stabilizing after about one
day [1, 4].

Using curve polynomial fitting model, we obtained the ionospheric coefficients,
then calculated VTEC for GPS L1 signals above SHAO (IGS) site for a typical
example. Figure 5.5 shows the diurnal variation of VTEC during 29th July to 7th
August 2010. Before the solar storm erupted, the maximum of VTEC is about
22TECU in the daytime. Due to the solar storm began to erupted, more and more
large amount of energy and charged particles hit against the Earth’s atmosphere,
the VTEC gradually increased, and reached the maximum value 42TECU at noon
on 3rd August 2010. After this event, energetic particles receded, the maximum of
VTEC recovered about 28TECU in the daytime. The minimum of VTEC on 3rd
August 2010 was also bigger than other day. In a word, above the diurnal variation
of VTEC can be due to the energy and charged particle precipitation induced by
the solar wind collision with the Earth’s atmosphere.

Fig. 5.4 Distribution of
Shanghai regional GPS
network, China
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For the same typical example, Figs. 5.6 and 5.7 show the diurnal TEC rate
changes on the two different days (29th July and 7th August, 2010) for all satellites
observed (in different colors) at SHAO (IGS) site. Before the solar storm erupted,
the TEC rates observed by all the satellites are below 0.02TECU/s using the 24-h
data set on 29th July 2010. The TEC rate values changed relatively smoothly over
the whole day period. When the energy and charged particles from the sun hit
against the Earth’s atmosphere, the TEC rate values changed very quickly, par-
ticularly between 4:00 and 16:00UT, showing strong variations of TEC. The
maximum of TEC rate values is close to 0.05 TECU/s.

Fig. 5.5 The diurnal of VTEC variation during on 29th July to 7th August 2010 over SHAO
(IGS) site

Fig. 5.6 TEC rate observed at SHAO (IGS) site on 29th July 2010
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5.4.3 Monitoring of Electron Density Profiles Changes Using
Space Based GPS (COSMIC)

In this study we used electron density profiles from the COSMIC measurements.
We selected coordinate of SHAO (IGS) site (31.01E, 121.20N) for examination
and analysis in this study, because SHAO (IGS) site is located in the center of the
Yangtze River Delta region. Positions of SHAO (IGS) site is shown in Figures
with red pentacles (shown in Fig. 5.4). It is worth mentioning here that it is very
difficult to find a radio occultation event that happens near any geographic location
on the earth. So it should be noted that COSMIC measurements with tangent point
at the at the F2 peak height within 1 h, 5� latitude and 5� longitude at SHAO (IGS)
site was selected [5, 11]. Electron density profiles of the quiet day on 29th to 30th
July 2010 (according to day of 2010 year, from day 210 to 211) were compared
with that of the solar storm day on 3rd to 4th August 2010 (according to day of
2010 year, from day 215 to 216).

Figure 5.8 indicates compared results at the similar time nearby SHAO (IGS)
site. Since the solar storm expelled large amount of energy and charged particles
towards the Earth, following happening the photochemistry process and trans-
portation process in the ionosphere, and causing geomagnetic storm. It can be
markedly seen that the electron density profiles at solar storm time featured
considerably larger NmF2 and hmF2 than that at quiet time. It can be deduced that
the influence from the solar storm is bigger than that from any other. It is noted
that below 200 km the retrieved electron density in Fig. 5.8 become slightly
inaccuracy, which is presumably a result of the horizontal gradients and the
assumption of spherical symmetry in the retrieval [5].

Fig. 5.7 TEC rate observed at SHAO (IGS) site on 3rd August 2010
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5.5 Conclusions

In this paper, we present the results of the solar storm, following the twice geo-
magnetic storms on 29th July 7th August 2010. Firstly, using ground based GPS
measurements, the topside ionoshperic thin shell is determined, Kalman filter is
also employed in order to obtain accuracy ionospheric coefficients and success-
fully eliminate GPS instruments biases. The real-time variations of the ionosphere
are analyzed as a time series of TEC and TEC rate maps. TEC and TEC rate during
the solar storm are compared and discussed with the quiet days. Secondly, using
space based GPS measurements (COSMIC), electron density profiles during the
solar storm are also compared and analyzed with the quiet days. The results
indicate that due to the solar storm expelled large amount of energy and charged
particles towards the Earth, the complicated variations of photochemistry process
and transportation process happened in the ionosphere, the magnitude of TEC,
TEC rate, NmF2 and HmF2 ionospheric parameters value during the solar storm
become significantly higher than the quiet days.

Fig. 5.8 Comparison of the
COSMIC electron density
profiles near IGS SHAO site
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It is worth noted that Ground based GPS measurements provide the horizontal
TEC information, Space based GPS measurements (COSMIC) provide the vertical
electron density distribution information. So the combined use of Ground based
GPS and Space based GPS measurements provide a unique opportunity to com-
prehensive monitor ionospheric changes on regional or global scale. Furthermore,
with more and more ground based GPS and space based GPS instruments built, the
global real-time ionosphereic changes will be monitored. It will make a great
contribution to studying ionosphere configuration and characteristics under any
specific environment.
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Chapter 6
Passive Location of Emitter Source in Low
Orbit Dual-Satellites System

Siqi Yu, Chenglin Cai, Xiaohui Li, Simin Li and Kequn Deng

Abstract A kind of emitter TDOA (time difference of arrival, TDOA) and FDOA
(frequency difference of arrival, FDOA) differential correction method based on
GNSS signal was presented against the problem that the GNSS signal and the
emitter source have same bias of TDOA and FDOA such as transponder delay and
relative clock error. The TDOA correction and FDOA correction can be calculated
in low orbit satellites through the information of GNSS direct signal and tran-
sponder signal and location information and velocity information of the navigation
signal and low orbit satellites. Using the differential correction of TDOA and
FDOA, the fixed bias of TDOA and FDOA can be best eliminated and then
improved the position accuracy remarkably. This kind of method not only greatly
reduced the dependence of the low orbit dual-satellites platform on the ground
monitoring stations, but also increased the reliability, stability and precision. The
simulation results show that this kind of method can easily achieve positioning
accuracy better than 1 km in the entire coverage area.

Keywords Dual-satellites position � Emitter source � Differential � GNSS signal �
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6.1 Introduction

The precise positioning for emitter source has a special significance in the field of
space information confrontation and satellite communication. Low orbit dual-
satellites passive location received widespread attention with its characteristics of
easy to be realized, less receive platforms and less resource occupation. Recently,
the method of joint TDOA and FDOA is always used in low orbit passive position
system. However, because of the influence of factors such as clock bias, tran-
sponder delay and fixed error of frequency, etc. the position error of which often
reaches 3–10 km. As parameter measuring accuracy of time and frequency are
huge factors which determined the location accuracy of emitter positioning, many
scholars have researched and analyzed the dual-satellites passive location system
and its location accuracy. Tim Pattison presented the linearized estimation prob-
lem arising from the dual-satellites geolocation of the source of a narrowband
signal using TDOA and FDOA observations and an altitude constraint [1]. Wu
Shilong analyzed and calculated the relationship between the positioning accuracy
and dual-satellites positioning accuracy, and gave the dual-satellites system
positioning accuracy performance and CEP curve in the conditions of different
TDOA and FDOA [2, 3]. A kind of method using TDOA and FDOA was studied
and presented which locates ground emitter from space satellites, the relationship
between GDOP and TDOA error and FDOA error was also analyzed [4]. Recently,
the studies on how to improve the position accuracy by eliminating the parameter
measurement error were temporarily less in the literature at home and abroad.

The parameters of observation can be modified in GNSS differential location
system and using the corrected measurement to position the source of emitter, high
accuracy can be achieved. In view of differential position thought of satellite
navigation system, by the mean time of using GNSS satellite signal to position the
low orbit satellites, the system error of TDOA measuring and FDOA measuring
can be greatly eliminated and the positioning accuracy can be remarkably
improved by the use of low orbit dual-satellites differential positioning method.
Direct against the situation of that the parameter measurement error influenced the
positioning accuracy remarkably, low orbit dual-satellites emitter differential
positioning system based on GNSS signal was proposed in this paper and by the
use of differential technology, the measurement of TDOA and FDOA can be
corrected with good effect. Simulation results show that the location accuracy can
be improved remarkably using low orbit dual-satellites emitter differential posi-
tioning system based on GNSS signal auxiliary.
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6.2 Low Orbit Dual-Satellites Differential Passive Location
System

Through the measuring parameter arrived different observation platform, TDOA
location technology format time difference Hyperboloid. Similarly, FDOA loca-
tion technology format frequency difference Hyperboloid. If FDOA and TDOA are
measured at the same time, we can get the intersection of time difference
Hyperboloid and frequency difference Hyperboloid, and the target emitter’s
position can be calculated after fuzzy point removed. In the process of emitter
dual-satellites location, the position accuracy was influenced by the aspects as
follows:

1. Low orbit satellite determination error. The position and velocity of low orbit
satellite was calculated through GNSS system instantly. While the two low
orbit satellites was not far away from each other and the distance of which often
reaches about 100 km, the GDOP of the two satellites in the GNSS navigation
system can be considered equal and the low orbit satellite determination errors
of two satellites are very close. The real sites of the low orbit satellites in the
geocentric coordinate system is Si ¼ ðxi; yi; ziÞ; i ¼ 1; 2, and the relative
error of which is dSi ¼ ðdxi; dyi; dziÞ; i ¼ 1; 2, and the relationship between

the broadcast satellite coordinate Ŝi and the real coordinate Si is

Ŝi ¼ Si þ dSi ð6:1Þ

Where i ¼ 1; 2.
Supposed that the broadcast velocity is v̂i ¼ ðv̂xi; v̂yi; v̂ziÞ; i ¼ 1; 2, the rel-

ative velocity error is dvi, and the relationship between broadcast satellite velocity
v̂i and the true satellite velocity vi is

v̂i ¼ vi þ dvi ð6:2Þ

Where i ¼ 1; 2.

2. The position deviation of the navigation satellites. The position deviation of the
navigation satellites would affect the position accuracy of the dual-satellites
system when the low orbit satellites was positioned through the parameter of
the navigation satellites, in one way, it influenced the position accuracy of the
low orbit satellites, and in another way, the position parameter of GEO satel-
lites was used in low orbit dual-satellites emitter differential position system
mentioned in this passage and the position error of the GEO satellites will bring
some deviation to the system. The real site of the GEO satellite is

Sg ¼ ðxg; yg; zgÞ, the broadcast site of the GEO satellite is Ŝg ¼ ðx̂g; ŷg; ẑgÞ,
the relative error of which is dSg ¼ ðdxg; dyg; dzgÞ, and the relationship

between Ŝg and Sg is
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Ŝg ¼ Sg þ dSg ð6:3Þ

3. Relative clock error. In relative to the reference time, the satellites clock typ-
ically have a certain deviation which often reaches to 20 ns, with the relative
clock error of the two low orbit satellites being reached up to 40 ns.

4. Transponder delay. The information communication between two low orbit
satellites was implemented through the transponder and the delay of which
maximum to 30 ns may caused by it.
Thus, we can draw to the conclusion that the main deviation source in the

process of parameter measurement of low orbit dual-satellites emitter position
system can be showed as follows

1. TDOA bias. The main TDOA bias source of the low orbit dual-satellites emitter
position system include relative clock error, the transponder delay and the fixed
bias caused by the ephemeris error. The random bias also makes an effect on
the TDOA bias. So we can achieve

Dt ¼ tTranD þ tRclock þ tEPH þ et ð6:4Þ

where Dt stands for the TDOA bias, tTranD stands for transponder delay, tRclock is
relative clock error, tEPH is the fixed bias caused by the ephemeris error, and et

stand for the random TDOA bias.

2. FDOA bias. Because of the influence of the satellite velocity and the ephemeris
error, fixed frequency bias was caused. The FDOA bias concludes the fixed
frequency bias and the random FDOA bias. So

Df ¼ fp þ ef ð6:5Þ

Df is FDOA bias, fp is the fixed FDOA bias caused by satellite velocity and the
ephemeris error. ef is the random FDOA bias.

In low orbit dual-satellites emitter position system, the positioning accuracy of
which was influenced by satellite relative clock error, ephemeris error and iono-
sphere error etc. No matter where the locations of the users are, the influence of
pseudo-range and carrier phase caused by satellite time difference error was
similar. In a local radius, ephemeris error and ionosphere error have strong rele-
vance, so we consider the bias caused by these errors to be equal. Thus, in the
process of low orbit positioning, we can conclude that the position error of two low
orbit satellites can be considered approximately equal in a uniform direction. A
kind of low orbit dual-satellites emitter differential position system model was
presented in this paper. This system consists of two low orbit satellites and the
navigation satellites corresponded to them which include a GEO satellite. By the
clever use of the navigation signal of GEO satellite, the fixed bias in the mea-
surement of TDOA and FDOA can be eliminated effectively, then the position
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accuracy of which can be improved remarkably. This model based on space-based
platform, and the low orbit satellite received GNSS signals and calculated the
location and velocity of the low orbit satellites in the satellite instantly and the
TDOA and FDOA of emitter signals can be corrected by the use of the parameter
of the signal from the GEO satellite. The positioning model can be showed as
follows (Fig. 6.1).

As the figure above shows, the GEO satellite signals can be transmitted to low
orbit satellite S1 through two ways, the first one is from GEO satellite to low orbit
satellite S1 directly, and the second one is from GEO satellite to low orbit satellite
S2 firstly and then transmit it to the low orbit satellite S1. The total pseudo-range of
the first way is

L1
g ¼ d1

g þ c�ðtRclock1 þ etg1Þ ð6:6Þ

where d1
g ¼ Sg � S1

�� ��; tRclock1 stands for the relative clock bias between satellite
clock S1 and the reference time. etg1 stands for the random bias.

And the pseudo-range of the second way is

L2
g ¼ d2

g þ R þ c�ðtTranD þ tRclock2 þ etg2Þ ð6:7Þ

where d2
g ¼ Sg � S2

�� ��; R ¼ S1 � S2k k; tRclock2 stands for the relative clock
bias between satellite clock S1 and the reference time. etg2 stands for the random
bias.

The time difference of GEO satellite in the low orbit positioning platform is

dtg ¼ ðL2
g � L1

gÞ=c

¼ ðd2
g þ R � d1

gÞ=c þ tTranD þ tRclock þ etg

ð6:8Þ

Where tRclock ¼ tRclock2 � tRclock1 is the relative clock bias between two low
orbit satellites. etg is the comprehensive random time difference bias of GEO
satellite.

We can get the TDOA correction by subtracting the distance calculated by the
navigation information, and the main components of which includes the dual-

LEO satellite S1 LEO satellite S2

GEO satellite

Navigation
satellite N 1

Navigation
satellite N2

Navigation
satellite N3 Navigation

satellite N4

Emitter source

Fig. 6.1 Low orbit dual-
satellites emitter differential
position model
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satellites clock bias and the transponder delay, and they belong to the fixed
deviation of the satellites positioning system, the time difference correction is

cdt ¼ d2
g þ R � d1

g

� �
=c � d̂2

g þ R̂ � d̂1
g

� �
=c

þ tTranD þ tRclock þ ett

�tTranD þ tRclock þ ett

ð6:9Þ

Where d̂1
g ¼ Ŝg � Ŝ1

�� ��; d̂2
g ¼ Ŝg � Ŝ2

�� ��; R̂ ¼ Ŝ1 � Ŝ2

�� �� The influence
caused by the ephemeris error is very small when compared to the transponder
delay and relative clock error.

The time difference of emitter source u ¼ ðx; y; zÞ in the low orbit satellites
platform is

dtf ¼ ðL2
f � L1

f Þ=c

¼ ðd2
f þ R� d1

f Þ=c þ tTranD þ tRclock þ etf

ð6:10Þ

More precise TDOA can be obtained by subtracting the time difference cor-
rection and the distance between two satellites

Dt ¼ dtf � cdt

� dt2
f � dt1

f

� �
=c þ et

ð6:11Þ

Similarly, the satellite signals will appear a Doppler shift in the process of space
signal transmission, and because of the influence caused by the positioning error
and the velocity error of the low orbit satellites etc., fixed deviation was formed
which caused by the Doppler shift, so the Doppler shift frequency of GEO sat-
ellites signals can be shown as

fg ¼ fgt þ fp þ efg ð6:12Þ

fgt is the real FDOA of GEO satellites, fp stands for the fixed frequency dif-
ference of GEO satellites caused by positioning error and the velocity error of the
low orbit satellites.etc. efg is the random frequency difference error.

We can calculated the frequency difference bias by the information of location
and velocity of the satellites

f̂gt ¼ �
f0
c

Sg � S2

� �T
v2

Sg � S2

�� �� �
Sg � S1

� �T
v1

Sg � S1

�� ��
" #

ð6:13Þ

The FDOA correction can be calculated by subtracting the calculated frequency
difference bias

df ¼ fgt � f̂gt þ fp þ efg

� fp þ efg
ð6:14Þ
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And the FDOA of the emitter source in the low orbit dual-satellites differential
platform can be shown as

ff ¼ fft þ fp þ eff ð6:15Þ

The more precise FDOA can be obtained by subtracting the frequency differ-
ence correction

Df ¼ fft þ ef ð6:16Þ

According to the TDOA and FDOA after correction, simultaneous equations as
follows

Dt ¼ 1
c

S2 � uk k � S1 � uk kð Þ ð6:17Þ

Df ¼ � f0
c

S2 � uð ÞTv2

S2 � uk k �
S1 � uð ÞTv1

S1 � uk k

 !
ð6:18Þ

Assumed that the earth was ellipsoid model,

u0 ¼ x

ae
;

y

ae
;

z

b

� �T

ð6:19Þ

Based on the equation of ellipsoid we can get

u0Tu0 ¼ 1 ð6:20Þ

Where ae ¼ 6378137, b ¼ 6356752:314, simultaneous Eqs. (6.17, 6.18 and
6.20), then we can get the emitter coordinates after calculating.

6.3 Performance Evaluation of Model

To seek partial differential to x, y, z respectively, we can get

HDu ¼ ½Dt; Kf ; 0�T ð6:21Þ

Where H¼ ½H1; H2; H3�T, Du ¼ ðdx; dy; dzÞT

H1 ¼
1
c

ðu� S2ÞT

S2 � uk k �
ðu� S1ÞT

S2 � uk k

 !
ð6:22Þ

H2 ¼
f0

c
�ðu� S2ÞTV2ðu� S2Þ

u� S2k k2 þ VT
2

u� S2k k þ
ðu� S1ÞTV1ðu� S1Þ

u� S1k k2 � VT
1

u� S1k k

 !

ð6:23Þ
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H3 ¼
2x

a2
e

;
2y

a2
e

;
2z

b2

� �
ð6:24Þ

Thus, the covariance matrix of positioning error is

w ¼ E DuT Du
	 


¼ H�1diag r2
t ; r2

f ; 0
n o

H�T ð6:25Þ

The GDOP of the positioning error is

GDOP ðx; y; zÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w ð1; 1Þ þ w ð2; 2Þ þ w ð3; 3Þ

p
ð6:26Þ

Generally, the blind zone will be formed in the link line of the two low orbit
satellites in low orbit dual-satellites passive location system. In the blind zone, the
GDOP will tend towards infinity. Thus, we need to avoid the blind zone or use
other ways to improve the position accuracy in this kind of area. In this paper, the
improvement of low orbit dual-satellites passive location accuracy emphasize on
that taking method to eliminate the fixed bias of TDOA and FDOA, and issue of
principle, properties of low orbit dual-satellites passive location and blind zone,
interested readers can consult relative literature for detail.

6.4 Analysis of Simulation Result

6.4.1 Analysis of Position Accuracy in the Middle Line
of Sub-satellite Points

Supposed that the longitude and latitude of the two satellites are (125, 29.4), (125,
30.5), and 1100 km above the earth. The velocities of the two low orbit satellites
are approximately equal to (743.8, 3228.6, 6503.2), and the distance between two
satellites are 143 km, the relative clock error of dual-satellites are tRclock ¼ 40 ns
and the transponder delay tTranD ¼ 30 ns. Considered the random error and
skipped the blind zone, the comparison of position error distribution in the middle
line of sub-satellite point can be shown as follows (Figs. 6.2, 6.3).

The result of the simulation shows that the position accuracy of low orbit dual-
satellites emitter differential system is improved largely when compared to the
formal dual-satellites location system. In the blind zone which in the middle line of
sub-satellite point, the position errors of which are very largely and tend towards
infinity. And in the two sides of the blind zone, the performance of position error is
good. With the rapid growth of the distance in the two sides, the position errors
turn to be bigger. Form the figure we can get that the position error before dif-
ferential in the middle line of sub-satellite point turned to be 1–3 km, and after
differential, the position error of which down to less than 100 m. This can reflects
the position error influenced by the distance in some extent.
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6.4.2 Position Error Influenced by the Frequency

In low orbit dual-satellites emitter differential position system, the frequency of
GEO satellite signals fg ¼ 1:5 � 109 constantly, while the frequencies of ground
emitter are uncertain. The simulation results of the position accuracy of different
emitter frequency in the same condition can be shown as follows (Fig. 6.4).

We can learn that position errors are rather big when the frequency magnitude
is in 107, which is greater than 1 km. When the frequency magnitude is in 108, the
position error turn to be smaller, but in some band of frequencies, the position error
is still great and cannot be neglected. When the frequencies magnitudes are in 109

and 1010, the position errors are small and steadily, with a slight increase. When
the frequency of the emitter is lower, the influence of fixed frequency bias is rather
big and it will bring big influence to the position accuracy. But when the frequency
of emitter source turned to reach a certain level, the influence caused by the emitter
source in the calculated GEO frequency bias will increase, so it will influence the
FDOA correction and make the position error a little bigger. We can get the best
position accuracy in the magnitude of 109 and 1010.
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6.4.3 Simulation Effect of Position Error

Take 20 groups of coordinates in the position area, and we can get the target
diagram of the correction as follows (Figs. 6.5, 6.6).
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From the target diagram we can come to conclusion that the position accuracy
of the low orbit dual-satellites emitter position system is low, which ranges
3–10 km, and in some area the position error even surpass 10 km. But after
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differential, the position error of which control to 500 m. From the simulation
result we can get that the position accuracy of which can be improved remarkably
with differential, and the position area turn to be larger when limiting the range of
position error.

6.4.4 The Comparison of Position Error Distribution Before
Differential and After Differential

We compared the GDOP of low orbit dual-satellites emitter position before dif-
ferential and after differential as follows (Figs. 6.7, 6.8).

From the simulation results above we draw a conclusion that the position
accuracy after differential are better than the one before differential and in the
same position area the position error after differential can depress to under 1 km
while the traditional system came to 3–10 km. The position accuracy can be
improved remarkably using the low orbit dual-satellites emitter differential posi-
tion system based on GNSS signal auxiliary, and possess applicable value.

6.5 Conclusions

In this paper, the source of position error in the low orbit dual-satellites location
system was comprehensive analyzed and a kind of low orbit dual-satellites loca-
tion algorithm based on GNSS differential principle was proposed. This method
based on space-based platform and the dependence of the low orbit dual-satellites
platform on the ground monitoring stations was reduced through the orbit deter-
mination and TDOA and FDOA correction in the low orbit satellites, and with the
less dependence on the ground station, the reliability and the stability when the
ground station get disturbed turned to be improved. In view of differential position
thought of satellite navigation system, the fixed bias of TDOA and FDOA can be
best eliminated, thus improved the passive location accuracy. Simulation results
show that by the use of this kind of method, position accuracy can be easily
achieved better than 1 km when compared to 3–10 km in traditional way.
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Chapter 7
The First PPP-Based GPS Water
Vapor Real-Time Monitoring System
in Pearl-River-Delta Region, China

Zhizhao Liu and Min Li

Abstract The first Precipitable Water Vapor Real-Time Monitoring System
(PWVRMS) based on Global Positioning System Precise Point Positioning (PPP)
technique has been developed for the Pearl-River-Delta region. This PWVRMS
system estimates GPS satellite clock error data in real-time while using International
GNSS Service (IGS) predicted precise satellite orbit directly. Currently it processes
GPS data every 10 min on a daily basis from three networks in Pearl-River-Delta
region: Hong Kong SatRef GPS network, Macao MoSRef GPS network and
Guangdong CORS network. Compared to traditional double-differencing technique,
the advantage of using PPP technique is that (1) the PWV estimation at each station
is completely independent and is not affected by data quality at other stations; (2) the
computation is much faster and simpler. This PWVRMS system is evaluated using
radiosonde water vapor data. The GPS PWV accuracy is about 2.20 mm though the
GPS station is 4.1 km away from the radiosonde. It is expected the actual GPS PWV
accuracy should be higher if the GPS station is collocated with the radiosonde
station. The real-time PWV products can be widely used in weather forecasts,
climate researches, and water vapor correction for remote sensing images such as
SAR applications. Currently the PWVRMS supplies real-time water vapor data to
several meteorological agencies in Pearl-River-Delta region including Hong Kong
Observatory, Macao Meteorological and Geophysical Bureau, Shenzhen Meteoro-
logical Bureau and Guangdong Meteorological Bureau for their weather forecasting
service and research.
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Keywords Global positioning system (GPS) � Precipitable water vapor (PWV) �
Precise point positioning (PPP) � Real-time monitoring

7.1 Introduction

Precipitable water vapor (PWV) is a highly variable atmospheric composition and
is one of key parameters in weather forecasting and climatological research. It is
one of the most important greenhouse gases and plays a key role in radiative
balance, cloud formation, precipitation processes, hydrological cycle, surface
fluxes and soil moisture [1–3]. Water vapor is also shown to directly participate in
atmospheric chemistry altering the composition of condensing species and
increasing total organic aerosol formation [4]. The aerosol has a significant impact
on human being’s morbidity, mortality and visibility [5–7].

The most traditional water vapor observation technique might be the radiosonde
[8, 9]. It has a long observation history and it is still widely used. It is estimated
there are globally *850 radiosonde stations in operation [10]. Radiosonde has a
good vertical resolution and can achieve an accuracy as high as 0.1 gcm-2 [11,
12]. The algorithm of retrieving water vapor from radiosonde data is relatively
straightforward. However radiosonde observation is very costly and the geo-
graphic density of radiosonde stations is low as well largely because of high
operational costs. For instance, there is only one operational radiosonde station in
Hong Kong for an area of over 1104 km2 [13]. Globally standard operational
weather stations normally launch radiosonde twice a day and produce only two
water vapor measurements daily. The 12 h temporal resolution is insufficient for
short-term weather forecasting. The low temporal and spatial resolutions of
radiosonde data significantly limit the use of water vapor measurements in weather
forecasting modeling.

Another widely used water vapor measurement method is using remote sensing
satellite. Water vapor retrieval from remote sensing satellites has been studied for
decades [14, 15]. Satellite-based remote sensing can produce water vapor for a
large area at very low cost. However, the water vapor accuracy is relatively low.
For instance the widely used MODIS water vapor products MOD05 and MOD07
have been estimated using radiosonde data in Hong Kong and their RMS errors are
1.309 and 1.353 cm, respectively [13]. Similar to radiosonde, the temporal reso-
lution of satellite-based water vapor is also poor. Taking the MODIS satellite as an
example, the MODIS TERRA satellite passes over Hong Kong only once daily at
10:30 am. Thus the water vapor information from remote sensing satellite is not
temporally dense enough to support short-term weather forecasting or nowcasting.

To overcome the drawbacks of the above water vapor observation techniques, a
technique of retrieving water vapor from Global Positioning System (GPS) has been
developed over the past two decades [16–19]. The GPS-derived water vapor can
complement the radiosonde and satellite remote sensing water vapor observation
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techniques in several aspects. First, its geographic density is much higher than
radiosonde. Now many regional and national GPS networks have been deployed
worldwide. For instance, International GNSS Service (IGS) routinely operates and
analyze GPS data from a network of *350 stations [20]. Second, the temporal
resolution of GPS water vapor is much higher. Normally one water vapor parameter
is estimated every 1–2 h in GPS data analysis. Third, the GPS water vapor has a good
accuracy. The integrated water vapor (IWV) can be estimated to an accuracy of
1–2 mm [21, 22]. Thus in the past decades GPS-based water vapor observation
systems have been rapidly developed in many countries [11, 18, 19, 23]. In Mainland
China, many provincial and municipal GPS networks have been deployed for water
vapor monitoring and weather forecasting services such as [24–26].

However in the past, the GPS-based water vapor retrieval algorithm is mainly
based on the double-differencing (DD) operator. In the DD operator, at least one
reference GPS station is needed to form a differencing algorithm between the ref-
erence and GPS water vapor station. If the GPS network is relatively small (e.g.
\500 km), only relative water vapor between stations can be obtained due to the fact
that tropospheric delays are highly correlated in space [27]. To recover the absolute
water vapor from relative one, one water vapor radiometer is collocated with one
GPS station to recover the absolute water vapor for all the GPS stations [27]. In [17],
an algorithm is developed by setting one reference GPS station separated from user
station by at least 500 km in order to get the absolute water vapor. This requirement
poses a number of inconveniences or even potential threats to GPS water vapor
retrieval when highly reliable, accurate, real-time retrieval of water vapor is
required. First, in real-time water vapor retrieval, the GPS data from reference
station need to be real-time transmitted to the GPS data processing center for
computation. This requires a very reliable communication method that might be
costly to operate and maintain. Data transmission via internet is feasible but data loss
is not uncommon. Second, because double-differencing algorithm is used, the GPS
data quality problem at the reference station directly affects the formation of DD
algorithm and water vapor retrieval. This issue will become more problematic when
it is coupled with the data loss during transmission. Third, the reference station is
usually not managed by operator who manages a GPS water vapor network. It is
completely out of the operator’s control if there are outages at the reference station or
the configuration of the references needs to be adjusted.

Different from the traditional double-differencing approach, this paper proposes
using Precise Point Positioning (PPP) technique to estimate absolute water vapor
from a network of GPS stations. Through this PPP technique, the absolute water
vapor estimation is performed independently without the introduction of any
reference station. Thus it wholly eliminates the possible side effects caused by
reference stations.

In the Sect. 7.2, the PPP-based water vapor retrieval algorithm is presented in
details. In Sect. 7.3, the GPS networks in the Pearl-River-Delta (PRD) region of
China, including Hong Kong, Macao and Guangzhou province are described. In
Sect. 7.4, the GPS Water Vapor Real-Time Monitoring System in PRD Region
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based on this PPP retrieval algorithm is described. The results from six months of
monitoring system operation are presented. The conclusion is given in Sect. 7.5.

7.2 Principle of Retrieving Water Vapor from GPS
Tropospheric Delay

GPS signals experience atmospheric range delays when they pass through iono-
sphere and troposphere. The ionosphere produces a dispersive delay at an order of
several to tens of meters. But it can be almost completely eliminated by using an
ionosphere-free combination of GPS signals at two frequencies. The troposphere
however is a non-dispersive medium and the tropospheric range delay cannot be
corrected like the one in ionosphere. Instead it is usually corrected using empirical
models. Generally the tropospheric range delay can be decomposed into two
components: dry component and wet component. The total tropospheric delay
along the ray path can hence be written as [16, 17, 28, 29]:

DL eð Þ ¼ DLd
z �Md eð Þ þ DLw

z �Mw eð Þ ð7:1Þ

where DL is the total tropospheric delay along the ray path, e is the satellite
elevation, DLd

z and DLw
z are Zenith Hydrostatic Delay (ZHD) and Zenith Wet

Delay (ZWD), respectively; Md eð Þ and Mw eð Þ are the hydrostatic and wet mapping
functions, respectively, which map the zenith delay to the slant ray path direction.
At satellite elevation 90�, the Zenith Tropospheric Delay (ZTD) DLz can be
expressed as:

DLz ¼ DLd
z þ DLw

z ð7:2Þ

Compared with the wet delay, the hydrostatic delay is much stable and it
contributes *80 % to the total tropospheric delay. The ZHD thus is usually
estimated using empirical models. The wet delay however has a much rapid
variation, though it accounts for only *20 % of the total tropospheric delay. Due
to it large variability, the modeling of wet component of tropospheric delay is thus
less accurate than that of hydrostatic delay. Therefore the zenith wet delay is
commonly estimated as an unknown parameter along with other geodetic
parameters in GPS data analysis. Once the ZWD is obtained, this delay can be
readily converted into integrated precipitable water vapor (PWV) using a formula
shown below [16, 25, 28]:

PWV ¼ F � DLw
z ð7:3Þ

where the conversion factor F is a function of the weighted mean temperature of
the troposphere and is related to the atmospheric temperature.

In the Precise Point Positioning data analysis, the zenith tropospheric delay DLz

of each station is parameterized and estimated along with other parameters such as
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GPS station coordinates. The zenith hydrostatic component DLd
z can be removed

using an empirical model thus the zenith wet delay DLw
z is obtained using Eq. (7.2).

PWV is then yielded using Eq. (7.3).

7.3 PPP-Based Water Vapor Estimation Model
and Strategy

PPP technique uses undifferenced GPS carrier phase observations. To eliminate
the ionospheric delay in GPS signals, ionosphere-free combination observation are
usually used, which can be described as:

UIF ¼
f 2
1 � U1 � f 2

2 � U2

f 2
1 � f 2

2

þ e

¼ qþ c � dt � dTsð Þ þ DLz �M þ
c � f1 � N1 � c � f2 � N2

f 2
1 � f 2

2

þ dmIF þ e

ð7:4Þ

where f1 and f2 are the GPS L1 and L2 carrier phase frequencies, respectively; U1

and U2 are GPS carrier phase observations at L1 and L2 frequencies, respectively;
dt and dTs are receiver clock error and satellite clock error, respectively; N1 and
N2 are the integer phase ambiguities at L1 and L2 frequencies, respectively; DLz is
the zenith tropospheric delay; M is the mapping function; dmIF is the multipath
effect; e is the noise term of ionosphere-free observation.

The implementation of PPP technique requires high-precision orbit and satellite
clock corrections for the GPS satellites. In our study, we estimate precise satellite
clock corrections based on the real-time GPS data streams from 80 worldwide GPS
stations. The 80 GPS stations have an observation rate of 1 Hz. The precise GPS
satellite orbits are obtained from the IGS ultra-rapid satellite orbit data, which are
updated every 6 h with 24 h prediction. Meanwhile, the GPS stations’ coordinates
are constrained tightly to their weekly positioning solutions.

7.3.1 Mapping Functions

Mapping function is needed to transform the ZTD to the slant delay along the ray
path and it is a function of satellite elevation, annual or seasonal variations of
atmosphere and meteorological parameters of surface stations. The most com-
monly used mapping functions include Hopfield, Saastamoinen, Chao, NMF,
VMF1, and Global Mapping Function (GMF). In this study, the GMF is used. It is
obtained from spherical harmonic expansion of the parameters of VMF1 model at
15� � 15� grids globally. The coefficient’s calculation is only related to site
coordinates and the observation day of year [29, 30].
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7.3.2 Zenith Hydrostatic Delay Model

After removing the zenith hydrostatic delay from the zenith tropospheric delay
using empirical model, the zenith wet delay remains. In this study, the Saasta-
moinen model is used to calculate the zenith hydrostatic delay [31]:

DLd
z ¼ 0:2277 � P

F u;h0ð Þ
F u; h0ð Þ ¼ 1� 0:0026 � cos 2uð Þ � 0:00028 � h0

�
ð7:5Þ

where u is the latitude of the station in radians; h0 is the station height above mean
sea level in km; P is the surface air pressure in hPa; DLd

z is ZHD component in cm.

7.3.3 Converting ZWD into PWV

In Eq. (7.3), the zenith wet delay can be converted to precipitable water vapor
using conversion factor F that is a function of the weighted ‘‘mean temperature’’ of
the atmosphere and can be calculated as [16, 32]:

F ¼ F Tmð Þ ¼
106

q1 � R
mw
� k3

Tm
þ k2 � mw

md
� k1

h i ð7:6Þ

where all the quantities are constants except that Tm is a variable. Bevis et al. [16]
considered that there is a linear correlation between Tm and T0 after extensive
studies of the north American region data. Chen et al. [32] employed the local
radiosonde data of Hong Kong to linearly fit the Tm and T0, and yielded the
correlation between Tm and T0 of Hong Kong region as:

Tm ¼ 106:7þ 0:605T0 ð7:7Þ

Thus we can compute the conversion factor using Tm and the ZWD can further
be converted into PWV.

7.4 Water Vapor Observation in Hong Kong

Large variability in water vapor has been observed in the tropical atmosphere [3].
Hong Kong, a typical coastal city located in the tropical region and closely sur-
rounded by the South China Sea, has a year-round high level of humidity and
experiences remarkable water vapor variation. In summer each year, Hong Kong
routinely experiences a number of strong tropical typhoons. The statistics over the
past decades showed that an average of three typhoons land on South China Sea
within a distance of 300 km from Hong Kong [33] and this frequency is tended to
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increase. It is believed that Hong Kong is affected by the Asian Summer Monsoon
(ASM) from both tropical and mid-latitudes [34].

Currently there is only one radiosonde station in service at Hong Kong, a region
over 1104 km2. Only two water vapor observations per day from the ground
radiosonde station are a constraint in Hong Kong’s weather forecasting services.
The lack of high temporal resolution water vapor is particularly a concern for the
weather prediction in the summer season when more rains and typhoons occur.
This situation is basically true for other coastal cities like Macao, Guangzhou and
other cities in the Pearl-River-Delta (PRD) region, one of the regions that are most
frequently affected by typhoons. More accurate water vapor observations with
higher temporal resolution are thus an important factor for improved weather
prediction in Hong Kong and PRD region.

The Hong Kong Polytechnic University (HKPolyU) has been intensively
involved with GPS research and development for many years. Considering the
limited water vapor observation data available in Hong Kong, we initiated the GPS-
based water vapor real-time monitoring system. Initially, the real-time GPS data are
supplied by the Survey and Mapping Office of Lands Department, the Hong Kong
Special Administrative Region (HKSAR). Later on, more GPS data from the Pearl-
River-Delta region are included to the monitoring system. In collaboration with
Wuhan University, this water vapor monitoring system is developed using Precise
Point Positioning (PPP) technique on the platform of PANDA (Position and Navi-
gation Data Analyst) software package developed at Wuhan University.

This PPP-based Precipitable Water Vapor Real-Time Monitoring System started
to continuously operate (at a 24/7 mode) in full automation since 19 April 2012.
Since 15 July 2012, the PPP-based Precipitable Water Vapor Real-Time Monitoring
System for Pearl-River-Delta region has been fully established. This is the first such
a system in Pearl-River-Delta region and it is the first water vapor monitoring system
developed on the platform of PANDA software [35]. Since then, this system has
been supplying a significant amount of accurate, reliable and high tempo-spatial
resolution water vapor observations to the meteorological agencies in the Pearl-
River-Delta region. These PWV products are currently shared in real-time mode
with Hong Kong Observatory, Macao Meteorological and Geophysical Bureau,
Guangdong Meteorological Bureau and Shenzhen Meteorological Bureau. The
accurate real-time PWV data are expected to contribute to short-term weather
forecasting and climate change monitoring in this PRD region.

7.5 PPP-Based GPS Precipitable Water Vapor Real-Time
Monitoring System

The structure of the GPS PWV real-time monitoring system is shown in Fig. 7.1.
The PPP-based Precipitable Water Vapor Real-Time Monitoring System in PRD
region consists of three segments: real-time estimation of satellite clock errors,
parameter evaluation of zenith troposphere, and real-time retrieval of PWV.
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7.6 Real-Time Estimation of Satellite Clock Errors

The high precision orbits and clock error corrections for navigation satellites are
critical for PPP-based water vapor retrieval. GPS satellite precise orbits can be
obtained from the ultra-rapid orbit released by the IGS. IGS ultra-rapid satellite
orbit data are updated every 6 h and with 24-hour prediction data. The predicted
orbit precision can achieve a level of 5 cm [36] and it can meet the precision
demand of PPP water vapor retrieval. The IGS ultra-rapid satellite clock error
correction data have a data interval of 15.0 min and have an accuracy of only
3.0 ns (RMS), equivalent to *90 cm in distance. Considering the magnitude of
IGS ultra-rapid satellite clock error and the nature of rapid variation of clock
errors, this type of clock correction data is not suitable for real-time PPP com-
putation. We propose the approach of estimating GPS satellite clock correction
data in real-time using the PANDA software.

Real-time Orbit and Clock Error of GNSS 
Satellites 

Real-time PWV Monitoring 
Network 

ZTD Parameters Evaluation 
(PPP, Receiver Clock Error, Ambiguity, Tropospheric Parameters…) 

ZTD 
Hydrostatic 
Component 

Model

Meteorological Parameters of Base 
Station  

(Temperature, Humidity, Atmospheric 

Zenith Hydrostatic Delay (ZHD) 

Zenith Wet Delay 

Real-time Water Vapor Content (PWV) 

Real-time Global Observation
Data from IGS 

Ultra-rapid products 
from IGS 

Real-time Weighted Temperature of 

Real-time 
Tropospheric 
Parameters 

Fig. 7.1 PPP-based precipitable water vapor real-time monitoring system in Pearl-River-Delta
region
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In the estimation of precise satellite clock error correction data, the real-time
data streams from 80 IGS tracking stations are received and stored [37]. The
geographic distribution of the 80 global stations is shown in Fig. 7.2. The undif-
ferenced ionosphere-free combination phase and pseudorange observations are
formed, followed by fixing satellite orbits and station positions. The phase and
pseudorange observations are corrected with phase center offset, solid tide, phase
rotation and relativistic effect. The satellite clock error is modeled as a random
process. The Gaussian elimination is used in the clock parameter estimation. This
method can reduce the dimension of normal equation significantly, allowing the
estimation of a large number of satellite clock parameters simultaneously. In order
to evaluate the performance of real-time GPS water vapor based on the ultra-rapid
orbit and real-time estimated satellite clock correction data, one test was con-
ducted to estimate post-mission GPS water vapor using IGS final satellite orbit and
final satellite clock correction data. The final satellite clock correction data have an
interval of 30 s and an RMS accuracy of *75 ps, which is a significant
improvement over the IGS ultra-rapid clock data. We compared the real-time and
post-mission water vapor data at 18 stations and found that the RMS error of the
two sets of water vapor data is 1.6 mm. This verified the good accuracy of real-
time estimated satellite clock data.

7.7 GPS Data Sources and Description

The GPS data for this precipitable water vapor real-time monitoring system come
from four sources: Hong Kong GPS SatRef CORS (Continuous Operational
Reference System) network, Hong Kong Polytechnic University (HKPolyU),
Macao GPS MoSRef CORS network and Guangdong GPS CORS network, as
shown in Fig. 7.3.

Fig. 7.2 Distribution of 80 IGS real-time tracking stations
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The Hong Kong GPS SatRef CORS is a permanent, continuously operating
network established by the GPS network established by the Lands Department,
Hong Kong Special Administrative Region Government. It has a network of 12
GPS stations. The SatRef GPS data are recorded at an interval of 5 s and every
10 min one GPS data file is generated at each station and then downloaded via ftp
to the water vapor computation center at Hong Kong Polytechnic University
(HKPolyU). Since 26 March 2012, the SatRef GPS data are continuously supplied
to HKPolyU for water vapor monitoring in Hong Kong. The Hong Kong SatRef
CORS stations are shown as red dots in the Fig. 7.4. In addition to the 12 SatRef
stations, one GPS/Compass receiver installed on the campus of HKPolyU also
provides the GPS data for water vapor estimation. This station is indicated in green
dot in Fig. 7.4. The data are logged at a rate of 1 Hz and every 60 min one data file
is created and downloaded for water vapor estimation. Currently only the GPS data
are processed and the Compass data are not used.

The Macao MoSRef GPS CORS network is very similar to the SatRef in Hong
Kong. This three-station GPS network is built and managed by the Macao Car-
tography and Cadastre Bureau (DSCC) of Macao Special Administrative Region
Government. The GPS data are sampled every 10 s and one data file is generated
every 60 min at each station. Then the GPS data files are immediately transferred
to the water vapor computation center at HKPolyU. The three GPS tracking sta-
tions in Macao are shown as blue dots in Fig. 7.4. The MoSRef GPS data started to
transfer to HKPolyU for water vapor computation since 14 June 2012.

The fourth data source for the Pearl-River-Delta region water vapor monitoring
system is the Guangdong GPS CORS network, which is comprised of 25 GPS
stations distributed across Guangdong province, Mainland China, as shown in
Fig. 7.3. The GPS data are sampled at a 1-Hz rate and are received in real-time
data streams by the GNSS Research Center, Wuhan University, Mainland China.

Fig. 7.3 GPS network in Pearl-River-Delta region for water vapor real-time monitoring
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The GPS data are processed at Wuhan University and the computed water vapor
results are transmitted to HKPolyU. Since 15 July 2012, the GPS data from
Guangdong CORS network started to transmit in real-time stream to Wuhan
University.

7.8 Water Vapor Estimating Models and Strategies

The real-time estimation of zenith tropospheric delay can be performed once
precise predicted orbits and real-time satellite clock error data are ready. In the
real-time estimation, only the tropospheric parameters of each station, receiver
clock error parameters, ambiguities and tightly constrained stations’ coordinates
are estimated using undifferenced phase and pseudorange derived from iono-
sphere-free combination observations. The models and strategies used in the PPP
estimation are listed in Table 7.1.

7.9 Water Vapor Accuracy Analysis and Evaluation

This PPP-based Precipitable Water Vapor Real-Time Monitoring System started to
operate in full automation since 19 April 2012. The major products include pre-
cipitable water vapor (PWV), zenith wet delay (ZWD) and zenith tropospheric
delay (ZTD). The relative humidity, temperature and atmospheric pressure data
recorded at each Hong Kong SatRef CORS station are also stored. Those mete-
orological data are recorded by meteorological sensor installed at each SatRef GPS
station. Figure 7.5 shows the real-time variations of PWV observed 2 August 2012

Fig. 7.4 GPS stations in Hong Kong and Macao
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at HKSC, one Hong Kong SatRef station. The top panel of Fig. 7.5 shows the
relative humidity (green line) and estimated PWV (red line). It clearly shows that
the PWV and relative humidity are strongly correlated with each other. The bottom
panel of Fig. 7.5 shows the atmospheric pressure (red line) and temperature (green
line), both of which are recorded by the meteorological sensor installed at the GPS
station. The atmospheric pressure and temperature are used as input data of
empirical models to estimate the zenith hydrostatic delay.

We used water vapor derived from radiosonde to evaluate the GPS-derived
precipitable water vapor data. This is because radiosonde is considered as one of
the most accurate methods to measure water vapor and is often used as a reference
to evaluate retrievals of water vapor from GPS sensing [38]. There is only one
radiosonde station available in Hong Kong and it is operated by the Hong Kong
Observatory, Hong Kong Special Administrative Region Government. The Hong
Kong Observatory launches radiosonde balloons twice daily, at 00:00 UTC and
12:00 UTC, respectively. Hong Kong SatRef GPS stations that are within 10 km
from the radiosonde station are HKSC (4.1 km from radiosonde) and HKST
(9.6 km). The GPS/Compass receiver installed at HKPolyU is much closer to the
radiosonde station, with a distance about 1.0 km. This station is not chosen for
water vapor comparison because (1) there is no meteorological sensor at the
HKPolyU station and standard meteorological parameters have to be used in the
water vapor estimation. Considering the large variation of these parameters, shown
in Fig. 7.5, the actual relative humidity, pressure and temperature may differ from
the standard parameters significantly. Thus the accuracy of estimated precipitable
water vapor is affected; (2) the HKPolyU GPS/Compass station is affected by

Table 7.1 Models and strategies used in the PPP estimation

Observations Observations from ionosphere-free combination
Sampling rate 1 s
Cut-off elevation 7�
Orbits and clock errors of

satellites
IGS ultra-rapid orbit, real-time estimated clock error

Relativistic effect IERS 2003
Correction of solid tide IERS 2003
Correction of ocean tide IERS 2003
Correction of pole shift

tide
IERS 2003

Receiver phase center IGS08.atx
Stations’ coordinates Static, tightly constrained IGS08
Receiver clock error Random walk model
Troposphere SAASTAMOIN model correction of hydrostatic component and wet

component ? GMF mapping function ? random walk
estimation

Ionosphere Influence of first order term is eliminated by ionosphere-free
combination

Integer ambiguity Constant
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serious multipath and sometimes signal blockage. This station is installed on a
rooftop of one building on the HKPolyU campus. A number of much higher
buildings are in the vicinity of GPS installation building. Thus the HKPolyU GPS
station is affected by signal blockage and multipath effect of the nearby buildings.
It has been noticed that this station tracks less satellites than other Hong Kong
SatRef GPS stations. Therefore, the HKPolyU GPS station is not chosen for PWV
accuracy evaluation.

Figure 7.6 shows the comparison of PWV data derived from GPS with radio-
sonde. This comparison was made using 402 days’ of GPS and radiosonde data
during the period from 1 November 2010 to 7 December 2011. It is shown that the
differences between HKSC station and radiosonde are smaller than those between
HKST and radiosonde. This can be explained as that the distance between HKSC

Fig. 7.5 Real-time variation of PWV observed 2 August 2012 at Hong Kong SatRef station
HKSC
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and radiosonde is only 4.1 km, much shorter than 9.6 km between HKST and
radiosonde station. It is expected that if the GPS station is closer to the radiosonde,
their PWV agreement will be even better. Figure 7.6 also implies that the PWV in
Hong Kong has a significant variation even over a short spatial distance.

Table 7.2 shows the statistical results of the PWV differences between radio-
sonde and GPS stations HKSC and HKST. Table 7.2 shows that the systematic
biases between the two tracking stations and radiosonde are 0.21 mm and -

3.36 mm for HKSC and HKST, respectively. These biases mainly attribute to the
spatial separation of the radiosonde and GPS stations. The RMS of the HKSC
station is 2.20 mm and the RMS of the HKST station reaches 4.17 mm.

Fig. 7.6 Comparison of precipitable water vapor derived from GPS and radiosonde

Table 7.2 Statistical summary of real-time GPS PWV accuracies for HKSC and HKST stations
(mm)

HKSC (4.1 km from radiosonde) HKST (9.6 km from radiosonde)

Min. 0.01 -0.01
Max. 7.27 18.3
Mean 0.21 -3.36
Std. 2.19 2.47
RMS 2.20 4.17

84 Z. Liu and M. Li



7.10 Conclusion

The first Precipitable Water Vapor Real-Time Monitoring System (PWVRMS)
based on GPS Precise Point Positioning (PPP) technique for the Pearl-River-Delta
region has been developed. This PWVRMS is developed on the platform of
PANDA software package developed at Wuhan University. This PWVRMS sys-
tem estimates GPS satellite clock error data in real-time while adopting the IGS
precise satellite orbit directly. Currently it processes GPS CORS data from three
networks in Pearl-River-Delta region (Hong Kong, Macao and Guangdong) every
10 min on a daily basis. The advantage of using PPP technique is that (1) the PWV
estimation at each station is completely independent and is not affected by data
quality at other stations; (2) the computation is much faster and simpler. This
PWVRMS system is evaluated using radiosonde water vapor data. The PWV
accuracy is about 2.20 mm though the GPS station is 4.1 km away from the
radiosonde. It is expected the actual GPS PWV accuracy should be higher if the
GPS station is collocated with the radiosonde station.

The real-time PWV products can be widely used in weather forecasts, water
vapor researches, and water vapor correction for remote sensing images such as
Synthetic Aperture Radar (SAR) applications. The PWVRMS system provides a
significantly large amount of accurate, real-time water vapor data to the govern-
mental meteorological agencies in Pearl-River-Delta region. Currently, several
governmental agencies in the Pearl-River-Delta region, including Hong Kong
Observatory, Macau Meteorological and Geophysical Bureau, Shenzhen Meteo-
rological Bureau and Guangdong Meteorological Bureau, are using the PWVRMS
real-time water vapor data for their weather forecasting service and research.
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Chapter 8
Experiments and Analysis of Soil
Moisture Monitoring Based on GPS
Signal-to-Noise Ratio Observables

Minsi Ao, Jianjun Zhu, Youjian Hu and Yun Zeng

Abstract Effective monitoring of soil moisture is the basis of meteorological,
agricultural and environmental scientific researches. Using the SNR observables to
monitor the fluctuation of soil moisture is a new approach which does not suffer
from destruction of environments, difficult data assimilation, limits of temporal-
spatial resolutions and so on. However, it also has many issues need to be dis-
cussed deeper such as too less examples, the effective areas, the parameter setting
and even how to describe and model the relationship between the SNR results and
soil moisture from other measurement ways. In this paper, with measured GPS
SNR observables and simulated soil water content data, the comparative experi-
ment is carried out to discuss them. As is shown from the experiment process and
results, this approach can effectively retrieve the soil water content. The effective
area is within about 45 m around the antenna phase center. The exponential
function can be used to described the correlation between the relative delay phase
of SNR reflected signal and soil water content well. Meanwhile, selection of the
advanced satellites and recording of the L2C observables would be prone to obtain
the high quality SNR observables that lead to the more robust and accurate
monitoring results.
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8.1 Introduction

The accurate measurements and long-term monitoring of soil moisture are the
basis of meteorological, agricultural and environmental quantitative scientific
researches [1]. The traditional approach to monitoring the fluctuation of soil
moisture can be divided into two types: active and passive monitoring. The typical
active approaches include baking, probes measurement and so on. The later are
usually based on remote sensing technologies. The active approaches are intuitive
and precise, but also unavoidable to destroy the observed object and environments.
At the same time, the results from different networks and types of equipments are
difficult to be assimilated, which limits their large-area applications. Due to the
limits of temporal and spatial resolution, the passive monitoring of soil moisture is
often used in large-area and long-term cases. In fact, using the GPS reflected
signals for soil moisture monitoring have been studied for several years. The basic
thought of these approaches is to organize a pair of GPS antennas respectively
upward and downward, which are used to receive the direct and reflected signal
from GPS satellites. With the power differences between the two types of signals,
the inversion model is constructed and the soil moisture can be retrieved. Many
experiments [2] have been conducted by National Aeronautics and Space
Administration (NASA) in test bases which locate in Iowa, Georgia, etc. From
experiments conducted by Guan et al. [3] and Yan et al. [4], the correlation
between the GPS results and measured soil moisture were also proved. This
approach successfully introduced the power characteristics into retrieve the soil
moisture, but the high costs limit its applications and popularization.

Larson et al. [5, 6] proposed an approach to retrieve the soil moisture based on
the Signal-to-noise ratio observables from conventional geodetic GPS receivers.
Bilich and Larson [7] discussed how to separate the direct and multipath reflected
signal from SNR observables, and the relationship between the reflected compo-
nents and environments earlier. Further, Larson demonstrated how to retrieve the
soil moisture using the amplitude, frequency and relative delay phase character-
istics from the SNR reflected component signals within certain elevation angle
interval. In the references [5, 6] and [8], with observations of stations TASH and
P484 from International GNSS Service (IGS) and Plate Boundary Observatory
(PBO), the possibility that using the amplitudes characteristics to retrieve soil
moisture fluctuation was discussed. The test results showed that the correlation
does exit, but the accuracy and stability is vulnerable to fluctuation of temperature,
pressure or other weather factors. From results from [9] and [10], the relative delay
phase characteristics are more stable to retrieve soil water content compared to
amplitudes. Because this approach is based on SNR observables which could be
easily obtained from the Continuous Operating GPS Reference Station (CORS), it
can effectively reduce the costs and extend the applications of CORS. At the same
time, it does not suffer from issues as data assimilation between soil moisture
networks. However, there are many problems about this approach still have to be
considered deeper. More references and experiments are necessary to be proposed
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and conducted to demonstrate the validity. Some important features of this
approach and parameters during the data process such as effective area, selection
of satellites and wavelength, are still need to be investigated. And even how to
describe and model the relationships between the relative delay phase and mea-
sured soil moisture are still have to be considered. In this paper, with combination
of the measured GPS observables and simulated soil moisture data, the problems
mentioned above are to be discussed and analyzed.

8.2 Methodology

The signal-to-noise ratio of GPS is one of the most important indicators to describe
the quality of signal from satellites. It is mainly decided by the antenna gain
pattern, multipath effect and random noises. In order to mitigate the multipath
effect, the designs of GPS antenna are principally that the large the elevation angle
of satellite is, the more the gain is, otherwise the opposite. Furthermore, because
the power of random noises is so small, the multipath effect becomes the primary
factor when the elevation angle of satellite is low. According to Larson et al. [9]
and Zavorotny et al. [10], the SNR observables can be expressed as,

SNR2 ¼ Ac
2 ¼ Ad

2þAm
2þ2AdAm cos / ð8:1Þ

In Eq. (8.1), Acis the raw SNR observables, Ad and Am are respectively the
amplitude of direct and multipath reflected signals, / is the relative delay phase
between reflected and direct signals. If there is only once reflection case, the
relationship between the relative delay phase and elevation angle of satellite can be
presented as,

d/
dt
¼ 4p

h

k
cos

dh
dt

ð8:2Þ

In Eq. (8.2), h is the vertical distance from the antenna phase center to the
ground. h is the elevation angle of satellite, k is the wavelength of carrier phase. If
x ¼ sin h, the (8.2) can be simplified as

d/
dx
¼ 4p

h

k
ð8:3Þ

As is shown in Eq. (8.3), the linear correlation does exist between the relative
delay phase / and sin h. Taking into account the Eq. (8.1), if the elevation angle is
low, the SNR reflected signal can be expressed by sin h as,

SNR ¼ _Amð _f sin hþ _/Þ ð8:4Þ

In Eq. (8.4), _Am and _/ are respectively the amplitude and delay phase of the
multipath reflected signals. _f is the frequency, which is ideally equal to Eq. (8.3).
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Generally speaking, the water in the soil can be supposed to be an equivalent
reflection surface because the reflection coefficient of water is much more than
soil. When the soil moisture increases, can be deemed as the antenna height from
equivalent reflection surface decreases. The decreased antenna height will make
the propagation path be shorter which would represents as increasing of _Am and

decreasing of _/. Contrarily, the decreased antenna height will make the propa-
gation path be longer which would represents as decreasing of _Am and increasing

of _/.
There are three steps during the process of SNR observables. The first step is to

separate the reflected signals from raw SNR observable series. During the sepa-
ration, the signal which is caused by the antenna gain pattern can be treated as
direct components signal, its amplitude is much larger than the reflected one,
namely, Ad � Am. Due to the design of antenna mentioned above, the second-
order polynomial is introduced for realize the separation. The second step is to
resample the reflected signal. The reflected signal from separation represents the
relationship between the SNR and time, the resampling step is to achieve the
relationship between the reflected signal and sin of satellite elevation angle. The
cubic spline interpolation algorithm is used to fitting and sampling in this step. The
third step is to calculate the characteristic parameters (amplitude, frequency and
relative delay phase) in Eq. (8.4) by fitting in sin style. With the characteristic
parameters, the further comparative study according to soil moisture data can be
carried out.

In order to discuss the effective area of this approach, the Higgins-Fresnel
principle which is usually used in electromagnetic theory is introduced. The
effective area is composed by a series of ellipse regions correlated with satellite
elevation angle, azimuth and antenna height. Considering that most of the GPS
receivers in CORS network do not record when satellite elevation angle is below
five or ten degrees, we simulate the effective areas nearly five degrees. The sim-
ulated effective areas are shown in Fig. 8.1.

Fig. 8.1 The simulated
Fresnel region of soil
moisture monitoring using
SNR observables. The sub-
figure in upper right corner is
the simulated trajectory of
satellites which is nearly five
degrees. The five elliptical
regions are the reference area
according to trajectory, the
points centered in elliptical
regions are the reflected
points on ground. The
original coordinate is the
simulated GPS antenna phase
center
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As is shown in Fig. 8.1, the Fresnel region can reach as far as about 45 m. It
indicates that the effective area is about 45 m around the antenna phase center on
one hand. And on another hand, within this area we should avoid the reflection
source and keep the homogenous soil type as much as possible to ensure the stable
and precise monitoring.

8.3 Experiments and Analysis

In order to discuss the validity and core parameters selection during the process of
SNR observables, comparative experiments based on the measured GPS obser-
vations and simulated soil moisture are conducted. The GPS observations are
collected by station P041 from PBO, which locates in Boulder in United States.
With supports of PBO, P041 started carrying out the research for GPS soil
moisture study. It is continuously recording not only the conventional GPS
observations but also the meteorological data such as humidity, temperature,
precipitation, pressure, wind speed, etc. Meanwhile, it firstly started to record the
L2C codes for high quality SNR observables. The simulated soil moisture data are
calculated from the Noah_LSM model [11] which is often used to retrieve the
earth surface parameters from the meteorological observations above the ground.
During the simulation with Noah_LSM model, at least seven meteorological
observations have to be collected to retrieve the soil water content. Due to the
missing of precipitation records of station P041, the nearby data from NOAA/
NWS was introduced for simulation. The short and long wave radiation data were
collected from the Global Land Data Assimilation System (GLDAS) [12]. The
other meteorological observations such as pressure, humidity, etc., were from the
meteorology observation of GPS station P041. Excerpt the precipitation records
were interpolated into 30 min interval by summation or average algorithm, the
others were interpolated or resampled by cubic spline algorithm. For GPS SNR
observations, the session from day of year (doy) 101–220 were selected. Fur-
thermore, we used the SNR observables on L2 carrier phase of satellite PRN12.
The elevation angle intervals were set to [7�–30�]. Two-order polynomial was
adopted to separate the direct and reflected signals. The Non-linear Least Square
Regression Algorithm was used to fit and get the relative delay phase of reflected
signal. The relative delay phase, precipitation and simulated soil water content is
shown as Fig. 8.2.

It is shown in Fig. 8.2, there are six significant precipitation events respectively
on 9 doy 114, 131, 138–139, 171, 187–193, and nearly 208. According to each
precipitation event, the soil water content (swc) significantly increases, which
indicates that the reasons for fluctuation of swc are mainly the precipitations.
Together with the relative delay phase of reflected signal, it is obvious that it
changes corresponding to the swc. For example, for event on doy 114, the swc
increases from 0.115 to 0.304 (by 0.189), the corresponding negative / increases
from -3.569 to -3.304 (by 0.265 rad). For event on doy 131, the swc increases
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from 0.075 to 0.308 (by 0.233), the corresponding negative / increases from -

3.57 to -3.324 (by 0.244 rad). For event on doy 138–139, the swc increases from
0.263 to 0.333 (by 0.07), the corresponding negative / increases from -3.249 to -

3.191 (by 0.058 rad). Similarly, during the later three precipitation process, the
significant correlations can be easily found between the relative delay phase and
swc. It is worth noting that during the event on nearly doy 170 and 189 the delay
phase does not correlated the swc well. With carefully analysis on the corre-
sponding meteorological records such as temperature, wind states, etc., from GPS
station, it may be caused by two reasons. The first reason could be the rapid
weather changes which are clearly from the daily GPS meteorological records on
these days. Another reason could be that the measurement time inconsistency
between the GPS and simulated swc. Apparently, the effective time of GPS results
are according to the satellite trajectory, but the simulated swc are according to the
whole day. Both of the two reasons may lead to the differences between the
relative delay phase and swc on these days. Overall, it is obvious that the relative
delay phase of reflected signal changes oppositely with the swc. When the pre-
cipitation event comes, the swc arises and the relative delay phase decreases; when
the precipitation finishes, the swc decreases and the delay phase arises oppositely.
The scatters map of swc and relative delay phase is shown as Fig. 8.3.

The relative delay phase and swc scatters of station P041 are shown in Fig. 8.3.
The correlation coefficient of the relative delay phase and swc is 0.6033, which is
strongly correlated statistically. It is necessary to note that this correlation coef-
ficient includes the error from measurement time inconsistency (e.g. doy 169–170,
186–192). The real correlation should be stronger. The exponential function used
to fitting the scatters is shown in the low right corner of Fig. 8.3. During the fitting
of scatters, some of the scatters which corrupted by measurement time inconsis-
tency problem are eliminated. The R2 index of fitting is 0.6848 which indicates that
the correlation between the relative delay phase and swc can be well described
with the exponential function.

Fig. 8.2 Relationship among the soil water content, precipitation and relative delay phase at
P041. The solid line, point and bar are respectively the swc, negative relative delay phase and
precipitation. The unit of relative delay phase is rad
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From the comparison and analysis, besides the measurement time inconsis-
tencies there are still more factors to be noted further. The impact of the quality of
SNR observables to monitoring results cannot be neglected. The high quality SNR
observable is more likely to separate for reflected signal and fit it with function sin
style successfully. From the aspect of GPS receivers, recording the L2C code can
effectively improve the quality and amplitude of SNR observables. From the
aspect of antennas, whether deploy the choke-ring and radome is also influential to
the SNR observables. But their influences can be mitigated through adjustment the
elevation angle of satellite. From the aspect of satellites, the SNR signals from
advanced satellites (BLOCK IIR M satellites in this case) are more powerful and
stable. These types of observables are more close to the SNR description model
and lead to more reliable results. In summary, if the L2C is recorded, it is priori to
select the advanced satellite and SNR observables on L2 wavelength; else, the
observable from advanced satellites on L1 wavelength is the better choice. De-
spites the quality of observables, it is interesting that as if the decreasing speed of
the negative relative delay phase is slower than the swc, for example, the doy
116–103, 140–168. Considering the fact that the deeper below earth surface, the
slower the water evaporates, whether a more effective depth of soil layer exists is
worth the further attentions.

8.4 Conclusions

Soil moisture and its fluctuation is one of the most important indicators to measure
the water cycle statues. Its accurate measurement and long-term monitoring plays
the significant role for meteorological, agricultural and environmental scientific
research. With the introduction of methodology and principle of retrieval soil
moisture based on GPS SNR observables, the effective area is discussed in this
paper. Through the comparative experiments based on measured GPS observations

Fig. 8.3 Scatter and fitting
relationship between the soil
water content and relative
delay phase. The points
represent the normal scatters
in session. The square and
triangle points respectively
represent the doy 169–170
and 186–192. The fitting
result is shown in the low
right corner in this figure
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and simulated soil moisture, the validity and selection of parameters during the
data process is discussed and analyzed. The process and results from experiments
show that this approach can effectively retrieve the soil moisture and its fluctua-
tion. The correlation between the relative delay phase and swc can be described
and modelled by exponential function well. Meanwhile, selection of the advanced
satellites and recording the L2C code is prone to obtain the high quality observ-
ables and reliable monitoring results. With combination of different types and
depth of soil moisture data, introduction of more meteorological observations, and
even applications of this approach into other fields (such as ice depth, tide gauge,
etc.) are the future work need to be paid more attentions.
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Chapter 9
The Design and Implementation of GNSS
Data Services Based on SOA

Zheng-sheng Chen, Zhi-ping Lu, Yang Cui and Yu-pu Wang

Abstract The development of network software technology makes data services
towards the directions of diversification, real-time, integration and individuation
etc. Currently, most GNSS data service centers use file-based data method to
distribute, share and transfer data, which is good for storage but not good for data
sharing and data using. It is not the direct data waned by GNSS software. The
software based on Service Oriented Architecture (SOA) interact with each other by
interface, which is independent from hardware platforms, operating systems and
programming languages, achieved low coupling sharing of data and functions
(services) of the different applications on the network. If the basic GNSS data
service center is using SOA architecture to achieve GNSS data and functional
services, the current GNSS applications will be greatly expanded. This paper
design and briefly achieve the GNSS data services based on SOA architecture, and
implement the application of data and functions sharing between different network
applications. Practice has proved that the GNSS data services based on SOA
conducive to the integration of multi-program, realization of personalized pro-
gram, and its real-time ability is much better.
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9.1 Introductions

As the development of GNSS and networks, the precision and stability of GNSS
navigation and positioning are growing better, and the applications based on GNSS
are spreading everywhere, popularly and in large scale. Meanwhile, the users of
GNSS are requiring a more precise, real-time and individual service [1–4]. The
International GNSS Service (IGS) is an authoritative institute in providing precise
positioning data service, which include observing data of tacking station or ref-
erence station, high level ephemeris data, clock offset, earth rotation parameters,
ionosphere and troposphere data, etc., and uses ftp to release its products. In
addition, many countries or regions built local area augmentation system, to
provide difference of signal and other data service of GNSS. However, these data
is mainly for professional users or terminals. It is too difficult for ordinary people
and developers in other field to understand. They have to face many complicated
algorithm before use it. What’s more, all the users wanted are just a service, not
the semi-finished GNSS data. Take ephemeris data for example, the navigation
satellite provides orbital elements data, and the IGS ftp provides discrete orbit
position, but the all the user wanted is just the position of satellite in a specified
moment, which is a service, not a static data file. Service-Oriented Architecture
(SOA) is a set of principles and methodologies for designing and developing
software in the form of interoperable services [5]. It encapsulates user’s require-
ments as services. Both the service provider and user have are only the opening
service operation list and its parameter structure. The following discusses how to
design and implement GNSS data service based on SOA technology.

9.2 GNSS Data Service

In the navigation and positioning of GNSS, the navigation data of satellite and
observation data of receiver include kinds of errors, thus cannot meet the needs of
high precise applications. In order to improve the accuracy of navigation and
positioning, we must correct the errors of these data using interrelated correct
models [6, 7], which include ephemeris of navigation data, clock offset, earth
rotation parameters, ionosphere data, troposphere data and tide data, etc. Some
organization and institute, like IGS, local CORS, provide these data for precise
navigation and positioning. They do a lot to improve the precision of navigation
and positioning, such as the implement and improvement of ITRF, solid Earth
deformation detection, detection of Earth rotation, orbit determination, and so on.
But for a non-professional user, these applications are too professional. The GNSS
data offered by IGS is not the data they want, and the IGS cannot satisfy these
users’ needs by using ftp, because user’ demands are always variable, and data in
ftp server are always static; data in RTK are pushed, not wanted. These dynastic
demands are services, which users really want.
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9.3 Service-Oriented Architecture

The service-oriented architecture (SOA) is a component model and architectural
style of software, which try to make full use of Internet technology, to meet the
growing demand for business operations mode. SOA uses the concept of ‘‘service’’
for the same viewpoint to organize computing resources [8], which is a flexible,
secure and seamless way to deal with the inner and outer resources [9] SOA have
two significant characteristics: loosely coupled and indirect addressing. It link
different functional units of the application (services) with well-defined interfaces
and contracts. Interface is defined in a neutral manner; it should be independent of
the services of hardware platforms, operating systems and programming lan-
guages. This makes the service, built in a variety of different systems, have a
unified and common way to interact. Services in SOA is the core of the abstract
means, it includes two parts: service interface and service implementation. Service
interface is a collection of methods and the desired operation of the service
requester, which describes the contract between the requester and the service that
both of them must follow; service implementation is the encapsulation of specific
functions and data. Separation of the service interface and implementation makes
SOA loosely coupled.

The three basic elements of the SOA is service description, service discovery,
and service calls, as shown in Fig. 9.1. Also SOA has three roles: service provider,
service registry center and service requestor. Service providers are responsible for
service implementation, and publish the interface, access address of service
description to the service registry. The service requester consuming services is a
process of indirect addressing. Firstly they find the description of the related
services from the service registry, and then use the information provided by the
service description to call services. In addition, the service requester does not have
to be through the registration center to lookup service. In a closer environment, for
example, can be directly obtained it from the service provider. Due to SOA has
broad application prospects, some IT leader such as IBM, Microsoft, Gartner has
proposed its own solution [10–12]. The following article is to introduce how to
design and implementation the GNSS data service system based on the SOA
model.
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Fig. 9.1 SOA model
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9.4 Design of Architecture and Interfaces of GNSS
Data Service

The general idea of design GNSS data service system is to capsulate the GNSS
data and its algorithm into different services, such as clock service and ephemeris
service. According to user’s request, the GNSS data service system response the
calculation result. To accomplish this task and get a better result, the server has to
connect to other online GNSS data server, usually the IGS ftp, to integration GNSS
resources, as shown in Fig. 9.2.

The whole progress is transparent to users, and users cannot see what the server
does, they get they want is just like to retrieve data in local database. As the
following picture shows, this procedure is very simple; the server receives the
user’s requirement, which include with service to be called, and the service
parameters with values. The server parses the parameters and return calculation
result. Unlike ftp technology, this is an interactive process. Users can get they
want. And with SOA, low coupling makes the progress much convenient, as
shown in Fig. 9.3.
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In order to facilitate the description, we design the GNSS data service interface
with Unified Modeling Language (UML), as shown in Fig. 9.4, which include five
service contracts: IEphemerisService, IClockSrevice, ITroposphereService, IIon-
osphereService and IEarthRotaionService.

9.5 Implementation

We build this system with Visual Studio 2012 as development environment, C# as
develop language, IIS 7.0 as web container, SQL Server 2008 as database and
Windows Communication Foundation (WCF) to implement SOA. The whole
system is divided into two layers: application layer and data layer. According the
system design, we implement the interfaces in the application layer with several
algorithm and models of GNSS data; the data layer composed with GNSS files and
database, which can monitor the change of IGS ftp server, and fetch new IGS
products.

Finally, the GNSS service system installs and runs on IIS 7.0 web container. To
input its web site address in the browser, we can get the WSDL. The following is a
WSDL file of ephemeris service (Fig. 9.5).

WSDL is expressed with XML which is platform-independent, and it describes
how to communicate with and use the web services, which is usually parsed by
tools automatically.

9.6 Cases

After the service broadcasted, users can call the service according to the WSDL.
Because Web service exchanges information with XML, users can get the service
in any platform, no matter in mobile phone or notebook computer, whether in

<<interface>>
Ephemeris ServiceI

<<interface>>
I Clock Service

<<interface>>
Troposphere ServiceI

<<interface>>
Ionosphere ServiceI

<<interface>>
EarthRotation ServiceI

Fig. 9.4 The design of
interfaces
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Windows operating system or in Unix operating system, as long as the client
software follows the standard of Web service.

Figure 9.6 shows in other web program call the GNSS Service. User input the
PRN of navigation satellite and the specified GPS time, click request button, after
several seconds, the answer is show on the page.

Fig. 9.5 Part of WSDL

Fig. 9.6 Single ephemeris service
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All the process is transparent to users. Users can use the service to build higher
GNSS application, while do not worry how to realize the complicated algorithm.
The GNSS data service based on SOA focus on service itself, thus can fulfill the
user’s versatile demands, and increase the degree of automation and timeliness.

9.7 Conclusions

With the development of network infrastructure and network technology, appli-
cations based on the network will be more extensive and in-depth. More com-
plicated applications will build on low coupling services. SOA is the fruits of
software development, and is being succeed used in many fields, and surely will
contribute to GNSS application.
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Chapter 10
Research on Inverse RTD Positioning
Algorithm and System Implementation

Mengqi Wu, Jiming Guo, Lili Shen and Xu Ding

Abstract Due to high cost and difficult to achieve real-time monitoring of
receivers with the existing RTD technology, this paper proposes the inverse real-
time pseudo-range differential technology (IRTD) based on CORS, which adds
data center server between receiver and CORS system, transferring differential
calculating from receiver to data center server. Data center server receives raw
pseudo-range sent back by the receiver and RTCM data broadcast by CORS
system, gets positioning result through parallel algorithms and returns location
information to the receiver for displaying. Experiments show that without
increasing data traffic, IRTD can solve the work area control problem, maintain
secrecy of local coordinate parameters, realize real-time monitoring of multi-
terminal, which can hardly be solved by the traditional RTD technology. And with
a better accuracy, IRTD has a wide application prospect in rapidly obtaining and
updating urban spatial information.

Keywords IRTD � CORS � Data center server

10.1 Introduction

Real-time differential technology (RTD) can provide positioning result with
sub-meter accuracy and is widely used in urban land inspections, traffic supervi-
sion, underwater topographic survey and other industries [3]. But this technology
cannot send back location information to the data center server, monitor the
working condition of the rover station, and is difficult to realize data sharing. With
the increasing maturity of China’s urban construction, quick access of geographic
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information, real-time monitoring and information sharing is becoming more and
more important. The inverse RTD technology proposed in this paper transferred
the differential calculating from receiver to data center server, which can monitor
the location of the rover station, realize data collection and data processing
simultaneously and improve the production efficiency.

10.2 Introduction to Inverse RTD Technology

For the traditional RTD technology, differential calculation is directly on the rover
station. So each rover station work independently and positioning result is dis-
played only in the rover station. The core idea of inverse RTD technology is to add
data center server between receiver and CORS system, transferring differential
calculating from receiver to data center server. With powerful computing capa-
bility, data center can obtain more accurate and reliable positioning results. Since
all the rover stations’ positioning results are processed in the data center, the rover
station’s operation area can be easily controlled. With parallel algorithms, data
center can simultaneously handle a couple of rover stations. And if local coordi-
nate parameters are saved on the data center, rover station can obtain local
coordinate directly. Since IRTD can solve many difficulties which stumped tra-
ditional RTD technology, the technology has a practical application in urban
mapping, traffic management, planning, supervision and etc. Meanwhile, IRTD is
easy to implement, does not need to upgrade the hardware of data collection
terminal and can be applied both to single base station RTD and the network RTD.

10.3 Data Processing Flow

After connecting to the data center, rover station sends NMEA data (which
includes coordinates information) and raw pseudo-range to data center, data center
forward NMEA data to CORS center and then receives RTCM data (which
includes atmospheric delay, satellite clock error and etc.) fed back by CORS. After
correcting pseudo-range with the corresponding RTCM data and combining the
ultra rapid ephemeris downloaded from the internet, we can easily get the coor-
dinates of rover stations. Figure 10.1 exhibits the flow of data processing in the
data center.
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10.4 Key Technologies in the Algorithm

10.4.1 Decode RTCM2.3

The protocol of RTCM SC-104 is a kind of DGPS message developed by the
special committees of Section 104 (SC-104) of the Maritime Radio Technical
Commission (RTCM), which Include differential correction information. With the
method of Byte scan, Byte scroll, Byte get complement, Message synchronization
and Parity implementation [1], this paper decode type 1 message of RTCM2.3 and
extract pseudo-range corrections and range rate corrections for all the available
satellites.

10.4.2 Algorithm Design

The algorithm of the IRTD is similar with the traditional RTD. After single point
positioning calculation with the corrected pseudo-range observations, we can get
rover stations’ location information. The specific process is as follows:

1. The interval of Z count in RTCM message is 0.6 s, generally not the same with
GPS time of the receiver. After finding the nearest pseudo-range corrections

Users
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Observations

Observations at 
epoch t

Find the 
nearest 

correction
t

Correct Pseudo -
range 

Y

Receive RTCM

CORS center

NMEA

Positioning result

IGS service

Download ultra 
rapid ephemeris

Find the 
nearest orbit 
information

Y

t Data center

Auxiliary function

Coordinates

Fig. 10.1 Data flow in the data center
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and range rate corrections, combining with the extrapolation method, we can
get the pseudo-range correction for the current epoch. The formula is as
follows:

PRC tð Þ ¼ PRC t0ð Þ þ RRC � t � t0½ � ð10:1Þ

where PRC(t0) is the pseudo-range correction, RRC is the range rate correction,
and t0 is the modified Z-count [2]. These parameters are all associated with the
satellite.

2. The pseudo-range measured by the user, PRM(t), is then corrected as follows:

PR tð Þ ¼ PRM tð Þ þ PRC tð Þ ð10:2Þ

3. The corrected pseudo-range simplifies the observation equation significantly.
Combined with ultra rapid ephemeris, we can get the rover station’s
coordinates.

The original observation equation is:

Rj
A ¼ qj

A þ cdj
t � cdtA þ dq j

A;ion

þ dqj
A;trop þ dqother

ð10:3Þ

Since the pseudo-range correction contains ionospheric delay, tropospheric
delay, satellite clock error, the corrected observation equation is:

Rj
A þ PRC tð Þ ¼ qj

A � cdtA ð10:4Þ

10.5 Analysis of Experimental Data

Connecting data center with three rover stations for experiment. With parallel
algorithms, data center can handle these rover stations and obtain positions
simultaneously. Then rover stations can be monitored easily. And if local coor-
dinate parameters are saved on the data center, rover station can obtain local
coordinate directly. Then local coordinate parameters can achieve confidentiality.
And since data center records the rover stations’ coordinates, the operating area of
different authorized users can be effectively controlled. Once exceed the operating
area, data center immediately stop its provision of services for the illegal user.

Theoretically, when 12 satellites are visible each epoch, with traditional RTD
technology, rover station receives 110 bytes RTCM data per second at least, while
with IRTD technology, rover station sends 118 bytes pseudo-range observations
per second to the data center. Experiment shows that after an hour, RTD consume
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566 KB data traffic while IRTD consume 484 KB data traffic, which fully illus-
trates that IRTD doesnot increase data traffic.

Settle the rover station in a good environment to collect data with the interval of
1 s. The rover station sends NMEA data and raw pseudo-range to the data center in
real time and records raw observations and the positioning results returned by the
data center simultaneously. Afterward, combine the raw pseudo-range of the rover
station and CORS reference station to solve baseline to get the high precision
coordinates of the rover. Project the coordinates to Gaussian plane and make
analysis of residuals, we can obtain Figs. 10.2, 10.3, 10.4, 10.5. And the accuracy
comparison of RTD and IRTD is exhibited in Table 10.1.

Compared with traditional RTD technology, IRTD technology applies precise
ephemeris and transfers differential calculating from receiver to data center, while
core algorithms and calculation process is basically the same. As can be seen from
the data in Table 10.1, the plan coordinates accuracy of IRTD is slightly better
than the traditional RTD technology, both can achieve sub-meter.

Fig. 10.2 Residuals charts of RTD (the first experiment)
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Fig. 10.3 Residuals charts of IRTD (the first experiment)

Fig. 10.4 Residuals charts of RTD (the second experiment)
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10.6 Conclusion

Inverse RTD technology transfer differential calculation from rover station to data
center, which make it possible to monitor the working condition of rover station
and realize data collection and data processing simultaneously. Experimental data
show that positioning accuracy of IRTD can achieve sub-meter, which is slightly
better than traditional RTD and has a broad application prospects in urban map-
ping, traffic management.

Fig. 10.5 Residuals charts of IRTD (the second experiment)

Table 10.1 Residuals tables

Experiment RTD IRTD

Var(x) Var(y) Var(h) Var(x) Var(y) Var(h)

1 0.491 0.426 1.057 0.445 0.406 1.158
2 0.478 0.362 1.130 0.468 0.356 1.112
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Chapter 11
Real-Time Regional Ionospheric Total
Electron Content Modeling Using
Spherical Harmonic Function

Shoujian Zhang, Xin Chang and Wei Zhang

Abstract The Ionospheric Total Electron Content (TEC) model is very important
for navigation, precise positioning and some other applications. In recent years,
with the fast development of the local Continuously Operating Reference Stations
(CORS) in China, determining precise local Ionospheric TEC model is very
attractive for local precise positioning. Ionosphere delay is one of the most error
sources. At present, the establishment of large-scale CORS system in china pro-
vided the conditions for establish real-time regional Ionospheric model using
spherical harmonic function. In this paper, we will model the ionospheric TEC
using the GPS geometry-free combination observable with the low order spherical
harmonic function, meanwhile, the DCBs will also be solved with the Vertical
TEC (VTEC). In the experiment, about 20 IGS stations from Europe are chosen to
simulate a CORS network, a set of ionosphere coefficients is assumed every 2 h.
By comparisons with the IGS Analysis Centre’s model, it shows that the mean
difference of the DCBs is less than 0.35 ns with the RMS about 0.2 ns, and the
difference of the VTEC is less than 3 TECU.

Keywords CORS � Ionosphere � Regional � Modeling � TEC � DCB

11.1 Introduction

Ionosphere total electron content (TEC) and its change are not only the important
materials of the morphological study of the ionosphere but also the important
parameters of the ionosphere corrections for precise positioning, navigation and
radio science. After the revoking of SA policy, ionospheric delay has become the
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largest error source for positioning and navigation. In precision positioning, the
precise estimation of ionosphere not only helps to improve the quality of GNSS
observation, but also exerts significant meaning in the research of atmosphere and
earth observation [1, 2]. In the recent ten years, International GNSS Service has
adopted the formatted file of IONEX proposed by Schaer [3], and has launch some
ionosphere products like the global ionosphere map (GIM), the hardware delay of
GPS etc. An intensive study on building the model of ionosphere delay through the
GPS observation data has been made by Zhang Xiaohong et al. [4]. Some experts,
including Yuan [5] and Jikun Ou, have put forward the law about the delay of
ionosphere and the variation of electron density based on the GPS. Zhang [6] has
made a comparison between different ionosphere models.

The Continuously Operating Reference Station (CORS) can provide not only
the real-time precise positioning results, but also the atmosphere and ionosphere
information of the coverage area. The high precision real-time ionosphere model,
based on the regional CORS network, has important implications for improving
the positioning results of the single-frequency receivers, network RTK and other
precise positioning. This paper advances the regional model using the fourth-order
spherical harmonics. The estimation of the total electron content (TEC) was
seriously affected by the DCBs, when conducting the ionosphere modelling in the
use of combination observations. At present only part of the IGS tracking station
DCBs products of the global model can be taken into account, so the P1 to P2
DCBs can be accurately estimated in the this paper. Considering the DCBs do not
change within a day, the authors can separate the VTEC and establish the real-time
regional spherical harmonic model. After comparison and analysis, the estimates

Fig. 11.1 Ionosphere shell
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from this paper show good agreement with the IGS Analysis Centres with a mean
difference of less than 0.35 ns and an RMS of less than 0.2 ns, a VTEC of less than
3 TECU, and it can much more perfectly reflect the TEC distribution in regional
area.

11.2 GPS Ionosphere Measurements

Ionosphere is a region which is composed of ionized plasma and extends from
roughly 50 to 2,000 km above the surface of the earth. Generally, the ionosphere
can be divided into several layers according to electron density, which reaches its
peak value at about 350 km in altitude. For 2D ionosphere modeling, ionosphere
shell model is usually applied, as shown in Fig. 11.1 [7]. The ionosphere is
assumed to be concentrated on a spherical shell of infinitesimal thickness located
at the altitude of H above the earth’s surface which is described by total electron
content (TEC). TEC is a total number of free electrons in a cylinder with a bottom
area of 1 m2, which is usually represented by TECU (1TECU = 1016 Ne/m2).

A dual-frequency GPS receiver has both code and carrier phase observations on
L1 (1,575.42 MHz) and L2 (1,227.60 MHz) frequencies. Mathematically the cor-
responding observations can be described as [8]

Pi
k; j ¼ qi

0; j þ di
ion; k; j þ di

trop; j þ cðsi � sjÞ þ di
k þ dk; j þ ei

P;k; j ð11:1Þ

Li
k; j ¼qi

0; j þ di
ion; k; j þ di

trop; j þ cðsi � sjÞ � k bi
k; j þ Ni

k; j

� �

þ ei
L; k; j

ð11:2Þ

where P is the pseudorange observation, L is the carrier phase observation, q is the
true geometric range between receiver and satellite (m), dion is the ionosphere
delay (m), dtrop is the troposphere delay (m), c is the speed of light (m/s), si is the
satellite clock error with respect to GPS time (s), sj is the receiver clock error with
respect to GPS time (s), d is the code delays for satellite and receiver instrument
bias (m), b is the phase advance of the satellite and receiver instrument bias, N is
the ambiguity of the carrier phase, e is the residual in the GPS measurements, the
subscript k (= 1, 2) stands for the frequency, the superscript i stands for the
sequence number of the GPS satellite, and the subscript j stands for the sequence
number of the GPS receiver.

Through difference with dual-frequency observations, the ionosphere delays
can be obtained through the following equations:

P4 ¼ Pi
1; j � Pi

2; j ¼ di
ion; 1; j � di

ion; 2; j

� �
þ DCBi þ DCBj ð11:3Þ
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L4 ¼ Li
1;j � Li

2; j

¼ �ðdi
ion; 1; j � di

ion; 2; jÞ � kðbi
1; j � bi

2; jÞ � kðNi
1; j � Ni

2; jÞ
ð11:4Þ

where DCBi ¼ di
1 � di

2, and DCBj ¼ d1;j � d2;j stand for differential code bias of
the satellite and receiver which is the delay of P1 relative to P2. As P4 has larger
noise, L4 is used to smooth the P4. Cycle slips and gross errors in the carrier phase
observations should be removed before smoothing the P4, both Melbourne-
Wübbena combination (MW) and ionosphere residual observations are used to
detect cycle slips and gross errors. The following equations are utilized in the
smoothing of the P4:

P4; s ¼
ðx1Þt

ðx1Þt þ ðx2Þt
ðP4Þt þ

ðx2Þt
ðx1Þt þ ðx2Þt

½ðP4; sÞt�1 þ dðL4Þt; t�1�
ð11:5Þ

ðx1Þt ¼
1

r2
ðP4Þt

ð11:6Þ

ðx2Þt ¼
1

r2
ðP4Þt
þ r2

dðL4Þt
ð11:7Þ

dðL4Þt;t�1 ¼ ðL4Þt � ðL4Þt�1 ð11:8Þ

where t stands for the epoch number, x is the weight factor related with epoch t.
Note that the smoothed ionosphere measurements in Eq. (11.5) are still corrupted
by the DCBi and DCBj, which therefore should be estimated along with the ion-
osphere delay parameters.

Regardless of the second and third order of ionosphere refraction, the iono-
sphere delay can be expressed as follows [9]:

dion ¼
40:28

f 2
STEC ð11:9Þ

where f stands for the carrier frequency, and STEC stands for the slant total
electron content along the signal path. Through substituting (11.9) into (11.3), and
smoothing the P4:

P4;s ¼ 40:28
1

f 2
1

� 1

f 2
2

� �
STEC þ DCBi þ DCBj ð11:10Þ

The DCBs extracted from smoothed P4 is more reliable.
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11.3 Method to Model the Real-Time Spherical Harmonic
Function and to Determine the DCBs

From (11.10), it is easy to get STEC, then VTEC:

STEC ¼ � f 2
1 f 2

2

40:28 f 2
1 � f 2

2

� � P4;s � cDCBi � cDCBj

� �
ð11:11Þ

VTEC ¼ MFðzÞSTEC ð11:12Þ

MF ¼ cos arcsin
R

Rþ H
sin azð Þ

� �� �
ð11:13Þ

where z is the satellite elevation angle, R is the earth’s radius, and H is the altitude
of the ionosphere thin shell. In order to accurately be compared with the results of
CODE, the H and a in this paper are references to CODE. This projection function
is the best agreement with the projection of JPL Extended Slab Model [10].

CODE uses 15 order of spherical harmonic function to model the globe iono-
sphere products. Since for the regional area, the low order spherical harmonic
function is much better, the spherical harmonic function model is shown as follows
[11]:

Eðb; sÞ ¼
Xmax n

n¼0

Xn

m¼0

~Pnmðsin bÞðanm cos msþ bnm sin msÞ ð11:14Þ

~Pnm ¼ Kðn;mÞPnm ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

2nþ 1
1þ d0m

ðn� mÞ!
ðnþ mÞ!

s
Pnm ð11:15Þ

where b is the geocentric latitude of the ionosphere pierce point (IPP), s ¼ k� k0

is the sun-fixed longitude of the IPP, ~P is normalized Legendre polynomial, anm,
bnm are the spherical harmonic function model coefficients, max n is the maxi-
mum order, and d is the Kronecker Delta. Substituting (11.11) and (11.12) into
(11.14), the ionosphere spherical harmonic function model can be obtained:

Pmax n

n¼0

Pn
m¼0

~Pnmðsin bÞðanm cos msþ bnm sin msÞ

¼ cos arcsin R
RþH sinðazÞ
� �� �

� f 2
1 f 2

2

4028ðf 2
1�f 2

2 Þ
P4;s � cDCBi � cDCBj

� �h i
ð11:16Þ

where anm, bnm, DCBi, DCBj are unknown parameters to be estimated. During the
estimating, with interval of two hours, the DCBs is considered as the same. In each
period of time, a group of 25 coefficients in 4 order spherical harmonic function
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model coefficients as well as the DCBs of all the satellites and receivers participated
in the estimation can be obtained. According to the Least Mean Square (LMS), it
still needs a constraint condition as (11.17) to separate the satellites DCB:

Xmax i

i¼1

DCBi ¼ 0 ð11:17Þ

The weight matrix of adjustment stochastic model is unit weight which implies
that the observations are of mutual independence.

11.4 Experiments and Results

11.4.1 Experiments Data

15 evenly distributed IGS stations from Germany and its surrounding areas of
April 9–18, 2012 (Day of Year: 100–109) are selected. A total of 10 days
observations as the real time simulation data, the average distance among stations
in the distribution intensive regions are about 200–300 km. With the real-time
simulated data of the network, calculation once every 2 h in 10 continuous days is

Fig. 11.2 Distributions of IGS stations chosen
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conducted. Finally, the ionosphere spherical-harmonic model of the estimated area
and the DCB of P1 to P2 are obtained and the results are compared with the results
issued by CODE (Fig. 11.2).

Fig. 11.3 Differences in the satellites DCB value from this paper and CODE

Fig. 11.4 Differences in the receivers DCB value from this paper and CODE
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11.4.2 DCBs Analysis

As one of the analysis centers of IGS, CODE applies 15 orders Spherical Har-
monic Function to model the globe TEC model, and has launched DCB of part of
the IGS globe distributed stations and satellites (GPS & GLONASS). In this report,
the CODE results are taken as reference. DCB values estimated by the authors and
those released by CODE are compared, as shown in Figs. 11.3 and 11.4. The
DCBs in the figures are the mean of 10 days. The vertical axis stands for biases, or
differences (in nanoseconds) and the horizontal axis stands for the days of year in
2012. More details are displayed in Table 11.1.

Receiver DCB biases are basically less than 0.4 ns and those of the ONSA and
POTS are 0.408 ns and 0.428 ns respectively. Since observations of them are
found out that the number of valid observations for them is less than others each
day from April 9–18, the larger bias in them are probably caused by fewer
observations. Satellites DCB biases show good results which are all less than
0.35 ns. The RMS of all differences is lower than 0.2 ns. Considering that the
order of Spherical Harmonic Function is 4 for regional area ionosphere, it turns out
to be more sensitive which will also be approved in the next section.

Table 11.1 The RMS and mean differences between satellite and receiver DCB estimates from
April 9–18, 2012

Satellite RMS Differences Mean DCB of
test

Satellite/
station

RMS Differences Mean DCB of
test

PRN1 0.122 -0.030 -10.804 PRN20 0.137 0.181 0.007
PRN2 0.122 0.228 6.163 PRN21 0.097 -0.274 1.606
PRN3 0.071 -0.298 -2.749 PRN22 0.081 -0.191 5.562
PRN4 0.095 0.331 -0.825 PRN23 0.116 0.220 7.884
PRN5 0.108 0.228 1.634 PRN24 0.086 -0.360 -3.479
PRN6 0.060 -0.203 -2.317 PRN25 0.091 -0.052 -8.818
PRN7 0.103 0.039 1.777 PRN26 0.144 0.186 -1.274
PRN8 0.105 0.087 -2.713 PRN27 0.098 0.057 -2.501
PRN9 0.075 -0.025 -1.676 PRN28 0.094 0.257 1.713
PRN10 0.072 0.173 -3.529 PRN29 0.120 -0.298 0.380
PRN11 0.127 0.215 2.377 PRN30 0.106 -0.203 -3.001
PRN12 0.047 -0.018 2.477 PRN31 0.085 0.291 3.019
PRN13 0.099 0.349 2.189 PRN32 0.151 0.090 -3.366
PRN14 0.098 -0.040 0.449 BOGO 0.147 0.124 -3.567
PRN15 0.067 -0.105 1.133 GOPE 0.129 0.303 7.121
PRN16 0.099 -0.322 0.824 ONSA 0.137 0.408 -5.411
PRN17 0.079 0.309 1.952 POTS 0.140 0.428 6.433
PRN18 0.101 -0.094 1.703 PTBB 0.132 0.361 -9.290
PRN19 0.075 0.154 4.203 WTZA 0.120 0.180 -8.960
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11.4.3 DCBs Analysis

During the estimation of real-time simulation, with interval of 2 h, VTEC data of
12 periods a day are obtained. Figure 11.5 shows the differences in all the stations
VTEC per period in 100th day expect the ISTA for data anomalies. The single
station VTEC per period is showed in Fig. 11.6. Due to space limitations, only
BOGO and WTZA are in the figure. It shows that the differences of VTEC reach
their peak value of 2–3 TECU at period 3–5, 10–11, and the rest are lower than
2TECU, especially the beginning and ending periods of which the differences
reach less than 1TECU. The results show good agreement with CODE. From
Fig. 11.6, the test values rise faster than CODE, and also decline faster. So it can
conclude that the regional model can reflect better than globe model in which the
differences are less than 3TECU. The distribution of stations net determines

Fig. 11.5 Differences in the stations VTEC value from this paper and CODE (100th day)

Fig. 11.6 The VTEC of BOGO&WTZA in 100th day
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effective number, density and geometric position of IPP and exercises a great
influence on the accuracy of the ionosphere model. The average distance among
stations in this paper is about 200–300 km and these stations are among the 30
degrees of latitude and 20 degrees of longitude, which is equivalent to the area
from Beijing to Hong Kong in north-south direction and from Shanghai to
Chengdu in east-west in China. However, the station distribution in CORS is more
intensive in general. Therefore, the ionosphere model with higher accuracy can be
achieved.

11.5 Summaries

The use of pseudorange and refined pseudorange to obtain the absolute electron
content of the ionosphere, and then established regional ionosphere model is a
common method. However, the determination of ionospheric delay by this method
generally can not be used for precise positioning due to the precision problem.
This paper use the part of global continuous tracking station to simulate aera
CORS system. The effect of DCB is considered while estimating real-time
regional Ionospheric modeling using spherical harmonic function, thereby the
ionospheric model accuracy is improved. The comparative analytic results show
that the method taken in this paper can effectively solve and exclude DCBs, and
establish more accurate and sensitive real-time regional ionosphere model. It has
important research significance of providing better ionosphere corrections infor-
mation for single frequency receiver users by CORS network real-time monitoring
of the CORS network changes of ionosphere.
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Chapter 12
Single-Epoch Integer Ambiguity
Resolution for Long-Baseline RTK
with Ionosphere and Troposphere
Estimation

Denghui Wang, Chengfa Gao and Shuguo Pan

Abstract A new single-epoch ambiguity resolution for long baseline RTK, on the
basis of the ionosphere-weighted model, is proposed in this paper, which is
applicable to several hundred km baselines by using linear combination of the
measurements, including the double-differential wide-lane combination and ion-
osphere-free combination carrier-phase observation equations and UofC model.
By the correct ambiguity and double-differential atmosphere delay, the real-time
atmosphere model was established to provide predicted value for a new risen
satellite. The establishment of real-time atmosphere predicted model, estimating
the relative tropospheric zenith delay and the regional ionospheric parameters, is
proved to reach an acceptable accuracy. Test data from the multiple reference
station GPS networks in Chongqing, consisting of 36 baselines from 40 to 350 km,
were used to evaluate the performance of the proposed approach. It is showed that
the proposed algorithm can reduce the effect of the ionosphere and troposphere on
the network AR and the true integer ambiguity could be achieved in a short time
after the establishment of the predicted atmosphere model.
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12.1 Introduction

In the larger scale multiple reference station (MRS) network, the performance of
the long baseline over 100 km is greatly degraded due to the spatial correlation
error, such as the atmosphere model error and the satellite orbit error. The correct
ambiguity of the baseline can not only be used in simulating the regional atmo-
sphere error, but also in providing the condition for generating the no-differential
ambiguity of the reference stations. The authors have developed a new single-
epoch ambiguity resolution for long baseline RTK, on the basis of the ionosphere-
weighted model [1] applicable several hundred km baselines by using double-
differential observations. The strategy estimates the ionosphere and the tropo-
sphere error by generating several kinds of linear combination of the measure-
ments; including the double-differential wide-lane combination and ionosphere-
free combination carrier-phase observation equations and University of Calgary
Model (UofC model). What is more, the establishment of real-time atmosphere
predicted model, estimating the relative tropospheric zenith delay and the regional
ionospheric parameters, and integer ambiguity criterion method, using the residual
atmosphere delay and residual measurements, is described in the paper.

However, the method mentioned above is focused only on single baseline
ambiguity resolution and ambiguity quality control for kinematic positioning. The
adjustment of the network could be done in generating the higher-accuracy
regional real-time atmosphere model. The performances of the test come from
Chongqing using the receivers made by Trimble, the other from Jiangsu equipped
with the receivers made by Leica. It is showed that the proposed algorithm can
reduce the effect of the ionosphere and troposphere on the network ambiguity
resolution (AR) and the true integer ambiguity could be achieved in a single epoch
after the establishment of the predicted atmosphere model. On the other hand, due
to its epoch-by-epoch nature, the proposed approach is insensitive to cycle-slips,
rising or setting satellites, or loss-of-lock.

In this paper, Firstly, the observation equations and the predicted atmosphere
modeling methods are analyzed in Sect. 12.2. Secondly, the AR strategy and
ambiguity verification condition are introduced in Sect. 12.3, and the algorithm is
investigated and tested in Sect. 12.4, including the comparison between the pre-
dicted model and the empirical one, the effect of this approach on the ambiguity
estimating, and especially the single-epoch ambiguity success rate in network.
Finally, the concluding remarks are described in the last section.

12.2 The Observation Equations

In this section we will introduce the single-baseline model that forms the basis of
our study.
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where r is single-difference between satellite i and j; D is single-difference
between receiver k and l; U is carrier-phase measurement (m); / is carrier-phase
measurement (cycle);P is pseudorange measurement (m); q is geometric range
between satellite and receiver antenna phase center (m); g is Total Electron
Content in transmission path g ¼ 40:28 TEC; T is troposphere delay in transmis-
sion path (m); k is carrier wave length of the satellite (m); Nis carrier-phase
ambiguity (cycle); Ois satellite orbital error (m); mis multipath delay; e/eP is
measurement errors of carrier-phase and pseudorange including receiver and
satellite hardware delay, plate motions error and Tidal error.

For the single-baseline over 100 km, the atmosphere, satellite orbit and mul-
tipath effects are the main error sources that influence the success rate of integer
ambiguity. The empirical atmosphere model is used in this study, providing a
predicted value for the atmosphere delay at the initialization period. The orbital
error could be reduced or eliminated by using the International GPS Service (IGS)
ultra-rapid ephemeris, which have twenty-four hours’ prediction orbit, instead of
broadcast orbits, especially for distances exceeding 100 km. Also the multipath
effect could be avoided by using daily repeated property of GNSS multipath signal
in the software and antenna fairing in the hardware to improve the quality of the
measurement.

12.2.1 The Empirical Atmosphere Model

12.2.1.1 The Troposphere

A predicted correction value could be obtained from the empirical troposphere
models, for example, Hopfield, Saastamoinen [2] and UNB3 [3]. These models give
the similar value when the satellite’s elevation angle is upon 20 degree. Due to the
different environmental conditions, the temperature, air pressure and water vapour
content are quite different around the world. Hopfield and Saastamoinen models
rely on the real meteorological inputted parameters and UNB3 model has a good
performance only in North America compared with the other empirical models.

In this study, the meteorological inputted parameters are composed of tem-
perature and pressure from global pressure and temperature model (GPT) (Boehm
et al. 2007) and the partial pressure of water vapour from Unb3 model. Global
mapping function (GMF) is used to be the mapping function of the priori
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troposphere model, which the zenith troposphere delay is computed by Saasta-
moinen model.

After the ambiguity is fixed, the un-model terms are applied to remain the
residual tropospheric zenith delay. The relative tropospheric zenith delay would be
estimated for the purposed of compensating the empirical model for a setting, or a
new-risen GPS satellite.

12.2.1.2 The Ionosphere

The Klobuchar model and global ionosphere maps model (GIM) are mentioned in
the paper. The Klobuchar model is relatively easy to obtain a 50 percent rms
ionospheric error reduction [4] and GIM model could not provide real-time ion-
osphere parameters. The accuracy of these two empirical ionosphere models is not
good enough, which influences the long-range ambiguity estimated without using
ionosphere-free combination.

In the paper, for the purpose of reducing the ionospheric delay, previous GIM
model parameters are used to provide a predicted value and the ionosphere-
weighted model is used to give a reasonable weight of the ionospheric delay. Once
the ambiguity is fixed, the regional ionospheric parameter model would be
established, by using polynomial fitting method. It would provide a higher accu-
racy of the ionspheric delay to a new-risen satellite, instead of the empirical model.

12.2.2 The Observation Model

To the GNSS dual frequency receiver, four measurements could be obtained.
According to the observation equation, reasonable combination observation is of
benefit to understand and solve problems in GNSS application. The linear com-
bination can be formed as

rDR ¼ irDk/1 þ jrDk/2 þ mrDP1 þ nrDP2 ð12:2Þ

where R is the combination measurement; i; j; m; n is the combination factors.
In the paper, four kinds of combination measurements are applied in the pro-

posed ambiguity resolution algorithm. In order to decrease the influence of the
atmosphere delay and weaken the correlation of the unknown parameter, various
kinds of LCs are used in estimating ambiguity and atmospheric delay. However,
any linear combinations would amplify the measurement noise to the original
measurement. Due to the different combinations with different measurement noise
value [5], the chosen of the combinations should provide the optimum performance.
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12.2.3 The Observation Weighting Schemes

In this study, we assume that the four double-differential original measurements
are not correlated [6], and that the predicted DD-atmosphere delay is correlated.
With these assumptions the observation vector of observations and the covariance
matrix could be written as:

L ¼

U1

U2

P1

P2

2
664

3
775; QL ¼ 4r2

U1

1 0 0 0
0 f 2

1

f 2
2

0 0

0 0 k2 0
0 0 0 f 2

1

f 2
2
� k2

2
6664

3
7775 ð12:3Þ

In the covariance matrix, k is the ratio of the standard errors of the pseudorange
and the carrier phase. We consider the standard error of L1 term is rU1 ¼ 6 mm
and k ¼ 100: In order to get the linear combinations of the original equations, we
use transformation matrix notation, so that we can rewrite Eq. (12.2) generally for
any linear combinations LCs as follows:

Lc ¼ TL ¼

Ui;j

Uk;l

Ri;m

Rj;n

2
664

3
775; T ¼

iki;j

k1

jki;j

k2
0 0

lkl;k

k1

kkl;k

k2
0 0

i 0 m 0
0 j 0 n

2
6664

3
7775 ð12:4Þ

And the covariance matrix of the transformed observation vector LC becomes:

QLc ¼ TQLTT ð12:5Þ

The elevation-dependent weighting scheme [7] is also used in this study by
changing the variance of the original observation. With the assumptions that the
predicted DD-atmosphere delay is correlated and the no-differential atmosphere
delay is uncorrelated.

12.3 The AR Strategy for Long Baseline

In this section, we introduce the AR strategy for the long baseline RTK with
estimation of ionosphere and troposphere terms in three steps. With the help of
ambiguity criterion method, the true integer ambiguity and previous epochs are
used to establish the real-time predicted atmosphere model.
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12.3.1 Ambiguity Resolution

In general, most articles have used either wide-lane LC of carrier-phase mea-
surement or the Melbourne-Wübbena (MW) wide-line LC [8]. In despite of wide-
lane LC of carrier-phase measurement has a low DD noise, the ionospheric delay
cannot be eliminated and influences the accuracy of the wide-lane ambiguity. On
the other hand, MW wide-lane LC cancels out not only the ionosphere term but
also geometry and troposphere terms. Due to the noise of the MW, the MW LC
can not provide the optimum performance in a short period. To improve the
conventional way, UofC model is used in the ambiguity resolution to increase
redundant observation thereby the observation equation is not rank deficient. And
for estimating the tropospheric delay and L1 ambiguity, ionosphere-free LCs is
utilized.

With the ambiguity fixed, the least square estimation of the real-time relative
tropospheric zenith delay is used to provide a predicted tropospheric delay to a
new-risen satellite, instead of the empirical atmosphere model. For the ionospheric
delay, the regional maps are produced as well and are also used to support AR of
the new-risen satellite on the average 90 % of the initial carrier phase ambiguities
can be resolved reliably [9].

Step 1. Wide-lane Ambiguity Estimated

Compared with the ionosphere-weighted model, UofC model ði ¼ 0:5;m ¼
0:5 or j ¼ 0:5; n ¼ 0:5Þ is used in estimating the ambiguity. The observation matrix
notation can be written as:

V ¼ L� BX ð12:6Þ

Where [10]:

L ¼

DrU1;�1 � Drq� DrT

DrU1;0 � Drq� DrT
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DrUofC2 � Drq� DrT
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130 D. Wang et al.



It is noted that the ionospheric delays are modeled as unknown variables and
the tropospheric delay is modified by the empirical troposphere model. The use of
the priori weighted ionosphere has been discussed as sated.

If the real-time regional ionospheric model is not obtained, the sample values of
the ionosphere delays can be taken from the empirical ionosphere model. And the
models have a different accuracy as shown in Sect. 12.4.With the assumptions that
the predicted DD-atmosphere delay is correlated and the DD-LCs is no-correlated
for the different pairs of satellites, it indicated the covariance matrix should be
written as:

Qe ¼

Q1
Lc 0 � � � � � � 0

0 Q2
Lc

..

.

..

. . .
. ..

.

..

.
Qn�1

Lc 0
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2
66666664

3
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ð12:8Þ

After the regional maps are produced with making use of carrier-phase mea-
surement and the correct integer ambiguity, the ionospheric delay de-correlates
with the pairs of the satellites, and the effect of the ionospheric delay on DD
observables varying with time and location in the ionosphere [11]. So the variance
of the ionosphere can be given as [12]:

r2
B ¼ r2

1 1� e�2ð sj j=Tþ dj j=DÞ
� �

ð12:9Þ

Where: s; Receiver sampling interval; T ; Correlation time for the DD ionosphere
set as 64 min; d; Baseline length; D: Correlation distance set as 1,500 km;
r2
1 ¼ 2 m2.

According to the accuracy of the ionosphere model, the true wide-lane ambi-
guities can be obtained by the kalman-filter with ionosphere estimation in the
initial stage. When the regional real-time ionosphere model could be obtained, the
correct value of the wide-lane ambiguity can be resolved immediately.

Step 2. L1 Ambiguity Estimated by Kalman filter

After the wide-lane ambiguity fixed, the ionosphere-free LC and the correct
wide-lane ambiguity can be used to estimate the L1 ambiguity, the observation
matrix notation is:

L ¼

DrN1;�1

DrUion�free � Drq� DrT
DrUofC1 � Drq� DrT
DrUofC2 � Drq� DrT
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2
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DrTslant
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3
5 ð12:10Þ
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We can see that the ionosphere delay has no effect on the observation mea-
surement, and the true wide-lane ambiguity would control the DD-observation
noise so that we can get the true L1 and L2 ambiguity in a short period. In the
strategy, the estimated states by kalman filter include the ambiguity of L1 and L2,
double-differenced slant tropospheric delay.

In the initial stage, the relative tropospheric zenith delay could not be obtained
thereby we have to improve the limit of elevation to 15(in degree).And the cor-
relations between the different pairs of satellite should be considered, too. After
initialling process, the relative tropospheric zenith delay could be used to replace
the empirical model. The variance r2

DrT and process noise DDrT of the tropo-
sphere can be given as [13]:

r2
DrT ¼½MFðEiÞ �MFðE jÞ�2 � E½ðRTZDÞ2�

E½ðRTZDÞ2� ¼0:48442 � 0:0012þ 1:485� 10�5 � D
� �

ðm2Þ
DDrT ¼½MFðEiÞ �MFðE jÞ�2 � D½ðRTZDÞ2�

D½ðRTZDÞ2� ¼ 0:0004
3600

� sðm2Þ

ð12:11Þ

The LAMBDA method is used to get the integer ambiguity of L1 and L2 terms
on an epoch-by-epoch basis or single-epoch. In general, the ratio threshold (which
is set as 3) can be easily gotten in 10 epochs, and the fixed ambiguity of L1 and L2
can also be checked by the wide-lane ambiguity directly.

Step 3. Real-time Atmosphere model

With the known coordinates of the reference stations and the true integer
ambiguities, the geometric-free LC and ionosphere-free LC are used to generate
the DD- ionospheric delay and tropospheric delay respectively. The ionospheric
gradient parameters could be used to represent this character of the regional
ionospheric delays. The ionospheric gradient parameters can be expressed as [14]:

DrIi;j
k;l ¼ vI j

l � f
j

l;IPP � vIi
l � f i

l;IPP þ vIi
k � f i

k;IPP � vI j
k � f

j
k;IPP

vI j
k ¼ a0 þ a1dLþ a2dB

ð12:12Þ

IPP is the ionospheric pierce point. And the kalman filter should be used to
estimate the ionospheric gradient parameters. For the DD-measurements, the
difference code biases for satellites and receivers have been eliminated.

To the tropospheric delay, the relative tropospheric zenith delay is real-time
achieved by least squares adjustment. The equation is shown as [13]:

DrTi;j
k;l ¼ ZTDl � ½MFðE j

l Þ �MFðEi
l Þ� � ZTDk � ½MFðE j

kÞ �MFðEi
kÞ�

ffi ½MFðE j
l Þ �MFðEi

kÞ� � RTZDk;l

ð12:13Þ
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12.3.2 Ambiguity Criterion Method

Incorrect ambiguity can influence the generation of real-time atmospheric error
badly, so it is necessary to maintains controls of quality strictly on the ambiguity.
For the baseline, the residuals from DD measurements should be statistically
acceptable by comparing the ratios of the covariance matrix. And the difference
between the known coordinates and the coordinates, which is obtained by the
integer ambiguity, could be considered as a detection threshold. The test shown in
Sect. 12.4 proves the ambiguity criterion method which is mentioned here.

For each DD ambiguity in the network, the sum of the integer ambiguities
around any baseline triangle in an MRS network should equal zero. Therefore,
after all of the ambiguities of the closed loop resolved, the constraint condition
should be used to verify that the fixed ambiguities are correct. If all the network
ambiguities satisfy the constraint conditions for the entire network, then this
verification can be used to check the correctness of the network ambiguities and
generate the real-time regional atmosphere model of the entire network.

Finally, for single-epoch observations of the satellite pair, a new ambiguity
solution was proposed, using the linear combination of the four measurements,
with the estimation of ionosphere and troposphere.

12.4 Test Results and Analysis

A 24 h DD data set observed in Chongqing, China in November 2010 was used to
test the performance of the proposed strategy for network AR. The test network
consisted of 9 reference stations as shown in Fig. 12.1. The receivers at these
stations were Trimble dual-frequency receivers equipped with TRM55791
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reference network
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antennas and the epoch interval is 15s. Nine reference stations formed 36 base-
lines, whose length were 40 to 350 km.

The effect of ionosphere and troposphere is a major inhibitor to long-range
single-epoch AR among reference stations. In the study, we choose the high-
elevation satellite to estimate the relative tropospheric zenith delay and the
regional ionosphere model.

The comparison has been done among the true atmospheric delay, the empirical
model and the predicted real-time model.

Figure 12.2 shows the comparison on the effect of ionosphere(two satellites,
one was a risen one and the other was a fall one), which indicates that the regional
predicted model has an acceptable accuracy within twenty centimeters of error and
it is no direct relation between the accuracy of the predicted model and the satellite
elevation. By the predicted ionosphere model, the wide-lane ambiguity could be
estimated in one or two epochs. Figure 12.3 shows an example of the low-ele-
vation satellite result with 133 km baseline by simple implementation of the
strategy. The upper plots indicate the predicted real-time troposphere model have a
good performance. Two satellites, a risen-one elevation from 11� to 17�and a
setting-one elevation from 14� to 10�, are used. The model standard deviation was
9.6, 17.9 mm for the predicted model, and 28.3, 41.9 mm for the empirical model.

At the initialization period, the predicted atmospheric delay was obtained by the
empirical atmosphere model and the wide-lane ambiguity of the high-elevation
satellite could be achieved immediately. After the real-time atmosphere model was
established, the single-epoch integer ambiguity of the low-elevation satellite is
easy to go through the ambiguity criterion method by the proposed ambiguity
solution. Compared to conventional method, the proposed strategy has very good
effect on the wide-lane ambiguity resolution.

As shown in the Fig. 12.4, the proposed strategy for long baseline RTK seems
to work well on the wide-lane ambiguity. The fluctuation of the wide-lane
ambiguity could be limited within 0.2 cycles. Two satellites were shown in the
figure, one has great ionosphere influence when the satellite’s elevation is low and
the other data was collected on the solar noon. Compared with the double-fre-
quency LC and the MW LC, the proposed could achieve a true wide-lane ambi-
guity in a short period and is not sensitive to cycle-slips, rising or setting satellites.
However, the performance of the wide-lane ambiguity relies on the accuracy of the
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predicted ionosphere model. The proposed real-time ionosphere predicted model
need a long initialization time and the salient point error of the ionospheric is not
considered. And it is worth further improvement to ensure the real-time iono-
spheric model work well to support AR of the satellite.

In the Fig. 12.5, the proposed method on L1 ambiguity resolution with slant
troposphere estimated by kalman filter was shown. The example of the result with
150 km baseline, used 6 satellites and the epoch interval was 15 s. Compared with
the conventional method with tropospheric zenith delay estimated by kalman filter,
the new method could get the higher accuracy of the float ambiguity and the
shorter convergence time. The ratio of the LAMBDA method also indicated the
new method could get a reliable result of the L1 and L2 ambiguity in a short time.

12.5 Concluding Remarks

This study focuses on medium- to long-range AR among the base lines of a MRS
network and the establishment of real-time atmosphere predicted model. A new
single-epoch ambiguity resolution for long baseline RTK, on the basis of the
ionosphere-weighted model, is proposed in this paper. The method is applicable to
several hundred km baselines by using linear combination of the measurements,
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including the double-differential wide-lane combination and ionosphere-free
combination carrier-phase observation equations and U of C model. The estab-
lishment of real-time atmosphere predicted model, estimating the relative tropo-
spheric zenith delay and the regional ionospheric parameters, is proved to have an
acceptable accuracy. What is more, with the help of the real-time atmosphere
model the ambiguity could be achieved immediately. Test data from the MRS GPS
networks in Chongqing, consisting of 36 baselines from 40 to 350 km, were used
to evaluate the performance of the proposed approach. However, the method
mentioned above is focused only on single baseline ambiguity resolution and
ambiguity quality control for kinematic positioning. The adjustment of the net-
work will be done in generating the higher-accuracy regional real-time atmosphere
model.
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Chapter 13
Improving GPS Positioning Accuracy
Based on Particle Filter Algorithm

Ershen Wang, Ming Cai and Tao Pang

Abstract To solve the error of GPS positioning based on traditional Kalman filter
(KF) in dealing with nonlinear system and non-Gaussian noise. A novel filtering
algorithm based on particle filter is proposed to improve the positioning accuracy
of GPS receiver. The important density function by observing pseudorange non-
Gaussian error distribution is set up. It is combined particle filter with system
nonlinear dynamic state-space model. To solve the degeneracy phenomenon of
particle filter (PF), Markov Chain and Monte Carlo (MCMC) method is adapted.
The experimental results show that particle filter algorithm can effectively deal
with non-linear and non-Gaussian state estimation. Compared with positioning
optimization algorithm based on extended Kalman filter (EKF), the particle filter
algorithm reduces the error of both positioning and speed estimation, attains higher
positioning accuracy. The root mean square error (RMSE) parameter of particle
filter is less. It is an effective method for GPS positioning to nonlinear and non-
Gaussian state estimation problem. Moreover, the particle filter based on MCMC
can work as an aided plan to provide higher accurate position when the quality of
GPS signal is poor and useless.

Keywords GPS � Particle filter � EKF � Positioning accuracy

13.1 Introduction

At present, GPS has been used in various fields including military affairs, navigation,
aviation, measurement, transportation and surveying, which involves all human
activities associated with position, velocity and time. With the development of GPS,
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it will be more widely used in the areas of aviation, marine and land vehicle navi-
gation. In order to better service various application fields, improving the accuracy
of GPS positioning, the technology of GPS receiver has always been the focus of
GPS receiver.

In general, Kalman filtering algorithm can be used to process the positioning
information of GPS receiver [1]. However, Kalman filtering generally require that
the system observation model and dynamic model should be linear, and the
measurement noise and dynamic model noise should be white gaussian noise. Due
to the propagation characteristics of GPS signal, under some conditions, such as
tall buildings and big trees, which might block GPS signal and reduce the number
of satellite in view, and the effect of ground reflected multipath signals on GPS
signal and the system error caused by receiver and antenna, the observational error
distribution is not strictly the gaussian distribution [2]. Kalman filtering results will
not have optimal filtering and prediction error will be worse. In recent years,
particle filter based on sequential importance sampling and Monte Carlo is often
used in non-linear and non-Gaussian system filtering. Because particle filter has
not any restrictions of system process noise and measurement noise and com-
pletely overcomes the deficiencies of Kalman filter, it has been given abroad
attention [3–5], and also used in GPS positioning filtering process [6].

In order to improve the accuracy of GPS positioning, the particle filter method
is presented for the positioning data process of GPS receiver. The system dynamic
state space model and observation model is established and the algorithm is
described in detail. In order to better illustrate the effect of the particle filter
algorithm, compared it with extended Kalman filter algorithm. The experimental
results show that compared with the extended Kalman filter, particle filter algo-
rithm can effectively reduce the error of position and speed of GPS positioning,
and improve positioning accuracy, so its performance is better than extended
Kalman filter algorithm.

13.2 Standard Particle Filter Algorithm

The standard principle of particle filter algorithm is that: First, based on the priori
conditional distribution of system state vector the state space a group of random
samples are generated, these samples called particles; then the particle weight and
position of the particle distribution based on the measurement value are constantly
adjusted, and initial priori conditional distribution are modified [7]. The algorithm
is a recursive filtering algorithm, commonly used to handle non-Gaussian and non-
linear systems’ state and parameter estimation. The huge computational burden is
the bottleneck of particle filter algorithm.
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The principal steps in the particle filter algorithm include:

(1) Initialization

Draw a set of particles for the priori pðx0Þ to obta xi
0

� �Ns

i¼1, the weight value of
which is 1=NS:

(2) For k = 1,2,… performing the following steps:

• State prediction Priori particles from the proposal distribution
fXkjk�1ðiÞ : i ¼ 1; 2; . . .;Ng� pðXkjXk�1Þ.

• Update

Update the new weights at time k:

wi
k ¼ wi

k�1pðzk xi
k

�� Þ ¼ wi
k�1pekðzk � hðxi

kÞÞ

where, i = 1, 2, 3… Ns:
Normalize the weights:

~wi
k¼wi

k

,XNS

i¼1

wi
k;
XNS

i¼1

~wi
k¼ 1

(3) Resampling

From a set of particles Xi
kjk�1; ~wi

k

� �
; according to the value of the importance

resampling, get a new set of particles X̂
i

kjk�1; i ¼ 1;. . .;N
� �

(4) Output
Output a set of particles that can be used to approximate the posterior dis-

tribution and the estimate as x
^

k �
PNs

i¼1

~wi
kX̂

i

kjk�1

Then, k = k ? 1, go to step (2).

13.3 Improving GPS Positioning Accuracy
Based on Particle Filter

For GPS signal is in sight, it is easily to be blocked by objects such as tall buildings
and big trees. In this case, GPS receiver positioning error will become larger or
even GPS receiver will become useless, reducing the availability of positioning
data. Moreover, the effect of ground reflected multipath signals on GPS signal and
the system error caused by receiver and antenna will also lead to larger positioning
error. Therefore, in its application, the biggest problem is the positioning error
from the true position. The positioning accuracy of GPS is generally within 10 m,
but sometimes positioning error can be more than 50 m [8]. For this reason, the
particle filtering algorithm is used to improve the accuracy of GPS positioning.
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13.3.1 Description of the Movement State

In practical applications, the output parameters of GPS receiver including latitude,
longitude, speed, direction angle and so on. The system state equation and the
system observation equation are set up according to the relation among the dis-
tance, speed and acceleration. Without any auxiliary equipment, the parameters of
the algorithm only relies on GPS receiver output data, so the algorithm can be used
for data processing such as cars, ships, aviation and other transport fields. Select
the state variables

X ¼ xe; ve; ae; xn; vn; an½ �T

where xe and xn represent the location component of the east and north, ve and vn

are eastward and northward velocity component, ae and an are the acceleration
component of east and north. The state equation of the continuous system is as
follows.

X
:
ðtÞ ¼ AXðtÞ þ U þWðtÞ ð13:1Þ

In Eq. (13.1),

A ¼

0 1 0 0 0 0
0 0 1 0 0 0
0 0 �1=se

0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 �1=sn

2
6666664

3
7777775

U ¼

0
0

1
se

�ae

0
0

1
sn

�an

2
6666664

3
7777775
; WðtÞ ¼

0
0
xe

0
0
xn

2
6666664

3
7777775

where xe, xn, ð0; r2
ae
Þ and ð0; r2

an
Þ obey gaussian white noise distribution. se and sn

are the related time constant of eastward and northward acceleration change. �ae

and �an are the current average of acceleration component of east and north.
Set the sampling period T, discretize the continuous equation of system, and get

the system discrete state equation:

Xk ¼ /k;k�1Xk�1 þ Uk þWk ð13:2Þ

In Eq. (13.2),

Xk ¼ ½xeðkÞ veðkÞ aeðkÞ xnðkÞ vnðkÞ anðkÞ�T
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/k;k�1 ¼ diag /eðk;k�1Þ;/nðk;k�1Þ

n o

Assume, ae ¼ 1
se
; an ¼ 1

sn
then, /eðk;k�1Þ and /nðk;k�1Þ are respectively:

/eðk;k�1Þ ¼
1 T a�2

e ð�1þ aeT þ e�aeTÞ
0 1 ð1� e�aeTÞa�1

e
0 0 e�aeT

2
4

3
5

/nðk;k�1Þ ¼
1 T a�2

n ð�1þ anT þ e�anTÞ
0 1 ð1� e�anTÞa�1

n
0 0 e�anT

2
4

3
5

Uk ¼ u1 u2 u3 u4 u5 u6½ �T ð13:3Þ

In the Eq. (13.3),

u1 ¼ ½�T þ 0:5aeT2 þ ð1� e�aeTÞa�1
e �a�1

e �ae

obey the gaussian white noise distribution

u2 ¼ T � ð1� e�aeTÞa�1
e

� �
�ae

u3 ¼ ð1� e�aeTÞ�ae

u4 ¼ ½�T þ 0:5anT2 þ ð1� e�anTÞa�1
n �a�1

n �an

u5 ¼ T � ð1� e�anTÞa�1
n

� �
�an

u6 ¼ ð1� e�anTÞ�an

Wk ¼ ½0 0 xeðkÞ 0 0 xnðkÞ�

where xeðkÞ and xnðkÞ obey the gaussian white noise distribution, that is 0; r2
Xe

� �
,

0; r2
Xn

� �
, 0; r2

ae

� �
and 0; r2

an

� �
. ae and an are the reciprocal of the related time

constant of the eastward and northward acceleration rate of change. �ae and �an are
the current average of acceleration component of east and north.

13.4 Establishment of the Observation Equation

East location information ze, north position information zn, speed v and direction
angle h output by the GPS receiver are used as the measurement parameters. The
vector described by.
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Z ¼ ze zn v h½ �T

Assume sampling period T = 1 s. Then, the relations between the measurement
value and state parameters are described as follows:

ze ¼ xe þ ee

zn ¼ xn þ en

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

e þ v2
n

q
þ ev

h ¼ arctan
ve

vn
þ eh

Thus, the continuous observation equation is:

Z ¼

ze

zn

v
h

2
664

3
775 ¼

xe

xnffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

e þ v2
n

p
arctan ve

vn

2
664

3
775þ

ee

en

ev

eh

2
664

3
775 ð13:4Þ

where ee and en are the observation noise of east and north output by GPS receiver,
which can be approximately used as ð0; r2

eÞ; ð0; r2
nÞ gaussian white noise. ev and eh

are the observation noise of the speed and direction angle, which can be
approximately used as ð0; r2

vÞ; ð0; r2
hÞ gaussian white noise distribution.

From the above equation, it is clear that the observation equation is non-linear,
Linearize it by extended Kalman filter linearization, expand by Taylor series at the
predictive value and ignore the second-order more items.

Zk ¼ hðX
K

k;k�1Þ þ HkðXk � X
K

k;k�1Þ þ Vk ð13:5Þ

To be simplified,

Zk ¼ HkXk þ Vk þ hðX
K

k;k�1Þ � Hk
K

k;k�1 ð13:6Þ

where,

Hk ¼
ohðXkÞ
oXk Xk¼ X

K

k;k�1

¼

1 0 0 0 0 0
0 0 0 1 0 0
0 h1 0 0 h2 0
0 h3 0 0 h4 0

2
664

3
775

��������

h1 ¼
veffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2
e þ v2

n

p ; h2 ¼
vnffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2
e þ v2

n

p ; h3 ¼
vn

v2
e þ v2

n

; h4 ¼
�ve

v2
e þ v2

n
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13.5 Experiments Test and Results Analysis

In order to verify the effect of particle filter algorithm, the u-blox RCB-4H GPS
receiver is used as the experimental data acquisition equipment around the
Shenyang Aerospace University playground oval track lap to collect data. The
sampling frequency is set to 4 Hz, and the initial position of the GPS receiver is
longitude 123824.154360, latitude 41�55.535230, the initial speed is 0, the direction
angle is 164.22�, and the data collection time is 5 min. The positioning accuracy of
RCB-4H receiver is 2.5 m (CEP).

13.5.1 Experimental Data Process

First pretreat all the longitude and latitude data collected. Due to the relatively
small movement range of GPS data acquisition system in the experiment, the
longitude and latitude data gathered only changed in the decimal part, while its
degree and integer part are the same. In order to make the results of the experiment
more intuitive, and make it easy to calculate the procedure, the longitude and
latitude data collected are processed as follows. Specifically, remove the data in
front of the decimal point of latitude and longitude data, then expand the data after
the decimal point 1,000 times. The velocity is converted to m/s unit. For example,
a set of data is longitude 123824.154360, latitude 41855.535230, speed 1.046/s and
direction angle 164.22�. The pretreatment data is longitude 154.36 9 10-3, lati-
tude 535.23 9 10-3, speed 0.5381 m/s and direction angle 164.22�. The other data
do as similar pretreatment.

13.5.2 Experimental Results and Analysis

The experimental data are processed using extended Kalman filter and particle
filter. And particle filter algorithm selects 100 particles. The results are shown in
Fig. 13.1.

In the Fig. 13.1, in the case of no measurement data available, the corre-
sponding point A of EKF filter estimation is interrupted, but particle filter esti-
mation is continuous. So the particle filter can make a correct state estimation
based on previous experience, while EKF’s effect is poor. Figures 13.2 and 13.3
demonstrate the estimate error curves in positioning latitude, longitude and speed
between particle filter and extended Kalman filter.

Figures 13.2 and 13.3 show GPS positioning and speed estimation error of
particle filtering algorithm is less than that of extended Kalman filter. Therefore,
the performance of particle filter algorithm is better than extended Kalman filter.
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Fig. 13.1 Comparison of particle filter and EKF filter

Fig. 13.2 Longitude and latitude estimation error of PF and EKF algorithm

Fig. 13.3 East and north speed estimation error of PF and EKF algorithm
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The accuracy of GPS positioning can be improved. The RMSE parameter com-
parison of experimental result between particle filter and EKF algorithm is given
as shown in Table 13.1. From the table, it can be seen that the estimation accuracy
of particle filter is better than that of EKF.

13.6 Conclusions

The particle filter algorithm is used to improve the accuracy of GPS positioning.
The MCMC method is adapted for restraining particle degradation phenomenon.
By establishing the dynamic state space model and using the real GPS data col-
lected by GPS equipment. Compared to traditional Kalman filter algorithm, the
algorithm handles nonlinear and non-Gaussian models more efficiently. The
experimental results show that the effect of particle filter is better than that of
extended Kalman filter, improving the accuracy of GPS positioning. Moreover,
when the quality of GPS signal is poor or useless in a short time, the particle
filtering algorithm can be an aided method to provide continual GPS positioning
message. As a result, the particle filter algorithm is feasible and effective in
improving the accuracy and increasing the availability of GPS positioning.
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Chapter 14
The Design and Realization of Online
Land Patrol System Based on CORS

Lili Shen, Lei Wang, Mengqi Wu and Xu Ding

Abstract Land patrol is very crucial to land resource management, land resource
management not only face to huge amount of data, but also requires a concurrent
and high accuracy data. The most popular technology for land resource manage-
ment is remote sensing, but it constrained by the spatial and temporal resolution,
lacking the ability to detect the illegal incidences occurred in particular, dispersed
region, which is go against the land planning, utilizing, protection and manage-
ment. GNSS based patrol technology can make up the shortage of remote sensing
land monitoring technology. On another hand, continuous operational reference
system (CORS) are widely used in many provinces and cities as urban infra-
structure. Low-cost receiver can meet the requirement of land patrol with CORS
aided. This paper presented the design and realization methods of a land patrol and
monitoring service platform. In this system, low-cost GIS data collectors are
applied to collect the spatial information, properties and even multi-media infor-
mation of a land parcel, all these data are sent back to data centre according to the
mobile network. Data centre can monitoring the status of data collectors, acquiring
data. These data are processed, edited and checked, and then stored in the database
or used to provide information service to the public. The system combined CORS
positioning technology, GIS data management and wireless communication
technology, allocated different authority to different role. This design makes
managers can monitoring the fieldwork progress, fieldworkers can acquire the
information of land parcel, and the public can access the information of their
concern. The whole land patrol and data collecting, data processing procedures are
paper-free, real-time, intelligence. The efficiency of fieldwork is improved, and the
work strength is cut down and less professional skills are required for surveyors
with this system.

L. Shen (&) � L. Wang � M. Wu � X. Ding
School of Geodesy and Geomatics, Wuhan University, Wuhan, China
e-mail: llshen@sgg.whu.edu.cn

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 243,
DOI: 10.1007/978-3-642-37398-5_14, � Springer-Verlag Berlin Heidelberg 2013

149



Keywords Land patrol � CORS � Land management � Management system �
System design

14.1 Introduction

Land patrol is very critical to land management. Land management need to deal with
huge amount of data and have a high demand of uptodate situation and accuracy.
Land management involves managing cultivated land, state owned land storage,
sold land and other types of monitored land, preventing spare land and illegal land,
achieving the aim of rational land utilization. Land patrol is the most directive and
effective way to manage land for base land management departments and its effi-
ciency may influence the management and utilization of land. Currently, remote
sense (RS) is the most popular technique for land management, however, it restrict to
its spatial resolution and temporal resolution. Especially remote sense is insensitive
to sparse distributed and small scale illegal land utilization events, which is not good
enough for land planning, utilization, protection and management. Global naviga-
tion satellite system (GNSS) positioning technique can make up the shortage of RS
and provide precise coordinates and shape of interested land parcel. Hence, GNSS
positioning technique play an important role in land patrol as well.

Wu et al. investigated vehicle-based land patrol system and proposed vehicle
based ‘moving-platform’ relative positioning scheme to solve patrolling vehicle
positioning problem [1]. The advantage of this method is that it applicable for
large scale and multi-vehicle cooperative mission without base station. However,
the coordinate of moving-platform is very difficult to precisely determine in real-
time. Coordinate of vehicles subject to different moving-platform may existing
systematic bias. Xi et al. studied PDA based land patrol technique [2], but the
study focused on processing properties information and multi-media display. As
developing of GNSS technique, RS technique geo-information system (GIS)
technique and communication technique, the land patrol technique changed dra-
matically as well. This paper presents a multi-propose land patrol service system
with continuous operation reference system (CORS) [3] aided positioning tech-
nique, which assembles RS, GIS and communication technique. The system utilize
inverse network real-time differential (RTD) technique for positioning, utilize
remote sense image for land utilization change analysis, and utilize GIS technique
for land information management. The system provides evidence for decision
making and enforcing the land law, which improves land management efficiency.

14.2 System Design and Implement

The land patrol system is an enhancement of GPSNet software. The basic idea of
the system is adding a patrol server between field user and GPSNet server. The
patrol server acts as a middle server who connects field user, Web browser and
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GPSNet server. Field users can upload raw GNSS observations to the patrol server,
the patrol server processes these observations and output inverse RTD solution,
after transform field user coordinate to local coordinate system, the final solution
was broadcast to user via wireless network. The scheme encrypts local coordinate
system transformation parameters, and simplifies field user devices. Meanwhile,
administrator of the system can assign new patrol mission to field users via
browser, monitor field user status and analyze field data. Field worker can connect
to patrol server to download new mission via field terminal. The whole system
ensures the land patrol process efficient.

The system makes up by three modules.
The first module is an extension of CORS server. This module is a client/server

scheme, each field user own a unique connection to the server for GNSS obser-
vation and multimedia data delivery. This CORS extension server can decode
received data. Extracted GNSS observation was combined with information from
CORS system to generate final positioning solution and Extracted multimedia
information was saved in the database. Then, the module broadcast the final
positioning solution to field users again via wireless network.

The second module is the major part of the system, which is a web server called
patrol server. The patrol server supports all web services including administrator’s
interface and field user’s interface. Meanwhile, the patrol server shares database with
CORS extension module, which enables administrators monitor field work status.

The third module is embedded into handheld devices. The function of embedded
module is fourfold: the first function is that the module can setup a wireless con-
nection to CORS extension server to deliver GNSS observation and multimedia
data. Furthermore, the module can receive the final positioning results and display
them on the map. The third function of the module is updating land parcel infor-
mation and synchronizing information with the database. Finally, the handheld
device can browse webpage and download new mission from patrol server.

The structure of the system can be shown as Fig. 14.1.

14.2.1 The System Layer Scheme

In order to make the system stable, extendable and efficient, the system is divided
into three layers: display layer, logical layer and data layer. The triple layer
scheme is demonstrated in Fig. 14.2. Function of each layer can be described as
follows:

Presentation layer: the presentation layer includes administrator’s interface and
field user’s interface. This layer supported by web server and embedded module.
The function of this layer includes system configuration, coordinate display,
mission distribution et al.
Logical layer: the logical layer responds requests from both administrators and
field users. Function of logical layer includes wireless communication with field
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users, inverse RTD data process, database manipulation, system event logging and
web requests responding.
Data layer: the data layer is used to define, maintain, access and update database to
support logical layer and display layer. As patrol server and CORS extension
server share the database, the data layer become extremely important to make
system stable.
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Fig. 14.1 The logic structure of the online land patrol system
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14.2.2 Role Definition and Access Control

According to user’s mission type, two different role are designed in the system.
Field users use handheld devices, their tasks are collecting spatial data and

property data. They can download patrol mission from embedded web browser,
and communicate with CORS extension server. Field user interest in their mission-
related information, such as new patrol mission, mission related land parcel
information and their own patrol trace et al. Administrator can configure the
system, monitor field user [4], assign mission and analysis spatial data. Most
administrative work can be finished via web server, and field users only access
module embedded in handheld device. Different roles have different permission to
access the system, which makes the system safe and extendable.

Fig. 14.2 The layer scheme of the online land patrol system
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14.2.3 Technical Routine

Download patrol mission: Land usage change can identified by various ways, such
as enforcement department investigation, checking remote sense image, public
report, transferred law case, leader specify et al. Administrators will publish the
newest mission information on the website and assign these missions to field
patroller. Each patrol can check the missions like checking email.

Investigation and taking evidence: patroller holds handheld devices to crime
scene and record shape of land parcel and collecting multimedia information as
evidence. Handheld devices can send back the spatial information and property
information of certain land parcel to server, additional evidences such as photo,
videos et al. will be send back as well [9].

Upload data and Monitoring: all GNSS position result, patrol trace and investi-
gation data will be uploaded to the server and displayed on the handheld devices.
Hence, administrator can monitor patrollers via the system, and the patrollers can
enquire the current position, patrol trace, uploaded investigation data as well.

Data post-processing: After patrolling, collected spatial information, property
information, multimedia information as well as other evidence will be organized
and analyzed, the collected data will be compared with land usage planning, latest
remote sensing image and relative policies to undertake qualitative and quantita-
tive analyze. The final patrol report will be formed based on analyze results
(Fig. 14.3).
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Fig. 14.3 The dataflow diagram of the online land patrol system
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14.2.4 System Implementation

The system including three modules and it adopt a hybrid of B/S scheme and C/S
scheme. All spatial data and property data are stored in SQL2008 database, and
ArcSDE is adopted as spatial analysis engine. All geometry-related modification,
analysis and enquiry are handled by the spatial analysis engine. As the system
involves communication, web services and database manipulation, dot net
framework is chosen, and C# is chosen as the developing language. Embedded
module was a secondary development based on ArcPad package. ArcPad package
can smoothly interactive with ArcSDE and help patrollers update land parcel
informations. Zhonghaida Q5 GIS data collector was chosen as the handheld
device, the GNSS observations was delivered back to server in raw OEM format,
and the CORS extension module can decode the binary format and extract valid
observations for coordinate calculation.

14.3 Key Technique

Developing a multi-propose platform requires multi-discipline knowledge. The
system integrated GNSS positioning technique, GIS data management, Web ser-
vice, wireless communication technique et al. The key techniques of implying the
system are summarized in this section.

14.3.1 Inverse RTD Technique Based on CORS

Land patrol is sparse distributed field measurement work. However, it doesn’t
require centimetre accuracy. In order to acquire decimetre positioning accuracy
and encrypt local coordinate system parameter, the system adopts inverse network
RTD technique. Single base RTD technique broadcasts code corrections to rover
receiver, the longest distance between rover and base station can be several
kilometres, which is too small for land patrol. Network based RTD technique is
very similar to network RTK technique, but only code observation are transferred
to rover station. Double differenced observations are formed with rover station
code observation and virtual reference station (VRS) code observation, corre-
sponding ultra rapid IGS precise ephemeris are downloaded to calculate rover
coordinates. Another advantage of inverse network RTD technique is easily
encrypt local coordinate parameters, as user coordinates will be transformed to
local coordinate system in CORS extension module, the field users don’t care the
local coordinate system transformation parameters, they acquires local coordinates
from server and display the coordinates in corresponding electronic map.
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Comparing to single station RTD technique, Network RTD technique can share
the coordinate easily, moreover, it suitable for low cost devices. Inverse network
RTD technique enables server monitor multi rover users. Multi rovers cooperate
more efficient under server’s supervision. Network RTD technique require the
same data flow as single station RTD technique, but network based RTD technique
is suitable for lower cost hardware and cooperative field work. Inverse RTD
handheld devices don’t require high performance CPU to real-time GPS posi-
tioning calculation, which can cut off handheld device cost.

14.3.2 GIS Land Information Management Technique

Land patrol data including vector geometry data, remote sense image from various
sensors, hence, these spatial data need a unified spatial database engine to manage
them. In order to support web application and spatial data management, ArcGIS
server was chosen as the foundation of patrol server. ArcGIS server enables
administrators analyzing spatial data via web browser and multi source spatial data
management. Secondary development based on ArcGIS server makes patrol more
suitable for land patrol application. Land utilization map, Land utilization planning
map, remote sense images as well as vector geometries collected by GNSS
positioning technique are transformed into a unified platform, which makes the
system more efficient and extendable [5, 6].

14.3.3 Communication Technique

Communication is extremely important in the land patrol system, especially with
inverse RTD technique. Communication between handheld devices and CORS
extension server are realized by mobile wireless network. Currently, code division
multiple access (CDMA) [7] or general packet radio service (GPRS) [8] are
available for long distance wireless communication. Handheld devices connect to
server by specifying IP address and port of the CORS extension server. Handheld
devices communication includes sending back GNSS observation to CORS
extension server and hypertext transfer protocol (HTTP) request to the patrol
server. The formal one was realized by TCP connection, handheld devices sending
data to the specified port, server listening and decoding. The later one includes
patrol mission download, and realized by standard browser/server communication.
Communication between CORS extension server and patrol server was realized by
sharing database. CORS extension server write new coordinate into database and
patrol server read latest coordinates to monitor field users. AJAX technique was
used to real-time update latest field user coordinate on the browser.
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14.4 Concluding Remarks

The system integrated mobile devices developing, GIS developing, Web appli-
cation developing and GNSS positioning. Three modules cooperate each other to
make the whole process more efficient, the system can satisfy both administrators
and field users demands in land patrol. Field user’s work was cut off by handheld
devices and wireless communication. Administrators can monitor fieldwork,
encrypt coordinate system parameters and finish all work on the web application.
Hopefully, the system can improve land patrol efficient, make effort on protect
land resources and monitoring illegal land use. With the system, the quality of land
enforcement services can be greatly improved.

References

1. Wu X, Wang Q, Li C, Liang H (2009) Study and implementation of the key techniques of land
inspection vehicle. Bull Surveying Mapp 3:P56–P58

2. Zhou X, Ju J, Liu G (2010) The design and dynamic implementation of land law enforcement
dynamic inspection system based on PDA. Urban Geotech Inv Surveying 6:P71–P73

3. Liu J, Liu H (2003) Continuous operational reference system infrastructure of urban spatial
data. Geomatics Inf Sci Wuhan Univ 28(3):P259–P264

4. Jiang Y, He T, Ming T, Li C (2010) The overall design of the land and resources mobile patrol
system based on GPS, GIS and mobile communication technologies. Bull Surveying Mapp
6:P65–P68

5. Yang Y, Wang J, Jia H (2009) Research and realization of land law enforcement and
monitoring geographic information system. Sci Technol Inf 17:P438–P439

6. Han J (2007) On the key technology of land monitoring and management information system
based on GIS. Bull Surveying Mapp 6:P58–P60

7. Su A (2006) Study on RTK differential data transmitting technic based on CDMA. J Northeast
Agric Univ 37(4):P516–P520

8. Su A, Li H, Liu X (2006) Applied research on GPRS wireless data transmitting technic used in
VrsRTK system. Eng Surveying Mapp 15(4):20–23

9. Sheng R, Liu Y, Wang Q, Li C (2009) Research on land use visitation system based on GPS/
RS/GIS. Sci Surveying Mapp 34(2):P103–P105

14 The Design and Realization of Online Land Patrol System 157



Chapter 15
Multipath Delay Weaken
in Complex Situation

Xiang Lin, Zhiyun Han, Feng Zhou and Siyuan Guo

Abstract In order to decrease code and carrier phase error influence on distance
measurement efficiently, it is used to applied multipath reduction techniques such
as narrow correlator to eliminate estimation error when signal propagation in
indoor space. However, these techniques depends heavily on the delayed value of
autocorrelation peak. In this paper, an improved Projection Onto Convex
Set algorithm (POCS) is discussed that estimate the effect the elimination of
spurious noise peaks by using adaptive threshold in the Channel Impulse Response
(CIR). Finally, a test was taken for pseudo-range estimation reduction in urban
environment.

Keywords Projection Onto Convex Set algorithm � Adaptive threshold � Channel
Impulse Response

15.1 Introduction

Accurately estimation between the locally PRN codes and the signals arriving
from different satellites is much important for distance computation in global
navigation satellite system. However, various signals superimposed in waveforms
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because of the multipath effect, produce a variety of different code delay and
random phase. Although much relative error of the global navigation satellite
system can be calculated using the differential correction technology, the multipath
phenomenon depends on the local environmental factors, not through the differ-
ential treatment. Therefore multipath effect is a much important element for
pseudo-range calculation error [1].

In this paper, a improved POCS algorithm is introduced which evaluated the
channel impulse using the method of adaptive threshold to remove spurious peaks
in each iteration time. After calculating the channel impulse response, the arrival
time of multipath signal is starting from the first signal passing threshold, when-
ever the signal is blocked, the first road of multipath signal arrived can be used to
calculate the pseudo-range delay. Similarly, the phase shift can be calculated by
correlation phase discrimination function.

15.2 Mathematical Model

The channel impulse response model in a specular multipath situation can be
expressed as [2]

h tð Þ ¼
XN

k¼1

akdðt � tkÞ: ð15:1Þ

where h tð Þ is the function of CIR, N is the number of signal paths, ak ðak\1Þ is the
complex attenuation factor of the k-th path. Because the received signal is the
output of the multipath channel in response to the transmitted signal sðtÞ, it can be
expressed as:

rðtÞ ¼ h tð Þ � sðtÞ þ n tð Þ ¼
XN

k¼1

aksðt � tkÞ þ n tð Þ: ð15:2Þ

rðtÞ is the multipath error affected signal function, n tð Þ is the channel additive
white Gaussian noise and � denotes the convolution operation.

15.3 Error Estimation

Prior to dispreading, received GPS signal power is smaller than the noise. Com-
positing the received baseband signal into Eq. (15.2), the output signal CðsÞ can be
represented as followed (bðsÞ means the channel impulse response):
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CðsÞ ¼ bðsÞ � hðsÞ ¼
XN

k�1

bðs� tkÞhk þ uðsÞ ð15:3Þ

bðsÞ ¼ 1
T

Z

T
sðtÞsðt � sÞdt ð15:4Þ

T means the code period, and uðsÞ means the noise element in the output of the
integration process. Equation (15.3) can be written as:

C ¼ Bhþ u ð15:5Þ

where C ¼ C C1. . .CM½ �T is the vector of samples of the matched filter output and
B is

B ¼

bðs1 � t1Þ � � �

..

. . .
.

b sM � t1ð Þ � � �

2
664

bðs1 � tNÞ

..

.

b sM � tNð Þ

3
775 ð15:6Þ

where h ¼ h1; . . .hN½ � is the true channel vector while t1 means the true path
delays. The vector u contains the samples of the complex noise in harsh
environment.

15.4 Multipath Analyze

The least square method (L) is the most common method of channel vector cal-

culation now, minimizing the square error C � Bhk k2
� �

as

h
^

L ¼ BT B
� ��1

BT C: ð15:7Þ

where the superscript T means a matrix transpose. h
^

min means the minimized

squared error as (r̂
2

denotes the estimated noise variance):

ĥmin ¼ r̂
2
I þ BT B

� ��1
BT C ð15:8Þ

The POCS approach is an iterative constraint-based deconvolution approach
which evaluated the CIR by iterating Eq. (15.8) as [3]

ĥ
ðiÞ

P ¼ ĥ
ði�1Þ

P þ r̂
2

I þ BT B
� ��1

BT C C � Bĥ
ði�1Þ

P

� �
ð15:9Þ

Here, ĥ
ðiÞ
P is the i-th estimated CIR. Equation (15.8) is used for initialization.

The required number of iterations relies on the SNR level. Lower SNRs needs
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larger number of iterations. Therefore, interference components of the signal is the
key to solve the problem. The interference components in each signal can be
applied to the related, POCS while find the relevant factors in each projection.
Supposed Q is a parameter in modeling equation, then the projection onto convex
sets with respect to the formula (15.10) can be expressed as:

ĥP ¼ Q ĥ
� 	

ð15:10Þ

If the interference factor can be effectively suppressed by computing the limited
error variance or narrow value interval, Fig. 15.1 shows a diagram of the receiver
implementing the POCS method. it should be noted that as the sampling rate is
limited, the estimated CIR may not be ideal as Eq. (15.10). In order to perform a
limited bandwidth, the estimated CIR can be expressed as follows [4]:

h
^
ðtÞ ¼

XN

k¼1

a
^ðkÞfs

sinðpðt � tk
^
ÞfsÞ

pðt � tk
^
Þfs

2
4

3
5 ð15:11Þ

ak is the complex attenuation factor of the k-th path. f is the sampling rate.
Figure 15.2 show the magnitude of the estimated CIR in POCS algorithm
respectively.

The LOS code delay can be used as a channel impulse response vector which
reflects the maximum amplitude value. It can be expressed as:

s
^

P ¼ arg max
s

h
^

P










 ð15:12Þ

Here, s
^

P means the amplitude of CIR. When the LOS delay has been deter-
mined, the LOS phase offset is computed from the corresponding complex channel
coefficient by applying a proper phase discriminator.

f ¼
Xk=2

i¼k=2

ĥ
i

P ĥ
i

P

� �k

þ rs
n

x
I

0
@

1
AĥP ð15:13Þ

where ĥ
i
P is ĥP shifted by i steps, K is the number of filter taps and s is a constant

(Fig. 15.3).

15.5 Improved POCS

The Improved POCS algorithms with the conventional differs in the following
aspects:

1. In the novel projection algorithm, author estimate the effect of CIR by adaptive
threshold to eliminate the false peaks of signal. Supposed the threshold was xz:
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z ¼ 1
N

XN

k¼1

h
^

P xð Þ
,

max h
^

P xð Þ
� �

ð15:14Þ

Here, the threshold is set as s ¼ min xzz; 1f g. In all the simulations presented in
this paper, xz was set to 2.5.

2. In preview, estimation accuracy of POCS depend on the rate of signal sam-
pling. However, the rates of signal sampling is limited in experiment. That is to
say, Some real channel impulse signal is not included. In case, the larger value

Fig. 15.1 POCS method computation diagram
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of both sides’ sampling-single can be indicated the true channel component.
Figure 15.4 depicts such a method.

In order to increase the accuracy of the new algorithms, we do the linear
combination of sample signal and LOS:

If raeðmi � 1Þj j[ raeðmi þ 1Þj j
e ¼ ðmi � 1Þ þ raeðmiÞj j

raeðmi�1Þj jþ raeðmiÞj j samp� signal
ð15:15Þ

If raeðmi � 1Þj j\ raeðmi þ 1Þj j
e ¼ ðmiÞ þ raeðmiÞj j

raeðmi�1Þj jþ raeðmiÞj j samp� signal
ð15:16Þ

Fig. 15.2 Estimated CIR
magnitude in multipath
environment

Fig. 15.3 Accuracy of TOA
estimation variation tendency
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Here, rae the channel impulse response average random time; mi show the
corresponds indicator with code signal.

15.6 Simulation Result

In this paper, author verify the performance of algorithms using the GSS7700
simulator for several simulations. The RF signal from simulator via Low-noise
Amplifier to Signal acquisition unit that sampling signal in 25 MHZ. The esti-
mated channel impulse response for the GSS7700 hardware simulator is depicted
in Fig. 15.4. In this figure, the path attenuation factors can be optional selected
from a range of 0–6 dB. It can be known that the estimated channel parameters by
the improved POCS is consistent with the reality.

Fig. 15.4 Hardware
simulator data CIR estimated
diagram

Fig. 15.5 Code phase
estimation errors in different
algorithms
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In Figs. 15.5 and 15.6, properties of some different estimation is showed in the
4-path channel allocation. The correlators space 0.07 chip triangle each other.

It is observed from these figures that at low values of C/N0 (\20 dB), the
improved POCS algorithm perform much better than the conventional POCS
estimator. In the case of this simulation, the maximum magnitude of the auto-
correlation function was close to the true LOS.

15.7 Conclusions

In this paper, author introduce a improved POCS algorithm for code and carrier
phase delay estimation. It can be known apparently that the improved POCS
algorithm outperforms the conventional POCS at low SNR from the figure. The
simulation results illustrate that compared to the conventional error-eliminate
techniques, the improved POCS algorithm can decreases the error in the position-
fixed obviously also.
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Chapter 16
Performance of Triple-Frequency
High-Precision RTK Positioning
with Compass

Hairong Guo, Jinlong Li, Junyi Xu, Haibo He and Aibing Wang

Abstract Compass is the first satellite navigation system providing the
triple-frequency service in the world, and its triple-frequency carrier phase
observations have obvious advantages on high-precision RTK positioning. In order
to verify the success rate and reliability of Beidou triple frequency ambiguity
resolution, the high-precision RTK positioning has been performed for Beidou/
GPS observations by using geometry mode and geometry-free ambiguity resolu-
tions. The results showed that, (1) By using geometry ambiguity resolutions, the
success rate and reliability of ambiguity resolution for Beidou single-frequency,
dual-frequency and triple-frequency RTK positioning is much better than that of
GPS. (2) The accuracy of triple-frequency RTK positioning can reached centi-
meter level by using geometry-free ambiguity resolutions, and the method is not
limited to baseline length. (3) When Beidou/GPS are combined, the position
accuracy, success rate and reliability will be improved obviously, especially when
the elevation angle is high or the signal is shielded.

Keywords Beidou � RTK � Triple-frequency carrier phase � Ambiguity resolution �
Geometry mode � Geometry-free mode
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16.1 Introduction

The constellation of Compass satellite navigation system (first phase) consists of
14 satellites, including 5 GEO satellites, 5 IGSO satellites and 4 MEO satellites.
The open service and authorized service will be provided at B1(1561.098 MHz),
B2(1207.14 MHz) and B3(1268.52 MHz). The system will be full operated in
2012, and it shall be the first system which provides triple-frequency signals.

Centimeter-level RTK results can be achieved by using GNSS RTK technology
which has already been widely applied in reference surveying, terrain surveying,
cadastral surveying, GIS mapping and so on. One of the key problems for RTK
positioning is the resolution of integer carrier ambiguity. Six or more satellites are
needed for dual-frequency ambiguity resolution. In city areas, the number of
visible satellites is fewer due to the shielding of high building. And then the
applications of dual-frequency RTK positioning will be limited. However, fewer
satellites are needed for triple-frequency ambiguity resolution. The integer
ambiguity can be resolved successfully even when there are only four satellites. So
the application scope of high-precision surveying will be extended with the triple-
frequency RTK positioning technique.

The methods for the triple-frequency ambiguity resolution can generally be
categorized in two kinds. The first kind is based on the geometry-free mode, such
as TCAR and CIR. The other kind is based on geometry mode, such as the
LAMBDA method. The successful rate of the two kinds is close for the short
baselines [1–11]. The comparison of the dual-frequency and triple-frequency
ambiguity resolution with the LAMBDA method shows that the triple-frequency
carrier phase of Compass will have the big advantage in precision surveying.

16.2 Compass Triple-Frequency Ambiguity Resolution

16.2.1 Geometry Mode Based Ambiguity Resolution

For short baselines, the effect of satellite position errors, the ionosphere delay
errors and troposphere delay errors is pretty small after the double-difference
operation, the multi-path effect and the measurement errors, which is amplified by
the difference operation, become the main error sources [1]. The triple-frequency
double-difference observation equation can be expressed as,

rDP j
i ¼ rDqþrDePi

j

rDUi
j ¼ rDqþrDNi

jkj þrDeUi
j

ð16:1Þ

where,
The superscript i Means the index of the satellite,
The subscript j ¼ 1; 2; 3 Refers to the related carrier Bi;
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Pj Is the pseudo-range measurement of the carrier Bi (m),
Uj Is the carrier phase measurement of the carrier Bi (m),
kj Is the wavelength of the carrier of the carrier Bi (m),
Nj Is the integer ambiguity of the carrier Bi (cycle),
ePj and eUj Are the measurement noise of pseudo-range and carrier

phase of the carrier Bi respectively (m)

After the linearization of the double-difference observation equation, the error
equation can be written as,

v ¼ ðA1 A2Þ �
X
a

� �
� ðL� f ðX0; a0Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

l

Þ ð16:2Þ

where,
v Refers to the ðn� 1Þ residual vector of the six kinds of double-

difference measurements, n is the number of the satellites
X and X0 Are the correction value and approximate value of position vector

respectively
a and a0 Are the correction value and approximate value of integer ambiguity

vector respectively
A1 and A2 Are the sub-matrix of design matrix A with respect to the position

parameters X and the integer ambiguity parameters a respectively
L Is the observation vector
f ð�Þ Means the function model of the observation L l ¼ L� f ðX0; a0Þ:

The target function is

X ¼ ðl� A1X � A2aÞTPðl� A1X � A2aÞ ¼ min a 2 Zm X 2 Rn ð16:3Þ

The normal equation can be written as

AT
1 PA1 AT

1 PA2

AT
2 PA1 AT

2 PA2

� �
� X

_

a
_

� �
¼ AT

1 Pl
AT

2 Pl

� �
ð16:4Þ

The above formula can be simplified as

N11 N12

N21 N22

� �
� X

_

a
_

� �
¼ U1

U2

� �
ð16:5Þ

where, P refers to the weight of the observations.
The value of X; a and their covariance matrix can be get,
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a
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ð16:6Þ

By using of the LAMBDA method [2, 4, 6, 10], the float point solution of the
integer ambiguity a

_

is fixed as the integer a
^

X00 ¼ ða_� aÞTR�1
a
_ ða_� aÞ ¼ min a 2 Zm ð16:7Þ

Substitute the integer ambiguity a
^

back to (16.4) or (16.5), the ambiguity fixed

solution of the position parameters X
^

and their covariance can thus be calculated,

X
^

¼ N�1
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^ ð16:9Þ

16.2.2 Geometry-Free Mode Based Ambiguity Resolution

The geometry-free mode only uses the one way double difference measurement
(including carrier phase and code phase measurement), and it’s independent from
the information of other satellite. This method is not influenced by the position of
satellite, satellite clock error, ionosphere delay, troposphere delay and so on. It can
resolve the ambiguity of medium and long baseline in a short time [5, 8, 12].

Step one: Calculate the ultra wide lane ambiguity directly by pseudorange.
The following equation is used to calculate the ambiguity:

rDNi;j;k ¼ int
rDUi;j;k �rDPl;m;n

ki;j;k
þ

bi;j;k þ bl;m;n

ki;j;k
� rDK

f 2
1

�
rDeUi;j;k �rDePl;m;n

ki;j;k

� �

ð16:10Þ

where, i; j; kð Þ and l;m; nð Þ are integer sets, int½�� means rounding, rD refers to the
double difference operator. To get reliable ambiguity, the influence of ionosphere
delay and noise should be as small as possible. The following pseudo-range
combination P0;1;1 is used to resolve the ultrawide lane ambiguity

rDN0;�1;1 ¼ int
rDU0;�1;1 �rDP0;1;1

k0;�1;1
�
rDeU0;�1;1 �rDeP0;1;1

k0;�1;1

� �
ð16:11Þ
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The above equation cancels the ionosphere delay. According to the error
broadcast law, its variance can be expressed as

r rDN0;�1;1½ � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
rDU0;�1;1

þ r2
rDP0;1;1

k2
0;�1;1

vuut ð16:12Þ

Step two: Calculate the wide lane ambiguity rDN1;0;�1 and rDN1;�1;0 directly
by pseudorange.

The principle is the same as step one, the wide lane ambiguity is calculated as:

rDN1;0;�1 ¼ int
rDU1;0;�1 �rDP1;0;1

k1;0;�1
�
rDeU1;0;�1 �rDeP1;0;1

k1;0;�1

� �

rDN1;�1;0 ¼ int
rDU1;�1;0 �rDP1;1;0

k1;�1;0
�
rDeU1;�1;0 �rDeP1;1;0

k1;�1;0

� � ð16:13Þ

Step three: Calculate the ionosphere-free pseudorange and ionosphere delay by
using two wide lane carrier phase measurement.

The ionosphere-free pseudorange is calculated as:

rDUIFP ¼
f2

f2 � f3
rDU1;�1;0 �rDN1;�1;0 � k1;�1;0
� 	

� f3

f2 � f3
rDU1;0;�1 �rDN1;0;�1 � k1;0;�1
� 	 ð16:14Þ

The ionosphere delay is mitigated by Eq. (16.14), while the carrier noise is
amplified, its variance is:

r rDUIFP½ � � 27:3rDru mð Þ ð16:15Þ

The ionosphere delay is calculated as:

rDK

f 2
1

¼ f2f3
f1 f2 � f3ð Þ rDU1;0;�1 �rDN1;0;�1 � k1;0;�1

� 	
� rDU1;�1;0 �rDN1;�1;0 � k1;�1;0
� 	
 �

ð16:16Þ

its variance is:

r
rDK

f 2
1

h i � 21:4rDru mð Þ ð16:17Þ

Step four: Calculate the third linear independent ambiguity rDN1 by using two
wide lane carrier phase measurement.

Assume that the carrier phase measurement equation of the third linear inde-
pendent ambiguity is:

rDU1 ¼ rDq� b1 �
rDK

f 2
1

þrDN1k1 þrDeU;1 ð16:18Þ
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Substituting the ionosphere-free pseudorange and ionosphere delay into Eq.
(16.18), then

rDN1 ¼
rDU1 �rDUIF

k1
þ b1

k1
� rDK

f 2
1

þ erDN1 ð16:19Þ

It can be seen from Eq. (16.19) that rDN1 is mainly influenced by the noise of
carrier phase, and by averaging for a while, the reliable ambiguity can be acquired.

Step five: Calculate ambiguity rDN2; rDN3

16.3 Calculation and Analysis

16.3.1 Data

A test was performed in Beijing on December 19, 2012 by using two Beidou/GPS
dual system receiver that produced by Sinan company. The receiver was located at
two test stations whose accuracy position were already known. The baseline is
about 4.2 m. The signal of Beidou B1/B2/B3 and GPS L1/L2 can be received by
the receiver. The sampling interval is 1 s, the elevation is 10�, and the test lasted
1 day (Fig. 16.1).

Fig. 16.1 BDS/GPS Satellite Visibility (elevation, 10)
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In Figs. 16.2 and 16.3, the top part of the figure depicts the number of the
visible satellite, the bottom part of the figure depicts the value of DOP, from top to
bottom they respectively represent GDOP, PDOP, VDOP and HDOP.

It can be seen from the above result that: (1) In Beijing area, the five GEO can
be seen for all the day, the five IGSO can be seen for about 18 h, the four MEO can
be seen for about 7 h. While for GPS, the average visible time of the satellite is
about 6 h. (2) For Beidou, at least 8 satellite are visible, the number of visible
satellite is about 9–10. While for GPS, the number of visible satellite is about 7–9,
and sometimes only 5 satellite can be seen. (3) The DOP of GPS is a little better
than that of Beidou, however, the DOP of Beidou varies more smoothly than that
of GPS, and the DOP of GPS change frequently with the variation of the number
of visible satellite.

Fig. 16.2 DOP value and No. of BDS satellites (elevation, 10)

Fig. 16.3 DOP value and No. of GPS satellites (elevation, 10)
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16.3.2 Calculation and Analysis

The geometry mode and geometry-free mode are used for ambiguity resolution.
The elevation is 10�. For geometry mode, the ration test is used for validation, and
the threshold is 2.0. For geometry free mode, the threshold for rounding is 0.4. The
epochs that pass the test is used for Fixed rate statistics, and the epochs that the
three dimension error between fixed solution and the coordinate is smaller than
10 cm is used for success rate statistics.

It can be seen from Table 16.1 that, (1) The fix rate of Beidou single frequency
ambiguity resolution is 97.9 % based on geometry mode; while for GPS, it is only
70.3 %. The success rate of Beidou is close to 100 % and only 98.66 for GPS. The
main reason is that the variation of the DOP of Beidou is more smoothly than that
of GPS, while for GPS, only a few satellites are useable in single epoch because
the rapid variation of the satellite. (2) The ambiguity fix rate of Beidou dual
frequency, triple frequency and GPS dual frequency is about the same based on
geometry mode, they are all above 99 %. The success rate of Beidou dual fre-
quency and triple frequency is 100 %, while for GPS, the ambiguity is wrongly
fixed for some epochs. (3) The fix rate of ambiguity for dual system single fre-
quency is 99.7, and the success rate is 100 %. That is much better than that of
single system single frequency. (4) The fix rate of Beidou triple frequency is close
to 100, but its success rate is only 95.7 % (Table 16.2).

It can be seen from the results of RTK that (1) the RMS of Beidou single
frequency RTK in E, N, and U direction is about 1–3 cm, and 10 cm for that of
GPS. (2) The RMS of Beidou dual frequency, triple frequency and Beidou/GPS
RTK in E, N, and U are all smaller than 1 cm, and it is about 1 cm for GPS dual

Table 16.1 Statistics of ambiguity resolution for single epoch

Fix rate Success rate

Geometry mode Beidou B1 97.9 % 99.99 %
(84,610) (84,600)

Beidou B1/B2 99.4 % 100 %
(85,875) (85,875)

Beidou B1/B2/B3 99.4 % 100 %
(85,868) (85,868)

GPS L1 70.3 % 98.66 %
(60,740) (59,929)

GPS L1/L2 99.8 % * 100 %
(86,191) (86,188)

B1/L1 99.7 % 100 %
(86157) (86157)

B1/B2/L1/L2 99.4 % 100 %
(85,860) (85,860)

Geometry-free mode Beidou B1/B2/B3 * 100 % 95.7 %
(86,390) (82,712)

174 H. Guo et al.



frequency RTK; (3) The RMS of Beidou triple frequency based on geometry free
mode is about 2–7 cm (Table 16.2).

All in all, the accuracy of Beidou, GPS RTK is about cm level. The success rate
and reliability is related to the quality of the data, espically related to the anti-
jamming ability of Beidou receiver.

16.4 Conclusions

The advantage of Beidou triple frequency signal in RTK is verified by using real
data for the first time. Both the geometry and geometry-free mode are used for
ambiguity resolution. The following conclusions can be get:

1. The success rate and reliability of Beidou single, dual and triple frequency
ambiguity resolution is superior to that of GPS. This is because of the DOP OF
GEO and IGSO varies slowly, while the ascending and descending of GPS
satellite is much frequently than GPS, and this means that the ambiguity should
be recalculated. At the beginning of the ascending, the elevation is low, so the
quality is poor.

2. Cm level position accuracy can be achieved by geometry free based Beidou
triple frequency RTK. The geometry free method is unrelated to the baseline
length, and this will be useful for the application of Beidou.

3. When Beidou/GPS are combined, the position accuracy, success rateand reli-
ability will be improved obviously, especially when the elevation angle is high
or the signal is shielded.

4. The combined strategy should be developed to resolve the low reliability
problem of Beidou triple frequency geometry free ambiguity resolution.

5. The measurement of GEO is seriously influenced by multi-path, the anti-jam-
ming measures should be considered for the design of antenna and the receiver.
The variation of multi-path shows systematic pattern in the long run, however,
it is random in short time, its influence cannot be mitigated by RTK.

Table 16.2 Results of RTK positioning for different modes (RMS, Unit: cm)

E N G

Geometry mode B1 0.97 1.65 2.75
B1/B2 0.13 0.21 0.4
B1/B2/B3 0.13 0.2 0.42
GPS L1 7.42 10.9 21.5
GPS L1/L2 0.95 0.79 1.15
B1/L1 0.12 0.15 0.35
B1/B2/L1/L2 0.1 0.13 0.28

Geometry-free mode B1/B2/B3 4.03 2.64 6.31
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It should be noted that, only a very short baseline in Beijing are used for test
and verification, more research by using mid-long baseline needs to be done in the
future.
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Chapter 17
Design and Implementation of Blocking
Shared Memory for Satellite Navigation
Application Processing System

Weijie Sun, Enqiang Dong, Jidong Cao and Xiaoping Liu

Abstract Being the computing center of satellite navigation system, application
processing system is charged with lots of high-precision computing tasks including
orbit determining, time synchronizing, ionosphere model calculating, difference
and integrity parameters processing, and it has a large number of features, such as
mass and multi-sort data, heavy computing tasks, high precision of calculation, so
there are much rapid mass-data transmissions between different processes. As the
primary means of communication between processes, shared memory has the
characteristic of rapid mass-data transmission. Therefore there are lots of shared
memories to transfer data among different processes in application processing
system. This paper describes the realization principle of shared memory, focuses
on parsing the blocking shared memory design principle, achieves the blocking
shared memory template class based on the principle, and through the test verifies
the reliability of the template class.

Keywords Blocking shared memory � Satellite navigation � Application pro-
cessing system

17.1 Introduction

With the continuing development of the satellite navigation technology, the
satellite navigation system has been used in every aspect of our society. As the
data processing center of the satellite navigation system, the application processing
system undertakes the high-accuracy computation of the satellite orbit determin-
ing, time synchronizing, ionosphere model, difference and integrity parameters
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processing and so on. Consequently, the application processing system has the
characteristics like the high-level receiving data, the multi-types data, high-
accuracy computation requirement and the heavy computation task. To ensure the
real-time ability, the parallel computation technology is used to realize the high-
speed processing of information by using multi- process and multi-thread tech-
nology. At the same time, the reliable communication between different processes
to is required.

The most common used communication methods between processes include
file, pipeline, message queue and shared memory, which theories are illustrated in
Fig. 17.1.

• File

The communication between two processes is realized by shared files saved in
the file system. Each process needs to traverse kernels like read, write, lseek
functions etc. The synchronization mechanism is needed to realize the read and
write protection between processes.

• Pipeline and message queue

The communication between two processes is realized by accessing shared
messages maintained by operating system. The accessing operation by each pro-
cess involves a system calling to kernels.

• Shared memory

The two different processes map their virtual addresses into the same shared
memory addresses, regarding as their own virtual memories to realize communi-
cation between processes. Once the address mapping is established, the kernel is
never needed on the data transfer between processes. The synchronization
mechanism is needed to ensure the safety between processes.

process process process process process process
Shared 

Memory

Operating 
System Kernel

Shared 
Message

File System

File
Pipeline

Message Queue
Shared Memory

Fig. 17.1 Interprocess communication modes
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The shared memory is common used in the application processing system of the
satellite navigation because of the characteristic of rapid mass-data transmission.
The System V mechanism of shared memories is illustrated in the paper.

17.2 The implementation Principles of Shared Memory

The shared memory is the most fast intercross communication type [1]. The virtual
address of process can be mapped into any physical address. If the virtual addresses
of two processes are mapped into the same physical address, the communication
between processes can be realized by using their own virtual addresses [2]. As
explained above, the kernel is never involved in the data transfer process Fig. 17.2.

The shared data needed by different processes are saved into the shared memory
of IPC. The application process can get or establish a shared memory of IPC by
using system function shmget() with corresponding identifier returned. For every
established shared memory, a shmid_ds structure is maintained by kernel to
describe the shared memory. The shmid_ds structure of every shared memory is
saved into the shm_segs array. The access privilege, capability and physical
address of shared memory are described by the shmid_ds structure.

struct shmid_ds 
{ 

struct ipc_perm shm_perm; /*IPC access permission*/
size_t shm_segsz;               /* shared memory size*/
struct vas* shm_vas;  /* virtual address entry list*/
pid_t shm_lpid;             /* current process pid*/
pid_t shm_cpid;                  /*creating process pid*/
time_t shm_atime;         /*last shmat() time*/
time_t shm_dtime;          /*current shmdt() time*/
time_t shm_ctime;         /*last shmctl() time*/
shmatt_t shm_nattch; /*Number of processes connection*/
unsigned long int shm_npages;   /*number of shared memory pages*/
unsigned long int* shm_pages;   /*shared memory pages list*/ 

…
 } 

Every process which use shared memory map its virtual memory into shared
memory using system function shmat(). The mapping relation is described by the
newly established vm_area_struct. When the process visit the shared memory
at the first time, the system will distribute a physical page and establish the page
table (pointed by shm_ pages) and its entrance. This entrance is saved into the
vm_area_struct corresponding to the process. When the next process uses the
shared memory in the first time, the dealing function can be used directly to direct
into the pages of the physical memory. Consequently, the first visiting process
establishes the physical memory page and the succeeding processes can use the
physical memory pages directly.
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When the shared memory is not used by the process, the process call the
shmdt() function to cancel the mapping of the shared memory. The corresponding
vm_area_struct will be deleted from the shmid_ds structure. After the last process
released its virtual address space, the system release the distributed physical page
and delete the shmid_ds structure.

The shmctl() function realize the control operation of the shared memory.

17.3 Design and Implementation of Blocking
Shared Memory

17.3.1 Design Principle

The two model of the shared memory can be summarized by analyzing the using
method of share memory in the application processing system of the satellite
navigation. One model is that one process writes and several processes read. For
example, the pre-processed data received by the data receiving process is need to
send to several calculation process, such as the satellite orbit determining, time
synchronizing, ionosphere model etc. The second is that one process writes and
only one process reads, such as the data receiving process only send its data to the
pre-processing process.

At the same time, the synchronization mechanism is needed to ensure the
communication safety between processes otherwise the condition that several
processes read or write the shared memory simultaneously can be generated. The
following errors may be generated [3]: the saved data in disorders, the taken data
incomplete and the read process executes before the end of the write process.
Consequently, the synchronization mechanism between different processes is
needed to ensure the read or write safety of shared memory. In the paper, the value
of signal is used as the synchronization mechanism between different processes.

shm_segs array

shmid_ds

shm_vas

shm _pages

vm_area_struct1 vm_area_struct2 vm_area_structN

Process1 Process 2 ProcessN

create create create

ipage

shared memory 

ipage ipage

address 
mapping 

address 
mapping 

address 
mapping 

Fig. 17.2 Schematic diagram of shared memory
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The blocking shared memory is designed in the application processing system
of the satellite navigation based on the general principle. The one to many or one
to one communication type can be set flexibly by the configuration file. The design
structure of the blocking shared memory is illustrated in Fig. 17.3. The shared
memory includes three parts: the area of the shared memory, the data notice
semaphore of the shared memory and the area of the signal control.

The shared memory includes the location of writing, the record of the location
of the read process and the data protection area. The location of the data writing
m_ pWritePos is used to indicate the index of the written data in the data protection
area. As the processing times are different among different applications, the
un-synchronization of reading is generated. The indicator of the location of the
reading processes is used to show the particular location of several reading pro-
cesses. The data protection area is used to save the written data in the shared
memory. The written process writes the data into the record item one by one.
When the last item is written, the first item is written again for the next circulation.
As a result, the whole data protection area is used as a circulation queue.

In the process of using the shared memory, if the shared memory is established
firstly, the data written location is directed into the first data item and the read
locations are set to zero. If the shared memory exists already, the pointer of the
shared memory, m_ pShmAddr, is got by using the function shmat(). Then the
particular data written location and the information of the reading process can be
got through the m_ pShmAddr pointer.

The semaphore of every read process is set by the semaphore of the shared
memory. Every semaphore includes the indication of the signal lamp szPath and
the pointer pSem. When the data is written into the shared memory, the data notice
signal of the shared memory is used to inform every reading process that the
written process is over. The function acquire() is used to block and wait the
coming of the data until the function release() inform the write can be done.

Writting data 
position

Reading data posititon 
of process 1

corrPos
4byet

startPos
4byte

Position recorders of writting data process
reader_count

m_pWriterPos

Reading data posititon 
of process N

Data-Item Data-Item

Data storage block
(m_nItemcount+1 data-item)

m_pShmAddr m_pReaderPosList m_pItem

Data Format of Shared Memory

Semaphore of reading 
data process 1

Semaphore of reading 
data process N

m_pReaderSempArry *pSempszPath

Notifing semaphore of shared memory
reader_count

Shared memory counter 
m_pCounter

Shared memory mutex
m_pMutex

signal control area

Fig. 17.3 Design diagram of shared memory
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To avoid the read/write conflicts of the shared memory, the read/write operation
synchronization is realized by the signal control area. The signal control area
includes the mutex and the counter of the shared memory. The mutex m_ pMutex is
mainly used to realize the data read and write synchronization. The shared memory
can be accessed only when the visiting control of m_ pMutex is got. The counter
m_ pCounter of shared memory is a group of semaphore. For every process which
uses the shared memory, the counter is added one using m_ pCounter-[op(1, 0,
SEM_UNDO) to record the number of the processes that use the shared memory
(the record SEM_UNDO is set and the counter is subbed one when the process quit).
When other processed quit and only the current process use the shared memory, the
current process call the system function shmdt() to delete the shared memory.

17.3.2 Design Implementation

Using C++ language, this paper implements a template class blockSHM of
blocking shared memory based on ACE middleware (Table 17.1).

template\typename TYPE[class blockSHM

There, TYPE is the abstract data structure of shared memory data item.
The main parameters and functions of blockSHM class as follow:

typedef struct READER_POS 

{ 

int startPos;   /* last position of reading process getting the data*/ 

int currPos; /*current position of reading process getting the data*/ 

}READER_POS; 

typedef struct READER_SEMP 

{ 

char szPath[NAME_LENGTH]; /*semaphores flag*/

ACE_Process_Semaphore *pSemp; /* semaphore pointer*/

} 

Table 17.1 Main parameters of the blockSHM shared memory template class

Parameter declaration Parameter description

char *m_ pShmAddr Starting address of shared memory
ACE_SV_Semaphore_Complex
*m_ pCounter

Counter pointer of shared memory

ACE_Shared_Memory_SV *m_ pShmObj Object pointer of shared memory
ACE_Process_Mutex *m_ pMutex; Mutex pointer of shared memory
int *m_ pWriterPos Writing data location, index of the data storage block
TYPE*m_ pItem Data item pointer
int m_nItemCount The number of storage data
READER_POS *m_ pReaderPosList Starting address of location array for reading

process
ACE_ Process_Semaphore

*m_ pReaderSemp
Starting address of semaphore array for reading

process
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blockSHM shared memory template class has four main functions:
init_writer () function is used to complete shared memory initialization by

writing process.

int init_writer(const char* name, const int count, const int reader_count, bool replace) 

{ 

Judge the variables rationality; 

Create shared memory counter(if created, open), counter is incremented by 1; 

Create the shared memory mutex between processes; 

Loop to create shared memory semaphores base on the number of reading processes; 

create shared memory, if created, open and get the writing position in shared memory; 

} 

init_reader() function is used to complete shared memory initialization by
reading process.

int init_reader(const char* name, const int count, const int reader_count, const short reader_sn) 

{ 

Judge the variables rationality; 

Create shared memory counter (if created, open), counter is incremented by 1; 

Create the shared memory mutex between processes; 

Loop to create shared memory semaphores base on the number of reading processes; 

Create shared memory, if created, open and get the reading position of the current process; 

} 

put() function is used to write data into shared memory. It will write a data-
item at every calling and send signals to notify all processes that are blocked and
waiting to read the shared memory.

get() function get only one data-item from shared memory at every calling

int put(const TYPE &Item) 

{ 

Lock shared memory mutex; 

Write data; 

Loop to signal shared memory semaphores by calling release() function based on the number of 

writing process; 

Unlock shared memory mutex;  

} 

int get(TYPE &outItem) 

{ 

Reading process call acquire() of shared memory semaphore to block and wait ultil the release 

signal of writing process; 

Lock shared memory mutex;  

Read data; 

Unlock shared memory mutex; 

} 
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17.4 Experiment and Result Analysis

With the blockSHM template class of shared memory, this article constructs
Server.cpp and Client.cpp program to test the transmission delay and functionality
of shared memory. The structure of test programs is shown in Fig. 17.4.

In the test, Server program put data-item into shared memory, Client program is
blocking and waiting to get data-item from shared memory when it receives the
signal of the shared memory semaphore. Each data packet contains the Server
program’s sending data time, after receiving the sending data packet, Client pro-
gram calls system function to get local time and obtain the shared memory data
transmission delay by calculating the difference value between local time and
sending time. Server program loop to send 3000 data packets and set 1K and 100K
data packets size respectively in the test.

The test work selects a HP rx4640 server, 4 9 1.6G CPU, 8G memory.

process configuration

Start

init_writer()

loop to 
write data

put()

Stop

Looping

process configuration

Start

init_readr()

while

get()

Stop

Looping over

Writing data Reading data

ctrl+c
process quit

Server Client

usleep()

Fig. 17.4 Structure diagram of test programs
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17.4.1 Capability Analysis

1K data packet, shared memory transmission delay results are show in Fig. 17.5.
100K data packet, shared memory transmission delay results are shown in

Fig. 17.6.
Test results of shared memory data transmission delay are shown in Table 17.2.
From the results, 1k data packet transmission delay is consistent with 100k data

packet transmission delay, so shared memory transmission delay is not directly
related to the size of data packet size. Analysing the reason, shared memory
directly operate the memory and use memcpy() system function to copy block data
for putting or getting data, the size of the data is basically no effect on the
operation delay of memcpy() function, And thus the transmission delay is basically
the same.

There are more discrete points of large transmission delay in Figs. 17.5 and
17.6. Analysing the reason, there are other processes working in the server, the
processes will be phased share system resources to run, and the running of Server

Fig. 17.5 Shared memory transmission delay: 1K data packet

Table 17.2 Transmission
delay of shared memory

Data packet size Mean (ms) Variance (ms)

1K 0.145 0.382
100K 0.175 0.423
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and Client process need to compete for resources with other processes, therefore,
the reasons for more discrete points of large transmission delay can be attributed to
the waiting time of the Server process and Client process competing for resources.

17.4.2 Functionality Analysis

This paper first constructs shared memory test environment which is characterized
by Server process for writing data and multiple Client process for reading data that
are derived by Server.cpp and Client.cpp separately. Then, a data packet trans-
mission experiment using different transmission frequency and size for packet is
conducted to test the blockSHM obstructive shared memory. The test procedure
does not demonstrate abnormal phenomenon. Moreover, the phenomenons of
packet loss and data transfer that are delay too long are absence in blockSHM
obstructive shared memory. The experiment indicates that template class for
blockSHM shared memory shows promising robustness and stability.

Fig. 17.6 Shared memory transmission delay: 100K data packet
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17.5 Conclusion

This paper first discusses the basic principle of shared memory. Based on the
analysis of inter-process communication requirement of satellite navigation busi-
ness processing system, the paper focuses on principle of design and realization for
obstructive shared memory, then successfully constructed template class for
blocking shared memory. After that, an experimental analysis is conducted to test
shared memory. The experiment verifies the effectiveness and stability of template
class for the blocking shared memory, which provides basic platform components
for the development of the navigation system in the future.
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Chapter 18
Application of Carrier Phase Differential
Relative Navigation for Shipboard
Landing of Aircraft

Bao Li, Kejin Cao, Jiangning Xu and Yinbing Zhu

Abstract Shipboard landing of aircraft needs to acquire the real-time and precise
relative position between shipboard and aircraft. If the technique of relative
navigation based on differential carrier phase is used to solve the problem, the key
point is fixing the ambiguity real-time and reliably. In general, wide lane carrier is
used to solve the problem. At single epoch, the observable equations of double
frequency wide lane carrier are ill-condition, so the code observable equations are
needed to add in. Since the poor precision of the code pseudorange information,
the ambiguity solved by it can’t reach the performance requirements in shipboard
landing. A fitting method by selection of parameter weights is researched based on
wide lane algorithm. The method estimates the two kinds of wide lane float
ambiguities at first; then solves the individual ambiguity separately. It avoids the
problems of poor precision from code equations. The calculation of experiment
data shows that the algorithm can solve ambiguity reliably at single epoch and
improve accuracy of relative position to centimeter level, which satisfies the
requirements for shipboard landing of aircraft.

Keywords GNSS � Shipboard landing of aircraft �Wide lane � Integer ambiguity
� Fitting method by selection of parameter weights

18.1 Introduction

When a pilot drives aircraft to land on the shipboard, he faces more pressure
compared with driving it to land on earth since the disadvantage factors such as
shipboard moving, short runway and airstreams on the sea. For a long time,
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countries spare no effort on developing advanced, precise and reliable shipboard
landing system [1]. The shipboard landing system of aircraft has been experienced
from Landing Signals Officer, Optical Landing System, Instrument Landing Sys-
tem to Automatic Carrier Landing System. As the development of GNSS, their
capabilities of all-weather, all-place and precise three dimensional positioning
attract researchers’ attentions [2].

In May 1996, the American Department of Defence proposed JPALS (Joint
Precision Approach and Landing System) plan officially. JPALS consists of sea
based and land Based (SB-JPALS and LB-JPALS) system. It is an all-weather, all-
mission, all-user landing system based on differential Global Positioning System
and supports fixed-base, tactical, and shipboard applications [3]. At present,
JPALS is still being developed, and the public information is few [4–6].

As the precise and dynamic navigation performance requirements in shipboard
landing of aircraft, the differential carrier phase technology is needed. The key
point is fixing the integer ambiguity reliably at single epoch. From relative papers
[7–9], the double frequency wide lane carrier can solve the ambiguity quickly, but
the carrier phase equations are ill-condition at single epoch. A general method is
adding the code observable equations in, whereas the code observable equations
can’t apply to fix ambiguity for its poor precision. Some researches proposed
methods such as carrier phase smoothed pseudorange and dividing wide lane
ambiguity based on variance to solve wide lane ambiguity [7, 8], however, they
can’t reach the performance requirements in shipboard landing of aircraft either.
The paper [9] puts forward an algorithm. It estimates the two kinds of wide lane
float ambiguities at first; then solves the individual ambiguity separately. It avoids
the problems of poor precision from code equations and satisfies the requirements
in shipboard landing of aircraft. This paper discusses the application of the
algorithm in shipboard landing of aircraft.

18.2 The Structure and Performance Parameters
of SB-JPALS

SB-JPALS is made up of three parts, which are shipboard equipments, aircraft
equipments and data transmission equipments. They are showed in Fig. 18.1. The
shipboard receives the GPS signal to acquire its position, and transmits its position
to aircraft by data transmission equipments. The aircraft can also acquire its
position by GPS signal, which is calculated with the shipboard position to work out
the relative position vector form the shipboard to aircraft. There is an UHF data
link between the shipboard and aircraft.

According to paper [4], the performance parameters of SB-JPALS are showed in
Table 18.1. From the table, SB-JPALS applies the high precise P code for double
frequency wide lane algorithm. As a result that the P code is special for American
army, how to use C/A code to fix the ambiguity reliably at single epoch becomes a
serious problem. A new method is proposed as below.
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18.3 Differential Carrier Phase Algorithm for Shipboard
Landing of Aircraft

18.3.1 Double Frequency Wide Lane Ambiguity Resolution

Ambiguity is easier to fix when the carrier wave length is longer. If two carriers are
combined as a long wave carrier, the ambiguity is easier to fix. It’s basic principle
for double frequency wide lane algorithm.

In the process of aircraft landing on shipboard, if there are m satellites in view
for both observable station 1 and station 2. For two satellites i, j, the L1 and L2
wide lane observable equation at some epoch is described as

kWuij
12;W ¼ qij

12;W þ kW Nij
12;W þ eij

12;W ð18:1Þ

Fig. 18.1 Structure of SB-JPALS

Table 18.1 Performance parameters of SB-JPALS

Accuracy
(95 %)

0.4 m

Integrity 10-6

VAL 1.1 m
TTA 2 s
Continuity 1 9 10-6/15 s
Availability 99.7 %
Basic

algorithm
Wide lane fixed ambiguity, L1/L2 fixed ambiguity, shipboard and aircraft

equipments are both double frequency P code
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where k is the carrier wave length, u is observable value of carrier phase, q is the
distance form satellite and station, N is integer ambiguity, e is the observable noise
of carrier phase, W means wide lane. At single epoch, there are m-1 carrier
observable equations but m+2 unknown variables, so the carrier observable
equations are ill-condition. Combined with code observable equations can solve
the problem, and paper [10] proposed the double P code pseudorange algorithm.
However, the P code pseudorange is special for army. If C/A code pseudorange is
used for ambiguity fixing, it can’t satisfy the performance requirements of ship-
board landing.

18.3.2 A New Algorithm for Wide Lane Ambiguity
Resolution at Single Epoch

If we can’t get precise code observables, the algorithm for ambiguity resolution at
single epoch is how to solve ill-condition equations [11]. After wide lane com-
bined, the wave length is longer. In this case, the wide lane float ambiguity can be
solved with fitting method by selection of parameter weights.

The least squared equation of wide lane float ambiguity can be written as

AT C�1A AT C�1B
BT C�1A BT C�1B

� �
X
N

� �
¼ AT C�1L

BT C�1L

� �
ð18:2Þ

where X is the baseline vector, N is vector of double differential ambiguity, A, B
are coefficient matrix. C-1 is the weight matrix and the calculation method how to
get it is described in paper [12]. According to the solving principle of ill-condition
equation, the weight fitting matrix R can be written as

R ¼ E3�3 03�ðm�1Þ
0ðm�1Þ�3 0ðm�1Þ�ðm�1Þ

� �
ð18:3Þ

Form Eq. (18.3), the improved normal matrix can be described as

MR ¼ M þ lR ¼ AT C�1Aþ lE AT C�1B
BT C�1A BT C�1B

� �
ð18:4Þ

where M is the old normal matrix, l is regularization parameter, E is the fitting
matrix, the setting method for E can be resulted from paper [11].

The covariance matrix is acquired from the improved normal matrix. The wide
lane fixed ambiguity can be solved by searching with new covariance matrix. Here
the part ambiguity searching method is suggested for efficiency. The method above
needs an initial precise position, which can be provided from differential code
pseudorange equations.
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18.3.3 Resolution for Individual Carrier Phase Ambiguity

Since the noise is amplified by wide lane, the position solved by wide lane
ambiguity is not precise enough. So the individual ambiguity of L1 and L2 are
required for high precision. Two carriers can make up of different linear combi-
nation. If the linear coefficients are a and b, the combined carrier phase can be
written as

uab¼ auL1þ buL2 ð18:5Þ

The wide lane ambiguity Nab can be solved by the algorithm in Sect. 18.3.2. If
another wide lane ambiguity Ngc is solved by the same method. So ambiguity N1

and N2 can be solved by the equation below

Nab

Ngc

� �
¼ a b

g c

� �
N1

N2

� �
ð18:6Þ

If ac� bg 6¼ 0; the N1 and N2 will be solved out on condition that the Nab and
Ngc are solved correctly. Therefore, the high precise baseline vector can be
calculated.

18.4 Algorithm Test

18.4.1 Single Epoch Data Processing in Static Test

In static situation the ambiguity solved by long time can be regarded as the true
ambiguity. If the ambiguity can be solved at single epoch in static situation, we
consider the algorithm satisfies the application in dynamic situation in a way.

At 10 am, Jul 26, 2012, we used two FlexPak-G2 receivers of Novatel Cor-
poration acquire data on the roof of Electrical Engineering College building. The
sampling period is 1 s, and the lowest requirement of satellite altitude angle is 15�.
We acquired 3775 s data in all. The GPS satellites which can be seen for both two
receivers are [20 16 6 31 29 23 30 32]. The satellite 16 is taken as reference, so 7
ambiguities are produced. The ambiguities solved by all data are taken as true
ambiguities.

The combined coefficients are selected as a = 1, b = -1, g = 4, c = -5, so
the wide lane wave kab ¼ 86:2 cm kgc ¼ 183:2 cm which are far longer than
individual wave of L1 and L2. The two kinds of wide lane ambiguities calculated
by each epoch are showed in Table 18.2. From the table we can seen, the success
ratio of two wide lane ambiguities resolution are 100 %; according to the Eq.
(18.6), the success ratio of N1 and N2 resolution are 100 %, too. Therefore, it can
be concluded that the new algorithm can fix the ambiguity reliably at single epoch.
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The baseline biases of each epoch resolution are shown in Fig. 18.2. From the
figure it can be seen that the new algorithm can solve the baseline with centimeter
level after fixing the ambiguity successfully.

18.4.2 Dynamic Test

In dynamic situation, we can’t acquire the true integer ambiguity because the
calculation is not allowed to accumulate on time. So we adjust the truth of solving
ambiguity by calculating the baseline vector between two carriers. The experiment
system consists of three FlexPak-G2 receivers, two of which are fixed on the top of
two cars respectively, and the rest one is fixed as based station. The general carrier
phase RTK is processed between based station and two moving station respec-
tively. The absolute position accuracy of general carrier phase RTK can reach

Table 18.2 The results of two wide lane ambiguities resolution

Satellites
team

Epoch
number

Wide lane ambiguity Nab Wide lane ambiguity Ngc

Ambiguity Success
number

Success
ratio (%)

Ambiguity Success
number

Success
ratio (%)

16–20 3,032 -5 3,032 100 -15 3,032 100
16–06 3,775 4 3,775 100 25 3,775 100
16–31 3,775 2 3,775 100 13 3,775 100
16–29 2,068 -5 2,068 100 -12 2,068 100
16–23 3,775 1 3,775 100 5 3,775 100
16–30 3,775 -5 3,775 100 -15 3,775 100
16–32 2,564 -2 2,564 100 -7 2,564 100

Fig. 18.2 Baseline vector biases of single epoch resolution in static test
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1 cm ? 1 ppm, therefore the relative position vector calculated from absolute
position of the two RTK is regarded as the reference value. The base line get form
algorithm above is compared with this reference value, and the performance of the
algorithm is adjusted in dynamic situation.

At 11 am, Dec 28, 2012, the dynamic test was carried out on the playground.
The sampling period is 1 s, and the lowest requirement of satellite altitude angle is
15�. We acquired 1937 s data in all. The satellites which can be seen for three
receivers are [2 4 5 10 12 13 17].

The baseline biases of each epoch resolution are shown in Fig. 18.3. From the
figure it can be seen that the new algorithm can also solve the baseline with cm
level in dynamic situation.

18.5 Conclusions

The double frequency wide lane carrier increases the wave length, so it’s conve-
nient for fixing ambiguity. If the ambiguity is required to solve reliably at single
epoch, in general the code observable equations are added in. On the condition
without P code, the precision of C/A code can’t satisfy the requirements of
ambiguity solving. The paper discusses a method which estimates the two kinds of
wide lane ambiguities with fitting method by selection of parameter weights, then
solves the each ambiguity separately. The method has advantages such as without
initialization, simple process and solving the ambiguity reliably at single epoch. It
can solve the baseline vector with centimeter level, which satisfies the require-
ments of application for aircraft landing on shipboard.

Fig. 18.3 Baseline vector biases of single epoch resolution in dynamic test

18 Application of Carrier Phase Differential Relative Navigation 195



References

1. Li Y, Qiu Z (2008) Navigation and positioning, vol 537, 2nd edn. National Defence Industry
Press, Beijing, pp 582–583

2. Tang D, Bi B, Wang X et al (2010) Summary on technology of automatic landing/carrier
landing. J Chin Inertial Technol 18(5):550–555

3. Heo M, Pervan B, Gautier J et al (2004) Robust Airborne navigation algorithms for SRGPS.
In: Proceedings of the IEEE

4. Niu F, Zhao J, Zhang Y et al (2010) Key principle and algorithms of JPALS. The 1st China
satellite navigation conference, Bei Jing May 15–19

5. Pervan B, Chan F (2003) Performance analysis of carrier phase DGPS navigation for
shipboard landing of aircraft. J Inst Navig 50(3):181–191

6. Rife J, Khanafseh S, Pullen S et al (2008) Navigation, interference suppression, and fault
monitoring in the sea-based joint precision approach and landing system. Proc IEEE
96(12):1958–1975

7. Wang W, Gao C, Pan S (2012) Wide-lane ambiguity resolution of network RTK based on
improved carrier phase smoothed pseudorange. Bull Surveying Mapp 4:41–46

8. Zhu H, Gao X, Bei J et al (2011) An algorithm of GPS ambiguity resolution on single-epoch.
Sci Surveying Mapp 36(4):9–11

9. Yang R, Yuan Y, Ou J (2010) Real-time GNSS carrier phase differential technique for
spacecraft rendezvous and docking. Scientia Sinica: Phys Mech Astron 40(5):651–657

10. Liu L (2005) The Research on the precise KINRTK theory and its applications. Wuhan
University, Wuhan

11. Yang R, Ou J, Yuan Y et al (2006) Solving single-frequency phase ambiguity using
parameter weights fitting and constrained equation ambiguity resolution methods. Cent South
Univ Technol 13(1):93–98

12. Zhou Z, Yi J (1997) Principles and applications of GPS satellites surveying. Surveying and
Mapping Press, Beijing, pp 123–124

196 B. Li et al.



Chapter 19
Research on Technical Development
of BeiDou Navigation Satellite System

Jun Xie and Tianxiong Liu

Abstract The development characteristics of BeiDou satellite system have been
analyzed based on the construction experiences of BeiDou Navigation Satellite
regional System. The mission requirement, platform characteristics and payload
technology of BeiDou Navigation Satellite have been researched in this paper. The
project propositions which are required to reinforce have been suggested for next
BeiDou Navigation satellite system.

Keywords BeiDou � Navigation satellite � Satellite � Bus satellite � Payload

19.1 Introduction

Satellite navigation systems can provide all time, all weather and high accuracy
positioning, navigation and timing services to users on the earth surface or in the
near-earth space. It is an important space infrastructure, which extends people’s
range of activities and promotes social development. BeiDou satellite navigation
system can meet the demands of China’s national security, economic development,
technological advances and social progress, safeguard national interests and
enhance the comprehensive national strength.
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According to the development concept of starting with regional services first
and expanding to global services later, BeiDou satellite navigation system is
steadily accelerating the construction based on a ‘three-step’ development strategy.

Phase I: BeiDou Navigation Satellite Demonstration System. In 1994, China
started the construction of BeiDou navigation satellite demonstration System. In
2000, two BeiDou navigation experiment satellites were launched, and the BeiDou
navigation satellite demonstration system was basically established, which made
China the third nation in the world in possession of an independent navigation and
position satellite system. The space constellation includes two geostationary orbit
(GEO) satellites, positioned at longitude of 80� east and 140� east respectively
above the equator. Ground control segment consists of the ground control center
and a number of calibration stations. BeiDou Navigation Satellite Demonstration
System can provide the service of positioning, timing and short message com-
munications based on the radio determining of satellite service [1].

Phase II: BeiDou Navigation Satellite (regional) System. In 2004, China started
construction of BeiDou Navigation Satellite System. In 2007, the first satellite, a
round medium earth orbit satellite (COMPASS-M1) was launched. In 2012,
BeiDou Navigation Satellite (regional) System has provided service of positioning,
timing and short message communications based on the radio determining of
satellite service and the radio navigation of satellite service for the users of China
and part of Asia-Pacific region. Space hybrid constellation includes five GEO
satellites, five IGSO satellites, and four MEO satellites.

Phase III: BeiDou Navigation Satellite System with global coverage will
completely be established by 2020.

During the course of building the BeiDou Navigation Satellite Demonstration
System and the regional system, the Chinese Academy of Space Technology
accumulated a lot of experience and lessons in satellite system design, production,
testing and on-orbit applications. Satellite system design,space atomic clocks,
large FPGA resistance space environment design, uplink injection of anti-jamming
design, as well as satellite platform supply security have formed a series of
achievements and experience, especially in the construction process of the regional
system.

By combing, analyzing and summarizing, we can provide technical support for
the next 2020 comprehensive construction BeiDou satellite navigation system.

19.2 The Characteristics and Functions of BeiDou
Regional Navigation Satellite System

The space segment of BeiDou navigation satellite regional system includes 5 GEO
satellites, 5 IGSO satellites, and 4 MEO satellites. The 5 GEO satellites point in
58.75� east, 80� east, 110.5� east, 140� east, 160� east respectively above the
equator. To the 5 IGSO satellites, three of them are distributed in three inclined
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geosynchronous orbit, orbit altitude of which is 36,000 km approximately, orbit
inclination being 55�, sub-satellite track keeping coincide, intersection of longi-
tude being 118�E, and phase position difference being 120�. The remaining two
IGSO satellites also point in inclined geosynchronous orbit, the longitude of
ascending node being 95�. The 4 MEO satellites distribute in two different orbits
on average, orbit altitude of which is 21,500 km approximately, orbit inclination
being 55�.

The three types of satellites were designed uniformly under the demand of
batch production, intensive launching, and rapid make up constellation. The IGSO
satellites and MEO satellites use DFH-3 satellite platform. GEO satellites use
DFH-3A new satellite platform.

The satellite bus includes structure subsystem, thermal control subsystem,
tracking-telemetry and command subsystem, electrical power subsystem, attitude
and orbit control subsystem, propulsion subsystem, and data management sub-
system. The satellite payload includes navigation subsystem and antenna subsys-
tem. The navigation subsystem of GEO satellite are composed of RDSS, time
synchronization and data repeating, uplink receiving and precision ranging, RNSS
load. The navigation subsystem of IGSO and MEO satellite are composed of
uplink receiving and precision ranging, RNSS load.

The basic mission and requirement of BeiDou satellite regional system as
following.

1. Choosing mature satellite bus to meet the demand of effective load. The
working life span of satellite is 8 years in orbit.

2. Keeping the functions of RDSS, time synchronization and data repeating of
BeiDou Navigation Satellite Demonstration System, which is electromagnetic
compatibility with newly added RNSS.

3. Using two-way satellite-ground time comparison technique, which can calcu-
late accurate difference between satellite clock and ground station clock, to
solve the problem that limited number of navigation satellite and ground
observe and ground control station which are distributed in narrow territory.

4. Receiving the uplink receiving navigation message from ground control sys-
tem, storing handling and generating downlink multichannel navigation signal.
The satellite working state information is transmitted to ground operation
control and user system.

5. Adapting three orbital hybrid constellation multi-satellite TT and C service,
using new S band spread spectrum TT and C system and traditional mature
USB TT and C system at the same time, to accomplish TT and C task inde-
pendently, to ensure the reliability and safety of TT and C channel.

In the area of coverage, ensuring the G/T and EIRP values of receiving and
transmitting signals, the broadcast navigation signal of satellite must be stable
and continuous. Besides, scheduled interruption and unplanned interruption times
and duration meet the project requirement.
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19.3 The Technical Developments of BeiDou Regional
Satellite Navigation System

According to the project general requirements, the conceptual design and proto-
type design for BeiDou regional navigation satellite system has been completed,
and an experiment satellite was launched in April 14, 2007, which validated the
RNSS load design, two-way satellite-ground time comparison technique, three-
axis wheel control technique, yaw attitude control technique, on-board atomic
clocks design. It marks China’s entry into a new stage in independently devel-
opment of navigation satellite system. At the same time, further measures were
taken to solve the problem of anti-interference for satellite product and the com-
plicated space environment. As a result, the technical state of satellite system, each
subsystem and the product was determined, assuring the improvement of technical
level and the quality of the project.

19.3.1 Satellite Bus

BeiDou regional navigation satellite system requires the satellite bus must inherit
the mature technology, and the new technology also need to be applied at the same
time.

Accord to the analyzing results of the missions and functions requirements of
the satellite system, BeiDou regional navigation satellite system must adopt new
technology based on DFH-3 satellite bus in electrical power capability, satellite
attitude control requirements, thermal control requirements, self-management, TT
and C. The key technology above mentioned must be breakthrough and experi-
mental verification.

Characteristics and achievements of satellite bus are summarized as following.

1. The mixed solar array technology

The GEO satellites have RDSS and RNSS payload, which increased 900 W
satellite power requirement compared with GEO satellite of BeiDou Navigation
Satellite Demonstration System. Under the constraint of adopt the same DFH-3 the
bus Solar Array structure and solar cell substrate, Si and GaAs/Ge mixed solar array
technology were adopted firstly. The harmonizing problems of thermal character-
istic, electrical characteristics and radiation characteristics were solved based on the
technologies of circuit independent, sub-board layout, isolation diode and bypass
diodes. The 2,500 W power requirement of GEO satellites was realized.

2. Wheel control in three axis and yaw control technology

In order to avoid or reduce the harmful effects to the system-level user posi-
tioning accuracy caused by thruster uninstalling the saturated momentum of
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reaction wheel, GEO satellite control subsystem adopts the new program of wheel
control in three axis. The adjustment of unloading reaction wheel momentum and
station keeping are carried out at the same time especially.

The orbit inclination of IGSO and the MEO satellites are 55�. The incidence
angle of the sun’s rays changes with the right ascension of ascending node
changing. Satellites cannot direct the sun and the Earth at the same time for DFH-3
satellite bus. Ascending node and inclination will directly affect the power output
of the solar panels, according to the DFH-3 satellite bus design. Sunlight and the
earth’s shadow are larger than GEO satellite of the DFH-3 satellite platform,
particularly the distribution of the length and number of changes to the earth’s
shadow. The design conditions of electrical power subsystem are different com-
pared with the traditional DFH-3 satellite platform. In order to ensure the normal
of solar array direct the sun with the accuracy better than 5�, The IGSO and the
MEO orbit satellites adopted yaw control firstly.

3. Spread Spectrum structure and TT and C Technology for multi-satellite TT and
C service

The new S band spread spectrum TT and C system was utilized to solve TT and
C mission and frequency interference problems of multi-satellite hybrid constel-
lation. The key technologies of low threshold, high dynamic dispreading, rapid
acquisition of spreading code and Fine tracking digital baseband processor have
been solved. The new S band spread spectrum TT and C system have many merits,
such as strong anti-interference ability, high positioning accuracy, and low-density
signal power spectrum.

4. Energy self-management techniques

In order to control the IGSO and MEO orbit satellite in invisible orbit, the new
data handling system are designed to control battery power and satellite cabin
temperature automatically.

5. RNSS power enhancement technology

In order to fulfill the requirements of RNSS power enhancement and the
capability of anti-jamming in wartime, the data composed of satellite ephemeris,
satellite attitude and antenna beam pointing come from payload, attitude and orbit
control, antenna and data handling subsystems are fused.

6. High-precision thermal environment control technology

Navigation satellite atomic clocks are sensitive to ambient temperature. Their
operating range is -5 �C * ? 10 �C in-orbit. The rate of temperature change
ratio is ± 0.5 �C/24 h. The thermal control subsystem designs the atomic clock
independent temperature control small cabin. The high-precision closed-loop
automatic temperature control algorithm is designed.
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19.3.2 Satellite Payload

Navigation satellite payload is the main instrument for satellite’s navigation
function and service performance, its technical level and reliability directly
influence the function and performance of the system.

For BeiDou regional satellite navigation system, two kinds of navigation and
positioning system coexistence, RNSS and RDSS. RDSS payload inherits the
function of BeiDou satellite navigation experiment system. RNSS payload is a
whole new payload, including uplink receiving and precision ranging subsystem,
time and frequency synthesis subsystem, navigation signal generation subsystem,
signal amplification link.

Satellite payload characteristics and main achievements are summed as follows:

1. High precision and stability in-board atomic clock technology

The energy level transition frequency of rubidium atomic is very stable. In use
of this feature, rubidium signal with low frequency drift is generated and locked in
high stability crystal oscillator through the effective power incentive of microwave
cavity, spectrum signal detection and filtering, control of magnetic field and
temperature field. By this way the functions of the atomic clock is realized. The
domestic on-board rubidium clock in BeiDou navigation satellites is developed
through advance research, prototype development and identification products
development. After three manufacturer respectively developed two identification
products, products for space tasks was eventually generated. During the devel-
opment of rubidium atomic clock, lots of engineering problem were solved, such
as life assessment, burn-in test method, high precision measurement, temperature
sensitivity characteristics, performance difference between vacuum and atmo-
spheric environment, long term stability test method, which ensured the devel-
opment of on-board atomic clocks products.

At the same time, small quantity production was realized through means such as
design verification and process control. The on-board rubidium atomic clock
products have good consistency and compatibility.

2. Precision management technology for satellite’s time and frequency standards

In order to ensure the synchronization of time and frequency between uplink
and downlink, the reference frequency synthesizer was designed. The reference
frequency synthesizer ensure the correlation between multiple frequency signals,
including satellite’s time signal, frequency signal, baseband signal and the receiver
clock signals. So it can provide reliable, stable and continuous satellite clock
signal to navigation payload.

By precision adjustment and control, Satellite clock has good short-term and
long-term frequency stability characteristics. The precision control and manage-
ment on satellite time and frequency standards, such as frequency transfer accu-
racy, frequency adjustment resolution, frequency adjustment and signal spectrum
monitoring between main and backup atomic clock, meets the demands of
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engineering construction. In using the reference frequency synthesizer, the satellite
equipment integration was improved, and the volume and weight of the satellite
equipment was reduced.

3. Two-way satellite-ground time comparison technique

For BeiDou satellite navigation system, range between satellite and ground
station was ranged through microwave channel respectively by satellite and
ground station at the same time. In this way clock bias between satellite clock and
ground station clock standard is calculated and the two-way satellite-ground time
comparison and synchronization are realized. High precision timing synchroni-
zation is achieved by establishing high precision ranging link and two-way
satellite-ground time comparison and synchronization. Some key technology are
broken through such as the long code tracking capture, multichannel receiving, on-
orbit zero range monitoring and calibration.

4. Time–frequency anti-jamming technology

High density and intensity electromagnetic interference is a serious problem in
the construction of BeiDou regional satellite navigation system. This problem have
to solve. It directly affects the communication between the satellite and ground,
including ground station and all kinds of terminal, result in reducing the system
performance. The uplink data receiving directly decide whether the navigation
satellite payload can work normally, therefore the anti-jamming and security
design for uplink channel is particularly important. This problem was solved by
precision fast acquisition and tracking algorithm, and low signal amplification
technology with wide linear range and low time delay effect. The technical
requirements that bit error rate is better than 10-8 and the ranging accuracy is
better than 1 ns are satisfied.

5. Navigation signal design technology for anti complicated space environment

On-orbit satellite will inevitably be influenced by space charged particle radi-
ation from the radiation belt of the earth, cosmic rays, solar cosmic ray, etc. Due to
satellite’s internal components, such as DSP, CPU, SRAM and FPGA, contains a
large number of triggers and memory, there is a risk of SEU events in the effects of
space environment. In order to minimize the risk and provide continuous, stable,
reliable navigation signal for the user, BeiDou navigation satellite’s SEU pro-
tection strategy was designed in three aspects, which is device selection, circuit
design and instrument design. The satellite’s surface charging and cabin deep
dielectric charging protection are also designed. Through means such as hardware
protection design, software fault tolerance, three modular redundancy, timing
refresh and replacing FPGA with ASIC, the design and verification for the space
borne products against environment are realized.

6. Continuation and stability technology for multi-channel high power signal

BeiDou navigation satellite payload include uplink receiving and precision
ranging subsystem, time and frequency synthesis subsystem, navigation signal

19 Research on Technical 203



generation subsystem and signal amplifying link. It has many signals with different
frequency. In order to ensure the ground users can receive the signal from satellites
more effectively, satellites are designed with high power amplifiers to ensure the
signal transmitted has enough power.

In order to ensure the satellite’s internal instruments working normally, EMC
analysis and verification of system level is required. In accordance with the
requirements of new design, many key problems were solved, such as electro-
magnetic isolation between RNSS and RDSS payload, intermediation suppression
between uplink received signal and downlink transmitting signal, multipaction and
power resistance, passive intermediation suppression for microwave high power
devices, enhancing product protection and determine the product working state etc.

19.4 The Development Experience of BeiDou
Navigation Satellite

BeiDou satellite navigation regional system reserved BeiDou satellite navigation
experimental system of active positioning and short message communication
service. It has begun to provide the continuously positioning, navigation, timing
and message communication and other services in China and some areas around.
BeiDou satellite navigation resolves the problem of having the RNSS positioning
system in China, which is an integral part of China’s economic and social
development of spatial information services.

The main experiences of the BeiDou navigation satellite system as followed:

1. Combination of inheritance and innovation, and strengthen the ground test
validation

According the requirements and characteristics of the BeiDou navigation
satellite, CAST completed the structure model, the thermal control model, elec-
trical model. However, we must adopt mature product inherited DFH-3 satellite
platform technology. The key technical in concept phase must solve to ensure little
risk in the preliminary design phase [2].

The BeiDou satellite reliability for special project has been arranged, which
carry out the weaknesses of SADA, power controller, battery pack, earth sensor,
and the reference frequency synthesizer etc., including the analysis, improvement
and validation work.

2. To ensure the reliability and quality of the product batch approved

Based on self-research, innovation and development, the key technologies are
solved, such as the space borne rubidium clock, precision ranging, two-way time
range, the inhibition of the multipation and passive intermediation, large scale
ASIC chip alternative FPGA devices, yaw control, rubidium, cabin small precision
temperature control;
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3. RNSS, and RDSS two positioning navigation system coexist, provide multi-
function services

Besides high-precision, and reliable positioning, navigation and timing ser-
vices, BeiDou Navigation Satellite System can provide the service of short mes-
sage communications, integrity and difference service also. A differential service
and integrity services, compared with the GPS system, the advantage of the
BeiDou satellite navigation system is service area within diversification and the
interaction between the users. It will continue to play a special role in the com-
mand and dispatch, disaster relief, and environmental data monitoring.

4. Compatible design, product interchange

The three orbiting satellite requirements in accordance with the ‘‘one-design,
group batch manufacture, serial testing, intensive launching, rapid make up con-
stellation’’ to carry out stand-alone product design, to ensure that most of the three
types of satellite products have interchangeability; does not with interchangeable
products, mechanical, electrical, thermal interface also give full consideration to
compatibility. Rapid make up constellation of BeiDou satellite launch process
giving top priority to the work carried out for the product quality problems is of
great significance and has played a special role.

5. The coordinated integrated 3D design for satellite configuration and layout

BeiDou satellite has a coordinated integrated 3D design digital system, which
has the development process and configuration and layout for satellite structure
with thermal control cooling surface of thermal control subsystems, cable net-
works of power distribution subsystems, pipeline layout of propulsion subsystem.
Using AVIDM system, integrated data interface for Unit, product layout,
mechanical interface, thermal interface to improve the overall configuration and
layout design. It also promotes the piping design correctness and efficiency.

6. Establish a test data comparing system.

BeiDou satellite products have batch manufacture features. We establish the
test data comparing system based on the test data of different batch satellite and
different phase of the same satellite. It is convenient for us to obtain the varying
trends and fluctuating scopes of key technical index. So, we can carry out risk
reviewing based on such critical data characteristics.

19.5 The Suggestions for BeiDou Next Navigation Satellite

The satellite navigation system is an space-based time and space infrastructure
which based on the service range, accuracy, availability, continuity and integrity.
In order to improve the performance of the next generation system in the process
of construction BeiDou satellite navigation system, some work need to be
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systematically summarized and analyzed. The works include the characteristics
and results of the BeiDou satellite navigation system, the working status of sat-
ellites in orbit. The project propositions and suggestions are required to be rein-
forced, the works are as follows.

1. To strengthen the system top-level design analysis, to improve the system
reliability

In order to ensure the continuity and stability of whole satellite navigation
systems, some efforts need to be strengthened which including of the constellation
configuration design and analysis, satellite and ground station integrated collab-
orative design, the constellation of running state satellite backup strategy and the
strategy of mending their nets research, etc.

Availability, affordability and accuracy are the three key features of the satellite
navigation system, in order to achieve the availability of the system, the first
requirement is that the number of satellites in orbit.

Effects-based studies have shown that a constellation of 30 MEO satellites plus
three backup satellites distribution will increase the availability of users for PNT in
the space environment effects [3].

2. Long life, miniaturization and high reliability of space borne products

In order to improve the reliability and security of the satellite platform, reduce
weight, size and power consumption of satellite products, the long life of the space
borne product and miniaturization and high-reliability design work needed to be
reinforced.

Through the component selection, the circuit redundancy design, system-level
backup and fine coordination and management, as well as a large number of
ground reliability and life testing, the working life of the satellite can be enhanced
from 8 years to 12 years.

3. To strengthen the state management and selection of components

BeiDou navigation satellite system products must formulate batch production
target in the design phase, identify and complete experimental verification of its
products, process assessment and establish of process control file, etc. Through the
analysis of the product’s characteristics, the selection of components and raw
materials, attention to the quantitative design for key characteristics parameters,
we can obtain the best system qualify.

4. Reduction interrupt operation within plan

According to the actual situation of the our ground operation system (For
limited by the area and the number of injection station, the monitoring stations, the
track measurement and prediction accuracy still need to be further improved),
interrupting operation of the position keeping and orbit control the need to be
further reduced for satellites.
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5. Strengthen crosslink and autonomous navigation technology research

The GPS system crosslink positioning changes with the system targets.
Transmission of information from the support nuclear explosion detection, to
support autonomous navigation of inter-satellite ranging and information trans-
mission, to the full support of the space integrated information network
communications.

BeiDou’s satellite navigation constellation design, especially for management
strategies in a variety of track between the link failure mode, comprehensive and
in-depth analysis need to be developed on the rate of data transfer, the number of
crosslink, measurement cycles, inter-satellite link frequency and autonomous
navigation time and so forth. System simulation and experimental verification
need to be carried out, simulation and verification work of crosslink signal system
and autonomous navigation algorithm must be deep studied.

6. To improve the integrity monitoring capabilities of satellite navigation signals

As the integrity is a key performance of the satellite navigation services, design
of reasonable integrity of signal system need to be further developed. The navi-
gation signal integrity monitoring capabilities is a basic requirement, including of
the system working condition, the receiving of uplink navigation message and the
generation of downlink navigation signal, the health status of the satellite platform,
satellite attitude and etc. Base on the autonomous integrity monitoring and diag-
nosis, alarming and correction of the imperfect state in time.

7. Enhance the onboard atomic clock performance

The stability of atomic clock of navigation satellite is the key factors to
determine the performance of real-time user location. The stability of the atomic
clock is the basis for establishing a high-precision time reference and time com-
parison technology with two–way ranging of satellite and ground. The perfor-
mance of BeiDou system satellite-borne atomic clocks has not yet reached an
excellent level of GPS BLOCK IIF satellite clock [4].

While the construction of the next generation BeiDou satellite system, the
onboard atomic clock performance need to be matched with system construction,
the day stability performance must be further improved, the manufacturing process
and the debugger needs to be fitted the group batch production requirements.
Particularly, atomic frequency discriminator signal enhancement, the light fre-
quency shift, loop noise and temperature sensitivity suppression technology are
further studied, while also further resolve the long life and reliability of space
borne atomic clocks. At the same time of enhancing the onboard atomic clock
performance, ground testing and assessment of methods of space borne atomic
clocks need to be improved further.

8. To improve the delay stability of navigation signal

To broadcasting continuous, stable and reliable navigation signals is the basic
task of the navigation satellite, the quality of the navigation signal determines the
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merits of the navigation satellite. Building BeiDou next-generation system, the
stability of the navigation satellite signal delay need to be improved, in order to
facilitate operation and control systems and users, the navigation signal path delay
value should to be strictly control to achieve the consistency of the delay of
multiple frequency navigation signals for each work state.

9. Strengthen the new navigation signal system design to achieve the interoper-
ability of GNSS systems compatible.

GPS, GALILEO, GLONASS and BeiDou systems coexist. The four systems are
to provide free services to users worldwide. In order to be not interfering with each
other, the compatibility must be considered to realize the joint PNT services to
provide continuous, stable and reliable services for civilian and commercial users.
GPS system occupied the global PNT market have a strong attraction to users, the
survive possibility of the next generation BeiDou system must be compatible with
the GPS system but not rely entirely on the GPS system. To this end, the design of
the navigation signal system need to be further improved, including the parameters
of the signal frequency, signal modulation mode, encoding format of information,
the spectral characteristics, the output signal power, etc. BeiDou satellite navi-
gation systems have to maintain continuous and stable service, but also fully
compatible and interoperable with other GNSS systems.

19.6 Conclusions

BeiDou regional satellite navigation system has been established in 2012, and the
satellites are working in good condition. It began to provide navigation service,
including RNSS services, RDSS services and short message communications
services for PRC and Asia–Pacific region.

During the navigation satellite development, CAST realized the coordination of
the succession of innovation in satellite system design, adhered to the unity of the
user requirements and technology, broke through several key technologies, and
made a series of achievements. Moreover, a lot of valuable experience was also
accumulated.

It is necessary for us to summary the BeiDou satellite development achieve-
ments. There is still need for intensive study for some subjects and items in next
stage. To solve the key technical from above mentioned suggestions, establish and
improve projects methods, will be beneficial to complete the construction of the
BeiDou global satellite navigation system.
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Chapter 20
Research of Precise Timing in Single
Receiver Pseudorange Positioning Based
on GPS System

Hehuan Zhu, Xiangyang Wu, Weirong Chen and Shuguo Pan

Abstract Timing service is one of the significant basic services in GPS system.
Principles and mathematical models of the precise timing in single station
pseudorange positioning were provided in this paper. And the automatic batch of
timing procedures was developed through the C++ language. The experimental
results show that, the precision of timing in single station pseudorange positioning
based on GPS system can reach nanosecond level. In addition, the precision can be
higher when using carrier smoothing pseudorange method. The precise timing
services in GPS system has broad prospect in communications, electric power and
other industries.

Keywords Precise timing �GPS system � Single station pseudorange positioning �
Precision

20.1 Introduction

High-precision timing is significant to the operation of military, communication,
power and transportation system, etc. It has universal application in national defense
building and economic construction. With the rapid development of modern society,
the requirements of timing precision are increasing. The research of precise timing
based on GPS system is increasingly important, because GPS system has developed
relatively more perfectly, and its precision is relatively higher.
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The precision of pseudorange observations is not high, while the determination
of ambiguity is a major problem when using carrier phase observations. However,
using carrier phase smoothed pseudorange method can not only improve the
accuracy of positioning and timing, but also avoid the determination of ambiguity.

The precision of timing in single station pseudorange positioning based on GPS
system can reach nanosecond level. By demonstrated, the precision can be higher
when using carrier smoothing pseudorange method.

20.2 The Principles of Precise Timing by Pseudorange
Positioning Based on GPS System

20.2.1 Observation Equations in Pseudorange Positioning

After calculating the satellite coordinates with broadcast ephemeris data,
Eq. (20.1) [1] is used as fundamental model of pseudorange positioning.

q0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½X jðt jÞ � XkðtkÞ�2 þ ½Y jðt jÞ � YkðtkÞ�2 þ ½Z jðt jÞ � ZkðtkÞ�2

q
þ cdtk � cdt j

ð20:1Þ

According to approximate coordinates and Eq. (20.1), mark that
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The result of linearization can be written as Eq. (20.3) [1],

lipdXp þ mi
pdYp þ ni

pdZp � cdtp � Ri
p;0 þ ðqi

p þ cdti � dqi
trop � dqi

ion � dqi
othersÞ ¼ 0

ð20:3Þ

where dqi
ion is ionospheric delay error (m); dqi

trop is tropospheric delay error (m);
dqi

others is other errors, such as some effects of earth rotation, tidal, relativistic
effects, etc.

Matrix form can be written as Eq. (20.4) [1],
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If the number of simultaneous observation satellite is equal to 4, it has a unique
solution, that is to say dx ¼ A�1L: When the number is more than 4, we can use the

least square method to calculate, that is to say dx ¼ ðAT AÞ�1AT L:

20.2.2 Carrier Phase Smoothed Pseudorange

Carrier phase smoothed pseudorange method is optimizing pseudorange value on
the basis of pseudorange positioning. In this paper, we optimize P1 and P2 [1, 2]
simultaneously. Equations are as follows:

p jðtiÞ ¼
1
i

p jðtiÞ þ
i� 1

i
½ðp jðti�1Þ þ dp jðti�1; tiÞ�

p jðtiÞ ¼
1
i

p jðtiÞ þ
i� 1

i
½ðp jðti�1Þ þ kðu jðtiÞ � u jðti�1Þ�

ð20:5Þ

where

p jðtiÞ is smoothed pseudorange value on the ith epoch;

p jðtiÞ is pseudorange value on the ith epoch;

p jðti�1Þ is smoothed pseudorange value on the (i-1)th epoch;

ku jðtiÞ is carrier phase value on the ith epoch;
ku jðti�1Þ is carrier phase value on the (i-1)th epoch.

The timing accuracy is greatly improved when using carrier phase smoothed
pseudorange method.

20.2.3 Error Models

In this paper, we use broadcast ephemeris data to calculate coordinates and
velocity of satellites, then compare calculated clock error, which by pseudorange
positioning, with precise ephemeris clock error. Errors take ionospheric delay,
tropospheric delay, error by earth rotation and relativistic effects into account.

We use ionosphere-free combination to correct ionospheric delay error. It is
demonstrated in Eq. (20.6) [3]:

p ¼ f 2
1 p1 � f 2

2 p2

f 2
1 � f 2

2

ð20:6Þ

where
p1 means pseudorange value of L1 signal;
p2 means pseudorange value of L2 signal.
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Then use Hopfield model to correct tropospheric delay error. It can be written as
Eq. (20.7) [3, 4]:

DtropðEÞ ¼ DdtropðEÞ þ DwtropðEÞ

DwtropðEÞ ¼ 10�6

5
ð�12:96T þ 3:718� 105Þ

sin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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5
77:64
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 þ 6:25
p p

T
½40;136þ 148:72ðT � 273:16Þ�

ð20:7Þ

where
DtropðEÞ is tropospheric delay error (m);
DdtropðEÞ is dry delay error (m);
DwtropðEÞ is wet delay error (m).

Residual error of wet delay error is only several centimeters.
Equation of earth rotation is shown as Eq. (20.8) [4]:
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where Xs; Ys; Zsð Þ is satellite coordinates; Xs0 ; Ys0 ; Zs0
� �

is corrected horizontal
coordinates. a ¼ x � s; a is angles of earth when rotate. x is earth rotation velocity,
s is time of satellite signal propagation.

According to satellite coordinates vector and velocity vector, error equation of
relativistic effects is established. As shown in Eq. (20.9) [3, 4]:

Drela¼� 2
C

Xs � _Xs ð20:9Þ

where Xs is coordinate vector of satellite; _Xs is velocity vector of satellite.

20.3 Experiments and Analysis

In order to analyze and verify method of single receiver pseudorange positioning,
this paper adopt the daily observation data of USNO station, which is obtained
from IGS website. The receiver of USNO station has atomic clock, which is
relatively stable [5, 6]. Timing standard is provided by clock error data of precise
ephemeris.

Figure 20.1 shows precise clock error value of USNO by IGS, the interval is
5 min. There are 288 epochs, the average value is 6:241687 � 10�7 s:
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20.3.1 Experimental Scheme

Firstly, we use pseudorange positioning to compute clock error (use the least
square method), the average clock error of these 2,880 epochs is 6:268539�
10�7 s; which differs 2.68518 ns with the average value of precision clock error.

Then, compare the clock error with precise clock error by IGS. In addition,
interval of pseudorange positioning is 30 s, interval of precise ephemeris file is
5 min, so interval of clock contrast is 5 min. The result is shown in Fig. 20.2, the
average error is 3.19 ns. We can discover that the errors are mostly nanosecond level.

On the basis of pseudorange positioning, use carrier phase smooth P1 and P2,
then use the least square method to compute, the average clock error is 6:251205�
10�7 s; which differs 0.95168 ns with the average value of precision clock error.

Figure 20.3 demonstrates that after carrier phase smoothed pseudorange, the
difference between calculated clock error and precise clock error, the average
difference is 2.61 ns.

The contrast of clock error between pseudorange and carrier phase smoothed
pseudorange is reflected in Fig. 20.4. By comparison, the latter’s accuracy is higher.

20.3.2 Precision Assessment

In the analysis of pseudorange positioning and carrier phase smoothed pseudor-
ange, we should consider not only the clock error of two methods, but also assess
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their stability respectively. In this paper, because we only evaluate timing accuracy
and clock stability, we can regard internal accord RMS and external accord RMS
as assessment standard [2, 7, 8]. Because the receiver of USNO station is atomic
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Fig. 20.2 The error of clock bias by pseudorange positioning
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clock, which clock error is very stable, we can regard the average clock error as
reference value. As a result, internal accord RMS can be obtained by difference
between calculated clock error and the average value of them. On the other hand,
external accord RMS can be obtained by difference between computed clock error
and clock error of atomic clock by IGS [8, 5].

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
DT PD

n

s
ð20:10Þ

Where D is difference, n is the total number of samples, P is the weight matrix.
By comparison of two methods, external accord RMS of pseudorange is

9.27 ns, internal accord RMS is 10.22 ns. After carrier phase smoothed pseudor-
ange, external accord RMS is 7.32 ns, internal accord RMS is 7.64 ns.

Detailed precision contrast is illustrated in Table 20.1.
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Fig. 20.4 The difference of error between pseudorange positioning and carrier phase smoothed
pseudorange

Table 20.1 The precision index

Error Maximum
(s)

Minimum
(s)

Average (s) External accord
RMS (s)

Internal accord
RMS (s)

Pseudorange
positioning

3.07 9 10-8 3.21 9 10-8 3.19 9 10-9 9.27 9 10-9 1.02 9 10-8

Smoothed
pseudorange

2.01 9 10-8 2.39 9 10-8 2.61 9 10-9 7.32 9 10-9 7.64 9 10-9
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By comparison, we think that the result of carrier phase smoothed pseudorange
is better, the accuracy is higher. The best precision can reach milli nanosecond
level.

20.4 Conclusions

In this paper, we compared RMS of pseudorange positioning with carrier phase
smoothed pseudorange, it illustrates that using carrier phase smoothed paeudor-
ange method can improve the precision of timing effectively, guarantee the sta-
bility of clock.

Experimental result indicates that, the precision of timing in single station
pseudorange positioning based on GPS system can reach nanosecond level.
In addition, the accuracy can be higher when using carrier smoothing pseudorange
method.

In this paper, we use broadcast ephemeris data to calculate satellite coordinates
and to pseudorange positioning, the precision may be higher if using precise
ephemeris data to compute.
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Chapter 21
The Beidou2 Navigation Signal Multipath
Fading Applied Research in Satellite
Tracking Ship

Zhong Lin, Gu Bing-jun and Xu Rong

Abstract Around two Beidou2 generation networking success, application of
Beidou2 satellite navigation system in aerospace survey ships is an inevitable
trend, but the Beidou2 satellite navigation system and other satellite navigation
system as there is a multipath interference problem. This paper focuses on signal
processing and engineering application perspective using the method of anti
multipath interference and new processing, That is the use of narrow technology
and high resolution processing technology at the receiving end, and then by a
suitable choice of the receiver bandwidth and receiver antenna architecture suit-
able deck. Through the test in space survey ship, played a good resistance to
multipath effect.

Keywords Global navigation satellite system � Beidou2 � Satellite tracking Ship �
Multipath error

Background: In the process of performance evaluation of navigation signals,
multipath performance is an important performance index. Pseudo code and carrier
phase offset caused by multipath environment depends on the receiver, Mea-
surement of ship radar antenna is numerous, ship building block, the sea, sea
clutter interference and other environmental factors, the multipath interference
problem. Because of the correlation between the multipath effect in the space is
very small, the receiving end by difference method to eliminate. With the receiver
hardware index rising, the effects of narrow correlator technology and the increase
of the high resolution processing receiver bandwidth signals to reduce multipath
effect has received extensive attention both at home and abroad. In this paper,
signal system based on Beidou2 open on two generation receiver adopting the
technology, considering the anti-multipath performance and antenna installation
engineering factors were tested in the survey ship platform, from different angles
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and GPS, inertial navigation system for performance evaluation, in order to pro-
mote the north fights navigation signal in the two generation application perfor-
mance of Navigation Engineering provides reference.

21.1 Questions

The multipath phenomenon refers to the addition of receiver receives a signal by
the electromagnetic wave travels in straight lines emitted from the satellite, also
may receive one or more by the electromagnetic wave signal reflected by sur-
rounding objects, and each reflection signal may be after one or multiple reflection
after the arrival of the antenna. As with the principle of light reflection, metal and
water are good reflectors. Measurement of ship metal deck, the sea environment
will cause the multipath phenomenon, Beidou2 signals received prone to multipath
interference. In addition, many measurement ship antenna, working in the bad sea
condition, the reflectivity of clouds, ionospheric emission will be caused by
multipath effect. Multipath causes the error code and carrier phase depends on the
receiver environment, The correlation in space is very small, The traditional dif-
ferential treatment to eliminate the effect of co.. With the success of the two
generation network of Beidou navigation system, the Beidou navigation system in
the measurement ship and civil navigation application has become the inevitable
trend, However, with the maritime navigation satellite Beidou receiving signal
compared to low transmission power, receiver environment is complex, the signal
is susceptible to multipath interference problem.

21.2 Beidou2 Navigation Satellite Signal System

Service signal China open two Beidou2 generation signal system open (OS) and
authorized signal (AS) [1] as follows in Table 21.1.

Table 21.1 Beidou2 navigation signal structure and parameters

Navigation signal Carrier wave/MHz Bit rit/MHz Modulation Type of service

B1cx data (I) 1,575.42 1.023 MBOC
(6,1,1/11)

OS
B1cy Navigation

frequency (Q)
1.023

B1cz 2.046 BOC (14,2) AS
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21.3 The Navigation Signal Multipath Processing
Technology

Multiple paths by using digital signal processing technology and the inhibition can
be divided into two types of elimination method:

A class of estimation of component parameters of each multipath signal, and
the multipath signal components and the reduction of the direct wave signal is
subtracted from the received signal in the total; Parameter estimation of another
kind does not involve the multi-channel signal, usually followed by related settings
and code loop discriminator improved and more direct route is to restrain and
eliminate the results. With the continuous improvement of the performance of
receiver, narrow related new technologies and high resolution technique was
gradually known by people.

21.3.1 Narrow Correlator Technology

Narrow-related technology is a digital signal processing technology multipath
suppression and elimination technology, Mainly refers to the receiver using
samples collected from near the left and right sides of the main peak of the
correlation function to the plurality of correlators, and then analyze the autocor-
relation function curve distortion, both detected whether the reception signal is
destroyed, and the derivation of a multi-path and direct the method of the wave
phase amount of the signal component.

Narrow correlation of noise has good inhibiting effect, when the correlation
distance decreases, lead-lag increases channel noise correlation, thus noise
tracking effect on PLL smaller. New narrow correlation processor and chip cor-
relators with respect to the standard ratio, narrow correlation can be improved the
accuracy of measurement of 3–4 times [2]. At the same time, narrow correlator
technology also have the ability to inhibit the code phase multipath.

21.3.2 High Resolution Correlation Technique

Although the application of narrow correlator technique can make the accuracy is
high, but in the actual application process, due to the impact of local multipath
signals and atmospheric multipath signal is very difficult to guarantee the mea-
surement data with high precision, so the application of another special multipath
mitigation technology in circuit design, high resolution correlation (HRC) tech-
nique. HRC technical realization for each satellite configuration 5 complex cor-
relator, 3 more than the general receiver, will completely eliminate the error
average delay and delay multipath signal of carrier phase and code phase mea-
surement, and the HRC method is compatible with narrow correlator technique [3].
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21.4 The Navigation Signal Multipath Assessment Theory

21.4.1 The Multipath Effect Classification

Due to the multipath signal phase changes and different delay, multipath inter-
ference and divided into two types: if the direct signal and multipath signal with
the same phase, the synthetic signal amplitude is greater than any one component
amplitudes, called constructive multipath (Fig. 21.1 left); on the contrary, if the
direct signal and multipath signal phase, amplitude will the synthetic signal
decreases, called destructive multipath (Fig. 21.1 right). The auto correlation peak
of two kinds of multipath signal shown in Fig. 21.1.
The signal receiver is composed of direct signal and multipath signal, the existence
of time delay, phase shift and multipath fading signal than the direct signal, this
will lead to the PN code tracking error to produce multipath effect [4]. The
presence of multipath effect, the received signal rðtÞ model:

rðtÞ ¼ a0eju0 x t � s0ð Þ þ
XN

n¼1

anejun x t � snð Þ ð21:1Þ

In the formula, the envelope signal is emitted xðtÞ, a0, u0, s0 respectively, the
direct signal amplitude, phase and propagation delay; an, un, sn as the n road
multipath signal amplitude, phase and propagation delay, N as the number of
multipath signal. In this paper, to simplify the discussion, consider a single mul-
tipath situations, i.e.. N = 1.

Fig. 21.1 The auto correlation peak of two kinds of multipath signal

222 Z. Lin et al.



21.4.2 Multipath Signal Model

The process of receiving the actual signals, multipath signal wave is relatively
direct signal wave relative phase and amplitude changes, causes the code loop
discriminator deviate from the equilibrium track points, resulting in PN code
tracking error. Therefore, usually uses the output signal ring authentication code is
to deviate from the true information to evaluate the multipath error. To simplify
the analysis, the general choice of code loop coherent advance reduced delay
locked loop delay, multipath error envelope outputs the code loop discriminator
for:

D esð Þ ¼ a0 R es �
d

2

� �
� R es þ

d

2

� �� �
� a1 R es � s� d

2

� �
� R es � sþ d

2

� �� �

ð21:2Þ

In the formula, R sð Þ for the correlation function of PN, es estimated the direct
signal time delay error, s for the multipath effect, d as the leading and lagging
correlation distance (es, s, d the unit symbol).

Multipath error performance for code loop discriminator curve of zero offset, so
the discriminator output is zero es values for the multipath error, which is the
solution

D esð Þ ¼ 0 ð21:3Þ

Coherent early-late delay lock loop discriminator output in code offset zero near
linear relationship meet, so can be expanded to a first-order Taylor in the vicinity
of zero:

D esð Þ ¼ D 0ð Þ þ D � 0ð Þ � e ð21:4Þ

Combined type (21.3) (21.4) expression to the multi-path error:

es ¼ �D 0ð Þ=D � 0ð Þ ð21:5Þ

Considering the signal bandwidth, code correlation function and power spectral
density of the relationship:

R sð Þ ¼
Z br=2

�br=2
S fð Þej2pf sdf ð21:6Þ

Type: br for the signal bandwidth, S fð Þas the signal power spectral density.
By formula (21.2) (21.5) (21.6) the final output can be obtained for the mul-

tipath error:

es ¼
�a
R br=2
�br=2 S fð Þ sin 2pf sð Þ sin pfdð Þdf

2p
R br=2
�br=2 fS fð Þ sin pfdð Þ 1� a cos pfdð Þ½ �df

ð21:7Þ
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In the formula, a ¼ a1=a0 is MDR. When multipath signals relative phase direct
signal difference is 0 , ± take ±; is 180± take-, respectively corresponding limit
construction of multipath and destructive multipath, the type (21.7) are given for
the envelope of the multi-path error, multipath error all actual are located in the
envelope.

In addition to multipath envelope, can usually be to assess the anti-multipath
performance [1] signal with average multipath error, average multipath error by
definition:

ed sð Þ ¼ 1
s

Z s

0

abs es sð Þ u ¼ 0jð Þ þ abs es sð Þ u ¼ 180jð Þ
2

� �
ds ð21:8Þ

In the formula, u as the relative phase of the multipath signals, molecule two is
type (21.7) ± take +, -, two cases of the corresponding. According to the signal
structure and parameters are given in Table 21.1, the power of different satellite
navigation signal spectrum density function into type (21.7) (21.8), then to eval-
uate the two Beidou navigation signal multipath error generation.

21.4.3 The Receiver Parameters

Analysis from the angle of signal processing, navigation signal performance and
multipath multipath error to the signal amplitude ratio (MDR), relative spacing of
d, the signal bandwidth b, the antenna design and data processing after will reduce
the effect of multipath error (Fig 21.2).

By using the evaluation model, the use of simulation theory for simulation of
multipath error envelope, Comparison of MDR = -6 dB multipath error
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Fig. 21.2 The antenna design and data processing after will reduce the effect of multipath error
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envelope, the smaller the MDR multipath signal amplitude is weak, the multipath
error caused by multipath delay is small; Reduce the correlator spacing can reduce
multipath error, the front end of the receiver bandwidth constraints, when the code
spacing D tends to zero, the multipath error is not zero, and then increase the
spacing of anti-multipath performance improvement is not obvious; For the
receiver bandwidth, smaller bandwidth, easy to filter high frequency component is
larger, in order to guarantee the performance of the two generation navigation
Beidou multipath signals, must ensure that the receiver bandwidth is larger than
4 MHz, bandwidth is easy to cause the distortion. Considering the market hard-
ware manufacturing level, on the basis of the above factors comparison parameters
MDR = -6 dB, d = 24 ns, receiver = 24 MHz index.

21.4.4 Strategy Use Survey Ship Engineering

In order to detect, restrain and eliminate multipath, engineering application may
take different strategies in the design of satellite signal receiving antenna design,
and location, digital signal processing and navigation calculation of these four
links. Measurement of ship engineering application tests except for processing the
receiver receives the signal and also from the antenna design and location and
navigation calculation using the optimization strategy for measuring the value of
treatment.

21.4.4.1 The Design and Location of the Receiving Antenna

(1) using the right-hand circular polarization antenna to receive the left-hand
circular polarization signal odd several times after the reflection, while the right-
hand circular polarization signal strength even after the reflection can be attenu-
ated greatly, so only the direct wave signal received by antenna. (2) high per-
formance antenna using the choke antenna that has multiple path resistance, or by
using antenna array to eliminate the multipath effect using space diversity tech-
nology. (3) the antenna measurement ship antenna mounted on the ship mast on
the highest point, avoids around the antenna and deck building block. Anti-
interference measures are taken for the maritime satellite communication signal:
for maritime Satcom and GLONASS working frequency technology state take
effective anti-interference measures on equipment; supporting the development of
two kinds of antenna: Marine Beidou2 antenna and marine GNSS active antenna
combined to adapt to different use environments.
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21.4.4.2 Positioning and Navigation Calculation of Measured Values

Measurement of ship main through the average of Beidou2 signal measurement
analysis, processing, reduce multipath error; carrier phase measurements on dif-
ferent time values with the same parabola approximation, using actual measured
values close to and curve for evaluation and selection of measurement; Periodic of
the Beidou2 satellite orbital motion and rotation of the earth, in the measurement
of multiple cycles of estimated pseudorange multipath error and the use of mul-
tipath error on a cycle estimate to correct the cycle of the pseudo-range mea-
surements; ˆ by statistical analysis in the multipath error data, the establishment
of a multipath error model, on the basis of this model to correct later in the
measured values of multipath error method for measuring value.

21.5 Test Result

The Beidou2 navigation signal contains a variety of signal components, covering a
wide range of MBOC (6,1,1/11) signal test. The MBOC included by BOC (1, 1) to
BOC (6, 1) consists of the signal, at the same time the power ratio of the total
signal for 1/11. Considering the high frequency carrier signal transmission of high
intensity, autocorrelation performance is good, the QPSK modulated signal of high
frequency 1,589 MHz satellite M1, multipath error directly receiving and pro-
cessing two Beidou2 generation of public service signal and authorization signal as
shown in Fig. 21.3, the use of narrow correlation processing technique, for digital
signal processing and navigation computation at the receiver, the average multi-
path error signal as shown in Fig. 21.4.

The test results show that: in the above parameters, the calibration tower pro-
duce multipath delay 300 m as measuring reference point, the weather condition is
good, the smaller the relative position of the sea waves, as shown in Fig. 21.4
position in the 5,871 position, the multipath delay exceeds 300 m, processing of
measurement ship positioning and navigation calculation value later, the multipath

Axis of ordinate: Error Distance\m Axis of abscissae : Location Point

0
1
2
3
4
5

6
7
8
9

1 442 883 1324 1765 2206 2647 3088 3529 3970 4411 4852

Fig. 21.3 Two Beidou2 generation of public service signal and authorization signal
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error on the Beidou2 navigation signal of the two generation of convergence in the
vicinity of 0 m; multipath delay is less than 300 m (corresponding to 1), outliers
position error caused by multipath effect of the two generation of the Beidou2
navigation signals within 4 m, illustrate the multipath receiver with narrow cor-
relator processor can easily distinguish the Beidou2 navigation signal over two
generations 300 m delay.

21.6 Conclusion

Stereotypes in the Beidou2 satellite signal receiving antenna design, design of
measurement ship and the location of the space is limited, take a variety of
measures in the receiver digital signal processing to suppress the multipath effect is
very effective. In this paper, through the survey ship test, using digital signal
processing technique using narrow and high resolution techniques appropriate
analog filter RF front-end br and phase discriminator type of receiver inside, can
significantly improve the autocorrelation properties, effectively reduce the influ-
ence of multipath effect, with positioning and navigation measurement of certain
value processing method, which can be further to meet the high precision posi-
tioning measurement ship needs.
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Chapter 22
Regional PWV Estimation Using
Interpolated Surface Meteorological
Data from NCEP CFSv2

Xiufeng He and Junjie Wang

Abstract In addition to the GPS data, site-specific surface meteorological data is
essential to derive the precipitable water vapor (PWV) using ground-based GPS.
Furthermore, many GPS networks don’t have the meteorological sensors installed
together with the GPS antenna at all when built. This thesis has provided in detail a
new method to interpolate the surface meteorological data of GPS sites by using
National Centers for Environmental Prediction (NCEP) Climate Forecast System
Version 2 (CFSv2) 6-hourly forecast products. Based on Hong Kong Satellite
Positioning Reference Station Network (SatRef), the method is tested, and the
results show that the method can be helpful to estimate the regional PWV even
when there are no meteorological sensors.

Keywords GPS meteorology � NCEP CFSv2 � PWV � Interpolation

22.1 Introduction

Water vapor is the substrate between moisture and heat transfer, and it is a very
unstable meteorological parameter, affecting the radiation balance, energy trans-
portation, cloud formation and precipitation processes [1, 2]. The estimation of
atmospheric water vapor from ground-based GPS started in 1992 [3] and is being
continuously improved and evaluated [4–8]. In addition to the GPS data, site-spe-
cific surface meteorological data is essential to derive the precipitable water vapor
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(PWV) from the atmospheric delay [9]. Ideally a dedicated meteorological sensor is
installed together with the GPS antenna. However, this involves additional cost at
the level of one-third or half of the geodetic GPS receiver cost [10]. Furthermore,
many GPS networks don’t have the meteorological sensors installed together with
the GPS antenna at all when built. In order to take advantage of the existing regional
GPS networks to estimate PWV, it is worthwhile seeking alternative solutions, for
example, using surface meteorological data from other sources.

NCEP has developed the Climate Forecast System version 2 (CFSv2; [11])
fully coupled ocean–atmosphere-land model with advanced physics, increased
resolution and refined initialization. The 6-hourly atmospheric, oceanic and land
surface analyzed products and forecasts, available at 0.2, 0.5, 1.0, and 2.5 degree
horizontal resolutions, became operational since 2011 (http://cfs.ncep.no-aa.gov/).
This thesis proposes in detail a new method of spatial and temporal interpolation to
derive the surface meteorological data of GPS sites from NCEP CFSv2 6-hourly
forecast products which at a horizontal resolution of 0.5 degree. With the help of
this method, we achieve the surface temperature and pressure of the 3 IGS tracking
stations and 6 selected continuously operating reference stations in Hong Kong
SatRef, and then the regional PWV of Hong Kong is estimated. The advantages of
the new data source are presented by comparing the precision of the different
interpolated meteorological data from CFSv2 and NCEP/NCAR (National Center
for Atmospheric Research) reanalysis products. In order to verify the reliability of
regional PWV estimation with this method, the interpolated meteorological data
from CFSv2 is compared with the measured meteorological data, and the PWV
estimated with interpolated meteorological data from CFSv2 is also compared with
the PWV estimated with measured meteorological data.

22.2 Principles of Ground-Based GPS Sensing
Atmospheric Water Vapor

When GPS signal transmits in the ionosphere and neutral atmosphere of the earth,
it may produce speed delay and inflecting delay on account of atmosphere
refraction. According to the dispersion of ionosphere, 99 % ionosphere delay can
be eliminated using dual-frequency GPS receiver [12]. Then the neutral atmo-
sphere delay can be expressed as:

TD ¼ 10�6
Z

Nd dsþ
Z

Nw ds ¼ HD þWD ð22:1Þ

where Nd and Nw are the refractive indexes of dry and wet atmosphere, respec-
tively; HD is the hydrostatic delay; WD is the wet delay. The neutral atmosphere
delay can be converted to zenith direction with mapping function. Thus, the zenith
total delay (ZTD) can be expressed as:
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ZTD ¼ ZHDþ ZWD ð22:2Þ

ZTD can be resolved by using high-precision GPS data processing software
such as GAMIT. ZHD can be well estimated using Saastamoinen model. The
model can be expressed as:

ZHD ¼ 2:2779� 0:0024ð ÞPs=f ðU; hÞ ð22:3Þ

where Ps is the surface pressure, and f(U, h) can be expressed as:

f ðU; hÞ ¼ 1� 0:00266 cosð2UÞ � 0:00028h ð22:4Þ

where U is the geographic latitude, h is the altitude of GPS site (in km). Thus,
ZWD can be isolated according to Eq. 22.2, and PWV is proportional to ZWD
which can be expressed as:

PWV ¼ P� ZWD ð22:5Þ

P ¼ 106

K 02 þ K3=Tm

� �
Rv

ð22:6Þ

where P is the conversion coefficient; Tm is the surface weighted mean temper-
ature; K 02, K3 and Rv are constants.

22.3 Description of Meteorological Data Interpolation
Method

22.3.1 Data Description

Figure 22.1 illustrates the 6 selected continuously operating GPS stations pro-
viding daily GPS data files available in Hong Kong SatRef and the neighboring
radio sounding site. The daily GPS data files we collected include both observation
files and meteorological files. The sampling interval of observation files is 5 s.
Data on temperature, pressure, relative humidity (RH) are recorded every minute
in meteorological files. For the radio sounding site, the PWV derived from the
sounding observation data will be used for later comparison.

Duan et al. [5] point out that the PWV resolved in regional network is relative
value based on difference method. By incorporating a few remote global tracking
stations into the regional network (making some baselines over 500 km), the
absolute value of PWV at each station in the augmented network can be estimated.
Hence, there are 3 global tracking stations (BJNM, IISC and URUM) selected.
Figure 22.2 shows the distribution of the three selected IGS tracking stations and
their distance to Hong Kong.
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The NCEP CFSv2 6-hourly atmospheric, oceanic and land surface analyzed
products and forecasts can be achieved freely. The data which is on ‘‘ground or sea
surface’’ level at a horizontal resolution of 0.5 degree is chosen to be analyzed in
this research. There are 3 variables in the data of ‘‘ground or sea surface’’ level,
including temperature, pressure and geopotential height, which are used to inter-
polate the surface meteorological data of GPS sites, and then used to estimate the
PWV of Hong Kong.

22.3.2 Interpolation Method

Interpolated surface meteorological data [10] from the Australian automatic
weather station have been used for water vapor estimation from GPS data as GPS

Fig. 22.1 Distribution of the
selected GPS sites and the
neighboring radio sounding
site in Hong Kong

Fig. 22.2 Distribution of the
three selected IGS tracking
stations and their distance to
Hong Kong
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sites were not collocated with the weather stations. Jade et al. [9] has derived the
PWV using the interpolated site-specific surface meteorological parameters from
the numerical weather fields of the NCEP/NCAR reanalysis products, whose
horizontal resolution is 2.5 degree. In this paper, the previous interpolation
methods are integrated and improved, and the surface meteorological data is
derived from a new data source which at a higher horizontal resolution of 0.5
degree. The main interpolation steps are expressed as follows.

1. As shown in Fig. 22.3, Gi (i = 1, 2, 3, 4) are the 4 neighboring grid points of a
specific GPS site, Gi

0 (i = 1, 2, 3, 4) are the corresponding projection points to
the grid points on mean sea level (MSL). For a given GPS site, we can easily
find its four neighboring grid points according to its geographic coordinates and
CFSv2 horizontal resolution.

2. According to the relationships between values at station level and MSL given
by Klein et al. [13], taking the grid points’ geopotential height as its altitude,
deducting the MSL measurements from the Station Level meteorological data
at all 4 grid points. The relationships are expressed as:

Ps ¼ PMSLð1� 2:26� 10�5HÞ5:225

Ts ¼ TMSL � 0:0065H

(
ð22:7Þ

where H is the altitude of station height level (in m).

3. Horizontal interpolation. Using inverse distance weighted (IDW) interpolation
method to obtain the meteorological data of the GPS site’s projection point on
MSL. That is

Fig. 22.3 Spatial
distribution of GPS site and
the four neighboring grid
points

22 Regional PWV Estimation Using Interpolated Surface 233



P0GPS ¼
X4

i¼1

P0i=d2
i

� �
=
X4

i¼1

1=d2
i

� �

T 0GPS ¼
X4

i¼1

T 0i=d2
i

� �
=
X4

i¼1

1=d2
i

� �

8>>>><
>>>>:

ð22:8Þ

4. According to Eq. 22.7, deducting the Station Level meteorological data at the
GPS site from the MSL meteorological data.

5. Temporal interpolation. Using cubic spline interpolation method.

22.4 Test Results and Analysis

22.4.1 Comparison Between the Interpolated Meteorological
Data and the Measured Meteorological Data

The 6 GPS sites and 3 IGS tracking stations are all equipped with meteorological
sensors, so the interpolated meteorological data can be compared with the mea-
sured meteorological data in each GPS site. Figure 22.4 shows the time series of
both interpolated and measured meteorological data in HKSL site.

Table 22.1 summarizes the Bias, RMS (Root Mean Square) and Std (Standard
Deviation) between the interpolated results from CFSv2 and the measured results
of each GPS sites. As can be seen from Fig. 22.4 and Table 22.1, the interpolated
meteorological data from CFSv2 and the measured meteorological data are basi-
cally consistent, but the interpolated pressure is more correspond to the measured
data than the interpolated temperature does. Besides, the Std between the inter-
polated and measured pressure is about 1hpa, the pressure error contribution in
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Fig. 22.4 HKSL’s time series of surface pressure, temperature and the bias curve between the
interpolated results from CFSv2 and the measured results
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PWV estimation will be within 0.5 mm according to the analysis of Bai and Feng
[10]. Therefore, it is feasible to estimate the regional PWV with the interpolated
meteorological data from CFSv2.

In order to show the advantages of the new data source, the precision of the
interpolated results from CFSv2 is compared with the precision of the results from
NCEP/NCAR reanalysis products using the same interpolation method. Table 22.2
summarizes the Bias, RMS and Std between the interpolated results from NCEP/
NCAR reanalysis products and the measured results of each GPS sites. It can be
seen from Tables 22.1 and 22.2 that the precision of the different interpolated
results from CFSv2 and NCEP/NCAR reanalysis products are almost the same in
the 6 selected GPS sites in Hong Kong SatRef, but for BJNM and URUM, the
precision of the interpolated results from CFSv2 in the two IGS tracking stations is
much better. It indicates that the precision of the interpolated results from CFSv2
is more stable and better, which may be due to the higher horizontal resolution and
the new models adopted in developing CFSv2.

Table 22.1 The Bias, RMS and Std between the interpolated results from CFSv2 and the
measured results of each GPS site

GPS sites Pressure (kpa) Temperature (K)

Bias RMS Std Bias RMS Std

HKFN 0.42 1.03 0.94 -1.14 2.00 1.64
HKNP -1.50 1.74 0.89 0.27 1.43 1.40
HKOH -1.70 1.95 0.97 0.24 1.77 1.78
HKSC -0.0017 0.94 0.93 -1.08 1.97 1.68
HKSL 0.093 0.88 0.88 -0.46 1.36 1.28
HKWS -2.30 2.61 1.23 -1.43 2.38 1.91
BJNM -0.30 1.17 1.13 0.33 5.09 5.08
IISC -1.11 1.47 0.97 -0.52 2.60 2.55
URUM 0.23 1.05 1.02 -3.69 4.47 2.03

Table 22.2 The Bias, RMS and Std between the interpolated results from NCEP/NCAR
reanalysis products and the measured results of each GPS site

GPS sites Pressure (kpa) Temperature (K)

Bias RMS Std Bias RMS Std

HKFN 1.01 1.31 0.83 -1.14 2.00 1.65
HKNP -0.78 1.19 0.90 0.095 1.33 1.32
HKOH -0.35 0.94 0.87 -0.098 1.52 1.51
HKSC 0.85 1.90 0.84 -1.26 1.95 1.48
HKSL 0.54 0.99 0.83 -0.42 1.36 1.30
HKWS 0.27 1.13 1.10 -1.58 2.37 1.76
BJNM 11.44 11.52 1.41 4.21 4.91 2.53
IISC -1.01 1.53 1.15 -2.74 3.43 2.05
URUM -7.25 7.37 1.28 -0.30 2.34 2.32
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22.4.2 Comparison Between the PWV Estimated
with Interpolated Meteorological Data and the PWV
Achieved with Other Methods

In order to verify the reliability of regional PWV estimation with interpolated
meteorological data from CFSv2 (PWV_Interpolated), it is compared with the
PWV achieved with two other methods, one is estimated with measured meteo-
rological data (PWV_Measured), and the other is estimated with the sounding
observation data (PWV_RS). As can be seen from Fig. 22.1, HKSC is the nearest
GPS site to the radio sounding station, and Fig. 22.5 shows the three kinds of PWV
estimated in HKSC. For other GPS sites, the PWV_Interpolated are only compared
with their PWV_Measured, the Bias, RMS and Std are summarized in Table 22.3.

As can be seen from Fig. 22.5, the change tend of the three kinds of PWV in
HKSC is consistent, and the PWV time series estimated using ground-based GPS
are more precise than the PWV estimated with the sounding observation data,
showing the advantage of ground-based GPS in PWV estimation. From
Table 22.3, it can be also found that the PWV_Interpolated and the PWV_Mea-
sured are basically consistent in each GPS sites with the bias under 1.5 mm, but
the RMS and Std in some sites are nearly 5 mm, the probable reason is the cubic
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Fig. 22.5 HKSC’s time
series of PWV and the bias
scatter between the
interpolated PWV and the
measured PWV

Table 22.3 The Bias, RMS
and Std between
PWV_interpolated and
PWV_measured of each GPS
site

GPS sites Bias (mm) RMS (mm) Std (mm)

HKFN -1.33 2.26 1.84
HKNP -0.87 4.70 4.63
HKOH -0.56 4.13 4.10
HKSC -1.41 2.21 1.71
HKSL -1.06 4.49 2.25
HKWS -0.43 2.37 2.33
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spline interpolation method adopted in the temporal interpolation, omitting some
small changes in the real PWV time series.

22.5 Summary

This paper has experimentally demonstrated the feasibility of using surface
interpolated temperature and pressure from the NCEP CFSv2 6-hourly forecast
products which at 0.5 degree horizontal resolution for GPS PWV estimation. Data
analysis with 3 IGS tracking stations and 6 GPS sites from Hong Kong region has
demonstrated that the new method proposed in this study is available for pressure
interpolation.

This study used data from all 9 GPS sites which have equipped with meteo-
rological sensors over a period of 10 days. The results have shown that the PWV
time series estimated using ground-based GPS agree with the PWV estimated with
the sounding observation data, though the RMS and Std between the interpolated
PWV and the measured PWV in some sites are nearly 5 mm, seems not perfect. In
other words, the test results indicate a possible way to develop applications of GPS
meteorology with the existing regional GPS networks which have no available
site-specific surface meteorological data. This method can also take the place of
using new meteorological sensors. This could save significant costs in installation
of meteorological sensors.
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Chapter 23
The Measurement of Wave Parameter
Based on PPP Method

Huayi Zhang, Daolong Wang, Xinghua Zhou and Yanxiong Liu

Abstract Filtering method was selected to eliminate the impact of long-term
errors which include the tide, systematic errors and other factors based on GPS
Precise Point Positioning (PPP) data processing method, and accurate wave height
was get finally. Fast Fourier Transform (FFT) analysis method was used to cal-
culate average period of the wave, the average wave height and other parameters.
At last sea test was made, we found that the results of GPS measurement and wave
measurement are consistent. It proves that we can calculate correct wave param-
eters directly based on PPP method.

Keywords Precise point positioning (PPP) � The average wave height � The
average period

23.1 Introduction

Wave is an important sports phenomenon in the ocean, it plays an important role
on the marine project planning, construction operation and maintenance, offshore
resources investigation, water recreation activities and sailing safety. So far, there
are all kinds of waves, tide measuring instruments and methods.

While the existing methods can be used to measure the waves effectively, but
the disadvantages are also obvious. Visual method and optical means can not meet
the requirements of bad weather and night-time observation. Gravity, acoustic and
water pressure measured wave devices have high precision, but the price is
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dramatically expensive, and if you want to get the location information, you
should install GPS device on the equipment.

With the development of GPS technology, its application in wave and tide
observation has also been good development and improvement. Nagai et al. [1],
Kato et al. [2], Jean et al. [3], Fujita et al. [4], Yoo et al. [5] use RTK to get vertical
height to calculate wave height directly, tidal changes and even tsunami fluctua-
tions. However, this method must be carried out under high density of GPS base
station. Even if has a base station on the shore, the wave observations of RTK-GPS
are still limited in the nearshore region. If it is applied to distant offshore in deep
sea region, there would be relatively large observation error.

Chang [6] in National Cheng Kung University using GPS buoy measure wave
dynamic information, to get vertical velocity, through spectral analysis method to
calculate wave height and period projection, compared with data buoy to draw a
correlation between the two proved accurate wave information which can reach
more than 0.97. It shows we can get correct information of wave by GPS buoy.
With the continuous development of GPS precise point positioning technology,
Cheng and Zhang [7], Wuhan University, use Trip software to process measured
buoy data, which can extract elevation change s caused by storm in sea surface.
Chiu [8], Taiwan Sucess University, use precise point positioning technology to
explore GPS buoy. Compared with DGPS observation data and tidal station
observation, it proves the feasibility of using PPP technology to do wave mea-
surement. This article attempts to use PPP technology to extract GPS buoy wave
information, combine with spectral analysis method to obtain the parameters of
significant wave height, average cycle waves and so on.

23.2 Data Processing Method

23.2.1 Acquisition of Wave Height

GPS plays a role of collecting data in the ocean wave measurements, the receiver
was installed on the wave measurement platforms such as buoys, small tracking
ship, based on Precise Point Positioning (PPP), the receiver can get WGS-84
coordinates XYZ coordinate changes in three directions, under coordinate system
conversion, we can get a local level the three-dimensional coordinates of the
coordinate system change. Due to buoys’ wave motion, changes on the zenith
direction is the sea height variation in buoy. The sea surface height variation
contains waves, tides, and the measurement noise, so these factors must be sep-
arated out to obtain clean wave height variation.
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23.2.2 Separation of Tide and Wave

Moving average method is to average the original time series among two or more
time segments data, and obtain average value as a trend value for the middle time
period, after gradually sequentially moving we get the average value of every time
segment, thus obtain a new sequence. This sequence eliminate impact of uncer-
tainty composition in the original sequence, and get long-term trends in the ori-
ginal sequence. The method is a common and simple method to analysis the long-
term trends, and its essence is a simple filtering [9, 10].

Assume the time series Xi (i = 1,2,…, n), the sliding average is K (K = 2k +1)
:

Y ¼ Xi�k þ � � � þ Xi�1 þ Xi þ Xiþ1 þ � � � þ Xiþk

2k þ 1
ðk\i\n� kÞ ð23:1Þ

The selections of parameters of the moving average method will directly affect
the smooth effect on data. If the value of k is larger, the deterministic components
of high-frequency changes will be weakened because more adjacent data is
smoothed. Otherwise, the random fluctuation on the low frequency is not weak-
ened because less adjacent data is smoothed. So we should choose the suitable k
value according to the purpose of smoothing and the actual changes of objective.
Then one or more moving average processing was carried out for the sea level
changes to obtain the low frequency signal which is mostly tidal signal. After that,
we get the high frequency signal which is mainly wave height through substracting
the low frequency signal from original signal.

23.2.3 Calculation of Wave Parameters

The waves is usually regarded as a random process. The spectrum which describe
the random process can be derived by wave elements (such as wave height, period)
respecting some assumptions. Also it can be get from wave height in fixed-point
using special spectrum analysis. And the later one has become the main method
which obtain the wave spectrum gradually.

At present, there are mainly two kinds of spectrum estimation, one is obtained
by the covariance function, another is get through the cycle graph.

Wave height can be substracted from the height variation of sea level. Then the
wave elements can be calculated.

In order to facilitate Fast Fourier Transform (FFT) algorithm, in this article
cycle map method was used. The reference documentation suggests that [11]:
piecewise average FFT algorithm is better than average frequency method spectral
estimation for its’ shorter sampling step, and spectral estimation is much better.

Sub-average method is meaning dividing all the sampling length into m seg-
ments, and each segment length is L = 2q, data of half segment between adjacent
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sections. Fourier transform to obtain a crude spectrum of each segment, then
averaged these coarse spectrum to obtain total spectral estimation. This kind of
treatment improve the data availability and estimate accuracy.

The spectral moment can determine the average wave height H, average cycle T
and spectrum width e and other elements. Formula is as follows

M0 ¼
1
2

S x0ð Þ þ
XM�1

k¼1

S xkð Þ þ
1
2

S xMð Þ
" #

� Dx ð23:2Þ

M2 ¼
1
2
x2

0S x0ð Þ þ
XM�1

k¼1

x2
kS xkð Þ þ

1
2
x2

MS xMð Þ
" #

� Dx ð23:3Þ
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2
x4
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kS xkð Þ þ

1
2
x4

MS xMð Þ
" #

� Dx ð23:4Þ

H ¼
ffiffiffiffiffiffiffiffiffiffiffi
2pM0

p
ð23:5Þ

T ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M0=M2

p
ð23:6Þ

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðM0M4 �M2

2Þ=M0M4

q
ð23:7Þ

xi is circular frequency, xi ¼ 2ip
NDt ; s xið Þ is the spectrum of the frequency mn is the

n order matrix of the spectrum

mn ¼
Z 1

0
xnSðxÞdx ð23:8Þ

23.3 Sea Test Verification

In order to verify the accuracy of GPS wave in actual observations at sea, we place
GPS wave buoy in the nearby waters in Tianheng, eastern Qingdao, meanwhile
place waves Knight synchronization wave measurement buoys in the vicinity of
the GPS buoy for data comparison. The same observation time is from November
1st, 2012 the 8:16–10:16 (GPS time).

GPS data was processed by Trip software (precise ephemeris using cod17124.
ehp, the precise clock using cod17124.clk_05 s), to get change of the BLH coor-
dinates (as shown in Fig. 23.1). From the picture we can find tide changes slowly
during the period because it is in the slack period. Under the coordinate system
conversion, we get NEU 3D coordinate system changes in local horizontal coor-
dinate. Some tests were carried out on the selection of k, and 15 is the best parameter
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for k when separating the wave signal from the original signal because the wave
height (Fig. 23.2) separated from the original signal fluctuates on the zero.

Using FFT spectrum analysis wave information, in accordance with the wave
factor calculated as described in 23.3, calculate the average wave height H,
average cycle T . The comparison result with wave buoy as Shown in Tables 23.1
and 23.2.

Comparing the wave measurement results between buoys and GPS, we can find
they have nearly the same tendency, the maximum error of the average wave
height, is 4.90 cm, minimum 3.62 cm, no more than 5 cm. The Maximum error of
the average period 0.19 s, the minimum is only 0.02 s.

The error of result was mainly affected by two reasons. The first one was that
PPP dynamic accuracy is only about 5 cm. The other one was that the character of
wave spectrum is not obvious. Because the sea is well during the test, and the
maximum height of wave is less than 50 cm (as shown in Fig. 23.2).

Fig. 23.1 Sea level changes (unfiltered)

Fig. 23.2 Series of wave height
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23.4 Conclusion

Based on GPS Precise Point Positioning data processing method, filtering method
also was carried out to eliminate the impact of the tide level, long-term systematic
errors and other factors, and accurate wave height was get finally. Then Fast
Fourier Transform (FFT) analysis method was used to calculate average period of
the wave, the average wave height and other parameters. At last sea test was made,
we found that the results of GPS measurement and wave instrument are consistent.
The maximum error of average wave height is less than 5 cm, and the maximum
error of average wave period is less than 0.19 s. It proves that we can calculate
correct wave parameters directly based on PPP method which has a good prospect.
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Chapter 24
The Method of Earth Rotation Parameter
Determination Using GNSS Observations
and Precision Analysis

Qianxin Wang, Yamin Dang and Tianhe Xu

Abstract Based on the principle of GNSS observation, the linear observation
equations of earth rotation parameters (ERP) estimation using GNSS data are
deduced. The general solution and precision evaluation function are obtained.
According to the precision evaluation function, the major factors of effect ERP
solution precision are analyzed. One is the geometric distribution of the satellites
relative to the station; another is the geometric distribution of the stations relative
to the geo-center. It is proved that ERP will not be solved if using one GNSS
station. The solution precision of ERP will be the best when the vectors of two
stations to geo-center are orthogonal, if two stations are used. For testing ERP
estimation precision using GNSS data, two weeks GPS data from 295 and 21 IGS
stations are processed, respectively. The results show that the precise ERP can be
obtained whether 295 or 21 stations data are used, when the stations rational
distribution. The estimation precisions of pole motion and length of day param-
eters are better than 0.04 mas and 0.03 ms respectively, where the results of IERS
are taken as the reference values.

Keywords Global navigation satellite system � Earth rotation parameter � Linear
observation equation � Precision factors � Optimal configuration
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24.1 Introduction

The earth rotation parameters (ERP) includes that the pole motion (PM) and length
of day (LOD), which with the precession and nutation constitute together the earth
orientation parameters (EOP). It is the most import theory basis of setting up high
precision celestial reference system and terrestrial reference system. And it is
necessary for the artificial satellite orbit determination, the autonomous navigation
of space craft and high accurate time service. Additionally, ERP includes the
potential information of the earth interior material motion and effect of the other
celestial bodies on the earth motion. Therefore, ERP research attracts the great
attention of geodesy, geodynamics, geophysics, astronomy.

The classical optical instruments were used at early stage of ERP observation,
which have a precision of ±1 m [1]. In the 1970s, the ERP observation precision
had been improved by two orders of magnitude, with the rising of modern space
measurement technology, such as VLBI, SLR, LLR and DORIS [2]. However, the
temporal resolution of ERP is poor, because of the huge equipment and the low
sample rate of VLBI and SLR [3]. It is not suitable for applications of high
temporal and spatial resolution. Therefore, it becomes a key problem of improving
the temporal resolution of ERP.

The GNSS technology has a wide station distribution, low equipment cost, high
observation precision and high data sample rate. Therefore, it is very suitable for
obtaining high precision and high temporal resolution of ERP [4–6]. With the
building up of Compass satellite navigation system, it is very important of
developing ERP monitoring system based on Compass observation for setting up
Chinese independent space-time reference system. In this paper, the linear
observation equations of ERP estimation using GNSS observation are deduced, as
well as the general solution and precision evaluation function have been obtained.
The major factors of effect ERP estimation precision are analyzed. Additionally
the actual precision of ERP solution using GNSS data has been tested by the real
GNSS data from 295 IGS stations.

24.2 Method of ERP Determination Using GNSS
Observations

Based on the principle of GNSS observation, the GNSS observation equation can
be written as [7]:

qþ Mq ¼ �q ð24:1Þ

where q is the observation distance between satellite and station; Mq is the
equivalent distance of observation error; �q is the theory distance. The concrete
expressions of three items as follows:
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q ¼ kðuþ NÞ ð24:2Þ

Mq ¼ dts þ dtr þ dtropþ dionoþ dmultiþ drelþ de ð24:3Þ

�q ¼ RXs � RXrj j ð24:4Þ

where k; u; N are the wavelength, observation, integer ambiguity of carrier phase
observation, respectively; dts; dtr; dtrop; diono; dmulti; drel; de are the equiv-
alent distances of satellite clock error, receiver clock error, troposphere error,
ionosphere error, multipath error, relativistic error and observation noise, respec-
tively; Xs; Xr are the coordinates of satellite and receiver in the terrestrial refer-
ence system; R is the coordinate transformation matrix from terrestrial reference
system to celestial reference system, which can be expressed as:

R ¼ PNSU ð24:5Þ

where P, N, S, U are the rotation matrix of precession, nutation, sidereal time and
polar motion. The detailed calculation formula of PNSU can see the references [8].
The length of day and polar motion parameters ht; hx; hy

� �
are included in the

rotation matrix S and U. Therefore, the observation equation needs to be linearized
if estimating ERP using GNSS data. Using the Taylor series expansion to one
order, Eq. (24.1) can be written as:

qþ Mq ¼ �q0 þ
d�q
dh0

dh ð24:6Þ

where �q0 is the approximate value using the initial ERP; dh includes dht; dhx; dhy;

the expressions of d�q
dh0

as follows:

d�q
dhx0

¼ �ðR0Xs � R0XrÞT

�q0
PNS0

dU

dhx0

Xr ð24:7Þ

d�q
dhy0

¼ �ðR0Xs � R0XrÞT

�q0
PNS0

dU

dhy0

Xr ð24:8Þ

d�q
dht0
¼ �ðR0Xs � R0XrÞT

�q0
PN

dS

dht0
U0Xr ð24:9Þ

where R0; S0; U0 are the approximate values of corresponding matrix based on the
initial ERP. Ignoring the effect of micro items, dU

dhx0
; dU

dhy0
; dU

dht0
can be written as:

dU

dhx0

¼
0 0 1
0 0 0
�1 0 0

2
4

3
5 ð24:10Þ
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dU

dhy0

¼
0 0 0
0 0 �1
0 1 0

2
4

3
5 ð24:11Þ

dU

dht0
¼
� sinðGASTÞ � cosðGASTÞ 0
cosðGASTÞ � sinðGASTÞ 0

0 0 0

2
4

3
5� c� ðt � t0Þ ð24:12Þ

where GAST is Greenwich apparent sidereal time; the calculation formula of
GAST see the references [9]. c ¼ 1:0027379093; t is the Julian date of observation
time, and t0 is the Julian date of reference time.

Based on the above formulas, the linear observation equations of ERP esti-
mation using GNSS data can be obtained, when the initial values of ERP and
observation time are given. If assuming there are n stations and m satellites are
observed by each station, the observation equation set is written as:

Aðn�mÞ�3X3�1 ¼ Lðn�mÞ�1; Pðn�mÞðn�mÞ ð24:13Þ

where A is the coefficient matrix; L is the constant matrix; X is the unknown
parameter matrix; P is the weighting matrix; the expressions of each matrix as
follows:

Aðn�mÞ�3 ¼

dq1
1

dhx0

dq1
1

dhy0

dq1
1

dht0� � � � � � � � �
dq j

i

dhx0

dq j
i

dhy0

dq j
i

dht0� � � � � � � � �
dqm

n

dhx0

dqm
n

dhy0

dqm
n

dht0

2
6666666664

3
7777777775

ð24:14Þ

Lðn�mÞ�1 ¼

q1
1 þ Mq1

1 � q1
1

� � �
q j

i þ Mq j
i � q j

i
� � �

qm
n þ Mqm

n � qm
n

2
66664

3
77775

ð24:15Þ

X3�1 ¼
dhx

dhy

dht

2
4

3
5 ð24:16Þ

If assuming k epochs are observed, the k normal equations are added together
and the iterative least square adjustment is used to estimate the ERP. The solution
result and variance-covariance matrix as follows:
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X ¼ ð
Xi¼k

i¼1

AT
i PiAiÞ�1

Xi¼k

i¼1

AT
i PiLi ð24:17Þ

D ¼ r2
0ð
Xi¼k

i¼1

AT
i PiAiÞ�1 ð24:18Þ

r2
0 ¼

VT V

n� t
ð24:19Þ

where n is the number of observation equation; t is the number of unknown
parameter; V is the residual matrix; r2

0 is the variance of unit weight.

24.3 Major Factors of Effect ERP Solution Precision

For the simplicity of discussion, the initial valuesof ERP and observation time are given,
where hx0 ¼ 0:11881

00
; hy0 ¼ 0:26326

00
; ht0 ¼ 0:001355s=d; t ¼ 2455927:5; t ¼

2455926:5; and the mica item (10�6) is ignored. The Eqs. (24.7–24.9) can be written
as:

d�q
dhx0

¼ xs � xr ys � yr zs � zr½ �
�q0

�zr

0
xr

2
4

3
5 ð24:20Þ

d�q
dhy0

¼ xs � xr ys � yr zs � zr½ �
�q0

0
zr

�yr

2
4

3
5 ð24:21Þ

d�q
dht0
¼ xs � xr ys � yr zs � zr½ �

�q0

yr

�xr

0

2
4

3
5 ð24:22Þ

If assuming m satellites are observed by one station, the coefficient matrix A can
be written as:

Am�3 ¼

x1
s�xr

�q0

y1
s�yr

�q0

z1
s�zr

�q0� � � � � � � � �
x j

s�xr

�q0

y j
s�yr

�q0

z j
s�zr

�q0� � � � � � � � �
xm

s �xr

�q0

ym
s �yr

�q0

zm
s �zr

�q0

2
666664

3
777775

�zr 0 yr

0 zr �xr

xr �yr 0

2
4

3
5 ð24:23Þ

The Eq. (24.23) can be simplified written as:

Am�3 ¼ Bm�3 C3�3 ð24:24Þ

24 The Method of Earth Rotation Parameter Determination 251



Based on the Eq. (24.24), it can be known that the coefficient matrix A of ERP
solution includes two parts: one is the direction cosine matrix of satellite and
station; another is the coordinate matrix of stations. If assuming the weighting
matrix P is the unit matrix, the precision matrix Q can be written as:

Q ¼ ðAT AÞ�1 ¼ ðCT BT BCÞ�1 ð24:25Þ

From Eq. (24.25), it can be drawn that the major factors of effect ERP
estimation precision are the geometric distribution of the satellites relative to the
station and the geometric distribution of the stations relative to the geo-center.

If assuming BT B is the unit matrix, namely without considering of effect of
satellite, the matrix AT A can be expressed as:

AT A ¼ CT C ¼
x2

r þ z2
r �xryr �zryr

�xryr z2
r þ y2

r �zrxr

�zryr �zrxr y2
r þ x2

r

2
4

3
5 ð24:26Þ

According to the Eq. (24.26), the determinant of AT A can be calculated
(detðAT AÞ ¼ 0). The result shows the ERP can not be estimated if using one
station. If there are two stations and m satellites are observed by each station, the
matrix A can be written as:

A2m�3 ¼
B1C1

B2C2

� �
ð24:27Þ

where B1; C1; B2; C2 are the direction cosine matrix and coordinate matrix of two
stations. And assuming ðx1; y1; z1Þ and ðx2; y2; z2Þ are the coordinates of two sta-
tions. The matrix AT A can be expressed as:

AT A ¼ CT
1 C1 þ CT

2 C2 ð24:28Þ

AT A ¼
x2

1 þ z2
1 þ x2

2 þ z2
2 �ðx1y1 þ x2y2Þ �ðz1y1 þ z2y2Þ

�ðx1y1 þ x2y2Þ z2
1 þ y2

1 þ z2
2 þ y2

2 �ðz1x1 þ z2x2Þ
�ðz1y1 þ z2y2Þ �ðz1x1 þ z2x2Þ y2

1 þ x2
1 þ y2

2 þ x2
2

2
4

3
5 ð24:29Þ

If two stations are very close, namely x1 � x2; y1 � y2; z1 � z2, the determi-
nant of matrix AT A is zero. The necessary and sufficient condition of ERP can be
estimated by the Eq. (24.17) is detðAT AÞ[ 0. And the solution precision is
improving with the value of detðAT AÞ is increasing. It can be proved that the value
of determinant is maximal when the non diagonal elements are zero and the
diagonal elements are equal [10]. Therefore, some condition equations can be
obtained as follows:

x1y1 ¼ �x2y2 ð24:30Þ

z1y1 ¼ �z2y2 ð24:31Þ

252 Q. Wang et al.



z1x1 ¼ �z2x2 ð24:32Þ

x2
1 þ z2

1 þ x2
2 þ z2

2 ¼ z2
1 þ y2

1 þ z2
2 þ y2

2 ð24:33Þ

Based on above equations, if the coordinates of one station are given, the
coordinates of another station will can be determined. For example, the coordi-
nates of one station are ðr; 0; 0Þ, the coordinates of another station are ð0;�r; 0Þ.
Therefore, it can be known that the solution precision of ERP will be the best when
the vectors of two stations to geo-center are orthogonal.

If the number of stations is larger than two, the optimal condition of stations
distribution for ERP estimation is more complicated than that. In this paper, it is
not discussed.

24.4 Data Processing and Analysis

For testing ERP estimation precision using GNSS data, two weeks GPS data from
295 IGS stations are processed (11th–25th September 2007). For analysis of effect
of station distribution on ERP solution, the data of 21 stations are tested, which are
chosen from above stations and have a rational distribution.

The coordinates of stations, the orbit parameters of satellites, light pressure
parameters are constrained strongly in the data processing. One set of ERP are
estimated every 24 h and the results are compared with the value of IERS.
Figure 24.1 shows the location of 21 tested stations. Figures 24.2, 24.3, 24.4 show
the difference between the experimental results and the IERS results about pole
motion and length of day, respectively. Table 24.1 is the precision statistics of
ERP solution in two experiments.

Based on above experimental results, it can be known that there is light effect of
satellite distribution on ERP estimation because the long time observation will

Fig. 24.1 The location of 21 tested stations
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Fig. 24.2 The difference of PM between experimental results and IERS values on X component
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Fig. 24.3 The difference of PM between experimental results and IERS values on Y component
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lead the geometry of satellites to change significantly. On the contrary, the location
of stations is always invariable. Therefore, it is the decisive factor of ERP esti-
mation precision using GNSS data that the stations distribution.

Because the stations have a rational distribution in two experiments, the precise
ERP can be obtained whether 295 or 21 stations data are used. Comparing with the
results of IERS, the estimation precisions of pole motion and length of day
parameters are better than 0.04 mas and 0.03 ms, respectively

24.5 Conclusions

Based on above theoretical derivation and real data processing, some conclusions
can be drawn.

1. There are two major factors which effect ERP estimation precision using GNSS
data. One is the geometric distribution of the satellites relative to the station;
another is the geometric distribution of the stations relative to the geo-center.
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Fig. 24.4 The difference of LOD between experimental results and IERS values

Table 24.1 The precision statistics of two experimental results

21 stations 295 stations

Xp/mas Yp/mas LOD/ms Xp/mas Yp/mas LOD/ms

Max. 0.055 0.059 0.053 0.031 0.045 0.055
Min. 0.002 0.003 0.001 0.001 0.001 0.001
Std. 0.028 0.033 0.027 0.017 0.016 0.024

24 The Method of Earth Rotation Parameter Determination 255



2. Because the long time observation will lead the geometry of satellites to change
significantly, it has very light effect on ERP estimation that the geometric dis-
tribution of satellites. The location of stations is always invariable. Therefore, it
has important effect on ERP estimation that the geometric distribution of
stations.

3. The ERP will not be solved if using one GNSS station. The solution precision
of ERP will be the best when the vectors of two stations to geo-center are
orthogonal. And the solution precision is improving with the value of detðAT AÞ
is increasing, if using many stations data to estimate ERP.

4. If the distribution of stations is well, the high precision ERP can be obtain just
using a small number of stations data. Therefore, for obtaining precise ERP
using Compass satellite data, the key problem is stations geometric distribution
rather than the number of stations.
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Chapter 25
Analysis and Application of Extracting
GPS Time Series Common Mode Errors
Based on PCA

Gao Han, Zhang Shuangcheng and Zhang Rui

Abstract Characteristics of daily position time series which dated from 2006 to
2011 in South Central of America GPS fiducial network are researched in this
paper. A spatial filtering algorithm based on principal component analysis was
employed to extract and remove the common mode errors from the coordinate
time series. This method promoted the accuracy and reliability of the sites coor-
dinate. Further, we discussed the differences influence in velocity field of GPS
stations by test to wipe off the common-mode error. The result shows that the
common mode errors can not be neglected in time series analysis, particularly
when we deal with the micro deformation, the PCA method can get rid of the
common mode errors effectively and improve the reliability of result.

Keywords GPS time series �Common mode error � Principal component analysis �
Velocity field

25.1 Introduction

Nowadays GPS continuous observation has become one significant method of
deformation monitoring. There are hundreds of global monitor stations and
thousands of regional monitor stations have been built around the world, they can
provide us with a unified reference frame to monitor the surface deformation of
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global, regional also even smaller scale range. It not only can monitor surface
displacement and deformation which caused by the earthquake, but also can
monitor tiny tectonic deformation such as post seismic deformation, tectonic
movement deformation and so on [1]. However, through the analysis of stations’
coordinate time series of GPS regional network we found that there was a kind of
space–time correlation error between different stations which called the common
mode error (CME) [2–4]. There is no clear conclusion for the source of CME
nowadays. It reflects the change on reference framework and scale. Probably it was
unsteadily caused by GPS satellite orbit biases, residual error of ocean tide cor-
rection and atmospheric pressure tidal (S1 and S2 tidal wave) in essence [5]. CME
is the main error source of GPS daily solution, and has negative influence on the
extraction of deformation characteristics. Therefore, how to remove the common
mode error from the coordinate time series of GPS stations and improve the
precision of sites coordinate are very important to the deformation analysis.

In this paper, we used the data of South Central of America GPS regional
network which contains about thirteen stations, and utilize the principal compo-
nent analysis (PCA) to extract and remove the common mode errors from the
coordinate time series, improve the accuracy and reliability of the sites coordinate.
Further we got the crustal deformation information of experiment region.

25.2 The Rationale of Principal Component Analysis

PCA is a multivariate statistics analysis method of selecting a few important
variables from multiple variables by the linear transformation. With orthogonal
transforms, it turns original random vectors of dependent fraction into new random
vectors of independent fraction. The transpositional aim is turning the multiple
indicators into a few comprehensive index which used the thought of dimension
reduction.

For a GPS regional network which has n stations and observations are carried
out for m days, each component (N, E and U) of the residual coordinate time series
was expressed Xðti; xjÞ i ¼ 1; 2; � � �m; j ¼ 1; 2; � � � nð Þ, each column contains a
direction data sequences which removed the trend and average, each line repre-
sents a component value of all stations in specified epoch, B is covariance matrix
of X, bi;j was defined by

bi;j ¼
1

m� 1

Xm

k¼1

Xðtk; xiÞXðtk; xjÞ ð25:1Þ

It is a matrix of n� n, can be broken down into

B ¼ VKVT ð25:2Þ
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where VT is a n� n orthogonal matrix which consist of feature vector, K is a
eigenvalue matrix which consist of k nonzero diagonal elements, B is a non-
singular matrix, namely k ¼ n, the feature vector of B can be written
asðk1; v1Þ; ðk2; v2Þ; � � � ðkn; vnÞ, where v1; v2; � � � vn is a set of orthogonal basis, we
describe Xðti; xjÞ with the set of orthogonal basis

Xðti; xjÞ ¼
Xn

k¼1

akðtiÞvkðxjÞ ðj ¼ 1; 2 � � � nÞ ð25:3Þ

where ak is the temporal amplitude of the kth principal component, as shown

akðtiÞ ¼
Xn

j¼1

Xðti; xjÞ vkðxjÞ ðk ¼ 1; 2 � � � nÞ ð25:4Þ

where vk is its corresponding eigenvector. Usually the eigenvectors are arranged in
the descending order so that the leading few PCs can account for the common
mode signature of the entire network, while the higher-order PCs are related to
local environmental effects [6]. Can use the cumulative contribution of charac-
teristic value mk to represent the contribution of each principal component,
namely,

mk ¼

Pk
i¼1

ki

Pn
i¼1

ki

ðk ¼ 1; 2; � � � nÞ ð25:5Þ

Set a threshold value such as 0.85, when the cumulative contribution rate to
achieve the threshold value, the first P is the primarily model component.

ejðtiÞ ¼
Xp

k¼1

akðtiÞ vkðxjÞ ð25:6Þ

Since the first p principal components of the detrended time series explain the
common mode variations on our network and their eigenvectors have a rather
homogeneous spatial pattern, we treat the first p PC as CME.

25.3 Analysis of Extracting GPS Time Series CME Based
On PCA

In this paper, the stable area’s stations of South Central of America were con-
sidered in our experiment: primarily we obtained the residual error time series by
getting rid of the mean and the trend from the original series; secondly we
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Fig. 25.1 The station of SEU1 network

Fig. 25.2 Raw daily coordinate time series of BLMM
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extracted the common-mode error of the experiment area by PCA method; lastly
we analyzed the impact of common-mode error on the velocity field of the
experiment area.

25.3.1 Obtain the GPS Residual Time Series

In the paper we selected thirteen stations of GPS continuous observation which
dated from January 1, 2006 to January 1, 2011 in the South Central of America, the
distribution of these stations are shown in Fig. 25.1. The daily sites coordinate was
estimated from GPS observation by using the GAMIT/GLOBK software packages.
In the first step, we obtained the relaxant solution each day with GAMIT software,
we used in this solution nearby 4 IGS stations (ALGO, KOUR, GOL2, DRAO) in
this solution which position and velocities were well determined in the ITRF2005
to serve as the linking of the local network and global IGS network. In the second
step we combined our loosely constrained solution with the SOPAC global solu-
tion (igs1 - 1gs6) by using GLOBK softeware. Further, coordinates time series of
stations were generated by using GLRED model to identify and remove the sur-
veys or stations which are outliers. Finally, after the clean coordinates time series
were got, internal constraints are applied by using a set of globally-distributed

Fig. 25.3 The residual coordinate time series of BLMM
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fiducial station coordinates to define the reference frame for daily station coor-
dinate estimates. Then, we obtained the raw daily coordinate time series in the
ITRF2005 (Fig. 25.2, BLMM, for example). Because of the data of some sites is
missing seriously, we only process the data from January 1, 2006 to February
25, 2010 by using the PCA method in the subsequent.

When we filter the residual time series with PCA, it requires the time series
should be uniformly-space sampling. But it is unlikely to meet such requests in the
actual observation. There will always be some days missing. It needs the inter-
polation management for it to get the uniformly-space sampling time series.
Therefore, the paper used cubic spline interpolation. This method is more effective
for the continuous data which missing less than 5 days, and the less missing the
better [7]. However, when the continuous volume data have bigger loss, the
interpolation will appear abnormal after the cubic spline interpolation method was
used. In our example, the most continuous lost quantity no more than 5 days in
addition to the part of some stations after 2010. Therefore, we use the cubic spline
interpolation to filling-in the date which missing below 5 days, and use the Fast
Fourier Transform (FFT) interpolated algorithm to filling-in the date which
missing more than 5 days. Because of the method of FFT has less damage to the
time series and it is better for the situation of whose most continuous lost quantity
no more than 50 days.

Fig. 25.4 Time series
of common mode errors
(N, E, U)
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After the interpolating, we used Nikolaidis model (see [8]) to fit the GPS
coordinates time series and obtain the GPS residual coordinates time series which
removed the mean and the trend. The result will be the input data of PCA in the
subsequent. Due to the limit of paper, station of BLMM only be showed at here.
Figure 25.3 is the residual coordinate time series of BLMM.

25.3.2 Extract of GPS Time Series CME with PCA

Using the above method which called Principal Component Analysis, we pro-
cessed 13 sites residual time series on SEU1 area-network in the South Central of
America. During the PCA analyzing, we extracted and eliminated the components
whose accumulative contribution rate reached 85 %. That component represents

Fig. 25.5 Statistical graph of
CME
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common mode error. In this experiment, we selected the first three principal
components as the common mode error which present the directions of N, E and U.
Their accumulative contribution rate was obtained respectively as 86.4, 87.8 and
90.1 % by using the formula (25.5). The common mode errors extracted on the
SEU1 area-network which present the directions of N, E and U are shown in the
Fig. 25.4. The mean value of N, E and U respectively is 5, 5 and 7 mm. From the
following cartogram Fig. 25.5, we can see that common mode error has ran-
domness obviously. Its characteristic is similar to the usual error we see later,
CME of all the stations on the regional network were eliminated. The original
result of site BLMN was shown in the Fig. 25.6. And by the PCA area filtering, the
residual time series of BLMM which has dealed was shown in the Fig. 25.7. From
the figure, we found that its horizontal direction is smooth, its height direction has
slightly fluctuation. But from the overall view, its amplitude of fluctuation
decreased. The method effectively eliminated the common mode errors which
improves the precision and stability of the sites coordinate, enhances the robust-
ness of coordinate series.

Fig. 25.6 The residual
coordinate time series of
BLMM before removing
CME
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25.3.3 Analysize the Impact of CME on Velocity Field

In order to further discuss the horizontal movement of the SEU1 area-network in
the South Central of America, and impacts of the regional common mode error on
horizontal velocity. To analyze the impact, in the view of weather or not contain
the CME, the velocity field of the area should be achieved separately. Next,
comparative analysis was got such as below.

When using GLOBK to obtain the velocity field, we chose the data of 20 days
(dated from January 1st to January 20th) every year in 2006–2010. First of all, we
combined the everyday relaxation solution of baseline and the global solution
which ware calculated from GAMIT. Secondly, we computed the time series by
using the GLRED model, and checked the repeatability of baseline and coordinate.
Moreover, we eliminated outliers and the CME in the 3.2-part, got the clean time
series. Finally, we combined the everyday solution by using the GLOBK modle.
And then, the speed of each station in ITRF2005 framework (see Fig. 25.8) was

Fig. 25.7 The residual
coordinate time series of
BLMM after removing CME
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estimated. Further, the velocity filed was obtained which relating to the North
America plate based on the plate motion model of ITRF2005VEL [9–11]. The
horizontal velocity in the east–west direction is between -1.3 mm/a and 3.5 mm/a,
and its mean velocity is 1.4 mm/a; the horizontal velocity in the north–south
direction is between -3.7 and 2.5 mm/a, and its mean velocity is -2.2 mm/a.
Using the same method but the only difference is not eliminating the CME, we can
get the velocity filed which relating to the North America plate that including the
CME. Comparing it with the velocity filed which eliminating the CME, we can find
that the horizontal velocity in the E and direction N are about 1 mm/a. The biggest
is 1.2 mm/a. As the Fig. 25.9 shows, blue arrows represent the velocity which

Fig. 25.8 Station horizontal
velocities of North America
area (relative ITRF2005)
(Error ellipse is 95 %
confidence level)

Fig. 25.9 Station horizontal
velocities of SEU1 area
(relative to the North
America plate) (blue arrows
represent before removing
CME, black arrows represent
after removing CME)
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not removing CME, black arrows represent the velocity which removing CME.
From the above results, we can see that the CME has influence on the horizontal
velocity in the Central and South America and it can not be ignored when we extract
the micro deformation of crustal.

25.4 Conclusions

In this paper, we effectively extracted the common mode error of coordinate time
series on SEU1 area-network in the South Central of America, it improved the
precision and stability of the sites coordinate and enhances the robustness of the
coordinate series. Then after we eliminate the CME, the difference of velocity field
was further discussed relative to North American Plate. As the result shows that
the common-mode error has important influence on the station velocity in some
extent, and so it cannot be ignored especially when we extract the micro defor-
mation of crustal.
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Chapter 26
The Application of Smoothed Code
in BeiDou Common View

Wei Guang and Haibo Yuan

Abstract The time transfer based on satellite navigation system is adopted widely
in the international time comparison. The main methods of time laboratories
comparison are GPS common-view and GPS PPP in the international comparison
links. Because of its mature technology and standard specification in traditional
method, GPS common view is the most convenient technology in the precise time
transfer field. In this paper, four data processes methods are used to calculate the
time difference between two time laboratories, such as direct common view,
standard common view as CGGTTS, carrier phase smoothed code in direct
common view and carrier smoothed code modifying the CGGTTS. At the end of
paper, the comparison of these methods is analyzed on the precision and frequency
stability. The results show that the phase smoothing method can get a better
accuracy in time transfer.
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26.1 Introduction

In the international time comparison, the time transfer based on satellite navigation
system and two-way satellite time and frequency transfer (TWSTFT) are adopted
widely. With its advantage on high precise and real-time features, TWSTFT is the
main link between the time laboratory, and the time transfer based on satellite
navigation system is adopted as its backup link. At present, with the benefit of its
stable, reliable and high precision characteristics, GPS become the main GNSS
time transfer based on in the international time comparison on the four global
satellite navigation system. GPS CV and PPP time transfer technology is In-depth
researched and developed. The GLONASS system is not used as common as GPS,
because its stability and precision is not as well as GPS. The Galileo system is
being tested at present, the time transfer based on this system is not developed yet.
The Asia Pacific region covered BeiDou satellite navigation system is in the
regional service stage now, which can provide a high precision positioning and
Timing application. The principle of BeiDou navigation system is similar to the
GPS system. The differences is the satellite constellation, there are three types of
satellite in BeiDou system,such as five geostationary orbit synchronous satellite
(GEO), five inclined orbit synchronous satellite (IGSO) and many middle earth
orbit satellites (MEO). The different data processing methods on three kinds of
BeiDou satellite for time transfer application is used in this paper, and the analysis
and comparison among these methods is provided at the end of the paper.

26.2 The Introduction of Time Transfer Principle

Time transfer method Based on the navigation system is often using common view
(CV), all in view (AV) and the precise point position (PPP). In the traditional
common view method, GPS CV is widely used for its data processing algorithm
standard. Due to the complex algorithm, no unified standard and the precise obit
and Clock bias product not being real-time, AV and PPP is not widely used as CV
before. But with the development of IGS product, the PPP time transfer is
becoming the popular method in the international time comparison [1]. As the
precise obit and Clock bias product is unavailable in BeiDou for us, the traditional
common view is adopted in this paper. The direct common view, CGGTTS
standard algorithm and phase smoothing pseudorange coed methods are used in
the data processing for the remote time comparison. At the end of the paper, the
result is shown and compared on different data processing. The principle of Bei-
Dou common view is similar as GPS CV which shown at follow figure (Fig. 26.1).

Two remote time laboratories receive the same satellite signal at the same time,
and compute the time difference between the local time and the satellite clock
time. Compared the clock bias between the two laboratories computed above, the
time bias can be get for the two time laboratories. Supposing the timing receiver
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are placed on the two laboratories, such as station A and station B, and they
receiving the signal of satellite S, the function can be written:

DtAS ¼ ðtA � tSÞ ð26:1Þ

DtBS ¼ ðtB � tSÞ ð26:2Þ

In the function, DtAS means the time bias between station A and the satellite S,
tS means the clock on satellite S, tA means local time of station A; DtBS means the
time bias between station B and the satellite S, tB means local time of station B.

The time difference between station A and B can be got by formal (26.1)
misusing (26.2):

DTAB ¼ DtAS � DtBS

¼ ðtA � tSÞ � ðtB � tSÞ ¼ tA � tB
ð26:3Þ

26.3 Data Processing Methods

The directing common view, CGGTT standard and carrier phase smoothing code
data processing methods are implemented for the time transfer based on BeiDou
navigation system.

Earth

Station 1

Station 2 

Referencr Time
BDT

Fig. 26.1 The principle of
common view
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26.3.1 The Direct Common View

Navigation system is by measuring the signal from the source from the known
satellites to the user received to complete distance measurements and for the
geometric positioning. This can be say that using TOA distance measurement to
determine user location.

Pi ¼ qþ cdtr � cdTs þ dorb þ dtrop þ dion=Pi þ dmult=Pi þ epi ð26:4Þ

Pi means the pseudo-range code observation from frequency i. q means geo-
metrical distance between station and satellite. cdtr is the Receiver clock bias
correction (m). cdTs is satellite clock bias correction (m). dorb is satellite orbit error
correction (m). dtrop is tropospheric delay (m). dion=Pi is ionospheric delay (m).
dmult=Pi means Multipath delay (m). epi means noise of pseudo-range phase and
measurements.

In the direct common view calculation, we just need to take the acquisition date
into the observation equations mentioned above to calculate the time bias between
the local receiver’s clock and the system time. Two time laboratory have got this
result at the same time, then the difference between the two stations can be get by a
simple subtraction.

26.3.2 Standard Common View Data Processing Method

The standard common view (CGGTTS file format formation) data processing
procedure can be described as follows [2]: The satellites’ elevation angle should be
more than 20� on each Tracking in 16 min (two minutes for preparation, one
minute for processing). Then, continuously record the data for 13 min, collecting
780 code pseudo-range observations (one per second) for a group as a common
view data. Make the 780 data points into 52 groups, each group have 15 points.
The 52 sets of each points (15 points) respectively be used the quadratic poly-
nomial fitting values at the midpoint of the selected data. A linear fit applied to the
results (shown on the following figure) the tropospheric delay, Ionospheric delay,
Multipath delay and other delay are considered in the data processing to get time
bias between the local time and the GPST(REFGPS) or satellite time (REFSV).
For the two time laboratory clock difference can obtain by the REFGPS sub-
traction at the same time (Fig. 26.2).

26.3.3 Phase Smoothing Code Data Processing Method

In the traditional common view data processing, the code observations is used for
calculation. The precision is limited on the code measurement. In order to improve
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the precision of the time transfer, here the phase observation is adopted into
smoothing the code observation. The slip of the phase data may cause mistake
without preprocessing, so the slip detecting is an indispensable procedure. In the
paper the combination of Melbourne—Wübbena and ionospheric residual is used
to detect the phase slip [3]. The combination of the equation (M-W) is as follow:

LM ¼ Lw � Pn ¼
ðf1L1 � f2L2Þ

f1 � f2
� ðf1P1 þ f2P2Þ

f1 þ f2
¼ �kwNw ð26:5Þ

L1; L2 means the phase with the unit m, kw ¼ c=f1 � f2 is the wide combination

wavelength, Nw ¼ N1 � N2 means the wide ambiguity of the combination obser-
vation.the variance of the observation is:

r2
LM
¼
ðf 2

1 r2
L1
� f 2

2 r2
L2
Þ

ðf1 � f2Þ2
�
ðf 2

1 P2
P1
þ f 2

2 P2
P2Þ

ðf1 þ f2Þ2
ð26:6Þ

In the practical data processing, the follow equations are used to remove
unsuitable phase and code observation data, and for the wide ambiguity
calculation.

Nwh ii ¼ Nwh ii�1�
1
i

Nw;i � Nwh ii�1

� �

r2
i ¼ r2

i�1 þ
1
i
ðNw;i � Nwh ii�1Þ

2 � r2
i�1

h i

9>=
>;

ð26:7Þ

Nw;i � Nwh ii�1

�� ��� 4ri ð26:8Þ

Nw;iþ1 � Nw;i

�� ��� 1 ð26:9Þ

If the formula (26.8) is satisfied, means the slip may be found, at the same time
the formula is also satisfied, the data must be slip. Then, we mark this data point.
One of these conditions appears, it means the data is gross.

Ionospheric residual combination is the difference between the adjacent epochs
of phase observation, which is interrelated with the ionospheric noise and the noise
of phase measurements. As the change between the adjacent epochs of phase
observation is small, the slip can be detected more easily. The combination
observation function can be written:

960 Second

2 min 1 min0 15 30 45 779
Preparing Processing

Start Time

Fig. 26.2 The data and its group of once common view
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Lion ¼ k1/1 � k2/2 ¼ k1N1 � k2N2 þ If 1 � If 2

Idiff ¼ Lionðtiþ1Þ � LionðtiÞ

)
ð26:10Þ

When the ionosphere is stable, and data sampling interval is short, the iono-
spheric changes is at cm level, then decision threshold is close to zero, if the
residual value is greater than the threshold, the data can be mark as slip data. For
the GEO and IGSO, the satellite moves slower than other navigation system
satellites, the variation between each epoch is in a small scale [4]. The Ionospheric
Residual combination is very suitable for GEO and IGSO carrier phase data
processing.

The Ionosphere-free combination of pseudo-range and phase observations can
be expressed as:

kðuþ NÞ ¼ qþ DqL þ e

PIF ¼ qþ DqP þ e

)
ð26:11Þ

According to the relationship of the code and phase observation, two formals
minus each other the combined ambiguity can be got, and then take the average of
some epoch [5].

P3smth ¼
1
i

PðiÞ þ i� 1
i

P3smthði� 1Þ þ L3ðiÞ � L3ði� 1Þð Þ

P3smthð1Þ ¼ P3ð1Þ

9=
; ð26:12Þ

In the practical data processing, the formal (26.13) is adopted.

kNh ii ¼
i� 1

i
kNh ii�1þ

1
i
ðPi � LiÞ

Pi;smth ¼ Li þ kNh ii

9=
; ð26:13Þ

26.4 The Analysis and Comparison of the Result

According to the principle and algorithm, five days data from 2012.09.01 to
2012.09.05 of BeiDou geodetic receivers at NTSC and other time laboratories is
selected in this experiment, the observation data of BD satellites (No.1 to No.10)
are calculated. The following figures show the result of GEO satellites and IGSO
satellites on 2012.09.03 (Figs. 26.3, 26.4, 26.5, and 26.6).

In these figures, 30 s CV means direct common view with the data interval of
30 s, STCV stands for standard common view method (that is, CGGTTS format
formation method), SMCV means using phase smoothing code menthod before
common view to process the data with the interval of 30 s, SMSTCV means using
phase smoothing code method before standard common view. Base on the result of
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signal satellite, it can be seen obviously that the method of phase smoothing code
before common view is superior to the method of direct common view, the method
of SMSTCV is better than SMCV because SMSTCV can remove the coarse value,
and the data file of SMSTCV is smaller than SMCV so that it is easy to
transmission.
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Fig. 26.3 The result of satellite GEO-03 on different method
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Fig. 26.4 The result of satellite GEO-03 between smoothed and standard method
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Fig. 26.5 The result of satellite IGSO-04 on different methods
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Following figure is the analysis on the stability of common view between two
laboratories through averaging the result of No. 1 to No. 10 satellites in the 5 days.

Figures 26.7 and 26.8 show that the in the common view between two labo-
ratories, the result of phase smoothing code is superior than traditional common
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Fig. 26.6 The result of satellite IGSO-04 between smoothed and standard methods
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Fig. 26.7 Comparison between direct and standard common view
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Fig. 26.8 Comparison between smoothed and modified common view
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view, meanwhile the common view result corrected by phase data is better than
traditional common view on the stability of time transfer link. In order to quantify
the results, following tables give the time transfer stability (one minute stability, of
hour stability, one day stability) and RMS of time interval error (TIE RMS). From
Fig. 26.9, it can be seen that phase smoothing code method has obvious advantage
in short-term stability, and its long-term stability is close to the pseudo-range
method (Tables 26.1 and 26.2).

On the method of phase smoothing code, the minute stability is 7.8e–13, hour
stability can reach 1.4e–13, and one day stability is 9.2e–15. The difference
between the method of phase smoothing code and the method of modified standard
common view by phase smoothing code is not obvious on the stability, however on
the aspect of TIE RMS, the method of modified standard common view by phase
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Fig. 26.9 The Frequency stability of all method

Table 26.1 The stability of different method

30 s CV Standard CV Phase smoothed CV Modified standard CV

1 min 1.65e–11 * 7.81e–13 *
1 h 8.52e–13 6.00e–13 1.44e–13 1.43e–13
1 day 8.75e–14 7.38e–14 9.27e–15 1.39e–14

Table 26.2 Comparison of the TIE RMS

30 s CV Standard CV Phase smoothed CV Modified standard CV

1 h 2.25 ns 1.87 ns 0.63 ns 0.61 ns
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smoothing code has some improvement than method of directly phase smoothing
code, meanwhile it is superior to traditional common view method.

26.5 Conclusion

This paper gives the time transfer method between two time laboratories. Different
data processing methods is used for BeiDou common view principle. From the
comparison of the different results, it can be concluded that phase smoothing code
method can improve traditional common view algorithm, this method can get
better time accuracy, which can be beneficial for improving BeiDou standard
common view algorithm.
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Chapter 27
Vulnerability Assessment for GNSS
Constellation Based on AHP-FCE

Bo Qu, Jiaolong Wei, Shuangna Zhang and Liang Bi

Abstract The vulnerability of global navigation satellite system (GNSS)
constellation is an important part of the vulnerability of GNSS. The vulnerability
assessment for GNSS constellation is helpful to improve GNSS constellation. In
this paper, the vulnerability of GNSS constellation is investigated and a vulnera-
bility assessment model for GNSS constellation is suggested, then the vulnerability
of GNSS constellation is evaluated by Analytical Hierarchy Process and Fuzzy
Comprehensive Evaluation (AHP-FCE). The suggested assessment model con-
cerns about the coverage of GNSS constellation in the situations that 1 satellite, 2
satellites, and 3 satellites are failure, and the mean coverage of GNSS constellation
which is affected by satellite failures is used to be the assessment criterions. The
vulnerability values of GNSS constellation can be calculated by AHP-FCE
according to these criterions. In this paper, the vulnerability of GPS constellation
and COMPASS constellation are evaluated, and the assessment results show that
GPS constellation is slightly more vulnerable than COMPASS constellation which
has more redundant satellites.
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27.1 Introduction

With the wide application of GNSS on various aspects of national defense and
social life, the importance of GNSS is increasing apparently. Therefore, the
research on the vulnerability of navigation satellite system is becoming more and
more important.

The navigation satellite system typically consists of three segments [1]: a
satellite constellation, ground control/monitoring networks and receivers. The
satellite constellation includes satellites in orbit, which provide navigation ranging
signals and navigation data messages for receivers. Therefore, GNSS constellation
is the core of navigation satellite system, and the vulnerability of GNSS constel-
lation is an important part of the vulnerability of GNSS. The vulnerability of
GNSS can be mitigated by evaluating the vulnerability of GNSS constellation and
improving GNSS constellation.

An assessment vulnerability method for GNSS constellation based on AHP-
FCE is suggested in this article. Because the probability of more than 3 satellites
failure is small [1], the vulnerability assessment model for GNSS constellation
only concerns about the coverage performance of GNSS constellation in the case
of 1 satellite failure, 2 satellites failure, and 3 satellites failure.

The paper is organized as follows: In the Sect. 27.2, AHP-FCE is briefly
introduced. Section 27.3 suggests a vulnerability assessment model for GNSS
constellation and provides the steps in which AHP-FCE is used to evaluate the
vulnerability. Section 27.4 shows the vulnerability assessment results of COM-
PASS constellation and GPS constellation. Finally conclusions are drawn in Sect.
27.5.

27.2 AHP and FCE Method

AHP-FCE assessment method is a combination of Analytical Hierarchy Process
and Fuzzy Comprehensive Evaluation.

Analytic Hierarchy Process (AHP) is a multi-attribute decision-making method
which can be used for scheme selection, evaluation, and decision-making [2]. The
main steps of AHP method are as follows [3]:

1. Establish a hierarchy model

An analytic hierarchy model is constructed on the basis of an actual problem. In
the hierarchy model, a complex problem is broken down into many elements (or
criteria), and the elements are divided into groups in different layers according to
their attributes. The established hierarchy model should be able to reflect intrinsic
attributes and all internal relations of the evaluated object, as shown in Fig. 27.1.
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2. Establish judgment matrices

After establishing the hierarchy model and determining the relationship between
various criterions of the object to be evaluated, the relative importance of different
criterions in the same layer should be determined, and then the judgment matrices
can be constructed by making use of digital scales.

3. Calculate the weight of criterions in the same layer

This step is a process to compute the relative weight of criterions in the same layer
according to the judgment matrices. The relative weight can be calculated by
calculating the eigenvalue and the eigenvector of judgment matrices.

4. Calculate the weight of criterions in different layers

The above step is repeated, and eigenvalues and eigenvectors of the judgment
matrices are calculated along the layers. The relative weight of criterions can be
calculated to make decisions.

The fuzzy comprehensive evaluation (FCE), which is based on fuzzy math,
makes use of the principles of fuzzy relation synthesis to evaluate an object [4].
The main steps of FCE method are as follows:

1. Determine the evaluation criterions

It is needed to identify criterions which characterize the objects to be evaluated.
The main criterions which reflect the objects to be evaluated can be selected
according to the evaluating purpose.

2. Determine a comment set or evaluation grades

A comment set or evaluation grades can be determined for each of evaluation
criterions.

3. Generate fuzzy matrices

The ranges of different criterions are different due to the different dimensions of
criterions, so the values of criterions need to be processed as a normalized one.
The criterions with different physical meanings are normalized to be a dimen-
sionless value in the interval [0, 1]. Before starting fuzzy synthesis calculation,
fuzzy relationship matrices are calculated according to the membership function.

Object

Criterion

   Group

Criterion
……

    Group     Group    Group

1C kC

1,mG
… …

,1kG ,k mG1,1G

Fig. 27.1 Hierarchy model
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4. Fuzzy synthesis calculation

The membership degree of evaluation grades of the evaluated object can be cal-
culated on the basis of a fuzzy matrix R and a weight vector W.

The vector of fuzzy comprehensive evaluation result is defined as S ¼
ðs1; s2; . . .; snÞ; and S can be calculated by the fuzzy matrix R and the weight vector
W through the fuzzy operator. It can be expressed as:

S ¼ W � R ð27:1Þ

where � is the fuzzy operator symbol. Different operator symbols correspond to
different fuzzy comprehensive evaluation models.

27.3 Vulnerability Assessment for GNSS Constellation

27.3.1 Vulnerability Assessment Criterions
for GNSS Constellation

The vulnerability assessment for GNSS constellation needs to evaluate the cover-
age performance of the GNSS constellation in the case of 1, 2, and 3 satellites
failure. Failed satellites in different orbital positions have different impacts on the
coverage performance of GNSS constellation. The assessment criterions mainly
reflect the mean impact on the coverage performance in the case of satellites failure.

The coverage performance of GNSS constellation is mainly reflected by a
global coverage of GNSS constellations. A receiver needs to receive signals from
at least four satellites for the positioning function; a receiver needs to receive
signals from at least five satellites to detect whether there is an unacceptable
positioning error, and needs to receive signals from at least six satellites to exclude
the data of failed satellites from the navigation solution [1]. Therefore, if some
satellites of GNSS constellation were failure, the receivers would not be able to
receive enough navigation signals, which would affect the autonomous integrity
monitoring function or the positioning function. Thus, the vulnerability assessment
for GNSS constellation mainly concerns about the coverage of 4 satellites, 5
satellites, and 6 satellites.

When GNSS constellation loses n satellites, the mean coverage of at least k
navigation satellites can be defined as CL(n, k), where n is the number of failed
satellites, and k is the minimum number of satellites which can be received by
receivers in one day. For example, when 2 satellites are failure, the mean coverage
of 5 satellites can be expressed as CL(2, 5).

The number of received signals by receivers on the ground varies at different
times. When the number of received signals is less than the required number, the
corresponding function can’t work. The global coverage that the minimum number
of satellites received on the ground isn’t less than k in one day is used in the
vulnerability assessment for GNSS constellation.
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27.3.2 Vulnerability Assessment Model
for GNSS Constellation

The vulnerability assessment model for GNSS constellation can be established
according to AHP-FCE. The vulnerability assessment model for GNSS constel-
lation is a three-layer assessment model, and the assessment model is shown in
Fig. 27.2.

The ultimate goal is to assess the vulnerability of GNSS constellation. The
middle layer is the vulnerability of GNSS constellation in the case of 1 satellite
failure, 2 satellites failure, and 3 satellites failure. The bottom layer is the coverage
performance of GNSS constellation.

27.3.3 Relative Weight Calculation

The 1–9 scale method is used in the vulnerability assessment for GNSS constel-
lation, its meaning is shown in Table 27.1 [3]:

After determining judgment matrices, the weight vectors are calculated by
using the eigenvalue method, the basic steps are as follows [5]:

1. Each column of the matrix A is normalized: ~wij ¼ aij=
Pn
i¼1

aij

2. Summing ~wij according to row: ~wi ¼
Pn
j¼1

~wij

3. ~wi is normalized: wi ¼ ~wi=
Pn
i¼1

~wij

4. The weight vector is w ¼ ðw1;w2; . . .;wnÞT :

Evaluation model 
for vulnerability on 

constellation

Vulnerability in 
the case of 1 

satellite failure

Vulnerability in 
the case of 2 

satellites failure

Vulnerability in 
the case of 3 

satellites failure

Coverage of 
4 satellites

Coverage of 
5 satellites

Coverage of 
6 satellites

Fig. 27.2 Vulnerability
assessment model
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27.3.4 Generate Fuzzy Matrices

Fuzzy matrices are generated on the basis of the global coverage of GNSS con-
stellation. Triangular fuzzy numbers are selected as membership functions in the
process of assessment vulnerability for GNSS constellation. The comment set
includes five grades: excellent, good, middle, poor, worst. The membership
functions are as follows [5]:

S1ðxÞ ¼
ðm2 � xÞ=m2 0� x�m2

0 m2� x� 1

�
ð27:2Þ

SiðxÞ ¼

0 0�mi�1

ðx� mi�1Þ=ðmi � mi�1Þ mi�1� x�mi

ðmiþ1 þ xÞ=ðmiþ1 � miÞ mi� x�miþ1

0 miþ1� x� 1

8>><
>>:

ð27:3Þ

S5ðxÞ ¼
0 0�m4

ðx� m4Þ=ð1� m4Þ m4� x� 1

�
ð27:4Þ

where i = 2, 3, 4, m1 = 0, m2 = 0.25, m3 = 0.5, m4 = 0.75, m5 = 1.
The fuzzy relation matrix of n satellites failure can be described as follow:

Rn ¼ Sn;4 Sn;5 Sn;6½ �T ð27:5Þ

where Sn,4, Sn,5, Sn,6, are respectively the membership degrees of the coverage
performance of 4 satellites, 5 satellites, 6 satellites in the case of n satellites failure.

27.3.5 Fuzzy Synthesis Calculation

The vulnerability assessment model for GNSS constellation is a three-layer
assessment model. Therefore, 2 times of synthesis operations are needed to cal-
culate the final assessment result.

Table 27.1 Fundamental linguistic variables for pairwise comparisons

Scale Definition

1 Equally important
3 Moderately more important
5 Strongly more important
7 Very strongly more important
9 Exceedingly more important
2, 4, 6, 8 Intermediate preferences
Reciprocal If the importance of criterion i with respect to criterion j is aij, the importance of

criterion j with respect to criterion i is aji = 1/aij
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The fuzzy relationship matrix of 1 satellite failure, 2 satellites failure and 3
satellites failure can be respectively expressed as R1, R2, R3. The weights of Sn,4,
Sn,5, Sn,6 are respectively expressed as wn,4, wn,5, wn,6. After finishing the fuzzy
synthesis calculation, the assessment results in the case of n satellites failure can be
formulated as follow:

rn ¼ wn;4 wn;5 wn;6½ �Rn ð27:6Þ

The new fuzzy relation matrix consists of r1, r2, r3. The weights of vulnerability
caused by 1 satellite failure, 2 satellites failure, and 3 satellites failure are
respectively described as w1, w2, and w3. After the second fuzzy synthesis cal-
culation, the final assessment results of GNSS constellation can be expressed as
follow:

r ¼ w1 w2 w3½ �
r1

r2

r3

2
4

3
5 ð27:7Þ

27.4 Vulnerability Assessment for COMPASS
Constellation and GPS Constellation

COMPASS constellation is designed to have 27 medium earth orbit (MEO) sat-
ellites, 5 geostationary earth orbit (GEO) satellites and 3 inclined geosynchronous
orbit (IGSO) satellites [6]. In the simulation, 27 MEO satellites in COMPASS
constellation are assumed to locate in three orbital planes as Galileo constellation.
GPS constellation consists of 31 satellites and these satellites locate in six orbital
planes which have about five satellites.

When the shield angle is 5�, and 1, 2, 3 satellites are failure, the coverage
performance of COMPASS constellation and GPS constellation can be simulated
by STK and the simulation results are shown in Tables 27.2 and 27.3:

Table 27.2 The mean coverage of COMPASS constellation

Coverage Satellites failure

1 satellite failure 2 satellite failure 3 satellite failure

At least 4 satellites 1 1 0.999
At least 5 satellites 1 0.994 0.981
At least 6 satellites 0.948 0.908 0.863
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27.4.1 Calculate Relative Weights

It is known that the main function of GNSS is the positioning function which needs
at least four navigation signals. Therefore, the coverage performance of four sat-
ellites is more important than the coverage performance of five satellites. Simi-
larly, the coverage performance of five satellites is more important than the
coverage performance of six satellites. The relative importance is shown in
Table 27.4:

The weight vector can be obtained by the eigenvalue method:

w ¼ ½0:6333; 0:2605; 0:1062�

In the process of the vulnerability analysis, the probability of 1 satellite failure
is higher than the probability of 2 satellites failure, and the probability of 2
satellites failure is higher than the probability of 3 satellites failure, so the relative
importance of 1 satellite failure, 2 satellites failure, and 3 satellites failure is shown
in Table 27.5:

The weight vector can be obtained by the eigenvalue method:

w ¼ 0:7235; 0:1932; 0:0833½ �

27.4.2 Generate Fuzzy Matrices of COMPASS Constellation

The fuzzy matrices of COMPASS constellation can be calculated by the fuzzy
membership function mentioned above.

When 1 satellite is failure, the fuzzy relation matrix can be described as follow:

Table 27.3 The mean coverage of GPS constellation

Coverage Satellites failure

1 satellite failure 2 satellite failure 3 satellite failure

At least 4 satellites 1 1 0.999
At least 5 satellites 0.998 0.978 0.977
At least 6 satellites 0.929 0.820 0.763

Table 27.4 The relative
importance of criterions

CLðn; 4Þ CLðn; 5Þ CLðn; 6Þ
CLðn; 4Þ 1 3 5
CLðn; 5Þ 1/3 1 3
CLðn; 6Þ 1/5 1/3 1
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R1 ¼
0 0 0 0 1
0 0 0 0 1
0 0 0 0:208 0:792

2
4

3
5

When 2 satellites are failure, the fuzzy relation matrix can be described as
follow:

R2 ¼
0 0 0 0 1
0 0 0 0:024 0:976
0 0 0 0:368 0:632

2
4

3
5

When 3 satellites are failure, the fuzzy relation matrix can be described as
follow:

R3 ¼
0 0 0 0:004 0:996
0 0 0 0:076 0:924
0 0 0 0:548 0:452

2
4

3
5

Similarly, the fuzzy matrices of GPS constellation can also be calculated by the
fuzzy membership function.

27.4.3 Fuzzy Synthesis Calculation

The weight vector [wn,4, wn,5, wn,6] = [0.6333, 0.2605, 0.1062] is applied during
fuzzy synthesis calculation. According to the fuzzy synthesis steps, the results of
constellation vulnerability which are caused by 1, 2, 3 satellites failure can be
calculated in the first fuzzy synthesis calculation.

When 1 satellite is failure, the fuzzy synthesis result is shown as follow:

r1 ¼ wn;4 wn;5 wn;6½ � � R1 ¼ ½ 0 0 0 0:0221 0:9779 �

When 2 satellites are failure, the fuzzy synthesis result is shown as follow:

r2 ¼ wn;4 wn;5 wn;6½ � � R2 ¼ ½ 0 0 0 0:0453 0:9547 �

When 3 satellites are failure, the fuzzy synthesis result is shown as follow:

r3 ¼ wn;4 wn;5 wn;6½ � � R3 ¼ ½ 0 0 0 0:0805 0:9195 �

Table 27.5 The relative
importance of satellites
failure

1 satellite
failure

2 satellites
failure

3 satellites
failure

1 satellite failure 1 5 7
2 satellites failure 1/5 1 3
3 satellites failure 1/7 1/3 1
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These calculation results can be combined as the input of the fuzzy synthesis
calculation in the second time. The fuzzy relationship matrix can be established as
follow:

R ¼
0 0 0 0:0221 0:9779
0 0 0 0:0453 0:9547
0 0 0 0:0805 0:9195

2
4

3
5

The weight vector w = [0.7235, 0.1932, 0.0833] is used during the second
fuzzy synthesis calculation, and the assessment result is as follow:

r ¼ w � R ¼ ½ 0 0 0 0:0314 0:9686 �

The membership degrees of the vulnerability of COMPASS constellation in five
grades are respectively 0, 0, 0, 0.0314, and 0.9686. According to the principle of
maximum membership degree, the comment of the vulnerability of COMPASS
constellation is ‘‘excellent’’.

Similarly, the membership degrees of the vulnerability of GPS constellation in
five grades are respectively 0.0000, 0.0000, 0.0000, 0.0529, and 0.9471. According
to the principle of maximum membership degree, the comment of the vulnerability
of GPS constellation is also ‘‘excellent’’.

Although the comments of COMPASS constellation and GPS constellation are
both ‘‘excellent’’, the membership degree of GPS constellation is 0.9471, and the
membership degree of COMPASS constellation is 0.9686. It means that GPS
constellation is slightly more vulnerable than COMPASS constellation.

27.5 Conclusions

GNSS plays an important role in the national defense and economy, the vulner-
ability assessment for GNSS is becoming more and more important. GNSS con-
stellation is the core of the navigation satellite system, and the vulnerability of
GNSS constellation is an important part of the vulnerability of GNSS.

A vulnerability assessment method for GNSS constellation based on AHP-FCE
is suggested in this paper. The probability of more than 3 satellites failure is lower,
so the vulnerability assessment model for GNSS constellation only concerns about
1 satellite failure, 2 satellites failure, and 3 satellites failure. Failed satellites in
different orbital positions have different impacts on the global coverage perfor-
mance of GNSS constellation, so the assessment criterions need to reflect the mean
impact on the coverage performance in the case of satellites failure. Although the
vulnerability assessment model for GNSS constellation only includes the situation
that 1, 2 and 3 satellites are failure in this paper, it’s very easy to add criterions
reflecting 4 or more satellites failure into the assessment model. The assessment
model mainly concerns about the impacts on the coverage performance of GNSS
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constellations in the case of satellites failure, which provides a new way to
evaluate the vulnerability of GNSS constellations.
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Chapter 28
Research on Spare Satellites Strategy
of Navigation Constellation Based
on System Availability

Haisheng Li, Heng Zheng, Wei Wang, Bo Zhou and Laiping Feng

Abstract The satellite reliability and the service performance of the navigation
system will both decrease gradually as the satellite on-orbit operation time
increases. In order to guarantee the system always in a stable and reliable operation
status, the satellites strategy is necessary. Learning from GPS experience, an
improved satellite reliability model is proposed, and then the system availability
model is constructed by using the Bayesian network. Finally, according to the
requirement of the system availability, the rational spare satellites strategy which
includes the spare mode, the spare satellite number, and the spare satellite launch
plan is developed. Moreover, the simulation results can provide an important
technical support for engineering decisions.

Keywords Navigation constellation � System availability � Spare satellites
strategy � Satellite reliability � Bayesian network

28.1 Introduction

The satellite navigation system plays an increasingly significant role in national
defence construction and economic development. Thus it is crucial to ensure the
system working in stable operation [1]. The spare satellites strategy directly affects
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the realization of system availability, continuity and integrity. It is also the key
factor to ensure the stability of the system when some satellite fails.

According to the experience of the construction and operation of GPS and
GLONASS, spare satellites are necessary to ensure the system working in con-
tinuous and stable operation. The designed GPS constellation consists of 24 sat-
ellites, but since the system runs from 1993, the actual number of satellites is
always more than 27, which effectively guarantees the system performance. In
comparison, because of financial problems, the full constellation of GLONASS is
not timely completed, resulting in system performance declining and loosing the
broad application market. According to the constellation design of Galileo scheme,
in order to meet the stringent requirements of system availability, continuity and
integrity, each orbital plane are emplaced a spare satellite. The spare satellite
usually does not transmit signal, but drifts to complete the supplement under the
control of the ground system when an operating satellites fails, ensuring the design
specifications requirements [2].

In view of the spare satellites strategy’s important effect, it is necessary to carry
out the research on spare satellites strategy to ensure the system performance. It
will provide a technical support for the long-term stable operation of the satellite
navigation system. A method with spare satellites of navigation constellation is
presented in this paper. First, learning from the GPS experience, and considering
both the random failure and the wear-out failure, the improved satellite reliability
is modelled. Second, the satellite reliability changes are analyzed and compared
with the exponential model throughout the whole life. Then, the system avail-
ability is modelled and analyzed by using the Bayesian network. And then,
combining the satellite reliability and the contribution of different satellites, the
key satellite of the constellation can be identified with the enumeration method.
Finally, considering the requirement of system availability, the rational spare
satellites strategy which includes the spare mode, the spare satellite number, and
the spare satellite launch plan is developed. Moreover, the simulation results can
provide an important technical support for spare design alternatives trade-off and
engineering decisions at the system operation stage.

28.2 System Availability Modeling

28.2.1 The Satellite Reliability Model

The satellite reliability which is the input condition of the spare satellites strategy
is the key factor affecting the system stable operation and reflects it’s the failure
probability of the satellite. The satellite reliability’s small changes may lead to the
expected replacement satellite changing greatly. Even though the satellite reli-
ability is known as statistical values, uncertainty changes also affect the anticipated
replacement satellite time. The satellite replacement program risk level can be
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evaluated by simulating the actual life of satellite random changes, thus this
requires the precise satellite reliability model.

The satellite traditional reliability exponential model can simplify the analysis,
but its hypothesis which the fault rate is constant contraries to the process of
satellite waste accumulation and aging. In addition, the exponential distribution
can not well describe the early failure and the failure depletion. In short, the
reliability exponential model can not be a good reflection of the variation of the
satellite reliability.

According to the GPS experience [3], an improved satellite reliability model is
presented in this paper. The model is the product of the two models random fault
model and depletion fault model. The random fault model mainly considers the
random failures caused by the component failure, while the depletion fault model
mainly considers the impact of loss device components.

The reliability function of the random fault model is expressed as:

RrðtÞ ¼ e�ðt=aÞ
b

ð28:1Þ

where a is the scale parameter related to the failure rate, b is the shape parameter
determining the distribution, according to the different value of b; different failure
rate curve can be obtained.

The reliability function of the depletion fault model is expressed as:

RwðtÞ ¼
Z1

t

1ffiffiffiffiffiffi
2p
p

r
e�
ðt�lÞ2

2r2 dt ð28:2Þ

where l is the mean, r is the standard deviation, and t is the usage time of the
satellite.

So, the satellite reliability function is got:

RðtÞ ¼ RrðtÞRwðtÞ ð28:3Þ

While the satellite traditional reliability exponential model is:

RðtÞ ¼ e�kt ð28:4Þ

where k is the failure rate which is constant in the satellite’s lifetime.
Figure 28.1 shows the comparison of the satellite improved reliability model

and the satellite exponential model. It can be seen that the satellite improved
reliability model takes into account the process of satellite waste accumulation and
aging. The reliability is relatively stable during the satellite lifetime but with a
sharp decline beyond the design life, which is more in line with the actual state of
the satellite and better describes the satellite reliability.
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28.2.2 The Constellation State Probability

There are ðN þ 1Þ kinds of possible states in the constellation of N satellites. S0 is
the state with no failure satellite, S1 is the state with one failure satellite, and so on.
Then the occurrence possibility of Sk is a probability value Pk: Pk is defined as the
constellation state probability of k failure satellite. It determines the reliability of
each satellite and all combinations, and there must be

P
Pk ¼ 1: In order to

describe the constellation state probability’s dynamic changes over satellite reli-
ability and adding the time information, it can be expressed as PkðtÞ:

As the reliability of each satellite is different, the constellation state probability
with different failure satellite combination is also different. There is

PkðtÞ ¼
PCk

N

n¼1
Pk;nðtÞ

Pk;nðtÞ ¼
QN�k

m¼1
Rn;mðtÞ

� � QN
i¼N�kþ1

ð1� Rn;iðtÞÞ
� �

8>>><
>>>:

ð28:5Þ

where Ck
N is the combination number of k satellites in N, Pk;nðtÞ is the constellation

state probability of n case with k failure satellites, Rn;mðtÞ is the reliability of each
satellite of the ðN � kÞ satellites, and ð1� Rn;iðtÞÞ is the corresponding failure
probability.

28.2.3 The Constellation Performance Simulation Model

The constellations performance which reflects the pros and cons of the constel-
lation configuration changes over time and space. In the process of the constel-
lation design, the concerned indicators must be obtained by statistical methods,
and optimized as the design goals or boundary conditions [4]. In the field of
satellite navigation, the space signal accuracy is usually assumed to be known, so
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Fig. 28.1 Curve: comparison of two reliability model of satellite
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it is generally designed basing on dilution of precision (referred to as DOP) value
to measure the constellation performance.

According to GPS experience, the constellation value (referred to as CV) is
chosen as the objective function to evaluate the constellation performance. CV
which reflects the constellation geometry characteristics and continuous visibility
is an important manifestation of the constellation performance.

CV is calculated as:

CV ¼

Pt0þDT

t¼t0

PL
i¼1

boolðDOPt;i�DOPmaxÞ � areai

DT � Area
� 100 % ð28:6Þ

where DT is the total simulation time, t0 is the initial time, L is the total number of
grid points, boolðxÞ is Boolean function, when x is true, boolðxÞ ¼ 1; when x is
false, boolðxÞ ¼ 0;DOPt;i is the DOP value of the i grid point at time t, Area is
total service area, areai is the area of the i grid point.

28.2.4 The System Availability Model

The system availability is affected by two factors: constellation state and con-
stellation configuration. In the constellation state aspect, due to the satellite reli-
ability changes over time, the constellation state probability is also in dynamic
change. In the constellation performance aspect, the constellation performance will
be affected by the constellation configuration with failure satellite. Therefore, the
system availability will vary with the changes of system operation time.

For generality, assuming the constellation as non-uniform configuration, then
each state will have a different impact on the system performance. And the system
can be calculated by the constellation state probability and the constellation value.
There is:

AðtÞ ¼
XN

k¼0

XCk
N

n¼1

Pk;nðtÞ � ak;nðtÞ ð28:7Þ

where N is the total number of satellites, Ck
N is combination number of k failure

satellites of N satellites, Pk;nðtÞ is the constellation state probability with k failure
satellites in n combination case, ak;nðtÞ is the constellation value.

The Bayesian network model which is constituted by the network topology and
the mathematical model (conditional probability tables, referred to as CPT) have
the ability to express the complex relationship between the multi-state nodes
(including the uncertainty relation). It is convenient to use Bayesian network for
the system modelling, and to describe the influence relationship among satellites.
And CPT is usually used to characterize it.
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According to the constellation state probability model, it is narrowed to each
satellite. That is to consider each satellite as a ‘constellation’. Then the constel-
lation state probability is transformed to the satellite reliability. CPT represents the
constellation values of different failure satellites, which can be got by the con-
stellation performance simulation.

Figure 28.2 shows the system availability model by using the Bayesian
network.

It can be seen from Fig. 28.2 that in the system availability model, each satellite
is parent node, and the reliability of each satellite is the marginal probability.
Every node points to the ‘‘system availability’’ child node, and CPT is the con-
stellation value of different failure satellites.

Assuming that the satellite reliability is PðXkÞ; k ¼ 1; 2; . . .;N; which is also the
marginal probability of the k node. The constellation value of different failure
satellites can be got by the constellation performance simulation which is the
conditional probability PðXNþ1jparentðXNþ1ÞÞ: And parentðXNþ1Þ is the parent
node set of ‘‘system availability’’ XNþ1: Using the Bayesian network chain rule,
the joint probability distribution of all nodes is calculated as:

PðXÞ ¼
YNþ1

k¼1

P XkjparentðXkÞð Þ ð28:8Þ

The Bayesian network inference mainly adopts the expression of the joint
probability distribution. Given the observation (or evidence) of a set of variables E,
that is the process of calculating the posterior probability distribution ðPðQjEÞÞ of
the set of variables Q. Researchers have made a lot of efficient algorithms for
reasoning, including the exact algorithms and approximation algorithms [5, 6].
Therefore, it is possible to calculate the ‘system availability’ under the conditions
of knowing the reliability of each satellite.
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System Availability
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Fig. 28.2 System availability model based on Bayesian network
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28.3 Satellites Spares Strategy

The satellite reliability is a time-changing function, whose changes at different
time may cause the changes of system availability. Based on the satellite reliability
model, the system availability can be got by using the Bayesian network. Com-
bined with the user demand, it can be judged to determine what time and which
satellite to be supplemented. According to the value of system availability of user
demand, it should be considered to launch spare satellites when the system doesn’t
meet the index requirements.

For uneven constellation, assuming that it consists of three types of orbits (the
GEO, IGSO and MEO satellites). Considering the different launching time of each
satellite, the contribution of the three types of satellites to the system availability is
also different. So it should not simply replace the first launching satellite, but give
a comprehensive consideration of the satellite launching time and the contribution
to the system availability. In order to examine the contribution of a satellite to
system availability at different time, the brute-force method is used to select the
satellite needed spares to enhance the maximum system availability.

28.4 Simulation Examples

Without loss of generality, the non-uniform constellation is chosen for simulation.
Assuming that there are 12 satellites of different orbits (e.g. S1–S12). Our country
is defined as the service area. Position dilution of precision (referred to as PDOP)
is considered as the criterion of the constellation simulation model, here PDOP
threshold is supposed at 6. The satellite design life is set as 10 years, and the end-
of-life reliability is 0.6. The successful completion of constellation networking is
within 2 years, and a satellite is launched in accordance with the serial satellite
number every 6 months. Due to the satellite design life of 10 years, the launching
satellite time of about 2 years, giving a comprehensive consideration of satellite
life and launching satellite time, the spares satellite strategy will provide measures
to maintain the system working in stable operation for 8 years. Then the con-
stellation will be in the replacement stage, and the satellite reliability will be
gradually restored and improved, so it no longer needs spares.

For fully and accurately reflecting the changes of each satellite reliability and
system availability, the time of last launching satellite (that is the system net-
working success) is considered as the beginning time of computational analysis.
According to the improved satellite reliability model, the reliability of every
satellite at the time of system networking success can be got. Then the satellite
reliability results will be listed after every 6 months, as shown in Table 28.1. The
changes of satellite reliability over time are as shown in Fig. 28.3.

It can be seen from Fig. 28.3 that the earlier satellite is launched the lower
reliability it is at the beginning time of system operation. The reliability is
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relatively stable during the satellite lifetime but with a sharp decline beyond the
design life.

According to the constellation configuration and the constellation performance
simulation results, the application of GeNIe software developed by the Decision
Systems Laboratory of the University of Pittsburgh is used for the system avail-
ability modelling, as shown in Fig. 28.4.

Table 28.1 Satellite reliability after system operation

Running
time
(year)

Satellite reliability

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12

0 0.976 0.979 0.982 0.985 0.987 0.990 0.992 0.994 0.996 0.998 0.999 1.000
0.5 0.965 0.969 0.972 0.976 0.979 0.982 0.985 0.987 0.990 0.992 0.994 0.996
1.0 0.954 0.958 0.962 0.965 0.969 0.972 0.976 0.979 0.982 0.985 0.987 0.990
1.5 0.941 0.945 0.950 0.954 0.958 0.962 0.965 0.969 0.972 0.976 0.979 0.982
2.0 0.928 0.932 0.937 0.941 0.945 0.950 0.954 0.958 0.962 0.965 0.969 0.972
2.5 0.913 0.918 0.923 0.928 0.932 0.937 0.941 0.945 0.950 0.954 0.958 0.962
3.0 0.898 0.903 0.908 0.913 0.918 0.923 0.928 0.932 0.937 0.941 0.945 0.950
3.5 0.882 0.887 0.893 0.898 0.903 0.908 0.913 0.918 0.923 0.928 0.932 0.937
4.0 0.865 0.871 0.876 0.882 0.887 0.893 0.898 0.903 0.908 0.913 0.918 0.923
4.5 0.848 0.854 0.860 0.865 0.871 0.876 0.882 0.887 0.893 0.898 0.903 0.908
5.0 0.831 0.837 0.843 0.848 0.854 0.860 0.865 0.871 0.876 0.882 0.887 0.893
5.5 0.813 0.819 0.825 0.831 0.837 0.843 0.848 0.854 0.860 0.865 0.871 0.876
6.0 0.794 0.800 0.807 0.813 0.819 0.825 0.831 0.837 0.843 0.848 0.854 0.860
6.5 0.772 0.780 0.787 0.794 0.800 0.807 0.813 0.819 0.825 0.831 0.837 0.843
7.0 0.742 0.753 0.763 0.772 0.780 0.787 0.794 0.800 0.807 0.813 0.819 0.825
7.5 0.692 0.712 0.728 0.742 0.753 0.763 0.772 0.780 0.787 0.794 0.800 0.807
8.0 0.611 0.642 0.669 0.692 0.712 0.728 0.742 0.753 0.763 0.772 0.780 0.787
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Fig. 28.3 Curve: changes of satellite reliability after system operation
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Combined with the reliability of every satellite, the system availability analysis
results can be calculated, as shown in Table 28.2.

And it is also described in curve, as shown in Fig. 28.5.
Assuming the designed system availability is set at 0.9, and then it can be seen

from Fig. 28.5 that the system availability will drop to 0.8911 after 5 years which
will no longer meet the target requirements. Therefore, in order to ensure the
system’s normal operation, to meet the user requirements, spare satellites should
be launched to improve the satellite reliability, ensuring the system availability
remaining above 0.9.

In order to examine the contribution of a satellite to system availability at
different time, the brute-force method is used to select the satellite needed spares to
enhance the maximum system availability. Results are shown in Table 28.3 and
described in Fig. 28.6.

As can be seen from Table 28.3 and Fig. 28.6, after 5 years of system opera-
tion, it will get the maximum system availability to replace S1. After 6 years of
system operation, it will get the maximum system availability to replace S4. After
six point 5 years of system operation, it will get the maximum system availability
to replace S3. After seven point 5 years of system operation, it will get the
maximum system availability to replace S6. Therefore, it can be got the replaced
satellite sequence: S1, S4, S3 and S6.

Fig. 28.4 System availability model of a navigation constellation

Table 28.2 Analysis results of system availability

Running
time (year)

System
availability

Running
time (year)

System
availability

Running
time (year)

System
availability

0 0.9936 3.0 0.9518 6.0 0.8437
0.5 0.9894 3.5 0.94 6.5 0.8134
1.0 0.9842 4.0 0.9261 7.0 0.7745
1.5 0.978 4.5 0.91 7.5 0.7169
2.0 0.9706 5.0 0.8911 8.0 0.6201
2.5 0.9619 5.5 0.8692 —
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According to the spares satellite program, the system availability analysis
results are as shown in Table 28.4 and described in Fig. 28.7.

As can be seen from Table 28.4 and Fig. 28.7, according to the spare program,
the system availability is maintained at 0.8985 after 5 years of system operation,
which could meet the requirements.

The above example shows that under the given reliability of every satellite, in
order to meet the user requirements, it should be considered to replace the first
launching satellite with S1 after 5 years of system operation. Then the second
launching satellite should be replaced with S4 after 6 years of system operation.
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Fig. 28.5 Curve: changes of system availability after system operation

Table 28.3 Analysis results of system availability after substituting different satellites

Running time (year) System availability

S1 S2 S3 S4 S5 S6 S7 S8 S9–S12

5.0 0.918 0.909 0.911 0.91 0.908 0.91 0.906 0.908 0.896
6.0 0.883 0.901 0.908 0.91 0.905 0.908 0.904 0.906 0.891
6.5 0.893 0.915 0.923 0.893 0.912 0.922 0.917 0.919 0.902
7.5 0.887 0.914 0.885 0.886 0.908 0.924 0.918 0.921 0.898
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Fig. 28.6 Chart: analysis results of system availability after substituting different satellites
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After six point 5 years of system operation, the third launching satellite should be
replaced with S3. Finally, the fourth launching satellite should be replaced with S6
after seven point 5 years of system operation. The spare program can ensure the
system availability to meet the requirements in 8 years. According to the satellite
design life, most of the satellites will go to the end of life after 8 years of system
operation, and then it will need the constellation replacement.

Table 28.4 Analysis results of system availability based on spare program

Running time (year) System availability

0 0.9936
0.5 0.9894
1.0 0.9842
1.5 0.978
2.0 0.9706
2.5 0.9619
3.0 0.9518
3.5 0.94
4.0 0.9261
4.5 0.91
5.0 0.918 (substituting S1)
5.5 0.9016
6.0 0.9102 (substituting S4)
6.5 0.9226 (substituting S3)
7.0 0.907
7.5 0.9243 (substituting S6)
8.0 0.8985

Note 0.918 represents system availability after substituting S1
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Fig. 28.7 Curve: results of system availability of spare program
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28.5 Conclusions

The spare satellites strategy directly affects the realization of system availability,
continuity and integrity, and is also the key factor to ensure the system working in
stable operation when some satellite fails. In view of the important role of the
spare satellites strategy, a rational spare program is proposed to ensure the system
reliability to meet users’ requirements in this paper.

First, learning from the GPS experience, and considering both the random
failure and the wear-out failure, the improved satellite reliability is modelled.
Second, the satellite reliability changes are analyzed and compared with the
exponential model throughout the whole life. Then, the system availability is
modelled and analyzed by using the Bayesian network. And then, combining the
satellite reliability and the contribution of different satellites, the key satellite of
the constellation can be identified with the enumeration method. And the spare
satellite launch plan is developed. Finally, an example of a navigation constella-
tion is given, which effectively verifies the system availability-based spare satel-
lites method. And the simulation results can provide an important technical
support for spare design alternatives trade-off and engineering decisions.
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Chapter 29
Space Coverage Analysis of BeiDou
Navigation Satellite System Regional
Constellation

Zhenhai Li, Wenhai Jiao, Jin Fan, Changjiang Geng and Yu Bai

Abstract Satellites constellation space coverage analysis plays an important
reference role in GNSS spatial positioning, navigation and timing, guides the
designing of future constellation. This paper used regional constellation of BeiDou
navigation satellite system composed of 5GEO, 5IGSO and 4MEO satellites, based
on geometric relationship between satellite, earth and focused point, computed
worldwide spatial visible satellites number and PDOP, analyzed the statistical
results, and showed the spatio-temporal distribution. Computational results
showed that: BeiDou regional navigation satellite system could provide effective
PNT services for Asia–Pacific region and spatial south and north Polar Regions
under 1,000 km, satisfied the designed requirements, but not the space above
1,000 km because of the promptly reducing of spatial coverage range, increasing
of effective continual time segments, decreasing of maximum continual time and
total time in all segments.

Keywords BeiDou � Space coverage � PNT services � Visible satellites number �
PDOP

29.1 Introduction

BeiDou is a global navigation satellite system which is self-dependent developed
and operated by China, and it is one of four main GNSS in the world. BeiDou will
provide positioning, navigation and timing (PNT) services for global users by
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2020. According to the development plan [1, 2], the working satellites of BeiDou
include 5GEO (Geosynchronous orbit) satellites, 5IGSO (Inclined Geosynchro-
nous Orbits) satellites and 4MEO (Medium Earth Orbit) satellites in December
2012, and will completely provide stable and reliable PNT services for the Asia–
Pacific region by early 2013.

Space coverage analysis is one of the important characteristics for GNSS
constellation performance evaluation, which plays an important role in the world-
wide terrestrial and spatial PNT services and guides the future constellation design
of BeiDou system. Jiejuan et al. [3] established the geometrical models between
GPS satellites and LEO, MEO and HEO satellite respectively, and simulated the
coverage performance of 32 GPS satellites constellation. Zhang et al. [4] analyzed
the constellation’s observation region, summarized the main influential factors on
space coverage performance, illuminated the judgment approaches, lastly analyzed
the coverage performance in spatio-temporal domain based on theoretical con-
stellation. Besides, GPS space service volume and spatial navigation experiments
[5–7] were deeply researched in foreign countries.

With the development of spatial technologies, spatial navigation is increasingly
concerned in the satellite navigation fields at present. The GPS navigation capa-
bilities for LEO even HEO are focused by more and more researchers, and
achieved engineering application gradually. Because BeiDou was developed and
started to provide Initial Operational Capability (IOC) lately, its spatial navigation
capabilities are less concerned. This paper mainly discusses the world-wide spatial
coverage performance based on the regional constellation of BeiDou navigation
satellite system, firstly develops several computational models of spatial visible
satellites number and DOPs, then computes these values in world-wide spatial
domain, and analyzes the spatial distribution and characters of these factors lastly.

29.2 Basic Principles

Satellite visibility and DOPs are two key factors in GNSS service performance
evaluation. The former one denotes the number of satellites observed by a
receiver, represents the PNT services capabilities that GNSS can provide for
special spatio-temporal users, and the later one denotes the scale coefficient
between pseudo-range errors and user positioning accuracy, that is varied with the
spatial geometrical distribution between satellites and receiver [8]. Both visible
satellites number and DOPs can be expressed as functions of time and space, that
is to say, two factors will vary with the changing of spatio-temporal domain.
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29.2.1 Spatial Satellites Visibility

In order to conveniently analyze the visibility of satellite S on a spatial focused
point F, the space above the earth surface is divided into three independent
research spaces, including the LEO space (Space I) from earth surface to h1 which
is the altitude of a tangency point of satellite’s conical signal to earth’s concentric
circles, the MEO space (Space II) from h1 to h0 which is the orbit altitude of
navigation satellite S, and the HEO space (Space III) beyond h0. These three areas
are shown from Figs. 29.1, 29.2 and 29.3, O is the earth geocentre, h denotes the
angle between SO which is a line from satellite to earth center and tangency line
which is satellite to the earth surface, u denotes half beam width angle of satel-
lite’s transmitting signal, a and b are two internal angles corresponding to two
vertexes F and S in DSFO, h0 and h1 denotes the boundary altitude of three
independent spaces. Assuming the coordinates of the spatial focused point F and
satellite S are ðxF; yF; zFÞ and ðxS; yS; zSÞ under ECEF respectively, then the dis-
tances RS between satellite and earth geocentre, RF between focused point F and
earth geocentre, RSF between satellite S and focused point F can be expressed as

RS ¼ x2
S þ y2

S þ z2
S

� �1=2

RF ¼ x2
F þ y2

F þ z2
F

� �1=2

RSF ¼ xS � xFð Þ2þ yS � yFð Þ2þ zS � zFð Þ2
h i1=2

ð29:1Þ

Internal angles a and b can be described as

a ¼ arccos
R2

SF þ R2
F � R2

S

2RSFRF

� �

Fig. 29.1 Object point F in
space I
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b ¼ arcsin
RF

RS

sin a

� �
ð29:2Þ

Satellite S’s visibility on spatial focused point F can be derived from a and b,
the visibility on the focused point F in Space I (0� h\h1, Fig. 29.1) is defined as

Vis ¼

True; a� 90
�

and h� b�u
True; a[ 90

�
and h� b\u

True; a[ 90
�

and 0
� � b\h

False; a� 90
�

and 0
� � b\h

8>><
>>:

ð29:3Þ

Fig. 29.2 Object point F in
space II

Fig. 29.3 Object point F in
space III
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The visibility on the focused point F in Space II (h1� h\h0, Fig. 29.2) is

Vis ¼

False; a� 90� and b [ u
True; a� 90� and h� b\u
False; a� 90� and 0� � b\h
False; a[ 90� and b�u
True; a[ 90� and h� b\u
True; a[ 90� and 0� � b\h

8>>>>>><
>>>>>>:

ð29:4Þ

The visibility on the focused point F in Space III (h0� h, Fig. 29.3) is

Vis ¼
False; a\90� and b�u
True; a\90� and h� b\u
False; a\90� and 0� � b\h

8<
: ð29:5Þ

Without consideration of spatial point’s masking angle, satellite S’s visibility
on spatial focused point F can be concluded through formula (29.3)–(29.5), then
the number of visible satellites of constellation can be calculated.

29.2.2 DOP Computation

Dilution of precision (DOP) is a term used in GNSS to specify the additional
multiplicative effect of GNSS satellite geometry on GNSS precision. GDOP,
HDOP, VDOP, PDOP and TDOP are Geometric, Horizontal, Vertical, Positional,
and Time dilution of precision respectively, and can be computed by observation
equations coefficient matrix H and coordinate system translation matrix T.

The coefficient matrix H of pseudo-range observation equations in GNSS
absolute positioning can be described as

H ¼

Xs

1 �X0

q1

Ys

1�Y0

q1

Zs

1�Z0

q1
�1

Xs

2�X0

q2

Ys

2�Y0

q2

Zs

2�Z0

q2
�1

..

. ..
. ..

. ..
.

Xs

n�X0

qn

Ys

n�Y0

qn

Zs

n�Z0

qn
�1

2
666664

3
777775

ð29:6Þ

where Xs
n;Y

s
n;Z

s
n

� �
is the nth satellite’s position, ðX0;Y0;Z0Þ is the receiver’s

spatial position, and qn is the observed pseudo-range between the satellite and the
receiver.

The coordinate system translation matrix T from ECEF to ENU is

T ¼
�sin k cos k 0

�sin L cos k �sin L sin k cos L
cos L cos k cos L sin k sin L

2
4

3
5 ð29:7Þ

where L and k is receiver’s geodetic latitude and longitude respectively.
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Two transitional matrix A and B are introduced as

A ¼ ðH0HÞ�1 ð29:8Þ

B = TA1:3;1:3T0 ð29:9Þ

where A1:3;1:3 is improved 3 9 3 matrix subtracted last row and column by A, then

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A11 þ A22 þ A33 þ A44

p
ð29:10Þ

PDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A11 þ A22 þ A33

p
ð29:11Þ

TDOP ¼
ffiffiffiffiffiffiffiffi
A44

p
ð29:12Þ

HDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B11 þ B22
p

ð29:13Þ

VDOP ¼
ffiffiffiffiffiffiffi
B33

p
ð29:14Þ

29.3 Computational Results and Analysis

This paper employed BeiDou broadcast ephemeris (5GEO+5IGSO+4MEO) to
compute spatial number of visible satellites and DOPs from UTC 2012-06-28
00:00:00 to UTC 2012-07-05 00:00:00. Temporal sampling was 5 min and spatial
sampling was 5� 9 2.5� 9 100 km (longitude, latitude and elevation intervals).
The half-beam width angle was �10� for GEO and IGSO satellites and �15� for
MEO satellites. It is noticed that the masking angle was not considered in these
computations.

29.3.1 Spatial Distribution at a Certain Time

The spatial distribution for number of visible satellites and PDOP at UTC 2012-
06-28 00:00:00 are shown in Figs. 29.4 and 29.5 respectively: the effective cov-
erage areas of BeiDou regional constellation are eastern hemisphere and south and
north Polar Regions, and the spatial altitude is under 1,000 km above the earth
surface, these areas can meet the minimum requirements of PNT services because
the number of visible satellites is more than 4 and PDOP is less than 8. The space
beyond 1,000 km may not meet the minimum requirements because effective
coverage areas for eastern hemisphere are decreasing, and number of visible sat-
ellites in some area for western hemisphere is less than 3. For the computation of
PDOP is closely related to the number of visible satellites, the spatial distribution
for these two factors are similar.

310 Z. Li et al.



29.3.2 Temporal Distribution of Statistical Results

To analyze the time-varying character of spatial coverage for BeiDou regional
constellation, the number of visible satellites, worst PDOP, mean number of vis-
ible satellites, spatial effective continual time in total one week from UTC 2012-
06-28 are computed respectively, and the results are shown from Figs. 29.6, 29.7,
29.8 and 29.9. Then the effective continual time segments (N C 4 and PDOP B 7)

Fig. 29.4 Spatial distribution of visible satellites number at a certain time

Fig. 29.5 Spatial distribution of PDOP at a certain time (High light areas were not covered by
satellites)

29 Space Coverage Analysis of BeiDou Navigation Satellite System 311



are computed and analyzed at 60 spatial points which are evenly distributed. The
spatial points’ distribution is shown in Fig. 29.10, and the statistical results are
listed in Table 29.1.

The least number of visible satellites and the worst PDOP reflects the minimum
effective PNT services performance that constellation can supply to special spatio-
temporal domain. As showed in Figs. 29.6 and 29.7, the space that BeiDou
regional constellation can continually supply effective PNT services in one week
include: eastern hemisphere and south and north Polar Regions under 1,000 km

Fig. 29.6 Distribution of least visible satellites number

Fig. 29.7 Distribution of worst PDOP (High light areas were not covered by satellites)
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above the earth surface. The space from 500 km to 1,000 km reach the most
effective coverage, and the coverage will reduce rapidly beyond 1,000 km.

The mean number of visible satellites reflects the general distribution during
certain time span, and the computed results can only for reference. As showed in
Fig. 29.8, BeiDou regional constellation could provide effective PNT services for
Asia–Pacific region on the ground and spatial south and north Polar Regions under
1,000 km above the earth surface.

Fig. 29.8 Distribution of mean number of visible satellites

Fig. 29.9 Statistics of spatial continual time (N C 4, PDOP B 7)
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The spatial continual time reflects the continual capability that constellation can
provide effective PNT services to the spatial focused point. Figure 29.9 shows
that: in the most regions of eastern hemisphere and south and north polar under
1,000 km, the continual time is no less than 1,000 min (about 6.9 days), and the
regions above 1,000 km which can meet the above performance will decrease
rapidly.

The statistical results in Table 29.1 show that: (1) All specifications in continual
time segments statistics are symmetry in North–South direction, and this character
has no correlation with elevation. (2) In the space under 1,000 km, segments in the
western hemisphere are much more than the eastern hemisphere. In the spatial
domain above 1,000 km, the segments in the eastern hemisphere increase rapidly
with the increment of altitude, and even exceed the western hemisphere in some
area. So the spaces above 1,000 km are not suitable for spatial continual navi-
gation. (3) ‘‘Maximum continual time’’ performs the best in space from 500 km to
1,000 km and will decrease rapidly above 1,000 km. (4) The results of ‘‘Sum of
continual time’’ are consistent with Fig. 29.9.

From the analysis of the above computed results of visible satellites number,
PDOP, spatial distribution at a certain time, and temporal distribution, some
conclusions can be summarized as follows: BeiDou regional constellation could
provide effective PNT services for Asia–Pacific region mainly, for the restriction
of smaller half-beam width signal to GEO and IGSO and the quantity of MEO, the
spatial scope limitation is from the earth surface to an altitude of 1,000 km above
the earth surface. For the higher altitude (36,000 km) of GEO and IGSO, the space
from 500 km to 1,000 km above the earth surface in south and north Polar Regions

Fig. 29.10 Spatial points distribution employed for statistical results (N C 4, PDOP B 7)
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Table 29.1 Statistical results of continual time segments (N C 4, PDOP B 7, minutes)

Height
(km)

Longitude Latitude Number
of
segments

Maximum
continual
time

Minimum
continual
time

Sum of
continual
time

Per centum
(%)

10 -135 -60 38 575 0 4,650 46
-45 -60 26 140 0 1,200 12

45 -60 28 1,005 0 8,145 81
135 -60 1 10,075 10,075 10,075 100

-135 0 13 715 0 4,015 40
-45 0 12 210 25 1,400 14

45 0 7 2,080 5 9,675 96
135 0 1 10,075 10,075 10,075 100

-135 60 40 400 0 4,585 46
-45 60 26 140 0 1,180 12

45 60 29 1,000 0 8,105 80
135 60 1 10,075 10,075 10,075 100

460 -135 -60 13 1,905 5 8,775 87
-45 -60 32 895 0 6,480 64

45 -60 1 10,075 10,075 10,075 100
135 -60 1 10,075 10,075 10,075 100

-135 0 13 1,265 30 6,930 69
-45 0 14 325 65 2,470 25

45 0 1 10,075 10,075 10,075 100
135 0 1 10,075 10,075 10,075 100

-135 60 14 1,905 5 8,785 87
-45 60 34 895 0 6,450 64

45 60 1 10,075 10,075 10,075 100
135 60 1 10,075 10,075 10,075 100

910 -135 -60 35 1,340 0 8,160 81
-45 -60 34 1,295 0 7,700 76

45 -60 1 10,075 10,075 10,075 100
135 -60 1 10,075 10,075 10,075 100

-135 0 33 1,100 0 7,705 76
-45 0 25 490 0 3,260 32

45 0 1 10,075 10,075 10,075 100
135 0 1 10,075 10,075 10,075 100

-135 60 34 1,335 0 8,165 81
-45 60 33 1,300 0 7,685 76

45 60 1 10,075 10,075 10,075 100
135 60 1 10,075 10,075 10,075 100

(continued)
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can obtain effective PNT services. Relative to eastern hemisphere, the western
hemisphere where the number of effective continual time segments is lager, the
sum of continual time is fewer, so it is not suitable for spatial continual and long
time navigation.

29.4 Conclusions

Without considering of the effect of signal in space (SIS) power, this paper
employed BeiDou regional constellation (5GEO+5IGSO+4MEO) to compute and
analyze the spatial number of visible satellites and DOPs. The computational
results showed that: BeiDou regional navigation satellite system could provide
effective PNT services for Asia–Pacific region, south and north Polar Regions

Table 29.1 (continued)

Height
(km)

Longitude Latitude Number
of
segments

Maximum
continual
time

Minimum
continual
time

Sum of
continual
time

Per centum
(%)

1,360 -135 -60 49 500 0 4,890 49
-45 -60 45 95 0 1,700 17

45 -60 65 715 0 6,670 66
135 -60 63 540 0 7,500 74

-135 0 36 365 0 3,355 33
-45 0 23 200 0 1,260 13

45 0 35 625 0 8,240 82
135 0 1 10,075 10,075 10,075 100

-135 60 53 490 0 4,875 48
-45 60 48 95 0 1,715 17

45 60 65 715 0 6695 66
135 60 63 545 0 7,545 75

1,810 -135 -60 44 290 0 3,065 30
-45 -60 44 250 0 2,840 28

45 -60 57 150 0 1,945 19
135 -60 75 260 0 3,915 39

-135 0 29 205 0 2,230 22
-45 0 5 135 45 425 4

45 0 36 480 5 6,580 65
135 0 1 10,075 10,075 10,075 100

-135 60 45 290 0 3,030 30
-45 60 45 250 0 2,810 28

45 60 56 180 0 1,915 19
135 60 73 255 0 3,890 39

Note ‘‘0’’ in ‘‘Minimum continual time’’ specifies that statistical segment (meet N C 4,
PDOP B 7) is just one time point
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under 1,000 km, satisfied the designed service performance of BeiDou regional
constellation. The computational and statistical results of the least visible satellites
number, the worst PDOP, and the effective continual time segments reflected that:
the space from 500 km to 1,000 km above the earth surface could acquire the best
PNT services, and the coverage area is larger than the earth surface. Because of the
promptly reducing of spatial coverage area, increasing of effective continual time
segments and decreasing of maximum continual time and total time in all seg-
ments, the space above 1,000 km could not acquire effective PNT services.

This paper just discussed two main factors that are number of visible satellites
and PDOP in spatial coverage performance evaluation. In further research, another
factor that is signal power should be taken into consideration. Moreover, the
impact of spatio-temporal resolutions on the computing results of spatial coverage
performance deserves further study.
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Chapter 30
Global Coverage Performance Analysis
Based on 4 BeiDou MEO Satellites

Xin Liu, Wenhai Jiao, Yu Bai and Jin Fan

Abstract Constellation coverage performance is an important indicator of
assessing constellation design, therefore this paper intended to provide reference
for the deployment of BeiDou Navigation Satellite System in the future by ana-
lyzing the coverage performance of BeiDou navigation satellites. This paper
studied two navigation constellation performance indicators which are continuous
coverage and spatial configuration, and studied the design method for global
coverage performance simulation based on 4 BeiDou MEO satellites constellation.
Firstly, this paper analyzed global area which can be quadruple covered, time
percentage of navigation availability and the PDOP average value within time of
navigation availability; Secondly, this paper calculated PDOP value of observation
points sharing the same longitude within one regression cycle, made statistical
analysis of maximum coverage gap and average coverage gap of each point, and
analyzed the variation of PDOP value in different latitudes; Finally, this paper
analyzed periodic changes of global coverage area of navigation availability.

Keywords BeiDou navigation satellite system �MEO navigation satellite � PDOP
value � Continuous coverage indicator � Spatial configuration indicator

30.1 Introduction

With more and more BeiDou navigation satellites launched successfully, BeiDou
Navigation Satellite System basically has had the capability of providing regional
passive services, and On December 27, 2011, BeiDou system declared to provide
Initial Operational Capability (IOC) officially. Meanwhile, through One Launch
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Vehicle technology in launching double MEO Satellites, BeiDou System is still
working on expanding service area, improving system performance and perfecting
BeiDou regional constellation gradually. In line with the development plan, Bei-
Dou system will complete the transition from regional constellation to global
constellation by 2020. In view of the essential role of these 4 MEO satellites of
BeiDou regional constellation in enhancing regional constellation (GEO ? IGSO)
and carrying-out of global constellation technology tests, the analysis of global
coverage performance will be significant and provide indispensible reference value
for further research.

As constellation coverage performance is an important indicator of assessing
constellation design, the analysis of coverage performance of BeiDou navigation
satellites in this paper will provide reference for the deployment of BeiDou
Navigation Satellite System in the future. In 1970s, many experts aboard have
done systematic research on the global constellation coverage, Walker [1] studied
circular orbit patterns to provide continuous whole earth coverage and some dif-
ferent constellations to meet various performance requirements. In 1990s, many
experts at home had begun to carry out the research of MEO satellite coverage
performance. Sudan [2] studied the optimal method for constellation parameters of
MEO communication regional satellite based on the analysis of major parameters
of orbit, and analysed the global coverage capability of an optimal 5 MEO satellite
constellation.

For the present however, few researches have been done on BeiDou MEO
navigation satellites at home and aboard, because they are newly networked sat-
ellites. Considering that BeiDou system is still on its way to global continuous
coverage due to only 4 MEO satellites launched, this paper intended to investigate
the performance based on 4 BeiDou MEO satellites constellation in order to ensure
its global coverage performance in future. By the simulation of continuous cov-
erage and spatial configuration performance indicators, this paper gave prelimi-
narily statistics of 4 BeiDou MEO satellites constellation, including worldwide
coverage area, coverage period and navigation available range, in order to lay the
foundation for the more in-depth studies of BeiDou global constellation and
provide reference for subsequent deployment strategies of BeiDou system.

30.2 BeiDou Navigation Satellite System Development Plan

According to the overall planning of the ‘‘three-step’’ development strategy [3, 4],
BeiDou is in the implementation of the ‘‘Phase II’’. Up to November 2012, there
are 14 effective BeiDou navigation satellites in-orbit, including 4 GEO, 5 IGSO
and 4 MEO satellites. Each satellite’s design parameters are shown in Table 30.1.
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30.3 Simulation of 4 BeiDou MEO Satellites Constellation

30.3.1 Navigation Constellation Performance Indicators

Navigation constellation performance indicators are the fundamental basis of
constellation design and navigation performance assessment, which include con-
tinuous coverage indicator, spatial configuration indicator, redundancy maintain
indicator, configuration maintain indicator, independent performance indicator,
etc. [5, 6]. Among them, navigation satellite systems are directly associated with
the analysis of continuous coverage indicator and spatial configuration indicator.
The analysis of 4 BeiDou MEO satellites constellation in this paper is mainly
based on these two indicators by numerical simulation method.

30.3.1.1 Continuous Coverage Indicator

Continuous coverage indicator mainly estimates quadruple coverage capability of
navigation constellation [7]. It includes some quantitative evaluation parameters,
which are time percentage of navigation availability, maximum coverage gap and
average gap [8].

Time percentage of navigation availability is the ratio of time with not only
quadruple covered but also PDOP value under given threshold to total simulation
time of point ði; jÞ in the grid of earth, which can be described as follows:

Table 30.1 The designed parameters of BeiDou navigation satellite system

Satellite
type

Satellite
number

Orbit
latitude

Orbit
number

Orbit
inclination

Serial
number

RAAN

GEO 5 36000 1 0 GEO-1 58.75�E
GEO-2 80�E
GEO-3 110.5�E
GEO-4 140�E
GEO-5 160�E

IGSO 5 36000 5 55 IGSO-1 118�E
IGSO-2 118�E
IGSO-3 118�E
IGSO-4 95�E
IGSO-5 95�E

MEO 4 21500 2 55 MEO-1 0�E
MEO-2 0�E
MEO-3 120�E
MEO-4 120�E
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Atpna ¼

Ri¼Ts

i¼0
tjntvs� 4&PDOPi� kf gdt

Ts
� 100 % ð30:1Þ

In Eq. 30.1, ntvs is the number of visible satellites, Ts is total simulation time, k
is the threshold of PDOP value.

Coverage gap is the period of point ði; jÞ which cannot be covered by more than
3 satellites.

Maximum coverage gap is the maximum coverage gap of point ði; jÞ in the grid
of earth during some period of time, which can be described as follows:

Tgmax ¼ max Tg1
ij; Tg2

ij; ; Tgn
ij

n o
; ði 2 ½�180; 180�; j 2 ½�90; 90�Þ ð30:2Þ

In Eq. 30.2, Tgk
ij is the k-th coverage gap of point ði; jÞ within total simulation

time.
Average coverage gap is the ratio of total time of point ði; jÞ ’s coverage gap and

the number of coverage interrupts during some period of time, which can be
described as follows:

Tgave ¼

Pi¼nnci

i¼1
Tgk

ij

nnci
ð30:3Þ

In Eq. 30.3, nnci is the number of coverage interrupts during some period of time.

30.3.1.2 Spatial Configuration Indicator

Spatial configuration indicator mainly estimates spatial location and geometry
strength of navigation satellites which are used in position calculation. We usually
use dilution of precision (DOP) as metrics. DOP includes geometric dilution of
precision (GDOP), horizontal dilution of precision (HDOP), vertical dilution of
precision (VDOP), position dilution of precision (PDOP) and time dilution of
precision (TDOP). The factors above can be calculated from locations of satellites
known by users. The correspondence between DOP values and navigation per-
formance is shown in Table 30.2 [9].

The equations of GDOP, PDOP, HDOP, VDOP and TDOP are shown as
follows:

GDOP ¼ ðg11 þ g22 þ g33 þ g44Þ1=2 ¼ rg=r ð30:4Þ

Table 30.2 The correspondence between DOP values and navigation performance

DOP value \1 1–2 2–5 5–10 10–20 [20

Rating Ideal Excellent Good Moderate Fair Poor
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PDOP ¼ ðg11 þ g22 þ g33Þ1=2 ¼ rp=r ð30:5Þ

HDOP ¼ ðg11 þ g22Þ1=2 ¼ rh=r ð30:6Þ

VDOP ¼ ðg33Þ1=2 ¼ rv=r ð30:7Þ

TDOP ¼ ðg44Þ1=2 ¼ rt=r ð30:8Þ

In Eqs. 30.4–30.8, r is ranging error, rg is geometric error, rp is position error,
rh is horizontal error, rv is vertical error, and rt is time error. giiði ¼ 1; � � �; 4Þ are

diagonal elements of G ¼ ðHT � HÞ�1, in which H is observation matrix.

30.3.2 Simulation Design of 4 BeiDou MEO
Satellites Constellation

In order to examine the impact of 4 MEO satellite on global coverage performance
more clearly, BeiDou GEO an IGSO navigation satellites were not included in the
simulation.

30.3.2.1 Input Variables and Conditions

As the simulation inputs, all orbital parameters of 4 BeiDou MEO satellites are
shown in Table 30.1.

As the orbit of BeiDou MEO navigation satellite is the regression orbit of
7 days/13 circles, this paper set 7 days as the total simulation time, calculated grid
points with the sampling frequency of every 5 min and the sampling grid of
5� 9 5�, and set 7 as the threshold of PDOP.

30.3.2.2 Definition

If the PDOP value of grid point is blow 7 at the time t, we define that this point is
available for navigation; that the area formed by all the navigation available points
is navigation available area; and that the point with the best PDOP in navigation
available area (or the best geometric point of constellation) is the centre of nav-
igation available area.
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30.3.3 Simulation Results

30.3.3.1 Result 1

Limited by the number of BeiDou MEO navigation satellites, the coverage area
and coverage time of 4 BeiDou MEO satellites constellation is small and short.
Figure 30.1 shows the global area which can be quadruple covered within one
regression cycle; Fig. 30.2 shows each point’s time percentage of navigation
availability within one regression cycle; and, Fig. 30.3 shows each point’s PDOP
average value within the time of navigation availability.

30.3.3.2 Result 2

The PDOP value of the observation points on the equator changed irregularly,
from which we can obtain the statistics of maximum coverage gap and average
gap. Figure 30.4 shows each point’s PDOP value in different latitude sharing the
same longitude within one regression cycle, which are (0�E, 15�N), (0�E, 10�N),
(0�E, 5�N), and (0�E, 0�N).

30.3.3.3 Result 3

In one regression cycle, the geometry configuration of 4 BeiDou navigation sat-
ellites in space changes periodically. So the navigation available area, navigation
available time and the centre of navigation available area also changes periodi-
cally. Figure 30.5 shows the changes of navigation available area at different times
within the same cycle.

Fig. 30.1 The global area which can be quadruple covered within one regression cycle
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30.3.4 Simulation Analysis

30.3.4.1 Analysis 1

From Result 1 in 3.3.1, we can obtain three points as follows:
Firstly, we can see that the global area which can be quadruple covered within

one regression cycle is from 180�W to 180�E in longitude and from 20�N to 20�S
in latitude; and that the navigation available area is from 180�W to 180�E in
longitude and from 15�N to 15�S in latitude.
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Fig. 30.2 Each point’s time percentage of navigation availability within one regression cycle
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Fig. 30.3 Each point’s PDOP average value within the time of navigation availability
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Secondly, we can also see that navigation available time decreases toward both
poles setting the equator as the boundary. The observation points on the equator
have the longest time of navigation availability, approximately 19.5 h/7 days;
meanwhile, the ones on latitude 15�N or 15�S have the shortest time of navigation
availability, approximately 1.7 h/7 days.

Thirdly, we can also see that PDOP average value of the observation points
within navigation available time increases toward both poles setting the equator as
the boundary. PDOP average value of the observation points on the equator is the
minimum, approximately 3.25; meanwhile, the one on latitude 15�N or 15�S is the
maximum, approximately 4.90.

30.3.4.2 Analysis 2

From Result 2 in 3.3.2, we can obtain two points as follows: we can see that the
maximum coverage gap of each observation point decreases toward both poles
setting the equator as the boundary. The observation points on the equator have the
shortest time of maximum coverage gap, approximately 54 h; meanwhile, the ones
on latitude 15�N or 15�S have the longest time of maximum coverage gap,
approximately 59 h.
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Fig. 30.4 Each point’s PDOP value in different latitude sharing the same longitude within one
regression cycle
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30.3.4.3 Analysis 3

From Result 3 in 3.3.3, we can obtain the periodic variation of navigation available
area in different time:

The variation period is approximately 12.9 h, as same as the time of MEO
satellite orbiting the earth one circle. The centre of navigation available area
moves 14p/13 westward in longitude during the variation period.

We can see in terms of the variation tendency of the size of navigation available
area. In the beginning, the area appeared and expanded slowly until the maximum,
and then reduced rapidly until disappeared, and after that it appeared again after a
vanished period and expanded rapidly until the maximum, and then reduced
slowly until disappeared again.
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Fig. 30.5 The changes of navigation available area at different times within the same cycle.
a t = 0 min. b t = 65 min. c t = 95 min. d t = 110 min. e t = 122 min. f t = 124 min.
g t = 170 min. h t = 172 min. i t = 180 min. j t = 205 min. k t = 235 min. l t = 300 min

30 Global Coverage Performance Analysis 327



We can also see the variation tendency of the centre of navigation available
area is that the centre firstly moved 2p/13 westward in longitude during the first
expansion period, and then moved p/13 westward in longitude during the first
reduction period, and secondly moved p/13 westward in longitude during the first
vanished period, and thirdly moved p/13 westward in longitude during the second
expansion period, and then moved 2p/13 westward in longitude during the second
reduction period, and finally moved 8p/13 westward in longitude during the sec-
ond vanished period.

30.4 Conclusions

To sum up the simulation results above, we can come to four conclusions as
follows:

1. 4 BeiDou MEO satellites constellation can offer discontinuous PNT services in
navigation available area, which is from 180�W to 180�E in longitude and from
15�N to 15�S in latitude. In region of navigation available area, the navigation
available time of each point is from 1.7 to 19.5 h per 7 days, within which the
PDOP average value is below 5.

2. During the regression cycle, setting the equator as the boundary, the navigation
available time of each point in navigation available area decreases toward both
poles; and the PDOP average value of each point in navigation available area
within its navigation available time increases toward both poles; and the
maximum coverage gap of each point in navigation available area decreases
toward both poles; and the average coverage gap of each point in navigation
available area decreases toward both poles.

3. The variation period of navigation available area is approximately 12.9 h, as
same as the time of MEO satellite orbiting the earth in one circle. During the
variation period, the size of navigation available area expands and reduces
twice, and the centre of navigation available area moves 14p/13 westward in
longitude.

4. Although 4 BeiDou MEO satellites cannot meet the requirement of global
continuous coverage temporarily, they are enough to perform a variety of in-
orbit test missions such as multi-satellite positioning test, heterogeneous
satellite networking test, navigation signal debugging and so on.
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Chapter 31
Research on Performance Evaluation
of Receiver Combining Measurements
from RDSS and RNSS for Position Fixing
and Report

Jianwei Zhan, Yonghu Zhang, Haibo Tong, Guozhu Zhang
and Gang Ou

Abstract In recent years, navigation signal simulator with different functions has
been playing a very important role in meeting the performance requirement of the
research, test and evaluation of the different navigation receiver, such as RDSS,
RNSS and dual-mode receivers. Compared with the simulator of GPS, BeiDou
Navigation Satellite System (BDS) have some different unique characteristics,
especially in RDSS determination. First, the principle of comprehensive RDSS
position and report is elaborated and then requirements of the dynamic navigation
signal simulation are analyzed. Finally, two key mathematical models are estab-
lished to simulate the signals arriving at the receiver antenna for dual-mode
receiver test, which are: the transmitting time iterative model and satellite orbit
approximation model. The results show that the BDS dual-mode simulator can
satisfy dual-mode receiver’s test requirements.

Keywords Satellite navigation � BeiDou navigation satellite system � Simulation
model � Hermit interpolation � Dual-mode receiver � Test

31.1 Introduction

During the past few years there has been growing interest in the Chinese regional
satellite navigation system of BeiDou Navigation Satellite System (BDS) and in
navigation receivers that use RNSS and a combination of RDSS and RNSS signals.
The most important reasons for this interest are the advantages of quick position
fixing and position report. So combination technologies of RDSS and RNSS in the
commercial world appear very promising.
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The dual-mode receivers have three work modes, which are RDSS, RNSS and
combination of the two. RDSS is an active positioning subsystem, which provides
short message communication and two-dimensional positioning service, needs to
transmit burst signal, whereas RNSS differs significantly from RDSS, is a passive
positioning subsystem like GPS and GLONASS, which provides PNT service,
needs not to transmit signal. And the most important mode is the combination,
which contains fast RNSS signal acquisition depending on RDSS which can
reduce the time uncertainty, comprehensive position and report technology which
has high-security, precise point positioning, dual-frequency ionospheric delay
correction.

Navigation signal simulator can simulate and generate the standard navigation
signal. Comparing to the signal acquired from the navigation system, the signals
generated by a simulator is repeatable and controllable and as a result they can be
applied to support more flexible and configurable test scenarios. For this reason,
signal simulator technology has been widely applied in testing and verifying BDS
receiver performance.

At present, there are many types of commercial GPS or GNSS simulator in the
market [1–5]. However, due to the complete specific details of signal in space
interface control document (ICD) of BDS has not yet provided by research of
simulators for BDS lagging behind [6, 7]. Even more importantly, there are no
commercial simulator which can satisfy the verification and assessment of the
receiver combining measurements from RDSS and RNSS for position fixing and
report now. The simulator in [6] is designed only for the active receiver. Zhang
and Sun [7] briefly introduces the principles and the structures of the RDSS
system, but not establishes simulation models.

This paper is concerned with the test requirements of the dual-mode receiver.
By analyzing and establishing the key models such as the transmitting time iter-
ative model, satellite orbit approximation model, design and implement a kind of
BDS dual-mode simulator which can simulate satellite dynamic signals arriving at
the antenna simultaneously. Compared with the traditional simulator, it can pro-
vide navigation signal for the function evaluation and validation of RDSS and
RNSS receiver, especially for dual-mode receivers. This paper focuses on the
simulation modeling and the test result analysis.

31.2 Comprehensive RDSS Position and Report Theory

BDS is a hybrid constellation navigation with GEO/IGSO/MEO [8]. A major
difference is that GEO satellites carry RDSS and RNSS payloads simultaneously.
Like GPS, RNSS signals are generated on satellites, while RDSS signals are
constructed and disseminated on the ground, and the satellites only transfer the
signals to the ground by transponders. As would be expected, considerations for
the advantage of GEO, a new method for position fixing and report is proposed [9],
which is shown in Fig. 31.1.
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In order to determine user position (xu, yu, zu) in three dimensions, measure-
ments are made to at least three satellites S1, S2 and S3 by user receiver. More
specifically, at any epoch tk, the pseudorange difference Dqi;j

L tkð Þ ¼ qi
L tkð Þ �

q1
L tkð Þ (i and j are the satellite PRN number of BDS, i ! = j, and j is limited to a

visible GEO PRN number, for example, j = 1 is assumed here), and q1
s tkð Þ are

measured. Meanwhile, q1
s tkð Þ is assumed to be consistent with the pseudorange

q1
L tkð Þ after calibrated ionosphere errors caused by different frequencies between

RDSS S and RNSS L using MCC precision ephemeris, ionosphere model
parameters. As soon as observations are accomplished, the user receiver transmits
to MCC using a transmission burst through inbound channel in response to a
message request. The transmission parameters would include all the Dqi;1

L tkð Þ. It

is noted that the actual measurements are q1
LD and Dqi;1

L : Hence, in the absence of
measurement errors, the basic set of positioning equations and the geometry matrix
H can be expressed as

q1
LD ¼ f ðq1

CU þ q1
S þ q1

LU þ q1
CDÞ ¼ f ðxu; yu; zuÞ

Dq2;1
L ¼ q2

LD � q1
LD

. . .. . .. . .. . .
Dqn;1

L ¼ qn
LD � q1

LD

8>><
>>:

ð31:1Þ
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Fig. 31.1 The theory of comprehensive RDSS position and report
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where f(�) in (31.1) is the nonlinear observation function, qi
LD is the pseudorange to

the ith satellite, Dqi;1
L is the RNSS pseudorange difference between the ith satellite

and GEO satellite. The sum of q1
CU; q1

s; q1
LU and q1

CD are MCC-satellite-user
back and forth pseudorange measurements.

31.3 Simulation Model

31.3.1 Architecture of Simulator

Consider the architecture and the simulation algorithm. BDS dual-mode simulator
simulates satellite and receiver trajectories, signal measurement errors and receiver
measurement errors. The simulator consists of two main parts. The first one is the
signal parameter calculation unit which calculates observation data according to
the satellite orbit model, the target trajectory calculation model and the signal
propagation error model. The second one is signal generator unit, which uses
observation data to generate RF navigation signal (Fig. 31.2).

Figures 31.3 and 31.4 further describe the details on the architecture and
flowchart of the simulator. The GUI interface allows the user to set/input various
parameters, such as constellation parameters, simulation start time, receiver tra-
jectory, environment error, effects, etc. The simulator uses special orbit integration
or interpolation techniques for the computation of the satellite positions. For a
realistic modeling of the measurements, signal propagation effects, such as iono-
sphere, troposphere and delays due to errors caused by the satellites are simulated.
As an output either pseudorange and navigation data or a RF signal is provided to
the user receiver.

31.3.2 Signal Transmitting Time Iterative Model

The BDS dual-mode simulator designed in the paper consist of four simulation
models, satellite transmitting iterative model, satellite orbit approximation model,
signal propagation delay model and the target trajectory calculation model. For a
limited length of the paper, the first two models would be analyzed and
established.

 signal parameter 
calculation unit Signal generator unit

Observation data

System command

Fig. 31.2 A schematic graph show BDS dual-mode simulator’s composing
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According to the principle of position determination, the signal received by the
receiver at time tr is transmitted by the satellite at time tt. In order to simulate the
signal appropriately, the satellite position and the delay should be calculated
iteratively. Therefore, obtaining the time tt when the satellite transmits the signal is
the key point of the algorithm. As an example of how to use the model to calculate
time, the process of calculating tt is given as follows.

Assuming tt is expressed in BDT. r is the geometric satellite-to-receiver dis-
tance. c is the speed of light in vacuum. Then the transmitting time is calculated as

tt ¼ tr �
r

c
� I � T � ssag ð31:3Þ

where I is the ionospheric delay, T is the tropospheric delay, and ssag is the delay
caused by the earth rotation.

Initialization

GUI

Satellite 
Orbit

User input

Observation data
Code parameters

Carrier phase 
parameters

Power parameters
...

Signal
 Generator Unit

scenerios

Geometry
 range calculation

Error  Model
Ionosphere

Troposphere
Clock errors

...

Navigation Data

Simulation 
Calculation

RF Signal

Receiver
Trajectories

Fig. 31.3 BDS dual-mode simulator flowchart
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Given the geometric range r is computed in a CGCS2000 coordinate frame. tt
(k ? 1) is the transmitting time calculated iteratively by k ? 1 times. The initial
value is tt = t and the iteration finishes when Eq. (31.4) condition is satisfied.

rðtsðk þ 1ÞÞ � rðtsðkÞÞj j\e ð31:4Þ

e denotes the precision, and it is always equal to or less than 10e-10. Simulation
shows that in the condition of e = 1e-10, the calculation will converge in 3*4
iterative times and, therefore, tt (k ? 1) is the signal transmitting time.

31.3.3 Efficient Satellite Orbit Approximation Model

Since the broadcast ephemeris is used to determine satellite positions, orbital
errors must be simulated, which would affect the navigation accuracy directly.

Given ephemeris, the best estimate is achieved by directly calculating the
satellite’s position and velocity from the model. However, a major issue for a
realistic signal modeling is the computation of the Keplerian orbit parameters
including their correction terms based on the simulated orbits is a crucial task,
since they have to fulfill specific accuracy of navigation solution. So in order to
speed up position and velocity computation and get good quality of satellite

N

Satellite  position
receiver trajectory

Transmitting time 
Iterative calculation

RDSS uplink Geometric range
RDSS downlink Geometric range

RNSS  Geometric range

Add code 
and carrier phase errors

Wheter to 
terminate

Y

ttt Δ+=

Fig. 31.4 Pseudorange calculation flowchart
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position and velocity estimates, orbit. Interpolation is appropriate. Among many
interpolation methods, the 3 order Hermit interpolation has high efficiency in both
position and velocity [10]. For a detailed description of the Hermit interpolation
algorithm refer to [11]. In general, Hermit interpolation can be set up as:

HðtÞ ¼ ai þ biðt � tiÞ þ ciðt � tiÞ2 þ diðt � tiÞ3 ð31:5Þ

ai ¼ f ðtiÞ
bi ¼ f 0ðtiÞ
ci ¼ 3f ½ti;tiþ1��2f 0ðtiÞ�f 0ðtiþ1Þ

tiþ1�ti

di ¼ f 0ðtiÞ�2f ½ti;tiþ1�þf 0ðtiþ1Þ
ðtiþ1�tiÞ2

ð31:6Þ

where ti is the sample instants, and they are assumed to be in strictly increasing
order, i.e., ti \ ti ? 1 for all i. H(t) is the function evaluated at value t. ai, bi, ci and
di are the coefficients of the polynomial. f(t) is Hermit polynomial and f 0ðtÞ is the
derivative of f(t), in our case is the ECEF satellite position and velocity coordinate
X, Y or Z, respectively.

Here, 1 min interval sampled data for the time span from 04 h through 24 h of
06 September 2007 is calculated from ephemeris. Then sampled data is subdivided
into two 2 min interval observation data. One is used for sampling instants, the
other is developed as the reference sampled data.

It is seen from the plots in Fig. 31.5 that for reasonable position error of
1–5 mm and velocity error of 4–6 mm/s, the shorter interpolation time span, the
more efficient of Hermit interpolation. So piecewise polynomial interpolation is
needed for long interpolation area [10]. In order to validate the precision, the
comparisons between GEO, IGSO and MEO with above data for time span from
04 h through 05 h are made, as shown in Figs. 31.6 and 31.7.
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From the summary in Table 31.1, for either satellite type, the precision is less
than 1e-2 m and 1e5 m/s. Therefore, the effect on navigation solution can be
neglected.

As a conclusion, Hermit interpolation reduces the cost of satellite location and
velocity determination remarkably, also satisfies orbit approximation curve’s
continuity, precision requirements. So the Hermit interpolation is appropriate for
navigation satellite orbit calculating, also a compromise between computational
burden and precision.
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Table 31.1 Precision of different type satellite with Hermit interpolation (m, m/s)

Sat. type Max error Min error RMS error

Position Velocity Position Velocity Position Velocity

GEO 6.303e-3 1.097e-6 1.424e-4 1.355e-8 3.512e-5 5.114e-9
IGSO 2.913e-3 2.678e-5 1.431e-3 1.736e-6 2.113e-5 2.452e-8
MEO 8.604e-3 6.916e-5 6.850e-4 1.6534e-5 3.692e-5 4.784e-7
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31.4 Experiments and Analysis

To meet the accuracy test requirements of all types of BDS dual-mode receivers,
the BDS dual–mode simulator integration with evaluation function shows in
Fig. 31.8 is designed and implemented with high performance. The key perfor-
mance is shown here:

1. Pseudorange accuracy: ±0.003 m.
2. Pseudorange rate: ±0.003 m/s.
3. Interchannel bias: B0.167 ns (code), B0.001 m (carrier).
4. Equipment delay stability: 1 ns/month.

To evaluate the performance of the dual-mode receiver, for example, two
simulator-based experiments, the dynamic position accuracy and the difference
pseudorange, are carried out. Experiments are conducted in cable connect envi-
ronment based on the above navigation receiver integrated test system, as shown in
Fig. 31.8, which consists of BDS dual simulator and a prototype receiver with
CRDSS.

In the experiment, the simulation beginning time of scenarios is at 314 BD
week number and 3.6e4 s of week, the constellation configure is BDS (Phase I),
the rate of observation data is set to 1 Hz, and the average number of visible

Fig. 31.8 A schematic graph
show BDS dual-mode
simulator
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satellites is 7. It should be noted that the second experiment’s observation data is
the difference pseudorange measurement only, without MCC-satellite-user back
and forth pseudorange measurements. For the receiver is unable to simulate the
signal arriving at MCC’s antenna with actual pseudorange in the simulation
environment. If pseudorange measured from the receiver inbound signal, large
error will be caused which, furthermore, affected the navigation solution’s reality.
Therefore, limited the simulation environment, the position fixing and report of the
receiver can be only assessed indirectly by measuring difference pseudorange.

Equation (31.7) is the trajectory expression of the dynamic position accuracy
scenario, which is a sinusoidal movement curve in the altitude direction of geo-
detic coordinates. The center position is set to (40�N, 112�E, 1,000 m)

s ¼ s0 þ A sinðwt þ uÞ ð31:7Þ

where s is the real time pseudorange from satellites. s0 is the initial pseudorange
determined by the initial user receiver position. A is a constant amplitude with a
value 2,296 m. Angular frequency x is set to 0.1307 rad/s. The initial phase u is
zero rad.

Figures 31.9, 31.10, 31.11, 31.12 and Table 31.2 present the test result of the
dynamic position and velocity accuracy in different direction by RNSS alone
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solution, which is in accordance with the one provided by BDS. It can be noted
that there is a pseudorange jump during the test, which is caused by the receiver
itself through comparison test with other receivers under the same scenario.

As shown in Figs. 31.13, 31.14 and Table 31.3, the accuracy of the difference
pseudorange and double zero value is less than 0.1 and 1 ns. That is, the accuracy
of comprehensive RDSS position fixing and report would be improved when
compared with RDSS standalone solutions and, also better than RNSS by using
MCC precision ephemeris, ionosphere model parameters. Furthermore, all the test
result proves the signal simulator can satisfy dual-mode receiver’s test require-
ments completely.
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Table 31.2 Accuracy of
dynamic position and
velocity test

Item RMS error (m)

Horizontal Vertical Distance Max Min

Position error 4.374 8.217 9.309 10.446 8.877
Velocity error – – 0.099 0.210 0.002
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31.5 Conclusions

As a conclusion, the simulation models are proposed and analyzed based on the
dual-mode receiver’s test requirements. The discussion here focuses on the
transmitting time iterative model, satellite orbit approximation model and the ways
to improve model accuracy. Finally, the implementation of the simulator and the
analysis of the two simulator-based experimental result with the prototype receiver
are given. Compared with the existing simulator, the BDS dual-model simulator
can simulate the RDSS and RNSS signal simultaneously to support all types of
BDS receiver’s performance evaluation, such as RDSS, RNSS and dual-mode
receiver. The test results indicate that the accuracy of position and velocity is
9.3 m and 0.099 m/s, respectively. Even more importantly, the function of CRDSS
can also be validated, with the accuracy of difference pseudorange and double zero
value less than 0.1 and 1 ns. Therefore, the BDS dual-model’s design completely
meets the test requirements.
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Table 31.3 Difference
pseudorange accuracy of
CRDSS position fixing and
report

Difference
pseudorange

Dq3;1
L Dq4;1

L Dq5;1
L Dq6;1

L Dq7;1
L Dq8;1

L Dq12;1
L

RMS error
(ns)

0.0360 0.095 0.122 0.0856 0.0968 0.107 0.165
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Chapter 32
Analysis of Ranging and Positioning
Performance Influenced by Signal
Coherence Parameters

Chengtao Xu, Xiaomei Tang, Xiaofeng Ouyang and Feixue Wang

Abstract Multi-band, multi-service and multi-modulation are new trends of
GNSS development. Since novel modulation types like BOC/MBOC and multi-
plex techniques of navigation signals have been utilized, the composite navigation
performance is indeed improved. With increased modulated signals broadcasting
on single frequency in satellite, Signal coherence parameter has become one of the
most important monitoring parameter. For satellite navigation system, the coher-
ence of phases between pseudo-random codes and between carriers are the pre-
requisite for realization to pseudo-random code ranging and carrier phase ranging,
and they are also two of the main factors affecting on the satellite signal system.
This paper discusses how the coherence of phases between pseudo-random codes,
between carriers and between carrier and code affect pseudo-random range mea-
surement, carrier phase range measurement and carrier phase smoothing pseudo
range process. Furthermore, the relationship between code minus carrier and code
phase carrier phase coherence is discussed. Then, the positioning error and code
minus carrier measurement is given by the simulation of carrier phase smoothing
pseudo range process. In the end, we test code minus carrier parameter and code
phase carrier phase coherence parameter using the system built by ourselves.

Keywords Carrier phase � Code phase � Carrier code coherence � CMC (code
minus carrier) � Signal quality monitoring

32.1 Introduction

GNSS (Global Navigation Satellite System) signal quality monitoring and eval-
uation is one significant part in navigation system design and operation as it can
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support the signal design and gordian technique in-orbit test verification. Though
the navigation signal monitoring and evaluation is mainly a comprehensive
measurement of satellite navigation system own performance, it is related to the
user application performance [1, 2]. Frequently used monitoring parameters are
listed in Table 32.1.

The system performance requirement from users can be separated into four
areas—precision, integrity, consistency and availability [3], in which the precision
is the foundation of other performance requirements. In the signal monitoring
system, signal coherence is of great value since and its inner connection to the
navigation performance needs to be studied (Fig. 32.1).

This paper analysed the relationship between signal coherence parameter and
ranging precision based on a software receiver and tests is performed using signals
from different navigation systems.

32.2 Theory Analysis

32.2.1 Code Coherence Parameter

In modernized system, satellite multiplex efficiency has been enhanced as several
signals are broadcast from one satellite frequency band. Ideally, different signals
from the same satellite should keep in synchronization. Thus, the phase offset
between different codes is defined as code coherence. Now presume that one
satellite broadcasts m synchronized signals, and the number k signal in the number
i satellite has a phase offset dck following the normal distribution as
dck�Nðlk; r

2
kÞ. Then the code coherence between k2 signal and k1 signal is

eðiÞck1;k2 ¼ dck2 � dck1. Assuming that different dck are mutual independent, therefore
the code coherence parameter is normal distributed as e�Nðlk2 � lk1; r2

k1 þ r2
k2Þ.

We believe lk = 0 in general situations.
When the error parts from satellite to receiver measurements is mutual inde-

pendent, the user ranging error of k1 signal will increase r2
k1 � r2

k2 compared to k2
signal. Meanwhile, the pseudo range will shift

Table 32.1 List of signal quality monitoring parameters

Classification Parameters

Frequency Power spectrum, stray in-band, stray out-of-band, phase noise
Modulation Constellation, vector graph phase error, magnitude error,

error vector magnitude, IQ offset, peak to average envelope ratio
Correlation Correlation peak, S curve, correlation loss, T offset, signal power,

eye diagram, group delay
Ranging Code phase coherence, IQ quadrature, code phase carrier phase coherence
Time Ranging code, navigation data, signal voltage distribution histogram
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dR ¼ c lk2 � lk1ð Þ ð32:1Þ

However, this range offset will be included in the clock error if receiver uses
same signal from each satellite in positioning operation. Inversely, the range offset
will not be absorbed in clock error if the receiver uses different signals from
different satellites, as they have unequal distribution in different satellites.

32.2.2 Code Carrier Coherence Parameter

In high-precision positioning applications, carrier phase smoothing pseudo range
technique is often involved to improve measurement precision. Code carrier
coherence parameter implies the coherence between code phase and carrier phase
[4–6].

Assume the pseudo range measurement of GNSS receiver is q and the carrier
phase measurement is U, and they can be expressed as,

q tð Þ ¼ r tð Þ þ c dtu tð Þ � dts t � sð Þ½ �
þ I tð Þ þ T tð Þ þ eq tð Þ

�
ð32:2Þ

U tð Þ ¼ k/ tð Þ ¼ r tð Þ þ c dtu tð Þ � dts t � sð Þ½ �
� I tð Þ þ T tð Þ þ kN þ e/ tð Þ

�
ð32:3Þ

in which, r represents the distance between satellite and receiver, I represents the
Ionosphere error, T represents the Troposphere error, N represents the carrier
phase ambiguity, dtu tð Þ � dts t � sð Þ represents clock error of satellite and receiver,
c represents light speed, k represents the wavelength of carrier, eqðtÞ represents the

Code phase coherence 
between frequency band 

Code phase coherence in
frequency band 

Code minus carrier

Code phase carrier phase
coherence

IQ quadrature

Signal carrier phase coherence
Carrier phase 

coherence

Code carrier coherence

Code phase 
coherence

Signal coherence 
parameter

Fig. 32.1 Classification of signal coherence parameter
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measurement error of code caused by receiver and multipath, eU(t) represents the
measurement error of carrier caused by receiver and multipath. Code carrier
coherence parameter consists of two items according to the calculation methods,
and they are code minus carrier and code phase carrier phase coherence.

Code minus carrier measurement is defined as

dCMC tð Þ ¼ qðtÞ � UðtÞ ð32:4Þ

Code phase carrier phase coherence is defined as [2]

dcc ¼
fcode

fcode0
� fcarrier

fcarrier0

����
���� ¼

Dfcode

fcode0
� Dfcarrier

fcarrier0

����
���� ð32:5Þ

This comes from the requirement of WAAS (Wide Area Augmentation System)
from the USA authority. Df represents the anomalous variation of code or carrier
frequency. To do the differential of code minus carrier,

d
dCMC

dt
¼

dq
k � 360� dU

dt
¼

dcp

k � c � 360� d/

dt
ð32:6Þ

cp represents the code phase measurement, u represents the carrier phase mea-
surements with unknown phase ambiguity. Further analysis shows,

d
dCMC

dt
¼

dcp

k � c � 360 � d/

dt

¼ fcode þ Dfcode � fcodeð Þdt=fcode0½ � � fcarrier0 � fcarrier þ Dfcarrier � fcarrierð Þdt

dt=360

¼ 360 � fcarrier0
Dfcode

fcode0
� Dfcarrier

fcarrier0

� �

¼ 360 � fcarrier0dcc

ð32:7Þ

Accordingly, the differential of code minus carrier equals code phase carrier
phase coherence times a constant. The code minus carrier measurement represents
the difference between code and carrier ranging results, while the code phase
carrier phase coherence represents the variance ratio of ranging results. Moreover,
they differ in calculation methods. Code minus carrier measurement is calculated
using results from information processing level and code phase carrier phase
coherence measurement is calculated using results from signal processing level.

One real-time application of carrier phase smoothing pseudo range can be
expressed as

q tið Þ ¼
1
i
q tið Þ þ

i� 1
i

q ti�1ð Þ � DU ti�1; tið Þ
h i

ð32:8Þ

An afterwards application of carrier phase smoothing pseudo range can be
expressed as
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q tið Þ ¼ q t1ð Þ þ DU ti; t1ð Þ ð32:9Þ

In which, q tið Þ represents the smoothed pseudo range in i epoch, q t1ð Þ
represents the smoothed pseudo range in start epoch.

q t1ð Þ ¼
1
M

XM
i¼1

q t1ð Þ½ �i ð32:10Þ

And M is a preset constant.
It can be proved that the results of real-time carrier phase smoothing pseudo

range could be represented by code minus carrier measurement from several
epochs as shown in Eq. 32.11.

q tið Þ ¼
1
i

Xi

j¼1

dCMC tj
� �
þ U tið Þ ð32:11Þ

Similarly, we have the results of afterwards carrier phase smoothing pseudo
range could be represented by code minus carrier measurement from several
epochs as shown in Eq. 32.12.

q tið Þ ¼
Xk

j¼1

1
k
dcc tj
� �
þ U tið Þ ð32:12Þ

It shows that the results of carrier phase smoothing pseudo range uses the code
minus carrier measurement from several epochs to estimate the pseudo range.

The carrier phase measurement can provide more accurate ranging results under
a stable condition, thus improve the precision of carrier phase smoothing pseudo
range than the pure pseudo range measurement. In the calculation, the carrier
phase ambiguity is cancelled out by carrier phase differentiation and only carrier
cycle jump should be taken into consideration, which makes it easier to use.
Consequently, the code carrier coherence becomes the precondition to improve the
precision of carrier smoothing pseudo range. If there is an abnormal phase error
happens, the code minus carrier measurement will be affected and introduces a
ranging error into positioning results [7].

Assume the code minus carrier measurement varies near the theoretical value,
and the standard error is rCMC angle. Thus the precision of real-time carrier phase
smoothing pseudo range is,

r ¼ c

360 f

rCMCffiffiffi
L
p ð32:13Þ

And the precision of afterwards carrier phase smoothing pseudo range is

r ¼ c

360 � f
rCMCffiffiffi

k
p ð32:14Þ
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In which, t represents the smoothing length, c represents light speed, f represents
carrier frequency, L represents epoch number per smooth period. The simulation of
relationship between carrier phase smoothing pseudo range and code minus carrier
is shown in Figs. 32.2, 32.3 and 32.4. A section data of 2000s containing pseudo
range and carrier phase from GPS L1 receiver is utilized in the simulation calcu-
lating code minus carrier in the carrier phase smoothing pseudo range. Multipath
error, ionosphere error and other errors are included in the pseudo range and carrier
phase. Assuming the variance of code multipath error is 0.3 m; the variance of
carrier multipath error is 0.002 m, the variance of code ionosphere error is 1 m and
the variance of other error is 4 m. Moreover, an inherent error of code minus carrier
is added, which has an expectation of 1 m and a standard error of 20 m.

From the simulation results we can derive that the average error of code minus
carrier measurement caused by signal will greatly influence the carrier smoothing
pseudo range results by accumulation of each epoch results. Specifically, the bias
of code minus carrier can be accumulated during the smoothing process which lead
to an increasing error in the pseudo range.

The standard error of code minus carrier measurement has a slightly influence
on the precision of smoothing results because carrier phase smoothing process
significantly decrease the variance of pseudo range. And the variance of code
minus carrier measurement is mainly affected by the variance of carrier phase.

32.2.3 Carrier Phase Coherence

Traditional IQ quadrature parameter represents the imperfection of carrier phase
difference between in-phase and quadrature-phase signal. Consequently, it will
affect the ranging precision and positioning accuracy. As for modernized signal,
more than two signals are modulated on the carrier, therefore the IQ quadrature
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parameter can be redefined here as signal carrier phase coherence measurement.
The deterioration of carrier phase coherence affect range measurement in a way
similar to the code phase coherence.

32.2.4 Test Results

To fully exploit the flexibility of software and high gain signal, a high-gain
antenna with software receiver system was adopted to monitor the signal quality
from different satellites. The structure of it is shown in Fig. 32.5.

The results of GPS code phase carrier phase coherence is shown in Figs. 32.6
and 32.7.
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It can be concluded that the code phase carrier phase coherence possesses a
feature like white noise with a zero mean. The result of code minus carrier
measurement after cleaning ionosphere error is shown in Fig. 32.8.

The results of code minus carrier measurement reply the multipath error and
measurement precision of receiver, and its fresh frequency is much slower than the
code phase carrier phase coherence. Due to the huge difference between code
minus carrier and code carrier coherence parameter in time scale, the linearity is
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not verified here. However, it can be seen that the variation of code minus carrier
tend to have a zero mean randomness.

32.3 Conclusion

Signal coherence parameter has a direct influence on the code phase ranging and carrier
phase ranging and is one of the most important monitoring parameter. This paper
discusses how the coherence of phases between pseudo-random codes and carriers
affect pseudo-random range measurement and carrier phase range measurement.

The results of carrier phase smoothing pseudo range uses the code minus carrier
measurement from several epochs to estimate the pseudo range. Therefore an
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abnormal phase error will affect the code minus carrier measurement and introduce
a ranging error into positioning results.

Equations show that the differential of code minus carrier has a linear relation
of code phase carrier phase coherence. The code minus carrier measurement
represents the difference between code and carrier ranging results, while the code
phase carrier phase coherence represents the variance ratio of ranging results.

Then, the positioning error and code minus carrier measurement is given by the
simulation of carrier phase smoothing pseudo range process. The simulation result
shows that the bias of code minus carrier can cause an increasing error of
smoothed pseudo range.

In the end, we test code minus carrier parameter and code phase carrier phase
coherence parameter using the system built by ourselves. The result shows that
code phase carrier phase coherence’s feature is similar to white noise and has high
precision in time domain. Code minus carrier measurement has a larger time scale
than code phase carrier phase coherence and directly linked to the multipath error
and noise of receiver.
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Chapter 33
Analysis of the Pseudorange Multipath
Impact on Dual-Frequency Ionospheric
Delay Correction in Compass System

Wei Zhao, Na Zhao, Haixing Zhao, Jinxian Zhao, Feng Xue,
Caibo Hu and Yan Wang

Abstract The multipath error is the primary pseudorange measuring error factor
in Compass system, in dual-frequency positioning mode, it is difficult to be
eliminated by modeling methods, and on the contrary, it is always amplified
because of the combination of measuring error. As a result, certain kind of user
terminal has lower vertical positioning precision under dual-frequency mode than
under single-frequency mode. This paper makes simulation of the impact of
multipath error on pseudorange UERE under single-band mode and dual-band
mode, obtains the interrelation of ionosphere modeling error, multipath error and
the vertical positioning precision of single-band and dual-band respectively. This
paper extracts multipath error in pseudorange of GEO and IGSO satellite by
pseudorange carrier phase combination method, and uses the ionosphere delay
calculated by dual-band carrier phase measurements as a benchmark, makes
assessment of the ionosphere delay calculated by dual-band pseudorange combi-
nation method and ionospheric delay model correction method, analyses the
amount of error correction brought into the Compass system by pseudorange of
distinct orbit satellite. Data processing results show that, under current multipath
mitigation measures, the pseudorange multipath error will cause that the error of
GEO satellite ionosphere delay correction measured by dual-band is larger than by
single-band, make a reasonable interpretation of the phenomena that dual-band
vertical positioning accuracy is lower than single-band vertical positioning accu-
racy, and the ionospheric delay correction errors brought by pseudorange multi-
path error of GEO satellites are greater than the IGSO satellites, verify the
phenomenon of ‘‘standing multipath error’’ brought by GEO satellite orbital
characteristics.
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Keywords Compass system � Pseudorange multipath effect � Vertical positioning
accuracy � Dual-band ionosphere delay correction

33.1 Introduction

Global Navigation Satellite Systems (GNSS) is a spatial information infrastructure
which could provide a variety of users high-precision positioning and timing
(PNT) and other navigation services all times all day. The positioning error of the
user in satellite navigation systems is affected by various factors, such as tropo-
spheric and ionospheric delay error, broadcast clock error, broadcast ephemeris
error and multipath error, which are the primary factor of restricting the precision
of the navigation receivers.

Broadcast clock error, broadcast ephemeris error can be eliminated by differ-
ence correction; tropospheric error can be eliminated by simulated modeling.
Ionosphere delay error correction is an important part of the user terminal posi-
tioning in satellite navigation system. Generally speaking, single-band terminal
uses ionospheric model to calculate ionospheric delay, the correction accuracy
depends on the accuracy of the ionosphere model used; meanwhile dual-band
terminal uses pseudorange combination method to calculate ionospheric delay, the
correction accuracy is affected by the pseudorange measuring precision. The
ionospheric delay model error of the GPS system is about 1–5 m which could
substantially correct 50 % real ionospheric delay error, meanwhile the ionospheric
delay error measured by the dual-band pseudo-ranges measurement is only about
1 cm which is much smaller, and therefore precision positioning users generally
use the dual-band pseudo-ranges measurement to calculate ionosphere delay.

Different from the Single MEO satellite constellation in the GPS system, the
Compass satellite navigation system constellation is mixed with GEO, IGSO, and
MEO satellite. Limited by the number of satellites (five GEO satellites, five IGSO
satellite, and four MEO satellite) and satellite orbits, GEO and IGSO satellites is
longer visible meanwhile the positioning accuracy is widely influenced by GEO
and IGSO satellites to the Compass system users. About the MEO satellite pseudo-
range multipath effects in the measurement error the domestic and foreign scholars
have already done a lot of research on the GPS system and brought forward a lot of
multipath mitigation method of pseudorange measurement. For the GEO satellites,
foreign satellite-based augmentation system experts discovered the ‘‘standing
multipath error’’ phenomenon in GEO satellite pseudorange in GEO navigation
signals ranging study [1]. For the IGSO satellite pseudorange measurement error,
there are few research at home and abroad, along with the completion of Compass
system in recent years, the research on GEO and IGSO satellite pseudorange
measurement errors are gradually increased [2].

According to the importance of the dual-frequency pseudo-range positioning in
the high-precision measurement, it is significant to study the effect of different
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types satellite pseudorange multipath error on the dual-frequency ionosphere delay
calculated error in Compass System, it can guide the user machine manufacturers
take corresponding multipath mitigation measures for different multipath errors.

33.2 Analysis of the Multipath Error Impact on Vertical
Positioning Accuracy of Single-Band and Dual-Band
Mode

33.2.1 Multipath Signal Characteristic

In Satellite navigation system, the navigation signal will become reduced, reflected
and phasic deflexed in broadcasting procession from the satellite to the receiver
due to buildings, trees, and other obstacles. This effect makes the signal which
arrives at the receiver antenna superimposed to a plurality of propagation path
signal. Due to the difference of the transmission paths, it exists relative phase and
the relative delay among the direct signals, the reflected and the scattered signals
in addition to the amplitude characteristics differences which resulting in signals
entry into the receiving loop distorted and the correlation peak identification curve
zero offsets, thus it could affect the users in measuring ranging accuracy. The
multipath signal generation mechanism and variation cannot be described in
specific environmental model as the random characteristics [3].

33.2.2 Test Results

To verify the effect multipath error on the single dual-frequency positioning
accuracy, a single dual-frequency positioning test is practiced in Beijing area. As
single dual-frequency positioning mode mainly varies in ionospheric delay cal-
culation, the test mainly focuses on analyzing the difference of the vertical posi-
tioning accuracy between the two modes. The user terminal uses the basic
multipath mitigation measures during the test. The vertical positioning results of
single-band and dual-band in 24 h are showed below (Fig 33.1).

Under single-frequency mode, vertical positioning errors RMS statistics results
within 24 h are 5.21 m (1r). Under dual-frequency mode, vertical positioning
errors RMS statistics results within 24 h are 8.20 m (1r). It will be seen that in the
case of consistent VDOP value and basic multipath mitigation measures, the
vertical positioning accuracy of dual-band is less than single-band.

In Compass system, single-band receiver makes use of ionosphere model
parameters from navigation message to calculate vertical ionospheric delay, so the
calculation accuracy of ionospheric delay is not related to pseudorange
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measurement accuracy. Under the B1B3 dual-frequency pseudorange positioning
mode, B1 ionospheric delay could be calculated as following:

DSB1 ¼
f 2
B3

f 2
B3 � f 2

B1

� �
qB1 � qB3ð Þ ð15:1Þ

Where DSB1 is the ionospheric delay value in the B1 pseudorange measurement,
fB1 is the frequency value of B1, fB3 is the frequency value of B3, qB1 and qB3 are
the pseudorange measuring value of B1 and B3. The ionosphere delay value in B3
could be calculated through the ionosphere delay value in B1 multiplied with a
constant.

DSB3 ¼ fB1=fB3ð Þ2�DSB1 ð15:2Þ

After using the ionospheric delay correction amount respectively calculated in
the formula (15.1) and formula (15.2) to correct the pseudorange measurements
amount in B1 and B3, the corrected pseudorange measurement values could be
marked as q0B1 and q0B3.

q0B1 ¼ qB1 � DSB1 ¼
f 2
B1

f 2
B1 � f 2

B3

qB1 �
f 2
B3

f 2
B1 � f 2

B3

qB3

¼ 2:944qB1 � 1:944qB3
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q0B3 ¼ qB3 � DSB3 ¼
f 2
B1

f 2
B1 � f 2

B3

qB1 �
f 2
B3

f 2
B1 � f 2

B3

qB3

¼ 2:944qB1 � 1:944qB3

According to the formula above, the corrected pseudorange measurements
amount in B1 is equal to the corrected pseudorange measurements amount in B3.
Assuming the pseudorange measurement error and receiver noise is unrelated with
each other meanwhile they have equal variances in B1 and B3 frequency point,
then the measurement error of corrected pseudorange measurement value q0B1 or

q0B3 is 3.528 times (
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:9442 þ 1:9442
p

) of single-frequency pseudorange mea-
surement error variance.

There are two factors which could affect the user machine pseudorange mea-
surement accuracy: the receiver noise resolution and multipath effects error. The
noise and resolution error of a typical modern receiver is about 1 dm (1r) and it is
much smaller under the normal condition (no external interference) which is
negligible compared with the error caused by the multipath effect.

33.2.3 UERE Error Factors Simulation in Ionosphere Delay
Correction Calculation

To analyze the reason that results in the vertical accuracy of dual-band less than
single-band, a thematic simulation test is made to verify how the single dual-
frequency positioning accuracy impacted by the multipath error. The pseudorange
error distribution follows the rule of Gaussian; therefore the vertical error distri-
bution follows the rule of Gaussian too. It could be expressed as following:

VError ¼ VDOP � rUERE ð15:3Þ

Where VDOP is vertical accuracy factor, rUERE is the pseudorange error factor.
In the test in Sect. 33.2.2, the VDOP values are basically the same in both posi-
tioning mode, therefore the pseudorange error factor is the main factor resulting in
difference between dual-band and single-band vertical positioning accuracy. The
single-band and dual-band pseudorange error factor can be expressed as following:

rUERE;s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

Clock þ r2
Eph þ r2

Ion;s þ r2
Tro þ r2

Mp þ r2
Noise

q

rUERE;d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

Clock þ r2
Eph þ r2

Ion;d þ r2
Tro þ r2

Mp þ r2
Noise

q
8<
: ð15:4Þ

Where rClock is broadcast clock error factor, rEph is broadcast ephemeris error
factor, rIon;s and rIon;d represent single-band ionospheric delay error factor and
ionospheric delay model error factor respectively, rTro is tropospheric delay error
factor, rMp is Multipath error factor and rNoise is receiver noise error. So it is
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obvious that the single and dual positioning mode is only different in the error term
of the ionospheric delay correction.

Assuming the pseudorange measurement error and receiver noise is unrelated
with each other meanwhile they have equal variances in B1 and B3 frequency
point, the relationship between the ionospheric delay correct error and the mul-
tipath error in dual-frequency positioning mode could be concluded through for-
mula (15.1) in the case that the receiver noise error is ignored. Take B1 frequency
point as an example.

rIon;d ¼
ffiffiffi
2
p
� f 2

B3

f 2
B1 � f 2

B3

� �
� rMp ¼ 2:749rMp ð15:5Þ

Substitute formula (15.5) into formula (15.4), the result is as following:

r2
UERE;d � r2

UERE;s ¼ 7:55r2
Mp � r2

Icon;s ð15:6Þ

According to the typical UERE budget of GPS precise positioning service and
standard positioning service in Ref. [3], if we take the rIon;s as the maximum value
of 7 and take the rMp as the maximum value of 3, the value of r2

UERE;d � r2
UERE;s

could be expressed in the figure following below.
In Fig. 33.2, the X-axis represents rMp, Y-axis represents rIon;s, Z-axis repre-

sents r2
UERE;d � r2

UERE;s. Therefore, in the diagram the region above 0 in Z-axis
indicates that the dual-frequency pseudo-range error factor is larger than the
ionosphere delay model error factor, according to the formula (15.3), the region
above 0 in Z-axis represents dual-frequency vertical positioning error is greater
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than single-frequency vertical positioning error. According to Fig. 33.2 although
the UERE budget value of the ionospheric delay model error factor is greater than
the UERE budget value of the multipath error factor, rMp still has bigger influence
than rIon;s to the r2

UERE;d � r2
UERE;s because of 7.55 times coefficient to the mul-

tipath error factor. In another word, the increased multipath error factor has greater
influence to the dual-band UERE than ionospheric delay model error factor to
single frequency UERE. As the fitting accuracy of single frequency ionospheric
model is a little higher in Beijing Area, under the condition of without taking
effective multipath mitigation measures, the situation in Sect. 33.2.2 that dual-
frequency vertical positioning accuracy is lower than single-frequency vertical
positioning accuracy in the single dual-frequency positioning test will happen.

33.3 Analysis of Multipath Error Effect on Ionosphere
Delay Correction Calculation

33.3.1 Analysis of Multipath Error Characteristics
for Satellites of Different Orbit

In order to analyze the influence of multipath error in pseudorange to the iono-
spheric delay correction amount, multipath error should be extracted from the
pseudorange measurements value.

According to the pseudorange multipath error analysis method through dual-
frequency pseudorange and carrier phase combination observations [4] put forward
by professor Kee and Parkinson, the pseudo-range carrier phase observations
measurements of B1 and B3 could be defined as followed:

MP1 ¼ P1 þ
1þ a13

1� a13
u1 � k1 �

2
1� a13

u3 � k3

MP3 ¼ P3 þ
2a13

1� a13
u1 � k1 �

1þ a13

1� a13
u3 � k3

Where P1 and P3 are pseudorange measurements of B1 and B3, u1 and u3 are
carrier phase measurements of B1 and B3, k1 and k3 are the wavelength of B1 and
B3. a13 ¼ f 2

1

�
f 2
3 ; f1; f3 are the frequencies of B1 and B3.

Under the circumstances of no cycle slips phenomenon in the carrier phase
observations, MP1 and MP2 reflect the other external environmental effect on
pseudorange data at each frequency point, i.e., multipath error.

Based on the multipath error extraction methods above, we calculate the
pseudo-range multipath error in 24 h of two GEO satellites and two IGSO satel-
lites in Beijing area according to the receiver data in the test (as the visual arc of
MEO satellite is less than four hours, so it is not included in the statistical result).
The result is displayed in Fig. 33.3.
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In Fig. 33.3 the upper two diagrams are the results of the GEO satellite mul-
tipath error extraction, and the below two diagrams are the results of the IGSO
satellite multipath error extraction. According to diagram, the GEO satellite
multipath shows cycle characteristics obviously. As the multipath error is related
to the observation angle, the multipath error of the IGSO satellite is increased
obviously during immigration and departure. The statistical results of the multi-
path error are showed in Table 33.1.

In Table 33.1, SV01 and SV02 are GEO satellites, SV03 and SV04 are IGSO
satellites. According to Table 33.1, as the multipath signals are influenced by code
rate, in the case that code rate in B1 frequency is less than that in B3 frequency, the
multipath error standard deviation statistical results of B1 frequency is always
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Fig. 33.3 Stat: standard error of GEO/IGSO pseudorange multipath error in 24 h

Table 33.1 The statics result of standard error of GEO/IGSO satellite pseudorange multipath
error in 24 h

Satellite no SV01 SV02 SV03 SV04

B1 0.52 0.55 0.23 0.22
B3 0.40 0.30 0.15 0.14
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greater than B3 frequency for both GEO and IGSO satellite, meanwhile the
multipath error standard deviation statistical results of B1 and B3 frequency points
of GEO satellite are always greater than IGSO satellite. For the multipath errors
caused by the moving-orbit satellite (IGSO satellite), as its signal time disguise is
comparatively faster to the constant of receiver track ring, it would be smoothing
processed in the receiver end. But as the multipath signal of the GEO satellite is
slowly time disguised, it could not be smoothing processed in the receiver end, as a
result it will cause a time-invariant error term which could verify the ‘‘standing
multipath error’’ of GEO satellite mentioned in Ref. [1].

33.3.2 The Comparison of Ionosphere Delay Calculation
Error Between Single-Band and Dual-Band Mode

In order to verify the error value which is brought by the multipath error when
using dual-frequency pseudorange method to measure the ionosphere delay error,
we design the tests following below to calculate the ionospheric delay amount
measured by the ionospheric delay model method and dual-frequency pseudo-
range method of different types of satellites. While using the dual-band carrier
phase measurements to calculate the amount of ionospheric delay, we complete the
ionospheric delay calculation accuracy evaluation in the single and dual-frequency
model through compared the ionospheric delay amount measured by the iono-
spheric delay model method, dual-frequency pseudo-range method to dual-fre-
quency carrier phase method respectively.

Using dual-band ionosphere delay calculation method in Sect. 2.3, choosing
two GEO satellites and two IGSO satellite which involved in positioning test in
Sect. 2.2 (MEO satellites’ visual arc less than four hours, not included in the
statistics), calculate the ionospheric delay amount, indicated in Fig. 33.4 by the red
curve; calculate ionosphere delay amount of B3 using the ionospheric model
parameters at the same time segment, indicated in Fig. 33.4 by the blue curve;
calculate ionospheric delay amount of B3 using dual-band carrier phase, indicated
in Fig. 33.4 by the green curve.

Eliminate cycle slips in the carrier phase measurements; take the amount of
ionosphere delay calculated by the dual-band carrier phase mode as a benchmark,
make statistics of the ionospheric delay errors for each satellite calculated by
ionospheric model parameters and dual-band pseudorange method respectively.
The calculation results are shown in Table 33.2.

According to Table 33.2, the ionospheric delay error calculated through dual-
frequency pseudorange measurements of GEO satellite is greater than IGSO
satellite. It verifies that the characteristics of GEO satellite orbit causes its pseudo-
range multipath signals have periodic slowly changing characteristic which make
it could be hardly eliminated at the receiver end. Meanwhile it results in iono-
spheric delay error measured by the dual-frequency pseudorange calculation of
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GEO satellite is greater than ionospheric delay error measured by ionospheric
delay model method. As the fading frequency rate of the pseudorange multipath
signal of IGSO satellite is greater, the receiver could filters the signals out during
processing it, so the ionospheric delay accuracy measured by the dual-frequency
pseudo-range method of IGSO satellite is greater than ionospheric delay model
method. In Compass system, due to the limited visible time of the IGSO and MEO
satellite, in order to receive a better observation DOP value, it is inevitable to
select more GEO satellite to position. When the ionospheric delay accuracy
measured by the dual-frequency pseudorange method of GEO satellite is lower
than ionospheric delay accuracy measured by the ionospheric delay model method,
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Fig. 33.4 Stat: the standard error of ionosphere delay error of GEO/IGSO satellites in 24 h

Table 33.2 The resulting data of ionosphere delay error for different calculation mode

Satellite no SV01 SV02 SV03 SV04

Single-band model method 0.80 0.75 0.71 1.71
Dual-band pseudorange method 1.39 1.33 0.36 0.52
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the dual-frequency positioning vertical accuracy could be lower than the single
frequency positioning vertical accuracy.

33.4 Conclusions

The multipath error is the main pseudorange measuring error factor in Compass
system, under dual-band positioning mode; it does not only affect the pseudorange
ranging accuracy, but will be amplified because of the combination of measuring,
resulting in the phenomenon that vertical positioning accuracy of dual-band less
than single-band when proceeding dual-band positioning. This article makes a
reasonable interpretation for the phenomenon that multipath errors leading to the
dual-band vertical positioning accuracy less than single-band from pseudorange
UERE error factor simulation, pseudorange multipath extraction and analysis of
ionospheric delay error, and gives the multipath error characteristics of different
orbit satellites, thus provides a useful reference for the research of multipath
mitigation in receiver end.
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Chapter 34
A Practical Reduced-Rank Anti-Jamming
Algorithm Based on Variable Diagonal
Loading Method

Guangwei Fan, Baoguo Yu, Lei Chao and Zhixin Deng

Abstract In the space–time anti-jamming practice of GNSS, the amplitude-phase
error of array antenna and the relative motion of interference source might cause
position deviation of null or theoretical null in anti-jamming algorithms, and
consequently to affect the anti-jamming performance of anti-jamming algorithm
severely. For this problem, a space–time 2D anti-jamming algorithm based on
reduced-rank variable diagonal load was proposed. This algorithm is purposed to
widen and correct the established null under the orthogonality principle of signal
subspace and noise subspace, thereby to eliminate the effect to anti-jamming
algorithm resulting from the space domain mismatch of signal subspace and the
mismatch of signal covariance matrix and eventually to improve the robustness of
anti-jamming algorithm. The simulation result validated the correctness of the
theoretical analysis and the algorithm robustness.

Keywords Diagonal load � Space–time adaptive � Steering vector � Power
inversion

34.1 Section Heading

The electromagnetic environment of GNSS is becoming increasingly complicated.
The receiving system of GNSS usually uses space–time 2D anti-jamming algo-
rithm for adaptive signal processing. However, this algorithm might be affected
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due to vibration or motion of antenna receiving platform, quick change of inter-
ference location or array-element position error resulting from poor antenna
manufacturing quality or installation-sourced mutual coupling, consequently
causing mismatch of null position and jamming direction [1] or even complete
failure of the anti-jamming algorithm.

To implement the space–time anti-jamming technique of GNSS, it is required
to eliminate the affect to space–time 2D anti-jamming algorithm resulting from
amplitude-phase error and receiver or interference motion. The feasible solution is
to widen the null around the jamming signal with more robust adaptive processing
algorithm. A common technique widening the null of jamming signal is diago-
nally-loading method. Diagonal loading algorithm is also known as artificial noise
injection method [2]. The basic idea of this algorithm is to establish wider null in
the jamming direction so as to avoid the interference location moving out of the
null in the weight processing period, thereby to suppress the interference effec-
tively. The method has good robustness in the case of small snapshot number and
signal response error of random array [3]. It was firstly proposed by B. D. Carlson
in 1988 [2], and later, Ma and Goh proposed variable diagonal loading method [4].
But all these loading algorithms need matrix inversion, which require complex
computation and is not in favor of real-time implementation. After Goldstein
proposed reduced-rank multi-level Wiener filtering algorithm [5], some researches
were given to diagonal loading anti-jamming method with multi-level Wiener
filtering in the backward synthetic process [6].

Based on an in-depth analysis of diagonal loading algorithm and making full
use of the orthogonality of interference subspace and noise subspace, this paper
introduced the variable diagonal loading method into the simplified reduced-rank
multi-level Wiener filtering space–time 2D anti-jamming algorithm. In addition to
algorithm principle and derivation process, the effectiveness of this new algorithm
was validated with simulation experiment.

34.2 Diagonal Loading Anti-Jamming Principle

As its name suggests, diagonal loading method is defined as the algorithm that
introduce a certain noise constant along the diagonal line of the covariance matrix
of received signal and then substitute the regular sampling covariance matrix with
diagonal loading covariance matrix. This method remains good robustness in the
condition of small snapshot number.

Rx;M ¼
1
K

XK

k¼1

X kð ÞXH kð Þ þ r2
LI ð34:1Þ

where, Rx;M represents the covariance matrix after diagonal loading; X kð Þ repre-
sents the received satellite navigation signal; M represents the element number of
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receiving array; K represents the length of the received data given with covariance
computation; I represents unit matrix; r2

L represents diagonal loading quantity.
In space–time 2D anti-jamming applications, the algorithm based on linear-

constraint minimum variance (LCMV) criterion [7] is very popular. Taking
advantage of the characteristic that navigation signal power is far below noise and
interfering power, it constrains the space domain and time domain simultaneously
under the condition of space–time joint processing and adjust the weight to have
the minimum output signal variance, so as to weaken the jamming energy sig-
nificantly. The essence of diagonal loading space–time 2D anti-jamming algorithm
is to add one secondary compensation term to adjust the weight vector for the
objective function of linear constraint minimum variance algorithm [7], which is
expressed as follows:

Min
w

wHRwþ r2
LwHw

s:t: SHw ¼ b

(
ð34:2Þ

where, r2
L is the loading value.

Based on the Lagrange in equation, the space–time 2D anti-jamming optimal
weight under this criterion is expressed as follows:

Wopt ¼ SHðRþ r2
LIÞ�1S

� ��1
ðRþ r2

LIÞ�1S: ð34:3Þ

where, Wopt Wopt represents MP� 1th dimension vector; M represents the element
number of array antenna; P represents the number of time cells; R represents the
covariance matrix of MP�MP-dimension received signal; S represents the con-
strained vector of MP� 1 dimension. When the signal direction is unknown,
S ¼ ½1; 0; � � �; 0�T . The output signal, after anti-jamming processing, can be
expressed as follows:

y ¼ WHX ð34:4Þ

Diagonal loading algorithm is able to enhance the performance of space–time
2D anti-jamming algorithm when random array signal response error exists. By
diagonal loading and choosing appropriate diagonal loading quantity, larger
characteristic value corresponding to jamming signal will not be affected signifi-
cantly, but the small characteristic value corresponding to noise signal will have an
additional noise substrate r2

L r2
L. The diagonally-loaded noise characteristic values

will be distributed around r2
L r2

L, which can reduce the diffusion level of noise
characteristic values and thereby to reduce the affect of noise characteristic vector
to adaptive weight vector [6].
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34.3 Implementation Process of Diagonal Loading
Reduced-Rank Filtering Algorithm

The multi-level Wiener filter uses a nested link composed of scalar Wiener filters
that has very good reduced-rank processing capacity and does not require reso-
lution to the characteristic values of covariance matrix. This feature gives it lower
complexity of computation; therefore, it is an important breakthrough in reduced-
rank adaptive filtering technology.

Multi-level Wiener filtering technique takes the system as dual input and
implement it with multi-level resolution on the basis of regular cross-correlation.
To lower the noise diffusance and the affect of loading quantity to large charac-
teristic values and wD

d , a processing method similar to diagonal loading method
was considered for covariance matrix RX0 , i.e., to add one more diagonal matrix to
the covariance matrix RD after reduced-rank processing and replace the covariance
matrix RD before diagonal loading with the diagonally loaded one.

Since the optimum block matrix Bi ¼ I � titH
i , t1; t2; . . .; tD½ � belong to ortho-

normal vectors. Therefore, it is allowed to complete three diagonalization to the
diagonally-loaded covariance matrix Rdl with matrix TD.

RD ¼ TH
D RdlTD ¼ TH

D RX0 þ cIð ÞTD ¼

r1;1 þ c r1;2

r�1;2 r2;2 þ c . .
.

. .
. . .

.
rD�1

r�D�1;D rD;D þ c

2
66664

3
77775

ð34:5Þ

I.e., the diagonal loading effect to rank-reduced covariance matrix RD is
equivalent to that to the covariance matrix RX0 before reduced-rank processing is
given.

Since RD RD is a Hermitian matrix, the rank-reduced matrix RD is a given
Hermitian matrix and the column vector of rank-reduced matrix TD forms Krylov
subspace. Therefore, it is allowed to derive the iteration structure of weighted
multi-level Wiener filtering with Lanczos iterative algorithm [8].

RD ¼
TH

D�1RdlTD�1
0

rD�1

0T r�D�1;D rD;D þ c

2
4

3
5 ð34:6Þ

The cross correlation with the desired signal d0ðkÞ is

r
ðDÞ
XT d0
¼ TH

DrX0d0 ¼
rX0d0k k

0

� �
2 R

D, where R
D represents real D-dimension

space. The covariance matrix RD�1 ¼ TH
D�1RX0 TD�1 is already known, then the

new term in RD is rD�1;D ¼ tH
D�1RDtD. To solve Wiener filter WD ¼ R�1

D rðDÞXT d0
2 C

D

with rD;D ¼ tH
DRDtD, considering only the first element in rðDÞXT d0

is not zero, only the
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first column in CðDÞ ¼ R�1
D ¼ cðDÞ1 ; cðDÞ2 ; . . .; cðDÞD

h i
is therefore prerequisite. With

reference to the matrix inversion lemma [9] of partitioned matrix, it is allowed to
use recursion method to work out CðDÞ.

CðDÞ ¼ CðD�1Þ 0
0T 0

� �
þ b�1

D bðDÞbðDÞ;H ð34:7Þ

where, bðDÞ ¼ �rD�1;DcðD�1Þ
D�1

1

� �
2 C

D, bD ¼ rD;D � rD�1;D

�� ��2cðD�1Þ
D�1;D�1 and

cðD�1Þ
D�1;D�1 is the last element in the last column cðD�1Þ

D�1 of CðD�1Þ. Therefore, the new

first column cðDÞ1 2 C
D at the Dth step may be expressed as:

cðDÞ1 ¼ cðD�1Þ
1

0

� �
þ b�1

D cðD�1Þ;�
1;D�1

rD�1;D

�� ��2cðD�1Þ
D�1

�r�D�1;D

" #
ð34:8Þ

where, cðD�1Þ
1;D�1 is the first element in the last column cðD�1Þ

D�1 of CðD�1Þ. The updating

of Wiener filter WD at the Dth step requires the first column cðD�1Þ
1 at the D� 1

step and the two new terms of covariance matrix, i.e., rD�1;D and rD;D. The
updating of the last matrix column only depends on the last column of the previous
matrix and the new term of matrix RD.

cðDÞD ¼ b�1
D
�rD�1;DcðD�1Þ

D�1
1

� �
ð34:9Þ

Therefore, it is required to update vectors cðDÞ1 and cðDÞD at every step in a
complete interactive process. The MSE of multi-level Wiener filter is defined as
follows, where D represents the level.

MSEðDÞ ¼ E e0ðkÞj j2
h i

¼ E d0ðkÞ �W ðDÞMWFX0ðkÞ
���

���
2

� �
ð34:10Þ

It is easy to know that MSEðDÞ may be represented by the first element cðDÞ1;1 of

cðDÞ1 .

MSEðDÞ ¼ r2
d0
� rX0d0k k2

2cðDÞ1;1 ð34:11Þ

x Dð Þ
0 ¼ rx0;d0

�� ��
2
TðDÞcD

1 ð34:12Þ

As shown in the above formula derivation process, only bD ¼ rD;D �
rD�1;D

�� ��2cðD�1Þ
D�1;D�1 is directly affected by diagonal loading process in the above

procedure. Since diagonal loading only affects the value of ri;i and no change
happens to the value of ri�1;i, the phase difference c between the diagonally-loaded
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bi and the not-diagonally-loaded bi is {FLD6} and c represents diagonal loading
quantity.

bi will decrease along with the increase of the number of reduced-rank
dimensions; the effect of diagonal loading quantity c to bi therefore become more
and more stronger along with the number of reduced-rank dimensions. The
diagonal loading quantity reduces the updating weight of high-order ci

1 and ci
D,

thereby to affect the contribution of the number of rank-reduced dimensions to the
final weight. The more large the diagonal loading quantity is, the more noticeable
such offsetting effect is. Before the number of rank-reduced dimensions reaches
the optimum, its side effect will appear, i.e., lowering the output SINR. However,
if the loading level is too low and the performance after and before diagonal
loading gives no difference, the diagonal loading effect is not satisfactory.

Therefore, to achieve satisfactory diagonal loading effect, it is required to
manage the diagonal loading quantity c to decrease at every step of the algorithm
along with the increase of the iteration times.

ci ¼
bi

bi�1
ci�1 ð34:13Þ

The typical level loading method often used in engineering is 5–10 dB higher
than the noise background. The procedure to implement diagonal-loading-based
adaptive rank-reduced multi-level nesting Wiener filtering algorithm is specific as
follows:

1. Data initialization:

Choose the maximum number of dimensions D.
Set t0 ¼ 0, d0 kð Þ ¼ SHXMNðkÞ, X0 kð Þ ¼ XMNðkÞ � Sd0ðkÞ, r1;1 ¼ E d1 kð Þf

d�1 kð Þg

cð1Þfirst ¼ r�1
1;1 cð1Þlast ¼ r�1

1;1

c0 ¼ r2
L

2. Interactive process:

i ¼ 2; . . .;D

rXidi ¼
1
K

XK

k¼1

XiðkÞd�i kð Þ

tiþ1 ¼ rXidi

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r�Xidi

rXidi

q

ri;i ¼
1
K

XK

k¼1

di kð Þj j2
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ri�1;i ¼
1
K

XK

k¼1

di�1 kð Þd�i kð Þ

bi ¼ ri;i � ri�1;i

�� ��2cði�1Þ
last;i�1

ci ¼
bi

bi�1
ci�1

b
_

i ¼ bi þ ci

ci
first ¼

cði�1Þ
first
0

� �
þ b

_ i�1ð Þ
i cði�1Þ

first;1 �
ri�1;i

�� ��2cði�1Þ
first

�r�i�1;i

" #

ci
last ¼ b

_ i�1ð Þ
i � ri�1;i

�� ��2cði�1Þ
last

1

� �

MSEðiÞ ¼ r2
d0
� rx0;d0

�� ��2

2
cðiÞfirst

3. Weight estimation:

T Dð Þ ¼ t1; . . .; tD½ �

x Dð Þ
0 ¼ rx0;d0

�� ��
2
T ðDÞc ið Þ

first

WMWF ¼
1
�xD

0

� �

34.4 Analysis of Performance Simulation

To validate the algorithm performance, the following simulation was given. In the
simulation, a 5-element circular array (with the center of circle is provided) of
GNSS receiver was set. One of the elements was at the centre of the circle and
other four elements were uniformly distributed around the circumference of the
circle. The radius of the circle was

ffiffiffi
2
p

k
	

4, and k was the signal wavelength. In
this case, the interval between the adjacent elements along the circumference was
k=2. h 2 0; p=2½ � and u 2 0; 2p½ � were the elevation angle and the azimuthal angle
of the received signal. Let’s assume that P code is used as the spread-spectrum
code for the modulation of satellite navigation signal, the noise is additive white
Gaussian noise, the code rate is 10.23 MHz/s, the input SNR is -15 dB and all the
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SINR is 40 dB. Under the condition of meeting the performance requirements, set
the number of delay tap N ¼ 3 considering the purpose of simplifying computation
workload and improving the real-timeness. The elevation angle of the incoming
signal is 80� and the azimuthal angle is 180�. Zero IF baseband signal was used
directly in the simulation, which was represented with normalized frequency
bandwidth in the chart. Normalized frequency bandwidth refers to the ratio of
actual interference bandwidth to receiver bandwidth.

Simulation Experiment 1: output SINR changing along with the angular error.
Provide a single broadband jamming source and set the number of snapshots

L = 500. In the real applications, the estimation error of the signal arrival
direction might cause mismatch between the steering vector of the estimated
desired signal and the steering vector of the real signal source; therefore, the
pointing error of the desired signal was set to a variation range of -5� to 5�.

Figure 34.1 shows the curves of output SINR changing along with the pointing
error in three algorithm cases: rank-reduced multi-level Wiener filtering algorithm
without diagonal loading under linear constraint, rank-reduced algorithm based on
fixed diagonal loading and the algorithm proposed in this paper. As shown in the
figure, the algorithm proposed by this paper provided the best performance, the
fixed diagonal loading rank-reduced algorithm was next, and both algorithms were
superior to the rank-reduced multi-level Wiener filtering algorithm without diag-
onal loading. Conclusively, adaptive diagonal loading algorithm is able to effec-
tively improve the filtering performance of anti-jamming algorithm in case of
pointing error.

Simulation Experiment 2: Output SINR changing along with the number of
rank-reduced dimensions.

Provide single broadband jamming source. Set the number of snapshots to 500.
Simulate the output SINR changing along with the number of snapshots in three
algorithm cases: rank-reduced multi-level Wiener filtering algorithm without
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diagonal loading, the one based on fixed diagonal loading and the one based on
variable diagonal loading (Fig. 34.2).

As shown in the figure, the algorithm based on variable diagonal loading
provided the best performance, the algorithm based on fixed diagonal loading gave
somewhat declined performance when the number of rank-reduced dimensions got
to some extent, and both the algorithms were superior to the rank-reduced space–
time anti-jamming algorithm without diagonal loading in filtering performance.

Simulation Experiment 3: Output SINR changing along with the number of
snapshots.

Provide a single broadband jamming source. Set the number of snapshots to 500
from 50. Simulate the variation curves of output SINR changing along with the
number of snapshots in the three algorithm cases (Fig. 34.3).
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As shown in the figure above, the algorithm proposed in this paper was superior
to the anti-jamming method based on fixed diagonal loading algorithm and the one
without diagonal loading. The algorithm proposed in this paper supports adaptive
selection of loading quantity. It is able to reduce the diffusance of noise charac-
teristic value without affecting the interference characteristic value. Therefore, this
algorithm has better anti-jamming filtering performance. The computational
complexity of the algorithm proposed in this paper is approximately

O MNð Þ2þ 5 MNð Þ
� �

, which is much reduced in comparison with the one using

matrix inversion diagonal loading algorithm O MNð Þ4� 2 MNð Þ3þ 2 MNð Þ2� 1
� �

.

Therefore, the former has better real-timeness and engineering reliability.

34.5 Conclusion

To reduce the effect of motion and error to the robustness of space–time adaptative
anti-jamming algorithm and improve the performance of space–time 2D anti-
jamming algorithm, this paper proposed a variable diagonal loading rank-reduced
multi-level Wiener anti-jamming algorithm based on diagonal loading method.
This algorithm does not require matrix inversion and thereby simplifies the
computational complexity. Comparing with the algorithm based on fixed diagonal
loading method, it has better anti-jamming performance and robustness. Under the
condition of small snapshot number, it still show good anti-jamming performance.
The simulation result also demonstrated the excellent performance of this algo-
rithm. It is of important the theoretical value and engineering applications value
for the design of GNSS anti-jam receiver.
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Chapter 35
Title Research on Key Technology
of Testing and Verification Multi
GNSS Simulator

Hongjun Ye, Liqiao Dong and Haitao Wei

Abstract Multi GNSS Simulator provides the technical means and environments
in those areas as the framework designing for navigation systems, study of effects
of signal propagation environments, ground testing and verification of Compass
navigation system. As a satellite navigation testing device, high-performance
multi-mode satellite navigation signal generators includes many essential tech-
nologies as multi-system constellation simulation, signal propagation environment
effects simulation, user movement characteristic simulation, antenna characteristic
simulation, high-precision navigation signal simulation, thus brings the challenges
for the high-precision, accurate, objective and just assessment and testing. The
article based on the generator project, studies the testing and assessment system for
the generators and preliminarily determines complete assessment means and
testing guidelines, particularly in the study of processing and analysis method of
applying standard equipments such as high-speed signal sampler. The generator
has gone through the testing of the control resolution of generator’s pseudo ranges
and passed the actual testing and verifications.
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35.1 Introduction

As a signal framework verification means that is the most close to practical
considerations, multi-mode GNSS simulator is used to help with the verification of
the design rationality of navigation signal system, the assessment of navigation
signal stream, the rationality verification of information stream and other speci-
fication verification in addition to supporting the development of ground receiver
terminal and other related application products.

As test equipment particularly for navigation equipment, GNSS simulator is
required to have high accuracy, good measurability and calibration capability. Its
navigation test capability is based on overall testing and assessment to itself.
However, GNSS simulator is classified as high-end test equipment and involved in
many sensitive applications and technologies, and almost no open literature is
available internationally about the testing and assessment methods. In China, along
with the construction of navigation system, some navigation simulators were
developed, of which the testing and assessment is still in exploratory experiment
stage. In a simulator development project we undertook, an in-depth research and
analysis and verification test were given to the testing and assessment methods for
simulator, so as to assure the testing accuracy and objectivity.

35.2 Test and Assessment of GNSS Simulator

35.2.1 Key Test Items of Simulator

Considering the characteristics of GNSS simulator, the tests are divided into
functional and performance tests to mathematic simulation software and hardware
performance test of simulator. The simulator hardware tests are performance tests
particular for high-accuracy signal, which is quite different from the ones for
general signal simulator.

1. Mathematic simulation test.

• In terms of navigation constellation and orbit simulation function, the simu-
lated orbital data should be in agreement with the Ephemeris data that are
used to generate navigation message.

• In terms of satellite clock error simulation function, the simulated satellite
clock error should be in agreement with the clock error model set by user and
the satellite clock parameters in the generated navigation message.

• In terms of ionospheric delay simulation function, the simulated ionospheric
delay should be in agreement with the ionospheric model set by user and the
ionospheric parameters in the navigation message.
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• In terms of tropospheric delay simulation function, the simulated tropospheric
delay should be in agreement with the tropospheric model set by user and the
tropospheric parameters.

2. Key test items for signal simulation precision.

• RF signal precision.

– Pseudo range zero value and its stability.
– Pseudo range precision.
– Pseudo-range control resolution.
– Pseudo-range rate precision.
– Carrier-phase change precision.
– Intersignal code phase consistence.
– Code-phase interchannel consistence.
– Carrier-phase interchannel consistence.
– Coherence between carrier and pseudo code.

• Dynamic control precision of RF signal.

– Speed resolution.
– Acceleration resolution and Jerk resolution.

35.2.2 Key Test Items of Simulator

Since the present requirement for pseudo-range control accuracy of simulator has
reached centimeter level and the requirements for carrier control accuracy has
reached millimeter level, it brings about challenges for the tests based on standard
instrument, especially for the tests under dynamic signal conditions and the tests
for modern navigation signals based on complicated modulation. The popular test
proposals are mainly based on standard instrument or software receiver. Neither
method is perfect. The standard instrument method is the easiest to be acceptable,
but it requires corresponding research and strict test and assessment method. The
software receiver method depends on signal acquisition and mathematical statistics
of observed quantity; it is thereby applicable to the tests related to statistics.

35.2.2.1 Software Receiver Method

Signal simulator is mainly designed to give function verification and performance
test to receiver. To complete specification and performance tests for multi-system
signal simulator, the test instruments of higher resolution are required. If software
receiver is to be used in testing signal simulator, then the software receiver must
have excellent performance or accuracy to be qualified.
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1. Pseudo-range zero value(accuracy) test

Pseudo-range zero value and stability test is mainly used to verify if the pseudo-
range zero value and the stability of navigation signal simulation meet the
requirements or not. Software receiver testing method uses the directly obtained
pseudo range for assessment, which has the following weakness:

• Since software receiver has no reference 1PPS input, it is very difficult to
acquire the time point information for synchronization with the simulator. It has
no choice but to preestimate a local time after the receiver acquires and tracks
the downlink signal and restores the emission time, and then acquire a pseudo-
range value based on the time difference between the preestimated local time
and the subsequently received emission time, which is used to compare with the
theoretical value provided by the simulator and the value measured by the
software receiver.

• After obtained the measurement pseudo range, software receiver may acquire
the simulator error based on the difference between the measuring pseudo range
and the real pseudo range. However, it is very difficult to eliminate the receiver
error or to justify that the receiver error is much less than the simulator error; in
other words, the challenge is no way to eliminate the system error.

2. Pseudo-range accuracy test

After the software receiver is given coarse alignment, if the alignment accuracy
is inadequate, fine alignment should follow. In the process of fine alignment, it is
required to shift the local sampled data to complete the test. If pseudo-range
accuracy requirement is 0.01 m, then the resolution of data point after sampling
must be higher than 0.01 m. To implement such a high accuracy, the sampling rate
of receiver might have to be above 30 GHz and a series of design issues must be
considered such as how to sample the receiver processing data, how to store and
how to generate pseudo code and carrier of software receiver. In addition, even if
post-processing mode is used, it needs a very long processing time to process the
sampled data in unit time.

3. Pseudo-range rate accuracy test

In the measurement of pseudo-range rate, pseudo range is also used for being
agreement with signal simulator, which is related to sampling rate as well. The
more critical fact is that the assessment of pseudo-range rate accuracy is essen-
tially the assessment of Doppler accuracy. The reference value provided by the
signal simulator is an instant Doppler value, while receiver can only measure the
average Doppler rather than the instant Doppler with the full-cycle carrier count
traveled in unit time. When testing this specification, receiver is required to
complete PVT solution to acquire local reference time accurately. The accuracy is
required to be mill microsecond level at least. It is really difficult for a receiver to
maintain mill microsecond-level accuracy.
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4. Carrier Phase Modulation Orthogonality

In the testing process of carrier phase, to assure the same phase and the phase
accuracy of orthogonality higher than 1 degree, the carrier loop accuracy must be
much higher than 0.003 cycle. To reach such a high accuracy with software
receiver or to assure the PLL to reach such a high accuracy, the requirements for
the clock accuracy of the local AD capture card and for the local RF phase noise
must be very high. In other words, it is very difficult to reach such a high accuracy
with software receiver.

35.2.2.2 High-Speed Broadband Storage Oscilloscope Method

Along with the rapid development of high-speed broadband digital storage
oscilloscope, it becomes possible to directly measure the high-accuracy signal
characteristics in the delay test of BPSK modulator. It includes two types of test:
modulation domain test and time domain test [1].

Essentially, modulation domain testing method is a method that integrates time
domain and modulation domain together. It acquires baseband signal and RF
signal simultaneously with oscilloscope, and then analyze the RF signal with
vector analysis software and restore the baseband signal, which is finally compared
with the original baseband signal in time domain to obtain the delay parameter.
The major weakness of this method is that an inherent inconsistence exists
between the acquired baseband signal and the finally modulated signal, which
makes it impossible to precisely characterize the characteristics of the baseband
signal finally modulated. Besides, vector analysis software is required to set such
parameters as reference filter and testing filter. The setting accuracy of these
parameters is directly related to the detail accuracy of the baseband signal
waveform finally demodulated, and consequently affects the final test results [2].
In working practice, it is hard to obtain the accurate parameters of modulator, and
the approximate value is usually used; therefore, it is not easy to evaluate the
accuracy of this testing method. Besides, since digital down conversion is intro-
duced for demodulation analysis, the time resolution might suffer from loss.
Moreover, this method requires complicated operations, and changes take place
twice in time domain and modulation domain. It will be extremely inefficient to
work out the mean value by manual measurements for many times.

The theoretical basis of time-domain test is the assumption that the point of
smallest amplitude on the signal envelope is the phase reversal point after mod-
ulation and filtering, for the frequency band of BPSK signal is the widest at the
phase reversal point. For an ideal BPSK modulated signal, theoretically, the phase
change of sinusoidal wave should take place at the change time of modulated
signal, and the sinusoidal wave should be undamped before and after modulation.
In actual measurement, however, there is no ideal waveform, but a point of
minimum amplitude (envelope zero point) exists, because the frequency band is
the widest at modulation time and the energy attenuation resulting from the finite
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bandwidth of filter is the maximum [3]. The practice in the past was to directly
measure the time difference between the signal edge and the phase reversal point
with an oscilloscope. This measurement is generally taken with cursor manually.
The weakness of this method is the difficulty to locate the phase reversal point.
Besides, subjective factor of test operator is introduced in the test and the
requirement for the output level of RF signal is definite to assure the observation
with oscilloscope. Conclusively, it is difficult to guarantee the measuring accuracy
and consistence in this method. In particular, it is really hard to directly observe
and test the non-BPSK complex-modulated signals among the navigation signals
(Fig. 35.1).

35.3 Research of Key Techniques

35.3.1 Test of BOC Signal

For BPSK, BOC and TMBOC signals, they have the same time domain charac-
teristic as BPSK signal but subcarrier makes the chip width of BOC and TMBOC
signals narrower. Currently, the oscilloscope testing method is based on the
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monitoring to the phase reversal point of chip variation. BPSK, BOC and TMBOC
signals have the same phase reversal point of chip; therefore, they share the same
testing basis (Fig. 35.2).

MBOC signal is based on the sum of one BOC(1,1) and one BOC(6,1). The
power of BOC(6,1) is only 1/10 of that of BOC(1,1) and their subcarrier phases are
aligned with each other; therefore, the oscilloscope testing method for BOC(1,1) is
used when testing CBOC signal and BOC(6,1) is ignorable.

35.3.2 Dynamic Signal Tested with Oscilloscope

When testing the velocity related performance of simulator in response to dynamic
signal, the frequency meter method is often used currently. In principle, velocity will
generate Doppler that may cause frequency offset. It is allowed to measure the
frequency offset to test the velocity related specifications. Specifically, it is imple-
mented by setting the simulator under test to output single carrier plus the frequency
offset generated by Doppler. However, since it is single-carrier signal directly
generated by simulator, which has lost the intension of navigation signal as spread-
spectrum signal to complete velocity measurement of user terminal, this method has
certain limitation. Based on a research, Doppler will also pose offset of pseudo code
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and carrier relative to simulator reference signal; therefore, it is possible to carry out
statistical test with oscilloscope method. The procedure is as follows:

Set the simulator under test to single satellite stationary state and the satellite
and simulated user receiver keep overhead vertically (receiver antenna pointing at
satellite transmitter antenna all the time). Couple the 10 MHz simulator output
with the 10 MHz external synchronization of an oscilloscope. Regulate the ref-
erence frequency of the oscilloscope to external 10 MHz reference. Input the 1PPS
simulator output and the RF signal from the simulator calibration port into the
high-speed storage oscilloscope via two channels. 1PPS signal serves as trigger
signal and RF signal as tested signal. Set the receiver to static state and set the
initial pseudo range of satellite and receiver to P0; set the dynamic scenario of
receiver to uniform rectilinear translation; set the direction towards or back on to
the diametric connection direction(forward direction/backward direction); and set
the velocity amplitude to the resolution of velocity. Test the first phase reversal
point with oscilloscope and then estimate the velocity amplitude based on simu-
lator setting and go on setting to measure the pseudo-range values at the sub-
sequent 100 phase reversal points. Thereby, it is possible to acquire the relation
between pseudo-range change and time, i.e., velocity.

The results of several typical velocity-control accuracies are as follows when
the simulator under test outputs GPS-L1 signal (Fig. 35.3):

• Set velocity: 100.000000 m/s
• Test acquired velocity: 10.000057 m/s
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As shown in the figures above, it is possible to measure the velocity control
accuracy of simulator by measuring and summarizing the velocity at the reversal
points of signal, which is applicable to testing dynamic signal accuracy.

0 50 100 150 200 250 300
-4

-2

0

2

4

6

8

10

12

14
x 10

-10

(s)

(n
s )

Two channel zero value

time

ps
eu

do
ra

ng
e

0 50 100 150 200 250 300
-9

-8.5

-8

-7.5

-7

-6.5

-6

-5.5

-5
x 10

-10 CH2-CH3

(s)

(n
s)

time

ps
eu

do
ra

ng
e

(b)

(a)

Fig. 35.4 Test results of pseudo-range control accuracy and interchannel deviation. a Two-
channel zero value. b Interchannel deviation

35 Title Research on Key Technology of Testing 387



35.3.3 Effect of Simulator Time–Frequency Signal
to Measuring Accuracy

In the process of simulator specification test, it was found time–frequency signal
had important effect to such specifications as pseudo-range control accuracy.
Comparison tests were given for further analysis.

Test 1: 300 s test to two-channel data. Set oscilloscope CH1 to 1PPS, CH2 to
GPS signal and CH3 to B1 signal (Fig. 35.4). The test results were as follows
(Table 35.1).

The interchannel deviation satisfies the required specification of 0.02 m, but the
single-channel deviation is poor, which might be related to the jitter of 1PPS
signal. The good specification for 1PPS self jitter is 0.1 ns in China (a nominal
performance index is higher than tens of ps abroad), it will introduce effect to
signal accuracy test. It is concluded based on test that n-point data averaging is
necessary to eliminate this effect. It is suggested to use external clock method
(providing 10 M, 1PPS) when testing the accuracy specification, so as to eliminate
the effect of 1PPS jitter.

Therefore, the following tests were conducted. Changed the time frequency and
used Timetech Rb. oscillator and 10 MHz input instead of internal time frequency.
The test results were as follows (Table 35.2):

As shown in the table above, after external time frequency was used, the jitter
of self channel becomes smaller, which was in agreement with the result after 10-
point averaging; conclusively, 1PPS jitter or internal time frequency affects the
uncertainty of channel and deteriorates the jittering.

Table 35.1 Test results of pseudo-range control accuracy and interchannel deviation

CH1 1PPS CH2 GPS L1 CH3 B1 Interchannel
deviation

Time calculating variance (ns) 0.188563 0.188243 0.062805
Time calculating variance after ten-point averaging (ns) 0.042881 0.044493 0.025107

Table 35.2 Test results with modified time frequency

CH1 1PPS CH2 GPS L1 CH3 B1 Interchannel
deviation

Time calculating variance (ns) 0.052826 0.055357 0.079713
Time calculating variance after ten-point averaging 0.010896 0.011469 0.013501
Time calculating variance after 60-point averaging 0.003581 0.005676 0.001717
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35.4 Conclusion

Based on the analyses and verification tests to simulator testing methods and the
comparative analysis to the weakness of conventional methods, an exploratory
research was given to the new navigation signal architecture and dynamic signal
test with high-speed oscilloscope and by means of data statistic analysis. The
proposed testing method was verified with tests that could improve the measure-
ment accuracy significantly up to tens of ps. Comparing with the conventional
methods, this method has the following features: directly testing in time domain,
simple and easy to operate, direct output of results based on the characteristics of
BPSK signal in time domain and the waveform sync calculation function, avoiding
the factors that affect measuring accuracy by using digital down converter or filter
in modulation domain test, and also avoiding the subjective uncertainty resulting
from artificially reading the phase reversal points. On the basis of verification, this
method may also be used to test such signals as BOC. It requires only to modify
the test analysis program somewhat in working practice.
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Chapter 36
Analysis of Positioning Accuracy
for COMPASS Based on Single/Multi
Frequency Pseudo-Range

Yongxing Zhu, Xiaolin Jia and Yu Liang

Abstract Compass/Beidou satellite navigation system makes it possible for posi-
tioning using three frequencies for the first time. Single frequency pseudo-range
measurement and multi-frequency combination pseudo-range measurement are
introduced; single & dual frequency positioning accuracy of raw & smooth pseudo-
range are analyzed; and the single point availability for different accuracy demands
at Lintong station is counted. Results show that: the noise of the ionosphere free
using triple-frequency combination is amplified as much as the one using dual
frequency combination by eliminating only the first order ionosphere delay; and the
amplification is 30 times by eliminating both the first and second order ionosphere
delay; pseudo-range positioning errors less than 10 m takes up about 95 % for single
& dual frequency pseudo-range; and the single point availability for 10, 15 and 20 m
(both level and height errors) take up about 95, 99 and 100 % at the this station.

Keywords Beidou satellite navigation system � Multi-frequency combination
pseudo-range measurement � Smooth pseudo-range positioning � Positioning
accuracy � Availability

36.1 Introduction

Compass is a self-developed, independent satellite navigation system which is
being implemented and independently run by China [1]. Its goal is providing
positioning, navigation and timing (PNT) service, as well as short-message
communication service, for most Asia–Pacific region users in 2012, and realizing
global coverage around 2020.1 After completion, it will provide users integrated
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services of PNT and short-message. The capacity of compatibility and interoper-
ability enables it to take advantage of multi-system observation data, which will
greatly improve observation redundant degree as well as navigation and posi-
tioning accuracy [2]. Now the service performance has become a great concern for
system builders, related scholars and many future users.

In the early stage of the system construction, many researches has presented on
the service performance of Compass based on simulation data. For example, Yang
Xinchun analyzed the system’s satellite visibility, DOP values and positioning
accuracy in China mainland based on the Compass global constellation. And the
XPL value provided in China mainland is studied using the Space-Based Aug-
mentation System’s (SBAS) integrity algorithm. Results show that the simulation
meets the predetermined demand [3].

In the process of system-building, a number of studies are carried out based on
measured data by scholars who show strong interests in Compass. Wu et al. has
analyzed the ionosphere parameters correction accuracy using measured iono-
sphere model and positioning accuracy indicators. Results show that the iono-
sphere parameters correction accuracy is better than 65 % and GPS positioning
accuracy (3-dimension) is improved 7.8–35.3 % in the Northern Hemisphere [4].
Chen et al. analyzed the pseudo-range quality and position accuracy with Compass
constellation of seven satellites. Results show that multipath and observation noise
is in the magnitude of 0.5–3 m, B1/B2 dual-frequency pseudo-range position
accuracy is 15.92 m [5]; Professor Shi Chuang also carried out some studies based
on the Compass constellation of eight satellites, Compass satellite observations
experimental network (Beidou Experimental Tracking Stations, BETS) data and
PANDA software. The results show that the radial accuracy of Compass satellite
precise orbit determination is better than 10 cm, static precise point positioning
accuracy is of centimeter level, baseline relative positioning is of a millimeter;
dynamic pseudo-range differential positioning accuracy is of 2.0–4.0 m, and RTK
positioning accuracy is of 5–10 cm, close to the current level of GPS [6]. At the
same time, foreign scholar Oliver Montenbruck do some research using a small
regional Compass monitoring network and its triple-frequency data in March of
2012 and results show that RMS of Overlap differences for Compass satellite
precise orbit determination is about 1–10 m, that horizontal and vertical errors
achieve 12 cm in single frequency single point positioning (PPP) and that baseline
relative position error, north, east and up are 2, 4 and 9 mm, reaching the GPS
dynamic positioning level [7].

Compass has owned the ability to provide regional service with the 16th Beidou
navigation satellite launched on October 25, 2012 and other early launched satellites,
and formal services will be opened early next year in most parts of the Asia–Pacific
(see footnote 1). It transmits three frequency signals which are two open service
signals B1 and B2, with their frequency 1561.098 and 1207.14 MHz, code rate
2.046 Mcps, and bandwidth 2.046 MHz and one authorized service signals B3, with
its frequency 1268.52 MHz, code rate 10.23 Mcps, and bandwidth 10.23 MHz.
Compass is the first tri-frequency satellite navigation system, will provide reliable
and high-precision services for users, together with GPS, GLONASS, GALILEO [1].
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This paper first introduces the Compass single-frequency measurement and muti-
frequency combination measurement and its observation noise, and then analyzes the
raw & smooth pseudo-range single & dual positioning accuracy based on the mea-
sured data and the reasons for precision changes; finally the single point availability
is analyzed for different users in the region.

36.2 Combination Pseudo-Range Measurement

For civilian users, Compass provides three frequency signals. These signals can
form a variety of measurements. As the ionosphere delay is one of the most
important error sources of the satellite navigation and positioning, the combination
of multi-frequency measurement generally used the ionosphere-free style. These
styles include the following:

36.2.1 Single-Frequency Pseudo-Range Measurement

The form of Compass’s three single-frequency pseudo-range measurements P1 is
as follows:

P1 ¼ q0 þ CðDt � DTÞ þ DIi þ DDtrop þ di ði ¼ 1; 2; 3Þ ð36:1Þ

q0 for the geometric distance to the satellite receiver. C for the speed of light, Dt
for the receiver clock error, DT for the satellite clock error, DIi for the ionosphere
delay, DDtrop for the troposphere delay, di for the pseudo-range measurements
noise. Assumed that the pseudo-range measurements noise of each frequency data
are white noise and independent to each other. The size of the noise is d.

36.2.2 Dual-Frequency Combination Pseudo-Range
Measurement

The general form of dual-frequency combination pseudo-range measurements of
the Compass are as follows:

P2 ¼ aqi þ bqj þ CðDt � DTÞ þ DDtrop þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

q
d ði; j ¼ 1; 2; 3; i 6¼ jÞ

ð36:2Þ

P2 for the dual-frequency pseudo-range measurements, a ¼ f 2
i

f 2
i �f 2

j
;b ¼ �f 2

j

f 2
i �f 2

j
; the

noise is larger
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
times after combination.
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36.2.3 Tri-frequency Combination Pseudo-Range
Measurement

The tri-frequency pseudo-range measurements can eliminate the first-order iono-
sphere delay or the second-order ionosphere delay [8].

1. The combination to eliminate the first-order ionosphere delay of tri-frequency
measurements is P3:

P3 ¼ aq1 þ bq2 þ cq3 þ CðDt � DTÞ þ DDtrop þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

q
d ð36:3Þ

While a ¼ D2�D1=f 2
1

3D2�D2
1
; b ¼ D2�D1=f 2

2

3D2�D2
1
; c ¼ D2�D1=f 2

3

3D2�D2
1

, D1 ¼ 1
f 2
1
þ 1

f 2
2
þ 1

f 2
3
, D2 ¼ 1

f 4
1
þ 1

f 4
2
þ 1

f 4
3
,

the combination of noise amplification is larger
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p
times.

2. The combination to eliminate the second-order ionosphere delay of tri-frequency
measurements is P4:

P4 ¼ aq1 þ bq2 þ cq3 þ CðDt � DTÞ þ DDtrop þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

q
d ð36:4Þ

While a ¼ f 3
1 ðf2�f3Þ

D ; b ¼ f 3
2 ðf3�f1Þ

D ; c ¼ f 3
3 ðf1�f2Þ

D , D ¼ ðf1 � f2Þðf2 � f3Þðf1 � f3Þðf1þ
f2 þ f3Þ, The combination of noise amplification is larger

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p
times.

36.2.4 Coefficients of Combination Pseudo-Range
Measurement

The coefficients of various combine measurements for compass and noise mag-
nification are shown in the following Table 36.1:

The table shows that the observation noise magnification of dual-frequency
combination measurement of B1/B2 and B1/B3 is 2.90 times and 3.53 times. For
tri-frequency combination measurement, the observation noise magnification is
roughly equal to the dual-frequency combination measurements by eliminating
only the first order ionosphere delay. While the first and second order ionosphere
delay is eliminated, the magnification is 35.75 times. Usually the high order

Table 36.1 Coefficients of compass combined pseudo-range measurements

Measurements a b c Noise magnification

P2B1/B2 2.49 -1.49 / 2.90
P2B1/B3 2.94 -1.94 / 3.53
P3 2.57 -1.23 -0.34 2.87
P4 9.10 20.06 -28.16 35.75
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ionosphere delay is far less than 1 % of the total delay. The observation noise is
largely magnified when using the combination of tri-frequency measurements to
eliminate the ionosphere delay. It is always used in cycle slip detection and
ambiguity resolution fixed. This article analyzes the single & dual positioning
accuracy of the raw & smooth pseudo-range measurement.

36.3 Pseudo-Range Positioning Accuracy

36.3.1 Data Processing Strategy

This article analyzed the Compass positioning accuracy using the 3 days data of
Lintong Station (CLIN) in the 254, 255, 256 day of year. Data acquisition
equipment is developed by CLP 20. The troposphere corrections are based on
model SAASTAMOINEN zenith and NELL projection function. The Klobuchar 8
parameters model is used for single frequency ionosphere delay correction, and
combination of deionization layer is used for dual-frequency. The satellite clock
error correction parameters stems from the navigation message relativistic cor-
rections and the earth’s rotation effect corrections are related to corresponding
models. The cut-off angle of the data is 5�. Positioning results are validated
according to GPS precise point positioning result.

36.3.2 Raw Pseudo-Range Positioning Accuracy

Single & dual frequency of raw pseudo-range positioning results are as follows:
Analysis found that for 10 m positioning accuracy, the percentage of B1, B3

single frequency and B1/B3 ionosphere combination pseudo-range were 98.98,
96.48 and 95.37 %. The variation of the positioning accuracy is basically con-
sistent with the PDOP value. Overall the positioning results of B1 single frequency
are better than those of B1/B3 dual-frequency and B3 single frequency. Analysis
found that dual-frequency combination enlarges the multipath and noise, that the
positioning error is greater than that in B1 single frequency positioning; the
positioning error of B3 single frequency pseudo-range is greatly influenced by
ionosphere delay. If the positioning results for the 12–14 h (BDT 4–6 h) are
neglected; the proportion of the three-dimensional error better than 10 m is up to
99 %.

From the Fig. 36.1 we also can get that: single-frequency positioning errors of
B3 single frequency is particularly evident around BDT 5 h, while dual-frequency
positioning is not. Analysis found that this phenomenon is related to the correction
accuracy of Compass Klobuchar 8 parameters model. The ionosphere correction
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error of 1 TECU to the B3 frequency pseudo-range delay is about 25 cm. The
impact is greater than the influence to B1 pseudo-range. And the ionosphere
activity happens to be most intense around this time (around 14 h local time). The
positioning error of single & dual frequency is large around BDT 15 h caused by
poor constellation structure. This time the visible satellites number of CLIN station
is 8, which C06 and C09 satellite over the southerly, C07 and C10 just entering the
field of view in the south of the station. All GEO satellites are in the south of the
station, the constellation structure presented ‘‘one-sided’’, and positioning error is
large.

36.3.3 Smooth Pseudo-Range Positioning Analysis

Single & dual frequency smooth pseudo-range positioning results is as follows
(Fig. 36.2):

The analysis found that the positioning accuracy using the smooth pseudo-range
single & dual frequency is significantly improved. The positioning accuracy of
dual-frequency is better than 10 m, most obviously improved. The proportion of
the positioning accuracy for B1, B3 single frequency and B1/B3 combination
pseudo-range better than 10 m is 98.74, 96.33 and 99.03 %.

The observation noise is greatly reduced of smooth pseudo-range, so the
positioning accuracy of dual-frequency improved is better than single-frequency.
The positioning error of single frequency is still large around BDT 5 h, proving
that positioning errors are mainly due to ionosphere delay. Meanwhile, the posi-
tioning accuracy of smooth pseudo-range around BDT 15 h is not highly
improved, which is an approval that constellation structure within this period is the
reason for it.
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36.4 Availability Analysis

Availability refers to the probability of the system that can provide the navigation
service, which is one of the system’s performance indicators [9]. It can be divided
into instantaneous availability, single point availability and service area avail-
ability. Single point availability is available statistics of a point in different time [9].
Generally, analyzing availability is based on DOP values or positioning accuracy.
In the section, it is analyzed through positioning accuracy.

Single point availability is calculated using the following formula:

PA;i ¼
Ptend

t¼tstart ;inc¼T BoolðtÞ ¼ Truef g
1þ tend�tstart

T

ð36:5Þ

While, tstart and tend for the start and end time of the test respectively; T for
sampling interval; If positioning accuracy on t epoch meet the requirements then
BoolðtÞ ¼ 1, otherwise BoolðtÞ ¼ 0.

Horizontal and vertical errors of the raw pseudo-range positioning in 3 days are
as follows (Figs. 36.3 and 36.4):

Horizontal and vertical errors of the smooth pseudo-range positioning in 3 days
are as follows (Figs. 36.5 and 36.6):

In order to analyze single point availability of the Compass system in CLIN
station, it has divided accuracy demands into five levels, including 5, 8, 10, 15 and
20 m of both horizontal errors and vertical errors. The results are as follows:
(Tables 36.2 and 36.3).

Results show that: for 10 m positioning accuracy demands, B1 single frequency
raw pseudo-range, B1 frequency and B1/B3 dual-frequency smooth pseudo-range
can reach 98 %. The availability for 10, 15 and 20 m is 95, 99 and 100 % of both
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raw and smooth pseudo-range of single & dual frequency positioning. The B3
single-frequency is influenced largely by the ionosphere delay and the availability
is slightly low.
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Results also show that B3 single-frequency positioning vertical error is large.
Also B1 single-frequency and B1/B3 dual-frequency positioning are affected by
ionosphere delay in time BDT 4–6 h (local time 12–14 h). The single & dual
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frequency positioning vertical error is large around BDT 15 h by influence of
constellation structure. Therefore, we suggested that users can avoid these two
time periods for high accuracy requirements in Lintong region.

36.5 Conclusion

Compass is the first tri-frequency positioning satellite navigation system. This
article first introduces the Compass’s single-frequency pseudo-range measurement
and multi-frequency pseudo-range measurements, then analyze the single & dual
frequency positioning accuracy, finally analyze the single point availability in
Lintong station for different accuracy requirements. Conclusions are as follows:

1. The noise of pseudo-range measurement increases up to 3 times when elimi-
nating the first-order ionosphere delay. It is roughly equal to the accuracy of
dual-frequency combination measurement. The noise of pseudo-range mea-
surement increases 30 times when eliminating up to first-order and second-
order ionosphere delay;

2. The proportion of the pseudo-range positioning accuracy of B1, B3 single
frequency and B1/B3 dual-frequency better than 10 m: 98.98, 96.48 and
95.37 % for raw pseudo-range; 98.74, 96.33 and 99.03 % for smooth pseudo-
range;

3. The positioning accuracy is slightly deteriorated in Lintong region around BDT
5 and 15 h by the influence of ionosphere delay and the constellation.

4. For the demands of 10, 15 and 20 m positioning accuracy, the single point
availability of Lintong station are 95, 99 and 100 %. The B3 ingle-frequency
positioning accuracy is influenced by the ionosphere delay and its availability is
slightly lower.

Table 36.2 Single point availability of different accuracy demands by raw pseudo-range (%)

H/V (m) 5 8 10 15 20

B1 84.07 97.08 98.90 99.64 100
B3 63.09 91.37 96.01 98.69 99.93
B1/B3 63.08 89.18 94.20 99.79 100

Table 36.3 Single point availability of different accuracy demands by smooth pseudo-range (%)

H/V (m) 5 8 10 15 20

B1 84.29 97.87 98.36 99.81 100
B3 60.99 91.57 95.62 98.82 99.93
B1/B3 78.54 97.43 99.78 100 100
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This article is analyzed based on 4G +5I +2M Compass constellation. The
results show that the single & dual frequency positioning can achieve high
accuracy and high stability. The system performances will be better with full
Compass area constellation of 5G +5I +4M.
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Chapter 37
Antenna Circular Rotation Method
for Detecting Receiver Dynamic
Positioning Accuracy

Haisong Jiao, Shentang Li, Haiqiang Yang, Liangjian Jiang
and Lili Wang

Abstract The paper introduces circular rotation testing system by which GPS
receiver’s dynamic performance can be examined, analyzes the change rule of
Doppler frequency shift caused by the circular rotation of antenna, compares the
states of antenna circular rotation and the linear moving of airborne by investi-
gating the Doppler shift and Doppler shift changing rate, then puts forward the
basic method for detecting receiver dynamic positioning accuracy via antenna
circular rotation to simulate the state of the airborne linear motion by investigating
Doppler shift changing rate. As an example, by using a NovAtel RT2 GPS
receiver, the paper gives accuracy analysis of the GPS receiver point positioning
and carrier phase differential positioning under the condition of antenna circular
rotation with the proposed method, and gives the Receiver’s accuracy of point
positioning and carrier phase differential positioning under different moving states
as well. Finally, points out the application and popularization of the proposed
method in detecting dynamic accuracy and tracking performance of Compass and
GPS of other types.

Keywords Receiver � Dynamic accuracy � Circular rotation � Detection

H. Jiao (&)
State Key Laboratory of Complex Electromagnetic Environment
Effects on Electronics and Information System, Luoyang 471003, China
e-mail: jiaohs888@163.com

H. Jiao � H. Yang � L. Jiang � L. Wang
The 63880 troop, Luoyang 471003, China

S. Li
The 27nd Research Institute of CETC, Zhengzhou 450005, China

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 243,
DOI: 10.1007/978-3-642-37398-5_37, � Springer-Verlag Berlin Heidelberg 2013

403



37.1 Introduction

In view of GPS and Compass measurement receiver’s high precision, it is difficult
to find higher precision dynamic measuring equipment to examine their accuracy.
Thus, the evaluation of receiver dynamic positioning precision has been difficult at
home and abroad. At present, many domestic research institutes have been trying
to study on this problem, the common method is to use the signal simulator for
measurement dynamic simulation environment [1]. While, the cost of which is
expensive and inconvenient to use. Furthermore, it can not simulate the real
working environment, the test results are often in doubt as well. This paper pre-
sents a method using antenna circumferential rotation to detect and analyze the
receiver dynamic positioning accuracy, trying to solve the difficult problem of
receiver dynamic accuracy testing.

37.2 Design of Antenna Rotating Test System

37.2.1 Design Ideas

The receiver is mounted on the rotating platform, the antenna on the edge of
rotating arm, continuously improve the antenna rotation speed by adjusting the
motor, research the dynamic positioning accuracy by investigating the deviation of
the dynamic positioning data relative to fixed position, by observing the receiver
positioning and the change of Doppler shift of original measurements to study the
receiver dynamic tracking performance [2].

37.2.2 System Consist

Antenna rotation test system, shown in Fig. 37.1, consists of a rotating platform
test subsystem, differential reference station subsystem and the dynamic perfor-
mance test subsystem.

Subsystem composition and function:

1. Rotating platform test subsystem mainly consists of a rotating platform (motor,
rotating shaft, etc.), receiver (for recording), data transmission system and a
photoelectric sensor. The main task of which is to simulate the operating state
of receiver, to complete the measurement precision and tracking performance
test under dynamic condition.

2. Differential reference station subsystem mainly consists of the receiver whose
antenna is arranged at the reference point, the records with a laptop and data
transmission radio. The main work of which is to record the original measure-
ment data of the reference station and to transmit the differential information [3].
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3. Dynamic performance test subsystem mainly consists of the laptop installed with
dynamic test software, data radio to receive, process and display the real-time
positioning information and original measurement information

37.3 Comparison of Antenna Circular Motion
and Airborne Linear Motion State

37.3.1 Analysis of Doppler Frequency Shift Changes

37.3.1.1 Analysis and Test of Doppler Frequency Shift Caused
by the Antenna Circular Motion

Set the disk center point is O, satellite S in ground projection point is E, EO
connection with the disc for the intersection of A and C, B and D as the inter-
section point of circular and vertical line of AC that passes O, the angle between
planar BDS and horizontal is h (h B 90�), as shown in Fig. 37.2.

The Doppler frequency shift caused by relative motion of satellite and the target
can be expressed as [4]:

fd ¼ fs � fr ¼ �fs
VR

C
ð37:1Þ

S1

Differential reference station

subsystem

Rotating platform test

subsystem

Antenna

Measured
point

S2 S3 S4
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Dynamic performance test 

subsystem

Fig. 37.1 Working scenario of antenna rotation test system
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where, fs is the satellite transmitting frequency, fr is the received satellite signal
frequency, C is the velocity of light, VR is the radial velocity of satellite and
target’s relative movement.

Suppose Satellite is stationary, namely the Doppler frequency shift is caused
only by the antenna rotating, the GPS antenna line speed is V, the angle between
the line SD and tangential component is a, then the radial velocity of D relative to
satellite S is VR = V * COS a. When a[ 90�, the point D moves away from S,
namely Doppler frequency shift is positive. When a\ 90�, the point is close to S,
namely Doppler frequency shift is negative. When a = 90�, VR = 0, namely
Doppler frequency shift is 0.

Let turntable arm rotate clockwise, the Doppler frequency shift caused by the
antenna rotation is analyzed as follows:

1. From A to B, a increases from 90� to maximum gradually (obtuse angle). The
radial velocity is reduced from 0 to negative maximum, Doppler frequency shift
decreases gradually from 0 to positive maximum;

2. From B to C, a decreases from maximum to 90� gradually. The radial velocity
is increased from negative maximum to 0, Doppler frequency shift decreases
gradually from positive maximum to 0;

3. From C to D, a decreases from 90� to a minimum gradually f (acute angle). The
radial velocity is increased from 0 to a positive maximum, Doppler frequency
shift decreases gradually from 0 to a negative maximum;

4. From D to A, a increases from minimum 90� gradually. The radial velocity is
decreased gradually from a positive maximum to 0, Doppler frequency shift
increases gradually from a negative maximum to 0.

The Doppler frequency change shift caused by the relative movement of a
certain GPS satellite and the turning antenna and the reference station is shown in
Fig. 37.3, The Doppler frequency shift change caused only by the GPS antenna
turning is shown in Fig. 37.4, where the satellite movement is canceled out.

A

B

C

D

O

S

E α
θ

Fig. 37.2 Analysis diagram
of Doppler frequency shift
changes
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As shown in Figs. 37.3, 37.4, with the GPS antenna rotating, the Doppler
frequency shift caused by the antenna circular motion is changed periodically.
Moreover, with the increase of rotation speed, the Doppler shift frequency caused
by antenna rotation increases accordingly.

37.3.1.2 Analysis of Doppler Frequency Shift Caused by Airborne GPS
Motion

The NovAtel GPS receiver is commercial receiver, which uses a carrier phase
locked loop for carrier tracking, a code delay locked-loop for code tracking.
At present the aircraft speed varies from tens of meters per second (helicopter) to
250 meters per second or so (fighter, transport models ranging), which belongs to
the low and middle dynamic range. The Doppler frequency shift change received
by airborne GPS and reference station (nearly to turn the corner section) is shown
in Fig. 37.5; Figure 37.6 shows Doppler frequency shift change caused only by the
movement of plane relative to the GPS satellite.

Analysis: It can be got from Figs. 37.5, 37.6 that, the range of Doppler
frequency shift caused only by aircraft movement is about ±700 Hz (The turning
section for a maximum of ±1000 Hz). On the receiver under static condition,
Doppler frequency shift caused by the motion of the satellite lies in ±4.5 kHz, the
range of Doppler shift frequency caused by turntable rotation is ±100 Hz. If we
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verify the receiver precision only by Doppler frequency shift, the dynamic range of
the measurement via turntable is low. In comparison with Doppler frequency
caused only by the motion of the satellite on the receiver under static condition.
The variation range of Doppler shift caused by the aircraft motion is not big, If the
double difference positioning accuracy of GPS receiver under static condition is
very high, which is verified, then the linear change of Doppler frequency caused by
aircraft moving uniformly in a straight line will not affect the dynamic positioning
accuracy of airborne receiver.

37.3.2 Analysis of Doppler Frequency Shift Change Rate

The Doppler frequency shift change rate caused by GPS antenna’s circumferential
rotation (one revolution) relative to a certain satellite is shown in Fig. 37.7.
Figure 37.8 for the Doppler frequency shift change rate caused by the airborne
GPS antenna movement (intermediate for turning) relative to satellite No. 15.

Analysis: It is shown in Fig. 37.7 that, the minimum scope of Doppler
frequency change rate caused by GPS circular motion is within 250 Hz/s under the
rotation condition (53 RPM). In Fig. 37.8, the Doppler change rate caused by
airborne GPS in uniform motion (V = 220 m/s) is within a range of about 2 Hz/s,
the maximum of which is 20 Hz/s at turning section. Thus, by investigating the
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Doppler frequency change rate, the method can fully simulate and detect receiver
positioning accuracy under high dynamic conditions.

37.4 Positioning Precision Detection of GPS Receiver
Under Dynamic Circular Motion Conditions

37.4.1 Detection and Analysis of GPS Single Point
Positioning Accuracy

Test method: Let the receiver record or transmit the real time single point posi-
tioning data PRTKA (or GPGGA), the ground station then receives and displays
the deviation curve of the data through GPS dynamic measurement precision test
software in real time. Figure 37.9 shows real-time point positioning deviation
relative to a fixed point on different speed conditions.

Accuracy analysis: As seen from Fig. 37.9, with the increasing of rotation speed,
the dynamic point positioning deviation increases gradually, which is from 5 to 30 m
or so. The increasing of the observation noise leads to the gradual increasing of
Random deviation, which indicates that the GPS receiver point positioning is greatly
affected by the circular motion environment. In the Figure, the deviation value is for
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the distance the antenna away from a certain fixed point during real time rotating (In
this test, the antenna from the shaft center distance is 0.99 m).

37.4.2 Detection and Analysis of Dynamic Positioning
Accuracy of Carrier Phase Differential Data

37.4.2.1 Accuracy Detection

Test method A: Reference receiver and the GPS receiver on turntable record
RGEB (the original measurement data) and REPB (satellite ephemeris) simulta-
neously, change the rotating speed, by afterwards processing via double difference
processing software, the deviation from a fixed point can be got, the values of
which reflect the dynamic data accuracy. Figure 37.10 shows the deviation
of double difference carrier phase data relative to a fixed position on conditions of
different rotating speed (from static until not positioning).

Test method B: Reference receiver transmit difference data (RTCAOBS and
RTCAREF) to the receiver on turntable in real time, the receiver on turntable then
process the data and send out the result, the ground radio station receives the
double differential positioning data and displays the deviation curve of the
received data by Dynamic Measurement Precision Test software in real time.
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37.4.2.2 Accuracy Analysis

Below, taking rotation speed of 78 rpm as an example to analyze the actual
position of the receiver antenna at each moment. Due to the max sampling rate of
the receiver is 4 times/s, the analysis interval is 0.25 thereby. Table 37.1 and
Fig. 37.11 show the corresponding relationship between each positioning time and
actual position of the circular rotating antenna.

Theoretical analysis: As can be seen in Table 37.1 and Fig. 37.11, when the
rotation speed is 78 rpm, the antenna is located adjacent to position on the

Table 37.1 Corresponding relationship between each epoch and actual position of rotating
antenna

Numerical
order

Record epoch
(second)

Number of bars per second
(bar)

Location in chart
(bar)

Mark in
chart

1 0 – 1 O
2 0.25 19.5 19.5 �

3 0.5 39 39 `

4 0.75 58.5 58.5 ´

5 1 78 18 ˆ

6 1.25 97.5 37.5 ˜

7 1.5 117 57 Þ
8 1.75 136.5 16.5 þ

Note Assum set 1 revolution = 60 bars, then: 78 rpm= 78 bar/s
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Fig. 37.11 Aided analysis diagram of positioning accuracy on circular rotation conditions
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turntable every 0.75 s and counterclockwise postponed. With the increase of
rotation time, the distance between antenna’s current position and initial position
increases from the scale range 60 to 31 and decreases from the scale 30 to 1.

Figures 37.12, 37.13 for the position deviation curve of the GPS receiver on
turntable away from a fixed point by the post carrier phase difference processing.
Figure 37.12 for recording interval of 0.25 s of the differential data position
deviation, Fig. 37.13 for the interval of 0.75 s.

Conclusion can be drawn from the above analysis, when the rotating speed is
78 rpm, the accuracy of GPS dynamic carrier phase differential data is high, the
circular motion trajectory of antenna can be accurately plotted to a degree of
centimeter precision level. It can be seen from Fig. 37.10, the accuracy of carrier
phase differential dynamic data changes little with the increase of antenna rotation
speed, which further indicates that dynamic measuring precision of the present
system is high and fully meet the mission accuracy requirements.
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Fig. 37.12 Deviation of carrier phase differential data relative to fixed point on rotation
conditions
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Fig. 37.13 Deviation of carrier phase differential data relative to fixed point on rotation
conditions

412 H. Jiao et al.



37.5 Conclusions

Besides the application in verifying GPS or Compass user machine dynamic
positioning precision and dynamic tracking performance, the rotating test platform
can be applied not only to examine and check before acceptance the afterwards
difference processing software’s performance of dynamic solution, ambiguity and
cycle-slip detection and repair ability as well, but also to test the anti-jamming
ability of the receiver under dynamic conditions, etc.

References

1. Yanhong K, Qing C, Qishan Z (2004) System architecture and software design of high-
dynamic GPS signal simulator. J Beijing Univ Aeronaut Astronautics 30(6):534–538

2. Jiao HS (2007) The test and analysis of GPS survey precision. Master’s thesis, Electron Sci
Eng Nat Univ Defense Technol

3. Wen YL (2009) Analysis and simulation technology of satellite navigation system. Aerospace
Press, Beijing

4. Jiyu L (2008) GPS satellite navigation locating principle and methods, 2nd edn. Science Press,
Beijing

37 Antenna Circular Rotation Method 413



Chapter 38
Comparison of Methods on Computing
Ionospheric Delays in GNSS System Time
Offset Determination

Xue Zhang, Huijun Zhang and Xiaohui Li

Abstract Ionospheric delay error is one of the main factors that have significant
impact on GNSS system time offset determination. Two methods are adopted to
calculate the ionospheric delays in the monitoring of the GNSS system time offset.
The first one is Total Electron Content (TEC) map provided by International
GNSS Service (IGS) and the other one is the dual-frequency measure correction.
The different effects of these two calculating methods are compared and analyzed
in this paper. The results show that the ionospheric delays are corrected using dual-
frequency observation is better than using the IGS TEC MAP. The monitoring
results of the GPS/GLONASS system time offset compared with GPS/GLONASS
system time offset published by Circular T, the accuracy of the former one is
increased by 15 % than the latter one.

Keywords Ionospheric delays � TEC map � Dual-frequency measure � System
time offset

38.1 Introduction

With the development of multiple Global Navigation Satellite Systems, the
navigation based on the combination of more than one satellite navigation system
will be the important development direction in the future. By choosing the
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combination of different navigation system based on their actual needs, the users
can avoid excessive reliance on the only one system. However, since every GNSS
system has their own time reference system, the time differences between two
GNSS system will cause the deviation of positioning. The positioning precision
can be highly improved in the multi-GNSS applications if we take the GNSS
system time offset into consideration [1]. Therefore, the GNSS system time offset
determination is a very important issue in the multi-GNSS application.

Nevertheless, the ionospheric delay error is one of the main factors that
influence the result in the monitoring of the GNSS system time offset. When the
electromagnetic signals go through the ionosphere, the path of the signal will be
bend and the propagation velocity will be change because ionospheric is a diffuse
medium for propagation of electromagnetic waves. As can be seen based on the
actual data analysis, the distance difference of the electromagnetic wave propa-
gation path along the zenith direction up to 50 m, in the horizontal direction up to
150 m due to ionospheric refraction for GNSS system. Such a large deviation must
be considered for the calculation of the GNSS system time offset [2].

Two methods are mainly used to determine the ionospheric delay in the
monitoring of the GNSS system time offset, the first one is Total Electron Content
(TEC) map provided by International GNSS Service (IGS) and the other one is the
dual-frequency measurement. This paper will evaluate these two methods in term
of analyzing the accuracy and precision of the GNSS system time offset.

38.2 GPS/GLONASS System Time Offset Detection
Principles

Because Standard Time in China is produced in National Time Service Center
(NTSC), we can take the advantage of GNSS timing receiver to measure the
difference between GPST with UTC (NTSC), and the difference between
GLONASST with UTC (NTSC). We can obtain the system time offset by that
indirectly.

Figure 38.1 shows the schematic diagram of GNSS system time offset moni-
toring system. The precision time interval counter measures the time difference of
UTC (NTSC) 1pps signal and 1pps signal of the GNSS timing receiver output.
Timing receiver receives GNSS satellite signal. After processing pseudorange data
and Ephemeris data, the timing receiver can obtain the time offset between the
navigation system and receiver. And then, by doing a simple arithmetic calcula-
tion, we can get the time deviation of UTC (NTSC) and GPST as well as the time
deviation of UTC (NTSC) and GLONASST [3].

We need to consider variety of factors in this monitoring approach, such as the
pseudorange measurement error, ephemeris error, tropospheric delay error, iono-
spheric delay error, receiver delay, and local clock delay. Among these factors, the
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ionospheric delay error is one of the most important factors, which will influence
GNSS system time offset monitoring results.

38.3 Ionospheric Delays Algorithm

38.3.1 Ionospheric Delays Determination by IGS TEC Map

IGS provides a global range of ionospheric TEC figure every 2 h. This figure is
given in each 5� of longitude direction and each 2.5� of latitude direction in grid
form. The total electron content of some region at t moment is interpolated by TEC
map at Ti and Tiþ1 moment (Ti\t\Tiþ1) [4]. The four points grid interpolation as
shown in Fig. 38.2:

The detailed steps are as follows:
Firstly, we calculate the tec of Ti moment and Tiþ1 moment by spatial inter-

polation through the surrounding four points. Ei and Eiþ1 can be calculated by:

Eðk; bÞ ¼ ð1� pÞð1� qÞE00 þ pð1� qÞE10 þ qð1� pÞE01 þ pqE11 ð38:1Þ

where (k; b) is the latitude and longitude of the puncture point. E00;E01;E10;E11 is
the TEC of surrounding four points (k0; b1), (k0; b0), (k1; b1), (k1; b0) provided
by IGS TEC map. (Dk; Db) is the latitude and longitude intervals of ionosphere

Fig. 38.1 Schematic diagram of monitoring GNSS system time offset

Fig. 38.2 Diagram of the
four points grid interpolation
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map grid point. p ¼ ðk� k0Þ=Dk; q ¼ ðb� b0Þ=Db; Ei and Eiþ1 are the tec at
Ti; Tiþ1 moment.

Secondly, bilinear interpolation is calculated in two epochs, which t as a var-
iable. The TEC along zenith direction at t moment is expressed as E k; b; tð Þ, it can
be calculated by:

Tiþ1 � t

Tiþ1 � Ti
Ei þ

t � Ti

Tiþ1 � Ti
Eiþ1 ð38:2Þ

Lastly, we select the appropriate mapping function to obtain each direction of
the ionospheric delay.

Using the IGS TEC map for ionospheric delay determination in calculating the
GPS/GLONASS system time offset. Figure 38.3 shows a part of the experimental
results, and the RMS of about 5 ns.

38.3.2 Ionospheric Delays Determination by Dual-
Frequency Observation

The difference of L1 and L2 pseudorange measurement is reflecting the changes in
ionospheric delays because they are related to frequency. Do observe with dual-
frequency receivers will be able to basically eliminate the ionospheric delays (the

Fig. 38.3 Result of GPS/GLONASS system time offset (TEC map)
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accuracy of the ionospheric delay measurement up to 1.2 m (about 4 ns)).
Pseudoranges have no ionospheric influence can be expressed as:

q ¼ qL2 � qL1

1� c
ð38:3Þ

where c ¼ fL1=fL2ð Þ2. q is the ionospheric-free pseudarange. fL1 is the Carrier
frequency of L1 as well as fL2 is the Carrier frequency of L2. qL1 is the measured
value of pseudorange in L1 and qL2 is the measured value of pseudorange in L2.
The disadvantage of this method is that the measurement error is enlarged
although ionospheric delay error is erased. Based on a better method produced, the
ionospheric delay error on L1 estimated in accordance with the following for-
mula 38.4 [5]:

Dsiono;L1 ¼
f 2
L2

f 2
L2 � f 2

L1

� �
qL1 � qL2ð Þ ð38:4Þ

Owing to ionospheric delays usually change slowly and a correction value
Estimated should be subtracted from the pseudorange values, these corrected
values must be smoothed [6].

Using the dual-frequency observation for ionospheric delay determination in
calculating the GPS/GLONASS system time offset. Figure 38.4 shows a part of the
experimental results, and the RMS of about 3 ns.

Fig. 38.4 Result of GPS/GLONASS system time offset (dual-frequency)
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38.4 Analysis of the Results of GPS/GLONASS System
Time Offset that Using the Different Methods
to Calculate the Ionospheric Delays

Analyzing the results of GPS/GLONASS system time offset that using the different
methods to calculate the ionospheric delays (shown in Fig. 38.5), it can be seen
that dual-frequency correction works better than correction by IGS TEC map, the
accuracy [7] of the former (the RMS about 3 ns) is higher than the latter one (the
RMS about 5 ns). Figure 38.6 shows the results are compared with GPS/GLON-
ASS system time offset published by circular T.

Determining GPS/GLONASS system offset by taking these two ionospheric
delay corrections from July 2012 to September 2012, the RMS is shown in
Table 38.1.

From Table 38.1, it can be concluded: After a dual-frequency measure cor-
rection, the RMS of GPS/GLONASS system time offset results is smaller about
2 ns and its accuracy improved by about 15 % compared with correction by IGS
TEC map.

Fig. 38.5 Result of GPS/GLONASS system time offset in July 1 2012, July 6 2012 compared
with the BIPM circular T
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38.5 Conclusions

Ionospheric delay error has significant impact on GNSS system time offset
determination. The Main objective of this article is to analyze two methods to
measure the ionospheric delays in the monitoring of the GNSS system time offset,
the one is TEC map provided by IGS and the other one is the dual-frequency
measurement. From the experiment result, we can see that the ionospheric delays
are corrected using dual-frequency observation is better than using the IGS TEC
MAP. The accuracy of the former one is increased by 15 % than the latter one in
monitoring results of the GPS/GLONASS system time offset.

Although the TEC map estimated ionospheric delays are not as good as dual-
frequency measured ionospheric delays, the TEC map method is much simpler and
cheaper. However, the reliability of IGS TEC map is not high due to there are no
enough IGS sites. Besides, that will result in the estimated ionospheric delays drop
in accuracy. In addition, the TEC map ionospheric delays are estimated by lag
calculation, it is not recommended in real-time calculation. The ionospheric delay
correction calculated by the dual-frequency measure is higher, but the L2 carrier
signal of dual-frequency receivers is relatively weak and the cost is high. From this
point of view, both of these two methods have their advantages and disadvantages.
Therefore, when we determine the receiver delay [8] and the inter system hardware
delay in monitoring the GNSS system time offset, it may be a better way to have
these two methods combined.

Fig. 38.6 Result of GPS/GLONASS system time offset in July 2012 compared with the BIPM
circular T

Table 38.1 The RMS data compared by the two methods correction of GPS/GLONASS system
time offset

TEC map (RMS/ns) Dual-frequency (RMS/ns)

2012.7 5.49 3.34
2012.8 5.23 3.12
2012.9 5.02 2.95
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Chapter 39
Study on Signal-In-Space Errors
Calculation Method and Statistical
Characterization of BeiDou Navigation
Satellite System

Liang Chen, Wenhai Jiao, Xiaorui Huang, Changjiang Geng,
Lun Ai, Lu Lu and Zhigang Hu

Abstract BeiDou Navigation Satellite System (BDS), currently including valid 14
in-orbit satellites-5GEOs, 5IGSOs and 4MEOs, had provided formal operation
service in the late of 2012. Different type BeiDou satellite’s Signal-In-Space Range
Errors (SISRE) calculation formulation is derived in this paper according to navi-
gation satellite’s Signal-In-Space Range Errors definition. SISRE of Different type
BeiDou satellites are assessed and analyzed on the basis of this SISRE calculation
formulation by using broadcast ephemeris data and precise orbit products from
January to October, 2012 (day of year 001–303, 2012). The results show: the
broadcast ephemeris orbit accuracy of BeiDou system non-GEO satellites is better
than GEO satellites; the accuracy of BeiDou satellites broadcast ephemeris orbit
errors in radial direction, GEO is better than 1.5 m and non-GEO is better than
1.0 m, is the best; the average of GEO satellites rms Signal-In-Space Range errors
including orbit errors only is better than 2.0 m, while non-GEOs is better than 0.8 m.

Keywords BeiDou system � SISRE � Formula derivation � Signal-in-space �
Accuracy statistical characterization
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39.1 Introduction

BeiDou Navigation Satellite System developed and operated by China indepen-
dently, can provide high-precision and high-reliability Position, Navigation and
Timing service (PNT) and will be completed to be BeiDou-II, which include 35
satellites and can overlap the earth surface in 2020s [1, 2]. BeiDou Navigation
Satellite System had provided trial service for Asia-pacific area users in the late of
2011. The event that 16th satellite was successfully launched on October 25, 2012
respected that the second-stage satellite network had completed, which will further
promote and improve the BeiDou system service performance immensely. With
the ICD formal version publishing, BeiDou had provided formal operation service
for Asia–pacific area users in Dec 27, 2012.

BeiDou Navigation Satellite System currently includes valid 14 in-orbit
working satellites-5 Geostationary Orbit satellites (GEOs), 5 inclined Geo-syn-
chronization orbit satellites (IGSOs) and 4 Medium Earth Orbit Satellites (MEOs).
The Fig. 39.1 shows the BeiDou system footprints and coverage (reference time–
0:00:00 November 11, 2012). As can be seen from the figure, the number of visible
BeiDou satellites is more than 8 in the area of Asia-pacific. The satellite marked
red is GEO (C02), which was launched on October 25 and is in on-orbit tests now;
The GEO (C03) satellite is adjusting to 110.5�E.

Currently, Signal-In-Space Ranging Error (SISRE) is one of key indicators
which can assess the system service performance of navigation satellite system
effectively. Different type BeiDou satellite’s Signal-In-Space Range Errors (SIS-
RE) calculation formula is derived in this paper according to navigation satellite’s
Signal-In-Space Range Errors definition. Broadcast orbit and Signal-In-Space
accuracy of BeiDou system are analyzed by those calculation formulae and a
series of results and conclusions are got in this paper too.
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Fig. 39.1 BeiDou satellites footprints and depth of coverage (reference time–0:00:00 2012-11-11)
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39.2 Calculation Method of BeiDou Signal-In-Space
Errors

39.2.1 Navigation Satellite SISRE

The Signal-In-Space Ranging Error (SISRE) is a key performance indicator for
assessing the performance of the BeiDou Navigation Satellite System. SISRE can
be defined as the difference between the satellite position based on the broadcast
navigation data (position and clock) and the truth, projected on the line-of-sight to
the user [3]. The instantaneous SISRE values can be evaluated at a large number of
spatial points spread evenly across the satellite’s coverage on the surface of Earth,
and the global average SISRE can be computed as the rms of the instantaneous
SISRE value at each of those spatial points [4].

As shown in Fig. 39.2, RS is orbital radius of navigation satellite, rE is the

average radius of the Earth; E
!¼ �C; A; �Rð Þ is the deviation vector of

broadcast orbit error in the Cross, Along, Radial direction, respectively. A space
Cartesian coordinate system is created as shown in the figure. A point D, the
projection of which in xoy plane is D0, is selected arbitrarily in the satellite
S coverage on the earth surface. Assuming the angle between OD and the z-axis is

a, OD0 and x-axis b. From those, SD
�!

direction normalized vector can be got as
follow:

l
!¼ SD

�!

SD
�!���
���
¼ rE sina cosb; rE sina sinb; rE cosa � RSð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
E � 2rE RS cosa þ R2

S

p ð39:1Þ

If we assume uniform distribution of positions on the surface of Earth [5, 6], for
the point D a; bð Þ on the surface of Earth the superficial area in the range of
a; a þ da½ �, b; b þ db½ � is b; b þ db½ �, then the superficial area of satellite

S coverage on the surface of Earth is
R 2p

0

R p
2� h
0 r2

E � sin a da db. So the joint prob-
ability distribution of the point in satellite coverage on the surface of Earth is:

p a; bð Þ ¼ r2
E � sin a da dbR 2p

0

R p
2� h
0 r2

E � sin a da db
¼ sin a da db

2p 1 � sinhð Þ ð39:2Þ

According to the definition of ‘‘Global Positioning System Standard Positioning
Service Performance Standard 2008’’ for resolving the global average SISRE
formula, the global average SISRE is RMS statistical value of the projection error

of satellite signal-in-space error (orbit error E
!

and satellite clock error T) on the

signal propagation direction l
!

[6, 7]. From Fig. 39.2, variable range of a is
0; p

2 � h
� �

, and the b is 0; 2p½ �. Thus, the RMS formula of SISRE is as follows:
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rms SISRE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ 2p

0

Z p
2� h

0
E
!� l
! � c � T

h i2

sin a da db

,
2p 1 � sinhð Þ

vuut

ð39:3Þ

where, c is the speed of the light in vacuum, T is the satellite clock error.

39.2.2 SISRE Formulation of BeiDou System

BeiDou satellite navigation constellation consists of GEO satellites, IGSO satel-
lites and MEO satellites. Because orbit height of different type BeiDou satellites is
different with GPS, the SISRE calculation formula is different. In order to get the
BeiDou system SISRE approximate calculation formula, we assume that the Earth
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Fig. 39.2 Diagram of orbit
errors in Radial, Along, Cross
direction and Signal-In-Space
range errors formula
derivation
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is a uniform sphere, average radius of which is 6,371 km; BeiDou GEO and IGSO
satellite’s average orbit height are 35,786 km, and the MEO’s is 21,528 km [8, 9].

According to those assumptions, we can obtain the BeiDou GEO and IGSO
satellite’s h = 8.69�, MEO satellite’s h = 13.21� in the Fig. 39.2. Substituting h
into the formula (39.3), different type BeiDou navigation satellite’s SISRE
approximate calculation formula can be obtained as follows:

rms SISREGEO&IGSO ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:9842 � R2 � 1:9841 � R � cT þ c � Tð Þ2þ 0:0079 � A2 þ C2ð Þ

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:99 � R� c � Tð Þ2þ 1

127
� A2 þ C2ð Þ

r ð39:4Þ

rms SISREMEO ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:9631 � R2 � 1:9627 � R � cT þ c � Tð Þ2þ 0:0185 � A2 þ C2ð Þ

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:98 � R� c � Tð Þ2þ 1

54
� A2 þ C2ð Þ

r ð39:5Þ

The statistics results SISRE in this paper only consider the satellite’s broadcast
orbit error, that is:

rms SISREG&I�Orbit�error�only ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:99 � Rð Þ2þ 1

127
� A2 þ C2ð Þ

r
ð39:6Þ

rms SISREM�Orbit�error�only ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:98 � Rð Þ2þ 1

54
� A2 þ C2ð Þ

r
ð39:7Þ

39.3 Data Sources

39.3.1 WHU’s Precise Ephemeris

Some data used in this paper are based on the international GNSS monitoring and
assessment system (iGMAS). As the Data and Analysis Center of the iGMAS,
Wuhan University (WHU) set out to establish the BeiDou Experimental Tracking
Stations (BETS, as shown in Fig. 39.3) worldwide at the beginning of 2011 to
carry out comprehensive scientific and application studies about the BeiDou
Navigation Satellite System. Currently, a continuous tracking network for BeiDou
in-orbit satellites has been basically formed. Currently, the BETS network consist
of nine domestic stations and seven overseas continuous tracking stations, which
are equipped with UR240-CORS, independently developed by China and sup-
porting Beidou/GPS dual system quadruple frequency high-accuracy receivers. By
PANDA (Position And Navigation Data Analysis) software processing the
observations of BETS network, BeiDou system precise orbit products can be
obtained in format sp3. From the orbit results, the radial accuracy of the BeiDou
satellite precise orbit is better than 10 cm, the other directions accuracy of
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overlapping arcs can reach to 10–20 cm [10]. Relative to the meters accuracy of
BeiDou broadcast ephemeris orbit, the precise ephemeris products can be used as
its reference true value absolutely.

What need to mention is that the precise orbit accuracy of IGSO satellite is
better than GEO satellite’s from the orbit results. Some reasons are as follow:
firstly, because flare angle of the GEO satellite relative to the earth is very small
(less than 18�) and BETS network belongs to a local distribution tracking network
currently, observation geometry structure strength to the GEO satellites is poor.
Secondly, the GEO satellite is a kind of Geostationary Orbit satellite and keep
stationary relative to the ground tracking stations, the geometry changes of
satellite-to-station are very small, the information increased by increasing the
observation time is limited, so some system errors (such as clock error and
tracking station position deviation) are hard to be resolved and separated, which
makes the GEO satellite orbit errors in along track direction are large. These
factors may affect the statistical analysis result of BeiDou broadcast ephemeris
orbit accuracy in the following paper.

39.3.2 Data Selection and Processing Strategies

In order to assess and analyse the accuracy of the BeiDou system signal-in-space
effectively, consecutive ten months broadcast ephemeris data are selected since
BeiDou system began to provide trial service in the late of last year (Day of Year
001-303, 2012). The selected satellite data arcs are shown in Table 39.1. Taking
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Fig. 39.3 BeiDou experimental tracking stations (BETS) for producing precise ephemeris
products
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the BeiDou precise ephemeris provided by iGMAS Data and Analysis Center
(WHU) as the reference true value and following the BeiDou SISRE calculation
formula obtained above, BeiDou system present broadcast ephemeris orbit accu-
racy and SISRE are assessed in the follow paper.

39.4 Statistical Characterization of BeiDou
Signal-In-Space Errors

39.4.1 Statistics and Analysis of Broadcast
Ephemeris Orbit Error

In order to analyze the change rules of different type BeiDou satellite’s broadcast
orbit error in each direction over time, GEO (C04), IGSO (C06) and MEO (C11)
orbit data in September, 2012 (Day of Year 245–274) are selected to give typical
examples in this part, as shown in Fig. 39.4.

At the same time, we also statistic the mean and standard deviation of BeiDou
in-orbit working satellite’s ephemeris errors in Radial, Along and Cross direction
from January to October, 2012, which is shown in Fig. 39.5, and the RMS of
BeiDou ephemeris in each direction according to the formula (39.8), as shown in
Table 39.2.

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
vi � vi

.
n � 1

r
ð39:8Þ

Table 39.1 Data arc selected in this paper

Satellite no. Satellite type Start time End time

C01 GEO 2012.1.1 2012.10.29
C02 GEO – –
C03 GEO 2012.1.1 2012.10.29
C04 GEO 2012.1.1 2012.10.29
C05 GEO 2012.5.1 2012.10.29
C06 IGSO 2012.1.1 2012.10.29
C07 IGSO 2012.1.1 2012.10.29
C08 IGSO 2012.1.1 2012.10.29
C09 IGSO 2012.1.1 2012.10.29
C10 IGSO 2012.1.1 2012.10.29
C11 MEO 2012.7.1 2012.10.29
C12 MEO 2012.7.1 2012.10.29
C13 MEO – –
C14 MEO – –
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Fig. 39.4 Broadcast ephemeris errors change curve versus time of Different type BeiDou
satellites are BeiDou MEO Broadcast Orbit Precision a C04, b C06, and c C11
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Combining Figs. 39.4, 39.5 and Table 39.2, what can be obtained as follow:

1. The broadcast orbit errors in each direction exit significant periodic fluctuation.
Figure 39.4 shows that there are obvious fluctuations in all directions since
DOY265.

2. Although ephemeris errors are generally assumed to be zero-mean, the reality
may be different. Figure 39.5 indicates the mean of Radial, Along and Cross
normalized by the standard deviation. In Fig. 39.5, the red dots denote the
mean, while the blue lines with a length of once the standard deviation are
centered at the red dots. From the figure, we can get that most of the mean of

Fig. 39.5 Mean and once standard deviation of BeiDou Navigation Satellite System broadcast
ephemeris errors

Table 39.2 RMS Accuracy statistic of BeiDou satellites broadcast orbit errors in Radial, along
and cross direction

Satellite no. Satellite type Radial (m) Along (m) Cross (m)

C01 GEO 1.041 2.417 9.063
C03 GEO 1.310 3.744 12.471
C04 GEO 1.231 4.867 20.434
C05 GEO 1.109 4.238 3.935
C06 IGSO 0.774 2.051 3.191
C07 IGSO 0.807 1.972 2.342
C08 IGSO 0.953 2.372 3.341
C09 IGSO 0.991 2.648 3.132
C10 IGSO 0.817 2.384 3.172
C11 MEO 0.492 2.654 1.519
C12 MEO 0.470 3.540 1.914
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BeiDou non-GEOs ephemeris errors in each direction are near zero, while
radialtrack errors usually have a negative mean.

3. Table 39.2 indicates the accuracy of radial ephemeris errors is the best, with
GEOs is better than 1.5 m, IGSOs precedes 1.0 m and MEOs is superior to
0.5 m. This is because the ground tracking stations to satellite observations
changes in the radial is more sensitive than the other two directions, and the
force model in along track and cross track is not perfect.

4. Figure 39.5 and Table 39.2 indicate the ephemeris errors accuracy of IGSOs
and MEOs in each direction is better than GEOs’. In Fig. 39.5, there is a larger
standard deviation of the C04 (GEO) ephemeris error in cross direction, which
is 20.43 m.

Fig. 39.6 Orbit-error-only SISRE change curve versus time of different type BeiDou satellites

Fig. 39.7 Mean of BeiDou
system Orbit-error-only
SISRE from DOY 001-303,
2012
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39.4.2 SISRE Statistics and Analysis

By the formula (39.6, 39.7), what can be obtained is that radial errors have a
greater impact on SISRE; better radial error can obtain better SISRE. Using the
data in Table 39.1, we calculate and analyze the orbit-error-only SISRE (SISRE
Orbit-error-only) of different type BeiDou satellites. Figure 39.6 shows orbit-error-
only SISRE change curve versus time of Different type BeiDou satellites, taking
GEO(C05), IGSO(C06) and MEO(C11) as typical examples.

As can be seen from the Fig. 39.5, the orbit-error-only SISRE changes of
different type BeiDou satellites are smooth; Most of GEO and IGSO satellite’s
orbit-error-only SISRE is better than 3.0 m, while MEO satellite’s is superior to
2.0 m.

Figure 39.7 shows the statistic mean of BeiDou satellites orbit-error-only
SISRE from DOY 001-303, 2012. From that, the mean of GEOs orbit-error-only
SISRE, better than 2.0 m, is larger than non-GEO satellite’s, which is superior to
1.8 m. From the statistical results, the BeiDou system’s orbit-error-only SISRE has
keep the same level with GLONASS [5].

39.5 Conclusions

Now BeiDou Navigation Satellite System has completed the work of second-stage
satellite network (5GEO+5IGSO+4MEO). Based on the characteristics of the
BeiDou satellite orbit, Different type BeiDou satellite’s Signal-In-Space Range
Errors (SISRE) calculation formula, as the key, is derived in this paper. Using the
broadcast ephemeris data and precise ephemeris product from January to October,
2012 (Day of Year 001-303, 2012), broadcast orbit accuracy and Signal-In-Space
performance of BeiDou system are elevated and analyzed by those calculation
formulae. Statistical analysis results show as follow:

1. The broadcast ephemeris orbit accuracy of BeiDou system non-GEO satellite is
better than GEO satellite;

2. The radial ephemeris error accuracy of each BeiDou satellites is the best, GEO
is better than 1.5 m, non-GEO is superior to 1.0 m;

3. The mean of GEO satellite’s Orbit-error-only SISRE is better than 2.0 m, while
non-GEOs’ is superior to 0.8 m.

4. BeiDou system broadcast ephemeris orbit-error-only SISRE has keep the same
level with GLONASS. But comparing to GPS system’s better than 1.0 m
broadcast ephemeris orbit-error-only SISRE [11], there is still room for further
improvement for the BeiDou system’s broadcast ephemeris orbit accuracy.

With the further development of the BeiDou Navigation Satellite System, the
broadcast ephemeris orbit accuracy will be further improved and enhanced to
provide better positioning and navigation services for global users
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Chapter 40
A New EIRP Measurement for User
Equipments Based on CRDSS

Qian Wang and Chao Xie

Abstract The radiated signal of user equipment enters into the station effectively
only with the proper power, so effective isotropic radiated power (EIRP) is the
main factor for design of user equipment. The precise value of EIRP is measured
in the two dimensional plane condition of darkroom. While in outside circum-
stance, ERIP is calculated complicatedly by many parameters of communication
route, but the final result is not right. In this paper, to satisfy the operation need of
Comprehensive Radio Navigation Satellite Service (CRDSS), emission route is
abstracted into mathematical models, apart from the circumstance, distance and
device factor, the angle formed by antenna and satellite is taken and the right valve
of EIRP of multiple satellites is got simultaneously by the geometry relation of
solid space. EIRP measurement is executed on the GEO and IGSO satellite by this
way, it is useful for evaluation of effective entrance range to the station and design
of satellite constellation. On the basis, the concept of extended angle is proposed to
testify the practicableness of satellite. Experiment data in the east and west polar
region of china proves out this measurement way. The conclusion is that ERIP of
4dBw is proper lower limit for signal to enter into the station in the condition of
satellite constellation and signal processing.

Keywords CRDSS � EIRP � Effective extended angle � Link calculation

40.1 Introduction

CRDSS [1] is the special operation of Compass navigation system. The function of
position service share was performed only by the technique of GPS position and
communication in the past time, but it is totally substituted by CRDSS. CRDSS
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combines measurement, orientation and position report, simplifies the different
demand of user and complex math processing into the unified manipulation.
Complexity of user equipment and the basic facilities is reduced by CRDSS. The
technique is not the simple mixture of navigation and communication, but a
entirely new mode and service idea to meet the diversified needs of the application.

CRDSS is a radio positioning system of measuring distance among multiple
reference stations, which includes the parts of RDSS of two satellites, RDSS of
three satellites and Radio Navigation Satellite System (RNSS). The most dis-
tinctive difference with RNSS is that user equipment need transmit a response
signal to different type of satellites (2 GEO satellites and 1 IGSO satellite). It is
urgent to measure EIRP of user equipment accurately and quickly by practical way
to ensure that transmitting signal is received and relaid through satellite tran-
sponder. The classical calculation method based on communication link involves
many application parameters and link processing, so this way is not practical in the
project realization due to parameter accuracy and computational complexity.

In view of the above problems, this paper analyses the systematical transmis-
sion link of CRDSS device, and sets up a model way of EIRP measurement and
quantitative expression making direct use of signal factors and orbital elements
apart from the circumstance, distance and device factor. The concept of effective
extended angle is proposed to reflect satellite availability, and field test data proves
the effectiveness of the method. The research method and conclusion provides
basis for design of user equipment. It is the reference to the design of constellation
of navigation system.

40.2 Analysis of Transmission Link

40.2.1 Explain of Process

Link Composition of CRDSS is shown in Fig. 40.1. Measurement and control
center (MCC) in the ground transmits signal of measuring distance. After receiving
the forward signal through any satellite, user equipment transmits response signal to
three satellites. MCC receives the response signal through three satellites, gets the

1GS 2GSIS

MCC User

Fig. 40.1 Composition
structure of CRDSS system
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round trip distance from MCC to user, and completes the solution of user position
finally. From the above processing, three satellites compose the certain geometric
relationships and relay the signal from the user equipment to get good position
results. It is very important to set proper value of EIRP.

40.2.2 Calculation in Theory and Limitation

It is an usual computing method [2] that EIRP is deducted according to received
electrical level and state of link from the ground to satellite. Input link of CRDSS
is random access for multiple user signals. Due to power difference of user, the
cross-correlation value produced by large power and small power is so much larger
than the autocorrelation value that the signal of small power does not enter into the
station [3, 4]. So it is very important to set the proper EIRP and the acceptable
lower level respectively for user and MCC. In addition, these factors such as G/T
of satellite, signal gain of satellite channel, loss of free space, and loss of weather
produce the influence of ERIP calculation. The measure method of G/T of satellite
can be found in the paper [5].

Table 40.1 shows the calculation value of electronic level and ERIP while the
user equipments of 5 and 10 W power amplifier work in Beijing region. From the
test, the EIRP value of 10 W power is 2 times as much as that of 5 W power,
which is matching to the true ratio. The problem is that EIRP value is 2 or 3 dB
larger than the true power. There are two reasons to explain why it happens. One is
that many indefinite factors cause the complex test in the outdoor environment.
ERIP calculation involves many parameters, which are defined by the typical and
statistical value as described in the parameter Table 40.2, but these values are not
ac-curate number in the certain environment only to express theoretical signifi-
cances. The other is the error caused by difference of processing equipment in the
station and volatility of level in calculation of electronic level.

Table 40.1 Electronic level of entering into the station and EIRP value

Power amplifier (W) Designed angle Inbound electrical level Calculation value of EIRP

Beam 1 Beam 3 Beam 5 East West Middle

10 180/90 53.9 51.8 51.7 15.9 13.8 13.8
180/80 53.9 51.7 51.7 15.9 13.7 13.8
180/70 53 49.3 53.4 15 11.3 15.5
180/50 52.5 49.3 53.5 14.5 11.3 15.6
180/30 53.65 49.9 52.5 15.6 11.8 14.6

5 180/90 0 46.85 47.3 0 8.8 9.3
180/80 49 48.39 50 11 10.5 12
180/70 50.34 49.4 50 12.3 11.5 12
180/50 50.7 48.3 50.6 12.7 8.8 12.5
180/30 43.57 47.5 49 0 9.5 11
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40.3 Modeling of Included Angle Factor
and Actual Calculation

Based on the definition of EIRP, the value of EIRP is measured and calculated by
the model of included angle. On the basis, the actual prediction is executed. The
definition [6] is as follows:

EIRP ¼ PT fð ÞGT fð Þ ð40:1Þ

where PT is power density of transmission signal, GT is power gain, which is
directly related with included angle between the antenna and the satellite
(Fig. 40.2).

40.3.1 Calculation of Satellite Angle [7]

From the above figure, the coordinate of user position in Earth centered Earth fixed
frame system is (x,y,z), the coordinate of satellite position is (xs,ys,zs), the
observation vector from user to satellite is

Dx
Dy
Dz

2
4

3
5 ¼

xs

ys

zs

2
4

3
5�

x
y
z

2
4
3
5 ð40:2Þ

Table 40.2 Working
parameters of link calculation

Parameter of uplink Parameter of downlink

User EIRP Receiving power
Free Space loss of uplink Free space loss of downlink
Loss of weather (T1) Loss of weather (T2)
G/T1 of satellite G/T2 of central station
Carrier noise ratio of uplink Carrier noise ratio of downlink

uΔ

nΔ

eΔ( ), ,P x y z

θ
αξ

( )( ) ( ) ( ), ,s s sS x y z
Fig. 40.2 Diagram of
satellite angle
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The observation vector Dx Dy Dz½ �T is substituted for vector in the local
level frame system as point p is base point, the alteration relationship is

De
Dn
Du

2
4

3
5 ¼ S �

Dx
Dy
Dz

2
4

3
5 ð40:3Þ

In the expression, S ¼
� sin k cos k 0

� sin u cos k � sin u sin k cos u
cos u cos k cos u sin k sin u

2
4

3
5 (/ is latitude in

location, k is longitude in location).
Based on the principle of trigonometry as described in the figure, the expression

of elevation and azimuth angle of the satellite is as follows:

h ¼ arcsin
Duffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Deð Þ2þ Dnð Þ2þ Duð Þ2
q

0
B@

1
CA ð40:4Þ

a ¼ arctan
De

Dn

� �
ð40:5Þ

40.3.2 Elevation Angle of GEO Satellite

As an example of the middle latitude region of 40�, the range of longitude is from
70 to 140�, which covers the entire region of china from the east to the west. The
variety of elevation angle of east, west and middle satellite by above calculation is
shown in the Fig. 40.3. From the figure, the elevation angle of middle spare
satellite is more than 30� in the whole region. The elevation angle of east satellite
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is pairing with that of west satellite. In the any region, there are two available
satellites of high elevation angle for users. The results show three GEO satellites
can complete the RDSS operation of double satellites in the whole region of china
and surrounding areas.

40.3.3 Elevation Angle of IGSO Satellite

To be the certain geometric shape, CRDSS system usually involves one IGSO
satellite. The intersection formed by the earth surface and connection between
satellite and earth center is called point under satellite. The point shape of IGSO is
‘‘8’’ through crossover point of the equator. The moving cycle is 24 h. Variety of
IGSO elevation angle in the region of high latitude, middle latitude, and low
latitude is shown with the passage of time. The lower is latitude, the longer is the
effective duration time of elevation angle. The effective duration time of elevation
angle is more than 12 h in the region of high latitude (60�). Two alternate IGSO
satellites provide effective CRDSS service for users in the above place (Fig. 40.4).

40.3.4 Calculation of Included Angle

Provided that the angles of satellites and users are known, the included angle
between user and satellite can be estimated. In the Fig. 40.5, point A expresses
antenna of receivers, P0 expresses horizontal plane that the receiver is located in.
P1 expresses vertical plane that satellite is located in. Point B expresses the point
that Plane P1 intersects with connecting line between satellite and receiver. Point
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C expresses point that antenna normal intersects with plane P1. E expresses the
vertical point of B in the plane P0. F expresses the vertical point of C in the plane
P0. G expresses vertical point of C in the line BE. a expresses elevation angle of
satellite, b expresses elevation angle of antenna. c expresses horizontal azimuth
angle of satellite and antenna. h expresses included angle of satellite and antenna,
which is the last destination. To ensure the uniqueness of plane P1, P1 is per-
pendicular to P0. Projection length of Line AC in the plane P0 with the direction of
antenna normal line is the same as that of line AB with the direction of satellite
and user. This design simplifies subsequent calculation.

AB ¼ AE

cos að Þ ð40:6Þ

AC ¼ AF

cos bð Þ ð40:7Þ

Based on Eqs. (40.6) and (40.7), according to Cosine theorem,

EF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AE2 þ AF2 � 2 � AE � AF � cos cð Þ

p
ð40:8Þ

CG ¼ EF ð40:9Þ

BC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BG2 þ EF2

p
ð40:10Þ

If the length of line the AB, AC, and BC is known, according to cosine theorem,
the angle value of h is found.

The analysis Fig. (40.6a–d) are shown in the different region based on the above
theory. Provided that the azimuth angle is stationary and the elevation angle of
satellite is small, the larger is the elevation angle of antenna, the smaller is angle
between antenna and satellite. Conversely, when the elevation angle is large, the
variety of antenna elevation angle has small effect on the above angle. Or the
larger is elevation angle, the larger is the above included angle.

S

P0

P1

A

B

C

E
F

αβ γ
θ
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Antenna of receiver

Fig. 40.5 Diagram of
included angle calculation
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When the elevation angle of antenna is stationary, the angle range from 30 to
60� is suitable according to using habit. Corresponding to the included angle (more
than 30�), the range of azimuth angle is called ‘‘effective extended angle’’.
Effective extended angle is 135 and 90� respectively corresponding to east and
west satellite in fuyuan region. Effective extended angle is 90 and 180� respec-
tively corresponding to east and west satellite in kashi region. The large range of
effective extended angle shows that the receivers produce good results of entering
into the station in the region.

0 10 20 30 40 50 60 70 80 90
-50

0

50

100

elevation angle of antenna

in
cl

ud
ed

 a
ng

le

azimuth 0

azimuth 45

azimuth 90

azimuth 135

azimuth 180

azimuth 225

azimuth 270

azimuth 315

0 10 20 30 40 50 60 70 80 90
-80

-60

-40

-20

0

20

40

60

80

elevation angle of antenna

in
cl

ud
ed

 a
ng

le

azimuth 0

azimuth 45

azimuth 90

azimuth 135

azimuth 180

azimuth 225

azimuth 270

azimuth 315

0 10 20 30 40 50 60 70 80 90
-80

-60

-40

-20

0

20

40

60

80

elevation angle of antenna

in
cl

ud
ed

 a
ng

le

azimuth 0

azimuth 45

azimuth 90

azimuth 135

azimuth 180

azimuth 225

azimuth 270

azimuth 315

0 10 20 30 40 50 60 70 80 90
-40

-20

0

20

40

60

80

100

elevation angle of antenna

in
cl

ud
ed

 a
ng

le

azimuth 0

azimuth 45

azimuth 90

azimuth 135

azimuth 180

azimuth 225

azimuth 270

azimuth 315

(a) (b)

(d)(c)

Fig. 40.6 a Analysis of east sat. in Fy. region. b Analysis of west sat. in Fy region. c Analysis of
east sat. in KS. region. d Analysis of west sat. in KS. region

442 Q. Wang and C. Xie



40.4 Verification of Actual Measurement Data

40.4.1 Performance Detection of Transmission Antenna

To get high power gain of transmission, entire directional antenna is used in the
receiver. Out of roundness of antenna is 1 as far as possible. Variety of power gain in
the different elevation angle is small. Restricted with the technical and productive
factor, circularly polarized microstrip antenna in use produces the certain deviation.
Experiment results show that from the directional diagram of antenna in the dark-
room the range of power gain is within 3 dB in the elevation range from 30 to 90�.

40.4.2 Analysis of Actual Data

To verify the practical results of receiver ERIP in the outside environment, the
representative test regions such as kashi in xinjiang province and fuyuan province
in Heilongjiang are selected in this paper. These two places are located in the west
and east bottom of china to test service performance of GEO satellite in the edge of
position.

Experiment is done in the open region without the obvious interference. Hor-
izontal calibration instrument is used to define base level. Receiver is placed on the
horizontal framework, continuous position is applied after setting certain azimuth
and pitch. After the test is finished, the dependent level data of entering into the
station is extracted from the center control system, data valve of included angel is
got in the principle described in the second part of paper. These above kinds of
data are filled in the Tables 40.3 and 40.4.

Due to difference of the region that satellite wave beams of entering into the
station cover, beam 1, 3, and 5 are main waves in fuyuan, beam 2, 4, and 6 are main
waves in kashi. From the table, included angle in theory is larger, the electrical level
valve of entering into the station is larger. This phenomenon proves exactness of
theoretical calculation. When the included angle is more than 25�, the corre-
sponding electrical level is effective, the corresponding azimuth of receiver is
called effective azimuth. Effective azimuth range of east satellite in fuyuan is from
90 to 270�. Effective azimuth range of West Satellite in fuyuan is from 180 to 270�,
the above value of Ready Satellite is in the middle of two above ranges. Effective
azimuth range of west satellite in kashi is from 45 to 270�. Effective azimuth range
of east satellite in kashi is from 45 to 135�, the above value of Ready satellite is so.
This result is similar to the theoretical calculation value in the Sect. 3.4.

Comparing the level data of kashi with that of fuyuan, the level of entering into
station is also similar when the included angle is identical. In the same place, the
level of different satellites is similar when the included angle is similar. The
important inference is that included angle is main factor of determining ERIP
irrelevant to the certain user position and satellite.
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Table 40.3 Test resulting data in Fuyuan region

Azimuth/elevation Included angle calculation Inbound Electrical level in Fuyuan

Beam 1 Beam 3 Beam 5 Beam 1 Beam 3 Beam 5

0 30 -25.37 -15.86 -23.29 0 0 0
0 60 4.43 -0.815 3.33 24.98 29.5 35.5
45 30 -8.83 -42.77 -28.82 0 0 0
45 60 13.66 -14.388 0.462 27.9 38.8 32.4
90 30 22.09 -37.89 -8.11 38.5 33.49 32.63
90 60 32.81 -12.18 11.83 46.31 31.82 41.71
135 30 58.23 -6.70 25.33 49.2 0 42.33
135 60 54.65 4.37 32.24 48.74 19.63 46.7
180 30 82.29 31.47 63.06 42.74 47.24 45.84
180 60 63.75 26.42 53.24 46.7 46.87 45.89
225 30 45.73 68.09 78.00 46.05 49.31 46.6
225 60 47.5 42.78 58.33 46.93 49.85 47.2
270 30 10.74 59.64 39.58 0 49.87 47.12
270 60 25.62 39.92 40.86 46.26 49 44.85
315 30 -16.71 21.43 3.90 0 0 0
315 60 9.13 20.77 19.01 33.6 0 37.4

Table 40.4 Test resulting data in Kashi region

Azimuth/elevation Included angle calculation Inbound electrical level in Kashi

Beam 1 Beam 3 Beam 5 Beam 1 Beam 3 Beam 5

0 30 -8.83 -15.61 -13.42 0 38.67 32.17
0 60 1.39 14.29 10.14 8.24 50.18 36.03
45 30 29.59 -2.315 16.88 48.93 49.12 44.4
45 60 23.45 22.27 28.55 47.1 48.26 45.24
90 30 65.38 24.59 53.16 47.64 51.52 46.38
90 60 39.63 39.98 50.56 50.25 50.95 49.48
135 30 58.12 56.39 87.10 46.2 51.37 47.88
135 60 37.10 62.02 62.48 50.37 51.82 48.98
180 30 20.43 74.99 50.31 12.41 50.26 47.22
180 60 18.33 73.73 48.98 35.21 48.98 45.71
225 30 -17.35 47.49 14.29 40.3 50.94 41.92
225 60 -3.39 55.88 26.92 5.56 49.34 45.3
270 30 -45.52 16.30 -15.25 0 45.70 0
270 60 -17.40 34.36 9.11 0 47.8 15.9
315 30 -40.81 -7.82 -27.48 0 38.39 21.46
315 60 -15.33 18.89 2.51 0 50.53 44.49
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40.5 Conclusions

Not using the complicated way of link analysis, a practical calculation model of
ERIP is set up in the outer three Dimensional spaces. According to the position
angle of receiver, the included angle between antenna and satellite is calculated
through the geometry model. Combined with power amplifier and electrical level
value of entering into station, the basic conclusion is that when the power is 5 W
and the angle between receiver antenna and satellite is more 30�, corresponding
ERIP of 4dBw can ensure that transmission signal enters into station effectively.
The concept of effective extended angle is proposed. The test in the east and west
bottom of china shows the effective extended angle of satellite with high elevation
angle is more than 180�, which of satellite with low elevation angle is more than
90�. The value of extended angle shows the availability of satellite. Based on the
running orbit of satellite, 3 GEO satellites and 2 IGSO satellites can satisfy the
needs of CRDSS service in china and nearby region.
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Chapter 41
BeiDou Positioning and Multipath
Analysis for Short Baselines

Xuying Ma and Yunzhong Shen

Abstract In this paper, we carried out GPS and BeiDou relative positioning with
our developed software using the real data collected in Beijing and Shanghai,
respectively, and assessed the accuracy of single epoch baseline solution of the two
systems. For short baseline, the relative positioning accuracies of the two systems
are basically the same, and the vertical accuracy of the baseline of BeiDou is better
than that of GPS. The solved time series errors mainly contain the multipath error
and random noise. We used wavelet filtering to extract multipath error according to
the frequency characteristics of the random noise and multipath errors. Subse-
quently, the analysis of GPS and BeiDou multipath was carried out to find the
differences between them. Finally, sidereal filtering based on the orbit characteris-
tics of BeiDou was used to eliminate multipath error and improve the relative
positioning accuracy. The results showed that the accuracy of relative positioning
for short baselines can improve up to 10 % after the multipath error is filtered out.

Keywords BeiDou � GPS � Relative positioning � Multipath effects � Sidereal
filtering

41.1 Introduction

BeiDou Navigation Satellite System is China’s global navigation satellite system
which has been developed independently. By the end of 2012, a regional navigation
satellite system providing service for areas in China and its surrounding areas has
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been established and there are 14 satellites in orbit including 5 geostationary orbit
(GEO) satellites, 5 inclined geostationary orbit (IGSO) satellites and 4 median
elevation orbit (MEO) satellites. The open service is free to all users with point
positioning accuracy of 10 m, timing accuracy of 20 ns and velocity accuracy of
0.2 m/s currently [1]. BeiDou works as the third mature navigation satellite system
following the former GPS and GLONASS. With the construction and development
of BeiDou system, its data processing and application becomes a hot spot and focus
of GNSS positioning. In recent years, numerous studies related to positioning and its
error sources using BeiDou system have been carried out by many institutions and
scholars. For instance, the error sources such as satellite clock error, ionosphere
delay, troposphere delay and multipath error were analyzed and single point posi-
tioning was carried out after correcting these errors [2]. Performance of precise point
positioning and relative positioning based on BeiDou system were initially assessed
and the results are compared and analyzed using real GPS/BeiDou data collected
from UR240-CORS Dual-System receivers [3, 4]. In this paper, we carry out GPS
and BeiDou relative positioning with our developed software using the real data
collected in Beijing and Shanghai, respectively, and assessed the accuracy of single
epoch baseline solution using the two systems. Subsequently, sidereal filtering based
on the orbit characteristics of BeiDou system are carried out and the positioning
accuracy is significantly improved.

41.2 GNSS Baseline Solution Principle

The accuracy of GNSS point positioning will be affected by many factors such as
satellite orbit errors, clock errors and signal propagation errors. The relative
positioning, which is widely used in precision positioning, can effectively weaken
the impact of these errors. The receiver and satellite clock biases can be eliminated
using double differenced observations, the equations of pseudo-range and carrier
phase read [5]

Pij
AB ¼ qij

AB þ ðl
j
B � li

BÞdXB þ ðm j
B � mi

BÞdYB þ ðn j
B � ni

BÞdZB þ Iij
AB þ Tij

AB þMP

þ eP

ð41:1Þ

Lij
AB ¼ qij

AB þ ðl
j
B � li

BÞdXB þ ðm j
B � mi

BÞdYB þ ðn j
B � ni

BÞdZB þ kf N
ij
AB � Iij

AB þ Tij
AB

þML þ eL

ð41:2Þ

where, Pij
AB and Lij

AB are the double differenced pseudo-range and carrier phase
measurements, the subscript A, B represent stations and superscript i, j represent
satellites, A denotes the reference station and i is the reference satellite. dX, dY and
dZ represent three coordinate corrections of baseline vectors; l, m and n represent
direction cosines of three coordinate components; kf is wavelength of f frequency,
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N represents ambiguity; I and T represent ionosphere and troposphere delays
respectively, which can be neglected when the baseline is short. The double dif-
ferenced constant term

qij
AB ¼ q j

AB � qi
AB ¼ q j

B � q j
A � qi

B þ qi
A ð41:3Þ

where, q is the distance between station and satellite. M P and M L represent
multipath of pseudo-range and phase, respectively. eP and eL represent the pseudo-
range and carrier phase measurement errors respectively. The weight matrix of
double differential observations is [6]:

Ps ¼
1

2ns
nsIns�1 � ens�1eT

ns�1

� �
ð41:4Þ

where, I and e denote diagonal matrix and unit matrix correspondingly. s represent
the observation type and ns represent satellite number of this observation type.

41.3 Data Processing and Analysis

41.3.1 Data Collection

We collected two short baselines data using UB240-CORS BD-2/GPS Dual-
System Quad-Frequency (GPS: L1, L2; BD-2: B1, B2) receivers produced by
UNICORE Communications Incorporation. One ultra-short baseline in Beijing is
3.0669 m and the observation period is from Nov 8, 2012 to Nov 10, 2012.
Another short baseline in Shanghai is 470.3009 m and the observation period is
from Nov 8, 2012 to Nov 15, 2012. The sampling interval of all the data is 1 s.

41.3.2 Analysis of Baseline Solution Results Based
on Different Systems

By using self-developed BeiDou/GPS data processing software, we calculated all
the data. Meanwhile, we also computed the baseline with all the GPS data using
Bernese software, which are used as reference values for analyzing the accuracy of
our epoch-wise solutions. Figure 41.1 presents the error time series for the short
baselines of both BeiDou and GPS in Shanghai at Nov 08, 2012.

The root mean squared (RMS) errors, which are calculated from the error time
series of the BeiDou system in Fig. 41.1, are 0.41, 0.30 and 0.71 cm respectively
for north (N, blue), east (E, red) and up (U, green) coordinate components; and the
RMS errors for the GPS system are 0.33, 0.28 and 1.26 cm respectively. Fig-
ure 41.2 illustrates the RMS errors of all day’s solutions for the short baselines
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both in Shanghai and Beijing. The average RMS errors of the short baseline in
Shanghai are 0.36, 0.29, 1.57 cm and 0.42, 0.31, 0.80 cm for the N, E and U
coordinate components of GPS and BeiDou systems, respectively. The average
RMS errors of the short baseline in Beijing are 0.24, 0.18, 0.61 cm and 0.21, 0.18,
0.55 cm for N, E and U coordinate components of GPS and BeiDou systems,
respectively. We find that the relative positioning errors of the two systems are
basically at the same level. For the baseline in Shanghai, GPS performs better than
BeiDou for the N, E coordinate components but inferior to BeiDou for the U
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coordinate component; for the baseline in Beijing, BeiDou performs slightly better
than GPS for the N, U coordinate components and almost the same for the E
coordinate component. In summary, for short baseline, the relative positioning
errors of the two systems are basically at the same level for the N, E coordinate
components, and the accuracy of BeiDou is better than that of GPS for the U
coordinate component, especially in Shanghai, the lower latitude area.

41.3.3 Analysis of DOP Value for Different Systems

In order to compare the difference of satellite constellations between GPS and
BeiDou system, we count visible satellites and DOP values of GPS and BeiDou in
Shanghai and Beijing on Nov 8, 2012, respectively. The results are shown in
Fig. 41.3.

As can be seen from Fig. 41.3, the number of visible satellites of BeiDou
(green) in Shanghai and Beijing areas are from 6 to 11 and the average numbers
are 8 and 7 in Shanghai and Beijing, respectively. While the average numbers of
GPS (blue) are 8.5 and 9 respectively in Shanghai and Beijing. The number of
BeiDou satellites is less than that of GPS, especially in the higher latitudes areas.
Because BeiDou constellation consists of three different types of satellites: GEO,
IGSO and MEO satellites, there are only two MEO satellites providing services at
present and we carried out positioning using GEO ? IGSO satellites mode in most
times, which causes less visible satellites in higher latitudes areas. The total visible
satellites of the two systems (red) in Shanghai and Beijing areas are from 13 to 20,
therefore, the satellites constellation will be significantly improved when we carry
out integrated positioning by using the GPS/BeiDou systems.

0 5 10 15 20
4

6

8

10

12

14

16

18

20

Time [h]

S
at

el
lit

e 
nu

m
be

r

 

 

GPS
BeiDou
GPS&BeiDou

0 5 10 15 20
4

6

8

10

12

14

16

18

20

Time [h]

S
at

el
lit

e 
nu

m
be

r

 

 

GPS
BeiDou
GPS&BeiDou

Fig. 41.3 Visible satellite statistics of different systems for Shanghai (Left) and Beijing (Right)
areas
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The DOP values in Shanghai and Beijing areas of the two systems are drawn in
Figs. 41.4, 41.5, respectively. Comparing Figs. 41.4 and 41.5, we can find that
both the GDOP and PDOP values of BeiDou are larger than that of GPS. The DOP
values of BeiDou is large but the alteration trend smooth and consecutive. When a
IGSO satellite arise or fall down, the DOP value will vary significantly (As shown
9:00 am in Figs. 41.3 and 41.5).The DOP value will be significantly improved
when combine the two systems.
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41.3.4 Multipath Error Analysis for BeiDou and GPS

The error time series mainly contain the multipath error and random noise. We
extract the multipath errors of GPS and BeiDou measurements by using wavelet
filtering according to the frequency characteristics of the random noise and mul-
tipath errors. Since the observation environment of the permanent stations are not
change, the multipath errors must be periodic. We can improve the accuracy of
daily baseline solution by filtering the periodic multipath errors. In this example,
the single epoch solution of the two systems for Beijing and Shanghai has been
carried out using three consecutive days’ measurements from Nov 8 to Nov 10,
2012. We use the 10 order daubechies (db10) wavelet to extract the multipath
errors according to the low-frequency characteristics from three days’ error time
series of the N, E and U coordinate components, respectively.

The cross-correlation lags and coefficients between pairs of results are shown in
Table 41.1. The cross-correlation lags indicate the shifts from *239 to 253 s.
These shifts are roughly indicative of the sidereal repeat period (*236 s less than
1 solar day), which indicate that the multipath errors significantly exist. As shown
in Table 41.1, the correlation coefficients of BeiDou are smaller than that of GPS,
which indicates that the change of constellation geometry of BeiDou is more
significant than that of GPS. The cross-correlation lag of BeiDou are slightly
shorter than that of GPS, and the cross-correlation lag between the adjacent two

Table 41.1 Statistic of the multipath correlation delay for BeiDou and GPS (Beijing and
Shanghai area)

System Relevant
date

Direction Beijing area Shanghai area

Correlation
lag (s)

Max. corr.
coefficient

Correlation
lag(s)

Max. corr.
coefficient

BeiDou Day1-Day2 N 244 0.513 252 0.622
E 253 0.455 239 0.573
U 247 0.469 245 0.501

Day2-Day3 N 243 0.598 241 0.575
E 246 0.623 243 0.592
U 242 0.590 245 0.611

Day1-Day3 N 491 0.410 490 0.584
E 487 0.396 483 0.416
U 488 0.322 485 0.409

GPS Day1-Day2 N 245 0.712 250 0.663
E 245 0.675 246 0.683
U 248 0.757 247 0.766

Day2-Day3 N 250 0.697 248 0.717
E 247 0.657 249 0.632
U 248 0.743 243 0.710

Day1-Day3 N 488 0.677 485 0.579
E 491 0.623 493 0.634
U 488 0.732 487 0.601
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days is centered at about 240 s, which is longer than the theoretical value 236 s.
With the increase of interval days, the max correlation coefficient decrease
gradually [7]. For instance, the max correlation coefficient of day1 and day3 is
smaller than that of day1 and day2 or day2 and day3. It indicates that the geometry
structure of satellites will change at the same place as the increase of interval days.

41.4 Sidereal Filtering Based on Orbit Characteristics
of BeiDou

41.4.1 Multipath Period of BeiDou

For a fixed station, the period of satellite-receiver geometry mainly depends on
satellites orbit period. We can calculate satellite orbit period according to the
broadcast ephemeris, the equation is [8]

n ¼
ffiffiffiffiffiffiffiffi
GM
p

=a
3
2 þ Dn

T ¼ 2p=n
ð41:5Þ

where,
ffiffiffiffiffiffiffiffi
GM
p

is the Earth, a and Dn are the semi-major axis of orbit ellipse and the
perturbation of mean velocity, T is orbit period.

GPS constellation only consists of several MEO satellites; the orbit period,
which can be calculated with (41.5), is 11 h 58 m. For a fixed station on the Earth,
the visible satellites in the sky will be exactly the same after 23 h 56 m 4 s (the
sidereal day). Since the multipath errors are related to satellite-receiver geometry,
we can mitigate these errors by correct them according to the periodic charac-
teristics, we call this method sidereal filtering [7]. The sidereal filtering has two
steps and its implementation requires two or more day’s data. The first step is to
estimate multipath errors with the measurement of the first day, the second step is
to subtract the estimated multipath errors, shifted by one sidereal period (23 h
56 m 4 s), from the estimated positions of the second day [9–11].

We calculate orbit repeat times for all BeiDou satellites with the broadcast
ephemerides from Jul. 13 to Aug. 1, 2012, the results are shown in Fig. 41.6.

In Fig. 41.6, the SatID 1-5, SatID 6-10 and SatID 11, 12 are GEO, IGSO and
MEO satellites, respectively. We can find that orbit periods of each kind satellite
are different, and for one satellite, each day’s orbital period is also different. The
orbit periods of GEO, IGSO and MEO satellites are 86163, 86162 and 46391 s,
respectively, which basically coincide with that of the multipath periods [12].
Namely, GEO, IGSO and MEO satellites appear a period ahead of time 237, 238
and 245 s every day (MEO satellites orbit around the earth 13 cycles every week,
taking the 1715 s shift-seconds relative to one week into account, average 245 s
for one day and it is basically consistent with the results of GPS).
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41.4.2 Sidereal Filtering Based on Multipath Error Periods
of BeiDou

The satellite constellation of BeiDou consists of three different types of satellites:
GEO, IGSO and MEO satellites, it contributes to the different orbit periods. So the
sidereal filtering based on GPS constellation is not suitable for BeiDou.

We carried out sidereal filtering for baseline solution according to the average
orbit period previously obtained. In this example, two consecutive days’ dating
from Nov 13 to Nov 14, 2012 single epoch baseline solution for the short baselines
in Beijing and Shanghai were carried out with BeiDou measurements. The error
time series of N, E, and U coordinate components before and after sidereal filtering
(2012/11/14) are drawn in Fig. 41.7, and the statistics of baseline solution in
Shanghai and Beijing are listed in Tables 41.2 and 41.3 respectively.

From the results, we can find that sidereal filtering partly eliminate period errors
related to satellite-receiver geometry, the accuracy of relative positioning for short
baselines is significantly improved. This illustrates that this sidereal filtering based
on orbit characteristic of BeiDou is useful for improving the daily BeiDou solution
of fixed stations.
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Fig. 41.6 Orbit repeat times found from the broadcast ephemerides of all BeiDou satellites from
Jul. 13st to Aug. 1st, 2012 (The broadcast ephemerides interval of BeiDou is 1 h, the ephemerides
epoch number in one day are about 24, 19 to 21, 8–10 for GEO, IGSO and MEO satellites,
respectively)
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41.5 Conclusions

In this paper, we carry out GPS and BeiDou relative positioning using the real data
and assess the positioning performance of the two systems in China. Subsequently,
sidereal filtering based on the orbit characteristics of BeiDou is used to eliminate
multipath error and improve the accuracy of relative positioning. We can draw the
following conclusions from our results:
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Fig. 41.7 Time series of coordinate error in each orientation before and after sidereal filtering
(2012/11/14, Shanghai)

Table 41.2 Results statistics
before and after sidereal
filtering of Shanghai station

RMS N
(cm)

RMS E
(cm)

RMS U
(cm)

Original results 0.51 0.34 1.06
Sidereal filtering results 0.43 0.27 0.82
Improvement proportion (%) 15.69 20.59 22.64

Table 41.3 Results statistics
before and after sidereal
filtering of Beijing station

RMS N
(cm)

RMS E
(cm)

RMS U
(cm)

Original results 0.23 0.20 0.62
Sidereal filtering results 0.19 0.18 0.55
Improvement proportion (%) 17.39 10.00 11.29
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1. For the two short baselines calculated in this paper, the relative positioning
accuracies of the two systems are basically at the same level; the BeiDou can
get better accuracy for U coordinate component than GPS.

2. Currently, BeiDou has been able to provide high-precision positioning, its
visible satellites keeps about 6–11. Since BeiDou constellation is not yet
completed, the average visible satellites are less than that of GPS, and the DOP
conditions are inferior to GPS as well.

3. The multipath effect correlation characteristics of BeiDou and GPS are similar
to some extends. The periods of multipath of the GEO, IGSO and MEO sat-
ellites are 86163, 86162 and 46391 s respectively, which are basically con-
sistent with their orbit periods.

4. Under the circumstance of heavy multipath effect, sidereal filtering based on
orbit periods characteristic of BeiDou can significantly improve the accuracy of
positioning, which is meaningful to its data processing.

Acknowledgments This work was sponsored by Natural Science Foundation of China (Projects:
41074018). Thanks Li Jianwen, Li Bofeng and Zhu Yongxing for the great support of this paper.
Liu Weizhou and Tang Chengpan provided useful guidance during data processing and paper
writing. The writers thank UNICORE company for their relevant hardware support.

References

1. China Satellite Navigation Office (2011) Report on the development of BeiDou(COMPASS)
Navigation satellite system(V1.0), Beijing

2. Cao Y, Hu X, Wu B et al (2012) The wide-area difference system for the regional satellite,
SCIENCE CHINA(Physics, Mechanics and Astronomy), July vol 55(7):1307–1315, doi:
10.1007/s11433-012-4746-1

3. Montenbruck O, Hauschild A, Steigenberger P, Hugentobler U, Teunissen P, Nakamura S
(2012) Initial assessment of the COMPASS/BeiDou-2 regional navigation satellite system,
GPS Solutions. doi:10.1007/s10291-012-0272-x. Published online: 12 June

4. Shi C, Zhao Q, Hu Z, Liu J (2013) Precise relative positioning using real tracking data from
COMPASS GEO and IGSO satellites. GPS solut 17(1):103–119. doi:10.1007/s10291-012-
0264-x

5. Li Z, Huang J (2005) GPS surveying and data processing. Wuhan University Press, Wuhan
6. Wei Z, Ge M (1998) Mathmatic model of GPS relative positioning. Surveying and Mapping

Press, Beijing
7. Yuan L, Huang D, Ding X, Xiong Y, Zhong P, Li C (2004) On the influence of signal

multipath effects in GPS carrier phase surveying. Acta Geodaetica et Cartographica Sinica
33(3):1001–1595

8. Agnew DC, Larson KM (2006) Finding the repeat times of the GPS constellation, GPS
solutions, vol 11(3):71–76. doi:10.1007/s10291-006-0038-4. Published online: 31 August

9. Choi K, Bilich A, Larson KM, Axelrad P (2004) Modified sidereal filtering: implications for
high-rate GPS positioning, Geophysical research letters, vol 31, L22608, doi:10.1029/
2004GL021621

10. Yin H, Gan W, Xiao G (2011) Modified sidereal filter and its effect on high-rate GPS
positioning. Geomatics Inf Sci Wuhan Univ 36(5):608–611

41 BeiDou Positioning and Multipath Analysis 457

http://dx.doi.org/10.1007/s11433-012-4746-1
http://dx.doi.org/10.1007/s10291-012-0272-x
http://dx.doi.org/10.1007/s10291-012-0264-x
http://dx.doi.org/10.1007/s10291-012-0264-x
http://dx.doi.org/10.1007/s10291-006-0038-4
http://dx.doi.org/10.1029/2004GL021621
http://dx.doi.org/10.1029/2004GL021621


11. Ragheb E, Clarke PJ, Edwards SJ (2007) GPS sidereal filtering: coordinate- and carrier-
phase-level strategies. J Geodesy 81(5):325–335. doi:10.1007/s00190-006-0113-1

12. Ma X, Shen Y (2012) Multipath analysis of COMPASS triple frequency observations, The
international symposium on GPS/GNSS, Oct. 31st-Nov. 2nd, Xi’an, China

458 X. Ma and Y. Shen

http://dx.doi.org/10.1007/s00190-006-0113-1


Chapter 42
Research on High-Precision Measurement
and Calibration Technology for Carrier
Phase Consistency of Digital Beam Array
Navigation Signal Simulator

Dexiang Ming, Yangyang Liu, Xiaopeng Zhong and Xiye Guo

Abstract Digital beam array navigation signal simulator is a kind of important
equipment to develop, test and verify multi-element anti-jamming satellite navi-
gation terminal with cables. According to the working principle of anti-jamming
satellite navigation terminal, the carrier phase consistency is a key indicator to
signal simulator. Thus, measurement and correction of carrier phase consistency is
an important part in the design of digital beam array signal simulator. In this paper,
for this problem, an innovative technical solution is proposed for high-precision
calibration based on carrier interferometer. This solution uses two array elements
to measure delay mutually, based on the signal phase of one, directly detecting the
phase of another. After analysis of theory and validation of experiment, the
solution can achieve high measurement accuracy that is less than 0.1� of the
relative phase among the array elements, and the price is small.

Keywords GNSS � Digital beam array navigation signal simulator � Carrier phase
consistency � High precision � Measurement and calibration

42.1 Introduction

Digital beam array navigation signal simulator is a kind of important equipment to
develop, test and verify multi-element anti-jamming satellite navigation terminal
with cables, and is also guarantee and support to improve the anti-jamming
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capability of weapons and equipment. In order to ensure the precision of the phase
consistency, we need to take measurement adjusting and periodic calibration.
Therefore, measurement and correction of zero value [1–3] of carrier phase is an
important part in the design of digital beam array signal simulator. The zero value
is a relative value between each array element, not absolute value that is from
baseband to the antenna, and generally requires less than one degree. The tradi-
tional method [4–6] of measurement measures the absolute delay of phase by
tracking loop, and this requires the closed-loop measurement system as a refer-
ence. Using the closed-loop measurement system will make error larger, and
requires high synchronized performance of the closed-loop measurement. The
conventional closed-loop measurement cannot achieve high measurement accu-
racy. In response to this problem, an innovative technical solution is proposed for
high-precision calibration based carrier interferometry in the design of digital
beam array signal simulator. The solution uses two array elements to measure
delay mutually, based on signal phase of one, directly detecting the phase of
another, and can achieve high measurement accuracy that is less than 0.1� with
small price.

42.2 Principles of Measurement and Calibration

The schematic diagram of high-precision measurement and calibration based on
the carrier interferometry measurement is shown in Fig. 42.1. The emitting unit of
simulator has a total of k ports, and the signal waveform that is output by DAC at
each emitting port is: xk tð Þ ¼ sin -� -LOð Þt þ ukð Þ: The phase delay caused by
down-conversion and filtering system is: /k � uk: The signal waveform that
reaches antenna aperture is: A1 sin -t þ /1ð Þ:

The synthesized signal is y tð Þ ¼
PK
k¼1

Ak sin -t þ /kð Þ; formed by the signal of

k ports. Since each signal has completely the same frequency, the k and j channel
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Fig. 42.1 Schematic of high-precision measurement and calibration
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signal, only has the phase difference, that is /k � /j; and amplitude difference, so
each signal is actually fully coherent signal. We can take full advantage of this
coherence to achieve the detection of the phase difference, that is /k � /j:

The following example illustrates the high-precision measurement principle of
phase difference, /k � /j; using two channel signals.

42.2.1 Principle of Coherent Measurement of Carrier
Phase Consistency

Firstly we study phase measurement principle of two coherent signals. Without
loss of generality, suppose the waveform of first channel signal that arrives at the
antenna aperture planes as a reference waveform, the waveform is:

x1ðtÞ ¼ A1 sin -t þ /1ð Þ ð42:1Þ

The waveform of k channel:

xkðtÞ ¼ Ak sin -t þ /kð Þ ð42:2Þ

The synthesized signal of 1 and k channel is:

yðtÞ ¼ A1 sin -t þ /1ð Þ þ Ak sin -t þ /kð Þ

¼ A1 sin -t þ /1ð Þ þ Ak

A1
sin -t þ /kð Þ

� �
:

ð42:3Þ

After trigonometric transform:

y tð Þ ¼A1

�
sin -tð Þ cos /1ð Þ þ cos -tð Þ sin /1ð Þ

þAk

A1
sin -tð Þ cos /kð Þ þ cos -tð Þ sin /kð Þ½ �

� ð42:4Þ

yðtÞ ¼A1 sin -tð Þ cos /1ð Þ þ
Ak

A1
cos /kð Þ

� ��

þ cos -tð Þ sin /1ð Þ þ
Ak

A1
sin /kð Þ

� �� ð42:5Þ

yðtÞ ¼ A1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos /1ð Þ þ

Ak

A1
cos /kð Þ

� �2

þ sin /1ð Þ þ
Ak

A1
sin /kð Þ

� �2
s

sin -t þ d/kð Þ

ð42:6Þ

Merge the Eq. (42.6), we get:

42 Research on High-precision Measurement and Calibration Technology 461



yðtÞ ¼ A1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2

Ak

A1
cos /1 � /kð Þ þ Ak

A1

� �2
s

sin -t þ d/kð Þ ð42:7Þ

It can be seen that the synthesized waveform relative to the first channel signal
x1ðtÞ ¼ A1 sin -t þ /1ð Þ; the amplitude enhancement factor is:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pk /1 � /kð Þ

p
¼

A1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 Ak

A1
cos /1 � /kð Þ þ Ak

A1

	 
2
r

A1

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2

Ak

A1
cos /1 � /kð Þ þ Ak

A1

� �2
s ð42:8Þ

That is:

Pk /1 � /kð Þ ¼ 1þ 2
Ak

A1
cos /1 � /kð Þ þ Ak

A1

� �2

ð42:9Þ

Therefore, the power enhancement factor of the synthesized signal waveform is
a function of the phase error /1 � /k: We can get /1 � /k by Pk /1 � /kð Þ: Since
Ak
A1

can be accurately measured and only cos /1 � /kð Þ is unknown in the Eq. (42.9),

so /1 � /k can be calculated as Eq. (42.10).

cos /1 � /kð Þ ¼
Pk /1 � /kð Þ � 1� Ak

A1

	 
2

2 Ak
A1

ð42:10Þ

Define the right side of Eq. (42.10) as a concept dk:

dk,

Pk /1 � /kð Þ � 1� Ak
A1

	 
2

2 Ak
A1

: ð42:11Þ

We can get the measurement equation:

cos /1 � /kð Þ ¼ dk ð42:12Þ

Based on Pk /1 � /kð Þ; dk can be calculated; thereby /1 � /k can be
calculated.

There is only one observed quantity in this measurement principle, so the
measurement accuracy cannot meet the demand. In order to improve the mea-
surement accuracy, we should better use more observed quantities.

In order to obtain more observations, the best method is to change the phase of
reference signal of the first channel manually, forming M corrections of obser-
vations /1 mð Þ;m 2 1;M½ � Suppose the M scanning phases generated manually of
the first channel can scan 2p phase angles.
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/1 mð Þ ¼ 2p
M

m; m ¼ 1; 2; 3; . . .;M ð42:13Þ

For each correction value /1 mð Þ;m 2 1;M½ �; after observing for a few times,
we can get one observed value that is dk mð Þ: And we also will get a measurement
sequence as shown in Eq. (42.14):

cos /1 mð Þ þ /1 � /kð Þ ¼ dk mð Þ ð42:14Þ

Reference [7] describes the sine phase detection method: obtain tan /1 � /kð Þ
through the orthogonal measurement method, and then through tan /1 � /kð Þ we
can obtain /1 � /k: Thus, here directly give tan /1 � /kð Þ according to dk mð Þ:

tan /1 � /kð Þ ¼

PM
m¼1

dk mð Þ sin /1 mð Þð Þ

PM
m¼1

dk mð Þ cos /1 mð Þð Þ
ð42:15Þ

If /1 mð Þ ¼ 2p
M m; m ¼ 1; 2; 3; . . .;M; we get:

XM
m¼1

sin /1 mð Þð Þ ¼ 0 ð42:16Þ

XM

m¼1

cos /1 mð Þð Þ ¼ 0 ð42:17Þ

Take Eqs. (42.16) and (42.17) into the expression tan /1 � /kð Þ; and remove

�1� Ak
A1

	 
2
; we can obtain:

tan /1 � /kð Þ ¼

PM
m¼1

Pk /1 � /k;mð Þ sin /1 mð Þð Þ

PM
m¼1

Pk /1 � /k;mð Þ cos /1 mð Þð Þ
ð42:18Þ

This /1 mð Þ ¼ 2p
M m; m ¼ 1; 2; 3; . . .;Mexperimental phase scanning process is

necessary, not only to improve the precision of the phase measurement, and
eliminate various amplitude error. In fact, sin /1 mð Þð Þ; cos /1 mð Þð Þ; is a narrow-
band filter, and can eliminate most of the DC noise, like Pk /1 � /k;mð Þ:

42.2.2 Procedure of Measurement

According to the above principle, the method of calibration process is described as
follows:
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Step 1: Measuring the reference signal power, P1, of the first channel.

Fix the first channel signal, as a reference signal, and calculate its power by
self-measurement loop.

Step 2: Measure the relative power Pk /1 � /k;mð Þ of the total M experimental
synthetic signal of the k channel.

Holding the first channel signal power, open the k channel, close the other
signals except the first and k channel signal.

For the k channel signal, change the phase of the baseband carrier signal of the
first channel signal, /1 mð Þ ¼ 2p

M m; m ¼ 1; 2; 3; . . .;M; in which M = 16. Each
channel signal holds 50 ms to calculate the signal power for self-measurement
loop. Within a cycle of 50 ms, calculate enhancement factor, Pk /1 � /k;mð Þ; that
is the power of the synthesized signal by measurement loop respect to the power of
the first channel signal.

Step 3: calculate the relative phase difference /1 � /k:

According to Pk /1 � /k;mð Þ; calculate tan /1 � /kð Þ by Eq. (42.18), then look
up the tan table, and /1 � /k can be obtained.

42.2.3 Analysis of Measurement Accuracy

According to the Reference [7], we estimate the accuracy of the formula (42.18). If
the observation noise variance is rP; the measurement accuracy of the phase is:

r /1 � /kð Þ �
ffiffiffiffiffi
2
M

r
rP �

180
p

Degreeð Þ ð42:19Þ

If we take Ps ¼ �40dBmW; N0 ¼ �174dBmW, and B = 20 Hz, rP; can be
estimated as Eq. (42.20):

rP ¼
ffiffiffiffiffiffiffiffiffi
N0B

Ps

r
� 10�6 ð42:20Þ

r /1 � /kð Þ � 2:0� 10�5 Degreeð Þ ð42:21Þ

Thus, this phase detecting method can achieve high accuracy.

42.3 Tests and Analysis of Results

In order to verify the above theory, we take the experimental instruments as
follows to test:
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Signal Source: IFR2025
Power divider: Mini—ZAPD-2-21-3 W
Synthesizer: Mini—ZAPD-2-21-3 W
Spectrum analyzer: Agilent 8563E
Phase shifter: Spectrum LS-0170-1121

42.3.1 Test Results of Power Synthesis

Experimental connection relationship is shown in Fig. 42.2. The signal source
sends 1.5 GHz single carrier with low phase noise to the power divider, forming
completely same phase signals of two ways. The synthesized signal is then fed into
a spectrum analyzer to measure the power of the synthesized signal.

According to Fig. 42.2, firstly measure power of the synthesis signal of two
channels. Then remove one, and measure power of the remaining channel signal.
The experimental results measured are shown in Table 42.1.

From Table 42.1, we can get that the power of two completely same phase
coherent signal respect to without synthetic beam, will be enhanced 6 dB. Since
the power divider is a linear device, and the correctness of the synthesis formula
(42.3) is also verified.

42.3.2 Test Results of Amplitude Changing Caused
by Phase Changing

The connection relationship of verification test of amplitude variations caused by
phase changes is shown in Fig. 42.3.

Synthesizer
Mini-ZB4PD1
800M-2000M

Power divider
Mini-ZB8PD

800M-2000M

Signal Source

9KHz 2.51GHz

1.5GHz

0dBmW

Spectrum 
analyzer

Agilent 8563 E

2

1

sin( )k k
k

A tϖ ϕ
=

+∑1 1sin( )A tϖ ϕ+

2 2sin( )A tϖ ϕ+

Fig. 42.2 Test schematic of power synthesis of two channels

Table 42.1 Test results of power synthesis of two channels

Synthesis
of two channels (dB)

Synthesis
of one channels (dB)

Relative power of synthesized signal 0 -6.33
Theoretical value 0 -6
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1. Test after connecting one SMA

Spectrum phase shifter moves only 7�. Therefore, connect an SMA connector in
front of the synthesizer to increase the signal delay, and compensate insufficient of
the Spectrum phase shifter. The phase shifts 45�. After connecting, change the
phase shifter of Spectrum phase shifter, we can get the relationship between the
relative power change of synthesized waveform and number of turns of Spectrum
phase shifter that is shown in Fig. 42.4.

As shown in Fig. 42.4, the Spectrum’s phase shifter changes one lap (0.85�),
the amplitude substantially changes 0.13 dB. At this time, the phase difference is
relatively small, at the peak of the cosine wave, and is not very sensitive to the
change in phase. DSP can sense 0.13 dB amplitude variations. It proves that we
can detect the phase difference changes by detecting the power change of syn-
thesized signal.

2. Test after connecting two SMA

Spectrum phase shifter moves only 7�. Therefore, connect two SMA connectors
in front of the synthesizer to increase the signal delay, and compensate insufficient
of the Spectrum phase shifter. The phase shifts 90�. After connecting, change the
phase shifter of Spectrum phase shifter, we can get the relationship between the
relative power change of synthesized waveform and number of turns of Spectrum
phase shifter that is shown in Fig. 42.5.
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11
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2δφ
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sink k
k

A tω φ
=

+∑

Fig. 42.3 Test schematic of amplitude changing caused by phase changing
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As shown in Fig. 42.5, the Spectrum’s phase shifter changes one lap (0.85�),
the amplitude substantially changes 0.67 dB. At this time, the phase difference is
large, at the middle of the cosine wave, and is sensitive to the change in phase.
DSP can sense 0.67 dB amplitude variations. It proves that we can detect the phase
difference changes by detecting the power change of synthesized signal.

3. Test after connecting three SMA

Spectrum phase shifter moves only 7�. Therefore, connect three SMA con-
nectors in front of the synthesizer to increase the signal delay, and compensate
insufficient of the Spectrum phase shifter. The phase shifts 135�. After connecting,
change the phase shifter of Spectrum phase shifter, we can get the relationship
between the relative power change of synthesized waveform and number of turns
of Spectrum phase shifter that is shown in Fig. 42.6.
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As shown in Fig. 42.6, the Spectrum’s phase shifter changes one lap (0.85�),
the amplitude substantially changes 4–2 dB. At this time, the phase difference is
relatively large, at the down of the cosine wave, and is very sensitive to the change
in phase. DSP can sense 2–4 dB amplitude variations. It proves that we can detect
the phase difference changes by detecting the power change of synthesized signal.

42.3.3 Conclusions

In this paper, an innovative solution of high-precision measurement calibration is
presented based on carrier interferometry to measure and correct carrier phase
consistency in the design of digital beam array signal simulator. This solution can
measure the relative phase difference of each synthesis signal precisely and in real
time, and is irrespective of other zero-value error interferences. After test and
analysis, the algorithm has high measurement accuracy that is less than 0.1� of
phase difference and good anti-jamming performance, which demands less to the
amplitude of the reference signal, and reduces the requirements to self-correction
circuit. It is a kind of good measurement correction method of carrier phase
consistency.
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Chapter 43
A Study on High Precision Calibration
of Zero Value for Navigation Signal
Simulator

Xiaopeng Zhong, Zhenwu Tang, Zhijun Meng and Dexiang Ming

Abstract As a high precision source, the navigation signal simulator is possible to
simulate the navigation signal which arrived at the antenna of receivers in all kinds
of dynamic or static scene, providing a realistic and controllable environment for
receiver performance testing. It not only needs higher signal simulation accuracy,
but also needs methods and means of high-precision test measurement for itself.
The measurement of zero value which is a key indicator has an important effect on
its testing as well as the correctness and reliability of receiver’s measurement. The
traditional measurement of zero value is to make use of an oscilloscope to observe
the measured waveform and manually measure the time delay between of flip point
and the rising edge of 1PPS signal, and average the measurements. This method
will not only introduce measurement errors, but also difficult to locate the flip point
accurately due to the low power signal. In this paper, the analysis of the mea-
surement principle of zero value was first introduced, and then a new method was
proposed which oscilloscope was used to store the measurement data. In this
method, interpolation was first applied to the sampled data, and then the Hilbert
transform and polynomial interpolation fitting were used to extract the envelope to
find the zero value. The actual results show that the method can improve work
efficiency, and is capable to raise the zero value measurement accuracy up to 1 cm.

Keywords GNSS � Beidou � Navigation signal simulator � Zero value �
Calibration � Hilbert transform � High precision
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43.1 Introduction

The Satellite Navigation Signal simulator is a high precision integrated testing and
simulation equipment, which not only provides a critical test and supports for
various types of military and civilian navigation receiver equipment [1], as well as
other aspects of scientific research, production, application, testing, inspection,
simulation training, but also provide an important tool for the study of the com-
patibility and interoperability features between China’s second-generation Beidou
satellite navigation system and other navigation system, such as GPS, GLONASS,
Galileo.

As high-precision navigation signal source, the signal accuracy of the simulator
itself should be higher than the tested devices. However, on the one hand, due to
the inherent characteristics of its own design and hardware, there are some devi-
ations between the output signal and ideal value; on the other hand, by the external
impact of electromagnetic environment, random error also will be found in the
output signal. Therefore, the research on calibration method of output signal of
simulator is of great significance for the protection of its reliability and credibility.

Among all the calibration items, the zero value measurement directly impact
the control precision of pseudo range, the consistency between the code and carrier
channels also will be greatly reduced, which will introduce additional errors,
affecting the truthfulness and accuracy of the receiver performance testing.
Therefore, among the formal production and testing, a zero calibration will be
needed, and the zero value will be deducted from the system.

This article briefly describes the basic principles of the cause of zero value of the
navigation signal simulator zero value and measurement with oscilloscope. Heavy
workload against the traditional methods of measurement, the efficiency is low,
there is the disadvantage of manual measurement error, and this paper describes an
oscilloscope store measurement for zero value calibration. Using this method can
not only improve work efficiency, reduce manual measurement error, but also
improve the accuracy of the zero value measurement up to 1 cm (RMS, 60 s).

43.2 The Basic Principles of Zero Value Measurement

43.2.1 Cause of Zero Value

According to the principle of simulators [2], the RF cell need to produce satellite
signal follow the pseudorange computed by the mathematical simulation cell, and
the deviation should match the index commanded. But, there are still more
deviation between theoretical value and actual value, for the signal producer will
finish several parts such as mathematical computation, baseband combination and
up-conversion.
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The system zero value usually should be several ten microseconds, and changes
according to the cable length. In the case of zero-pseudorange, the zero value
means the time delay between the head of pseudocode and 1PPS, as shown in
Fig. 43.1.

In the design of GNSS simulator, zero value would have a big effect while the
existence of different channel in same frequency or different frequency which is a
key index, and used in navigation terminate. It a base method for BeiDou/GPS and
other system to get the code phase measured using usual device [3].

43.2.2 Measurement Through Flip Point

Most navigation signal using BPSK modulation scheme. In this modulation
scheme, when the baseband signal sequence change from ‘‘1’’ to ‘‘0’’ or in reverse,
the carrier will have a phase flip of p radian, as shown in Fig. 43.2.

Ideally, the amplitude of the carrier maintains the same at the both side of the
flip point. However, in order to reduce the effect of Inter-Symbol Interference, the
baseband signal uses a cosine roll off for processing before up conversion [4, 5]. In
the actual signal testing, there is a transition area near the flip point [6] shown in
Fig. 43.3, the center of the recess is the ‘‘turning’’ point.

Using the oscilloscope to observe the navigation RF signal out from simulator,
and set the oscilloscope triggered by the channel which 1PPS signal coming from,
then we can observe the waveform on the oscilloscope. When the head and tail has
the same symbol, the wave shows in Fig. 43.3a, while different, the wave shows in
Fig. 43.3b. And due to the cyclical changes of the navigation message, the figure
will alternate between 43.3a and 43.3b. This phenomenon always appears at the

(a)

(b)

(c)

Fig. 43.1 Relationship
between 0 phases of Pseudo
code and 1PPS

Fig. 43.2 Phase flip diagram
of BPSK modulation
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beginning of the navigation message. The point which closing and opening with
time go by is the so-call ‘‘flip point’’. As show in Sect. 43.2.1, the zero value turn
out to be the time delay between the point and rising edge of 1PPS signal. So, the
zero value can be measure using the message of this point and the message of the
1PPS.

43.3 Zero Value Measurement Method

43.3.1 Oscilloscope Manual Measurements

The key of system zero value measurement is to position the flip point exactly, and
measuring the distance of the turning point to the center of rising edge of 1PPS. In
order to obtain the distance, a direct measurement of the time-domain by oscil-
loscope can be used. Because the oscilloscope needs to sample the RF navigation
signal which has a very high frequency, the oscilloscope requires a higher sam-
pling rate. Its measurement connection relationship is shown in Fig. 43.4.

The actual measurement following these steps: (1) First, the channel 1 of
oscilloscope is connected to the 1PPS signal output port which has the same source

(a)

(b)

Fig. 43.3 Diagram of flip
point

Fig. 43.4 Connection of
direct measuring
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with the DAC clock, channel 3 is connected to the RF output of the oscilloscope,
and the oscilloscope is set to be triggered by channel 1; (2) In the case that pseudo
ranges has been set to zero, set the signal output as a single frequency and static
BPSK modulation with signal satellite; (3) When the oscilloscope has a stable
display, locate the 1PPS rising edge, and find the start of the Barker code in this
vicinity, reads out the time span between flip point and the rising edge of 1PPS;
(4) track the position of the flip point for a long period of time, and recorded on the
oscilloscope readings; (5) Repeat (1) to step (4), using the formula (43.1) aver-
aging several measurements, and using the root mean square error [formula (43.2)]
to calculate the value of zero uncertainty.

EðsÞ ¼ 1
n

Xn

i¼1

si ð43:1Þ

DðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n� 1

Xn

i¼1

si � EðsÞ½ �2
s

ð43:2Þ

Table 43.1 shows the zero-value test results using this method of B1 frequency.
Using the method for measurement, we need to manually adjust the time axis of

the oscilloscope to get the time span; also we get the estimation by our eyes
directly. This kind of measurement makes a heavy workload, and because of the
error introduced by manual adjustment and visual cannot be eliminated, the
measured results have some uncertainties. Also, because this method can only
measure a 1PPS pulse rising edge each time, it cannot provide a long time, con-
tinuous observation of the zero value which jitters and wanders as time goes by.

43.3.2 Oscilloscope Sampling Storage Measurement

In order to reduce the error cause by manual adjustment and visual deviation, the
method shown in Fig. 43.5 can be used to get zero. First, we store the sample data
for a long time by the high speed storage oscilloscope. After the data has been
prepared, we used software to analysis and process the data, finding the time
distance between flip point and the center of the rising edge; finally we get the zero
value by compute the average value we have obtained.

Table 43.1 Zero value test data (after calibration)

Times 1 2 3 4 5
Zero value (ns) 112.5886 112.4604 112.2022 112.3112 112.2748
Times 6 7 8 9 10
Zero value (ns) 112.2330 112.5386 112.1704 112.5204 112.2294
Mean (ns) 112.3529 Standard deviation 0.149377 ns (0.0448 m)
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The processing of sampled data is the key of data storage measurement method.
In order to get the precise value of zero, some procession are needed, including the
data interpolation, envelope extraction process, envelope polynomial fitting and
statistical analysis.

1. Data interpolation

If the sampling rate of the channel of oscilloscope has only reach 20 GHz, the
resolution between two points can only be 0.015 m. In order to improve the
processing accuracy of the collected signal, the data was process with interpolation
before calculating.

The common interpolation processing includes Lagrange interpolation, Newton
interpolation, Hermiter interpolation. Although the Hermiter interpolation method
can equal the derivative values of the interpolation-node, but the solution of the
base function is still to be known and it also need much computation, this paper
mainly consider the first two methods. In this paper, the Lagrange linear inter-
polation was used, and data was processed in pieces of segment (Fig. 43.6).

For the two adjacent data points Pk tk; skð Þ; Pkþ1 tkþ1; skþ1ð Þ; the Lagrange
interpolation function is created as

LðtÞ ¼ sk � lkðtÞþskþ 1 � lkþ1ðtÞ; tk\t\tkþ1 ð43:3Þ

While lkðtÞ¼ t�tkþ1
tk�tkþ1

and lkþ1ðtÞ¼ t�tk
tkþ1�tk

are the base functions. For M times

interpolation, the n-th interpolation point is represented as

Fig. 43.5 Connection
of stored-measuring

Fig. 43.6 Diagram of data
interpolation
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Pn tk þ n � Ts

M
; L tk þ n � Ts

M

� �� �
ð43:4Þ

If M = 16, the virtual sampling rate would be 320 GHz, and signal processing
accuracy raising up to 1 mm at this time.

2. Envelope extraction by Hilbert Transform

Figure 43.7a shows a piece of the data sampled by oscilloscope, where the 0
moment corresponds to the center of rising edge center of 1PPS, the flip point
located at the intersection of the envelope of the RF sample waveform.

The envelope can be extracted using the Hilbert transform method [7]. For a
real signal, the Hilbert transform is defined as

x̂ðtÞ ¼ xðtÞ � 1
pt
¼ 1

p

Z þ1
�1

xðsÞ
t � s

ds ð43:5Þ

Take the Fourier transform of x̂ðtÞ and we can be obtained

X̂ fð Þ ¼F x tð Þ � 1= ptð Þ½ � ¼ X fð Þ � F 1= ptð Þ½ �
¼X fð Þ � �jsgn fð Þ½ �

ð43:6Þ

Which F½�� represent Fourier Transform, and sgnð�Þ represents the sign function.
It is shown that the Hilbert transform is equivalent to a 90� phase shifter. So, for a
narrowband signal f tð Þ¼A tð Þcos xtþu tð Þð Þ with slowly changing envelop A(t), the
Hilbert transform can be

f̂ tð Þ ¼ A tð Þsin xtþu tð Þð Þ ð43:7Þ

and we can get its analytical signal as

�f tð Þ ¼ f tð Þþ jf̂ tð Þ
¼ A tð Þ cos xt þ u tð Þð Þ þ j � A tð Þ sin xtþu tð Þð Þ
¼ A tð Þej xtþu tð Þ½ �

ð43:8Þ

Fig. 43.7 Processing of
discrete data
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so we can get the signal envelop according the following formula

A tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 tð Þ þ f̂ 2 tð Þ

q
¼ �f tð Þ
�� �� ð43:9Þ

For each period of the signal acquisition, the Hilbert transform is used to extract
the envelope, the results is shown in Fig. 43.7b.

3. Envelope Polynomial Fitting

The envelop extracted by Hilbert transform is not smooth, and there still has a
small ripple in the envelope, the direct use of the intersection of the envelope to
estimate the zero value will make the introduction of a larger error.

Because the envelope is approximately linear change at the flip point, so the
one-order linear fit can be used to process the envelopes of both sides, and the fit
polynomial is

f tð Þ ¼ aþ b � t ð43:10Þ

The fitting result is shown in Fig. 43.7c. In this case, the obtained intersection
of two curves of the horizontal axis value should be the zero value.

43.4 Results

The zero value determination takes a long time to track the measurement, it’s a
statistical value. Figure 43.8 shows the change of zero value obtained using
oscilloscope storing measurement way.

During curve fitting, the fitting lines of the envelope will cause large errors due
to truncation of the both ends. The use of these data will affect the precision of
curve fitting, thus affecting the extraction of zero values. In order to improve the
handling of precision, the actual data processing is required to strike out the part of
the point. The relationship of the removed points and the zero value is shown in
Table 43.2.

Table 43.2 shows us that the using of the data storage means to get the zero
value can obtained a high processing accuracy.

Fig. 43.8 Statistic values of
100 pieces sample data
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43.5 Conclusions

The accurate measurement of the zero value makes a very important meaning for
the precision of the control of pseudoranges, channel consistency and stability of
the zero value. Using oscilloscope to measure the zero value directly is not only
inefficient, but also will introduce artificial measurement error, the measurement
accuracy cannot be guaranteed. And the store measurement mode can simplify the
measurement steps, and make full use of the software and signal processing
algorithms, we can optimize the processing of the sampled data. Actual mea-
surements show that the zero value can be estimated using the stored measurement
mode to achieve high accuracy and improve the figure to 1 cm, it is possible to
meet the needs of some testing occasions.
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Chapter 44
An Initial Evaluation About BDS
Navigation Message Accuracy

Zhihang Hu, Guo Chen, Qiang Zhang , Jing Guo, Xing Su,
Xiaotao Li, Qile Zhao and Jingnan Liu

Abstract In this paper, the accuracy of the trial operation stage BeiDou Navigation
Satellite System (BDS) navigation message was analyzed and evaluated from Jan-
uary to December in 2012. The main content of the Beidou performance assessment
was briefly introduced together with availability of Beidou precise ephemeris. Then,
according to the Beidou mixed multi-satellite constellation characteristics, calcu-
lation formula of signal in space was derived, which is exactly suitable for Beidou
system. Based on the Beidou precise ephemeris which derived from Position And
Navigation Data Analysis software (PANDA) and BeiDou Experimental Tracking
Stations (BETS), the accuracy of Beidou broadcast ephemeris, clock errors, Beidou
system ionospheric correction model (BeiDou Klobuchar) and the pseudorange
Single Point Positioning (SPP) were analyzed in details.

Keywords BeiDou/BDS/Compass � SISRE/URE � BeiDou Klobuchar � Single
point positioning � PANDA

44.1 Introduction

Global Navigation Satellite System (GNSS) signal in space performance plays a
key role in the accuracy of satellite navigation message and integrity monitoring
[1]. GNSS Signal in Space Range Error (SISRE) is the fidelity between the actual
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value and the predictive value of the navigation message. It reflects the accuracy of
predicted navigation ephemeris and clock error, and ultimately affects the posi-
tioning accuracy of real-time navigation users. BeiDou Navigation Satellite Sys-
tem (BDS), which is self-constructed, independently operated and compatible with
other satellite navigation systems in the world, is steadily being built as the ‘‘three-
step plan [2]’’, As a result, evaluating the signal in space performance of the rapid
development of the BeiDou System is of great significance for people to under-
stand the BeiDou System itself running status and its follow-up development.

On the basis of accumulating successful experience of Beidou I experiment
satellite system (Beidou-1), China started the construction of the BeiDou phase II
(BeiDou-2) in 2004. China successfully sent the first MEO satellite Compass M-1
into orbit in 2007, which indicates that the construction of China’s satellite nav-
igation system substantively entered the second step of the ‘‘three-step plan’’. In
2011, there has been 3 GEOs and 4 IGSOs successfully being placed into their
slots, with initially regional navigation and positioning capacity. At the end of year
2011, China announced Beidou regional satellite system stepped into trial oper-
ation stage. Until December in 2012, 5 synchronous geostationary satellites
(GEO), 5 inclined geosynchronous satellites (IGSO) and 4 medium earth orbit

Fig. 44.1 5GEO ? 5IGSO ? 4MEO Beidou satellite footprint and BETS station distribution
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satellites (MEO) have been put into their slots, which achieved the goal of building
‘‘5GEO ? 5IGSO ? 4MEO’’ regional satellite system (See Fig. 44.1). And the
Signal in Space Interface Control Document (ICD) of the Beidou system was
announced in detail.

In this paper, the accuracy of the trial operation stage BDS navigation message
was analyzed and evaluated from January to December in 2012. Firstly, the main
content of the BDS performance assessment and availability of BDS precise
ephemeris are briefly introduced respectively. Then, according to the character-
istics of BDS mixed multi-satellite constellation, calculation formula of space
signal accuracy is derived, which is exactly suitable for BDS. Last but not least,
based on the BDS precise ephemeris and BDS Experimental Tracking Stations
(BETS), which is established by Wuhan University, the accuracy of BDS predicted
ephemeris, clock errors, BDS ionospheric correction model (BDS Klobuchar) and
the pseudorange Single Point Positioning (SPP) are analyzed in details.

44.2 BDS Performance Evaluation Content and Precise
Ephemeris

The satellite position error and clock error of the navigation message are the
important component of SISRE and may influence the precision of navigation and
positioning for real-time navigation user. Additionally, lacking of double fre-
quency observation data, the precision of navigation and positioning calculated by
single frequency will be under the influence of ionospheres’ error. The main
contents of this article will be analyzed as follow:

• BDS Broadcast ephemeris accuracy

For the pos-processing reason, the precise ephemeris is not available for real
time positioning users. Master Control Station forecasts the orbit and clock error of
the navigation satellites according to the field data provided by the ground mon-
itoring station and transfers them to satellites in advance, then broadcasts to users.
But this may lead to an error between satellites’ real orbits and the prediction. The
usually evaluation method is to compare navigation ephemeris with the post-
processing precise one in the orbit coordinate system (namely, the radial, tan-
gential and normal direction) accuracy.

• BDS Broadcast clock error accuracy

The clock error accuracy is the important component of the Space signal accu-
racy. The clock error precision will be calculated based on the precise clock offset.

• BDS Klobuchar ionospheric model accuracy

Ionospheric error mainly influence the single frequency users’ positioning
accuracy. The BDS provides modified Klobuchar eight parameters ionospheric
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model, the refresh rate is 2 h. Base on the GIM Ionospheres model published by
CODE center, the BDS Klobuchar ionospheric model accuracy evaluation will be
conducted.

The assessment of the BDS broadcast ephemeris needs the higher accuracy
satellite position and clock error as reference. As BDS now is trial operation phase,
there are no available precise orbit and precise clock error released by BDS
official. With the help of the observation data from ‘‘BeiDou observation and
experiment network (BETS)’’ built by Wuhan University for scientific research
purpose, the BDS satellites precise orbit and clock error are derived using PANDA
software, which is self-developed by Wuhan University. BETS consist of 20
ground tracking stations, 11 stations are uniform distribution in China, and another
stations distribute in Asia–pacific countries such as Australia, Singapore, and
Indonesia and so on. The BETS ground tracking stations distribute in Asia–pacific
area properly and quite a number of data can be achieved, which is useful for BDS
precise orbit determination (POD). The radial precision of 10 cm [3] is achieved
from BeiDou POD, which satisfies the evaluation of BeiDou SISRE.

44.3 Methods of BDS Performance Evaluation

• Beidou SISRE derivation

Signal in space accuracy is the fidelity of the navigation information (naviga-
tion ephemeris and clock errors) accuracy. There are a lot of literatures about the
performance and features of GPS and GLONASS space signals [4–6], having
deduced the corresponding formula of the space signal accuracy. For example, the
formula of GPS SISRE is:

SISRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R� Tð Þ2þ 1

49
A2 þ C2ð Þ

r
ð44:1Þ

where, A, C, R, T are respectively the ephemeris position errors and satellite clock
in the satellite orbit coordinate system.

At present, BeiDou Satellite System constellations are mainly composed of
GEOs and IGSOs composition with high orbital altitude, and is obvious different
from GPS and other satellite navigation systems. The formula (44.1) is not suitable
to calculate current BeiDou Satellite System SISRE.

Assuming that the Earth as an ideal sphere, orbital coordinate system is estab-
lished (see Fig. 44.2), with the Earth’s mass of center as an origin, connecting
geocentric and satellite S mass of center and pointing to satellite setting up r axis
(radial), the satellite S’s flight direction (tangential) as a axis, and according to the
right-hand rule established c axis (normal). Assuming the distance of the satellite to
the geocentric and the radius of the earth are Ds and De, arbitrary P with the zenith
distance and azimuth h, is satisfied with the joint density probability q(h)�sinh in
the satellite signal coverage (0 B h B 2p, 0 B h B hmax = cos-1(De/Ds)).
According to the literature [4], the general formula of the GNSS average SISRE is:
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SISRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðaR� TÞ2 þ bðA2 þ C2Þ

q
ð44:2Þ

a ¼ 1
D

Zhmax

0

Z2p

0

Ds � De cos hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

e þ D2
s � 2DeDs cos h

p sin hd/dh

b ¼ 1
D

Zhmax

0

Z2p

0

D2
e sin2 h cos2 /ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

D2
e þ D2

s � 2DeDs cos h
p sin hd/dh

where, D = 2p(1 - cos(hmax)) is the coverage area of the satellite footprint.
Supposing that the Earth’s radius is 6,371 km, the height of MEO orbit is

21,500 km, the GEO orbit height of 21,500 km, using the above formula we can
get the formula for the BeiDou system SISRE:

SISREBDSðGEO; IGSOÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:99R� TÞ2 þ 1

128
ðA2 þ C2Þ

r

SISREBDSðMEOÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:98R� TÞ2 þ 1

54
ðA2 þ C2Þ

r ð44:3Þ

If satellite clock error is removed, then, we obtain:

SISREOrbit only
BDSðGEO;IGSOÞ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:99RÞ2 þ 1

128
ðA2 þ C2Þ

r

SISREOrbit only
BDSðMEOÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0:98RÞ2 þ 1

54
ðA2 þ C2Þ

r ð44:4Þ

The formula (44.3–44.4) will be used to evaluate the Beidou SISRE
performance.
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Q a

r

c

θ
φ

Fig. 44.2 The orbit
coordinate system position
error projection
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In addition, to evaluate the Beidou SISRE also need considering the following
issues:

• Satellite antenna phase center offset

The satellite position calculated by the BeiDou navigation ephemeris is relative
to the position of the satellite antenna phase center offset (PCO), while BeiDou
precise orbit is relative to the mass center of satellite. Thus the transformation is
needed from the mass of center to the satellite antenna phase center.

• The unification of the time system and the coordinate system

The BeiDou broadcast ephemeris time is BeiDou Time (BDT). Duo to using
different reference clock for orbit determination, there exists an offset between the
precision clock error and broadcast clock error. It can be removed by standard
deviation (STDEV) statistical method. The BeiDou broadcast ephemeris is based
on China Geodetic Coordinate System 2000 (CGCS2000) coordinate system and
the precise orbit data is based on ITRF2008 coordinate system. Both of them exist
differences. However, this difference is only a few centimeters of the order of
magnitude [7, 8], so this difference will be neglected in this paper analysis.

• The calculation of the BeiDou system GEO satellite position

The GEO satellite orbital inclination and eccentricity are very close to zero, so
following GPS broadcast ephemeris parameters form to fit the BeiDou GEO
satellite orbit may diverge due to the matrix singularity. The BeiDou GEO satellite
ephemeris parameters use the so-called coordinate rotation method to reduce the
parameter fitting error. When the BeiDou users use the BeiDou GEO navigation
ephemeris, it also required the corresponding coordinate rotation in order to cal-
culate the correct position of the satellite. The detailed algorithm please refers to
BeiDou ICD [9].

44.4 Results and Discussion of BeiDou Performance
Evaluation

The BDS SISRE accuracy and positioning accuracy were assessed for the whole
year of 2012. Observation data was collected from the BETS, while BDS precise
orbit and clock products were obtained with PANDA in post-processing mode.

1. Analysis of BDS SISRE

SISRE depends mainly on the broadcast ephemeris error and clock error. In
normal scenarios, ephemeris of GEO and IGSO of BDS navigation message
updates every 60 min, including the forecast clock error. Frequently updating
ephemeris is helpful to improve broadcast satellite orbit and clock precision.
Shown in Fig. 44.3 was the standard deviation of differences between broadcast
and precise clock products, and standard deviation of most broadcast clock error
falls in the range of 2 - 8 ns during the day 001 to 336 of year 2012.
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Standard deviation of clock error for C01 was large (about 12 ns) during the
first 3 months, and the precision increased to 4 - 8 ns from April on. For C03, the
standard deviation fluctuated from 2 - 4 ns to 12 ns (in the middle period), and the
precision was then improved (2 - 4 ns) near the end year of 2012. The precision of
clock error for IGSOs (C06 - C10) is generally better compared to GEOs
(C0 - C05), most of which are stably within 2 - 6 ns (STDEV). However, the
precision of forecast clock errors for MEO C11 - C12 increased sharply after their
working well for 3 months.

According to Eq. (44.3), statistics of SISRE for each satellite of BDS is shown
in Fig. 44.4. Since IGSO could be tracked for a long time in China area and
broadcast ephemeris updates every hour, the precision of SISRE is 1.2 m (RMS)
on average and keeps relatively stable. Different from IGSOs, GEOs stay ‘‘static’’
at equatorial plane and geometry changed slowly, leading to worse clock precision
than IGSOs. The SISRE of MEOs built in June of 2012 was gradually improved
from 3.5 to 1.2 m. Generally speaking, SISREs of all three types (GEOs, IGSOs
and MEOs) were increasing continuously, with the improvement in number and
distribution of BDS tracking stations, as well as that in system performance of
BDS. Up to December in 2012, the average precision of 5GEO/5IGSO/4MEO is
about 1.5 m (RMS).

Shown in Fig. 44.5 is the statistical result of SISRE, only with orbit forecasting
error taken into account. Among the three types of constellation, MEOs had the
best precision, and GEOs the worst. Compared with Fig. 44.4, SISRE with fore-
casting clock error not taken into account was obviously better than the opposite,
which indicated that clock error accounted the main part of the SISRE.

2. BeiDou Klobuchar ionosphere model accuracy

To improve the navigation and positioning precision for the regional single
frequency users, BDS has built the BeiDou Klobuchar model for ionospheric

Fig. 44.3 Daily broadcast clock residual w.r.t WHU precise clock
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correction. The model is obtained by solving the real dual-frequency GNSS
observations from a regional tracking network in China. Due to the lack of data in
the southern hemisphere, the ionospheric corrections in the southern hemisphere
are calculated by means of symmetry with the northern hemisphere.

The Global Ionosphere Maps (GIM) provided by CODE is used as the reference
ionospheric correction values in this paper. And then the vertical ionospheric
correction residuals of BeiDou Klobuchar model are calculated for December
2012, which is shown in Fig. 44.6. It is can be seen from Fig. 44.6 that the

Fig. 44.4 Statistics of BeiDou SISRE accuracy

Fig. 44.5 Statistical result of SISRE only with forecasting clock error taken into account
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correction precision of BeiDou Klobuchar model is about 1.0 m in the northern
hemisphere, while in the southern hemisphere the precision decreases to 1.5 m.
This is mainly because that in BeiDou Klobuchar model the southern hemisphere
adopts the same parameters with the northern hemisphere by means of symmetry.

For further analysis, the correction ratio of BeiDou Klobuchar model is cal-
culated for 5 chosen stations from BETS tracking network. The correction ratio
equation used in the paper is:

Ratio ¼ 1
n

Xn

i¼1

ð1� jKlobucharBDS � GIMGPSj
GIMGPS

Þ � 100 % ð44:5Þ

As shown in Fig. 44.7, the correction ratio of BeiDou Klobuchar model in
China is almost above 70 %. This is convinced by using the real dual-frequency
BeiDou observations as the reference value, and [10] shares the same conclusion.
By comparing the ratios of stations in the perspective of latitude, it can be seen that
the correction precision is higher in the mid-latitude area than in the low latitude
area.

3. Analysis of BDS pseudorange positioning accuracy

In 2012, 6 BeiDou satellites were launched, including 2 GEOs and 4 MEOs,
lending to a significant change in the constellation structure and a dramatic
improvement in DOP value. Table 44.1 listed the change of constellation, so as to
analyze the impact of constellation on positioning accuracy. The service area
covers 55�E * 160�E, 55�S * 55�N. Three typical observing stations were
selected to analyze the positioning accuracy of BDS in 2012, and the information
of these stations was shown in Table 44.2.

Fig. 44.6 The precision of BeiDou Klobuchar model in different latitude zone. The horizontal
axis is the Day of Year in 2012 (unit: day) and the vertical axis is the RMS of BeiDou Klobuchar
ionospheric delay correction residuals (unit: m). The red symbol is mean RMS from N60� to
N30�, respectively, the pink symbol is the mean RMS from N30� to 0�, the green symbol is the
mean RMS from 0� to S30�, and the blue symbol is the mean RMS from S30� to S60�
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The positioning algorithm for BDS pseudo range was a little different from
GPS: (1) Coordinates transformation was required when computing GEO satellite
position with broadcast ephemeris; (2) Beidou Klobuchar ionosphere model could
be use to correct ionospheric delay in single-frequency positioning, which is
computed in a different way from GPS [10].

Figures 44.8, 44.9 and 44.10 show the pseudo range stand-alone result of single
frequency (B1I). When the constellation was 3GEO ? 4IGSO, positioning pre-
cision was about 10 m in horizontal and 15 m in vertical (95 %). When another
GEO (C05) was added and the structure became 4GEO ? 5IGSO, geometric

Fig. 44.7 BeiDou Klobuchar model ionospheric delay correction precision. The horizontal axis
is the Day of Year in 2012 (unit: day) and the vertical axis is the correction percentage of BeiDou
Klobuchar ionospheric model. The black symbol is the correction of URUM station, respectively,
the green represents BJFS, the blue represents SHAO, the red represents WUHN, and the pink
represents KUNM

Table 44.1 Beidou construction stages

Number Constellation Duration

1 3G ? 4I 2012.01.01–2012.02.06
2 3G ? 5I 2012.02.07–2012.04.15
3 4G ? 5I 2012.04.16–2012.06.29
4 4G ? 5I ? 2 M 2012.07.01–2012.10.31
5 5G ? 5I ? 4 M 2012.11.28–now

Table 44.2 Typical BeiDou tracking station information

Site ID Obs. type Latitude Longitude Receiver privider

Beijing BJF1 B1I/B2I +40.0 +116.3 UNICORE
Wuhan CENT +30.5 +114.4 UNICORE
Perth (Australia) PETH -31.9 +115.8 UNICORE
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condition at observing station was improved dramatically, and the PDOP value
was reduced by half. Correspondingly, the positioning precision improved. In
4GEO ? 5IGSO ? 2MEO constellation, the contributions of additional two
MEOs to geometric conditions and positioning precision were not that obvious,
since tracking time is relatively short and interval of ephemeris uploading is longer
than GEOs and IGSOs. Precision of pseudo range positioning at the condition of
5GEO ? 5IGSO ? 4MEO is improved, with horizontal precision better than 6 m
(95 %) and vertical precision better than 10 m (95 %). The results show that the
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Fig. 44.8 Beijing station SPP precision (January–December, 2012)
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precision of BeiDou pseudo range positioning for choosen stations has meets the
service specification of horizontal 10 m and vertical 10 m.

44.5 Conclusion

Based on the large BeiDou observation data from January to December in 2012,
the BeiDou broadcast ephemeris and clock precision is assessed with BeiDou
precise ephemeris and clock computed by PANDA software. The BeiDou Klob-
uchar ionosphere model is also compared with higher precise GIM released by
CODE and the navigation positioning accuracy is investigated as well choosing
typical tracking stations in the BeiDou service volume. From the statistics result,
we can draw conclusions as follows:

• Compared with precise clock data, the broadcast clock error precision ranges
from 4 to 6 ns (STDEV)

• Signal in Space error accuracy better than 1.5 m
• BeiDou ionosphere Klobuchar model correction ratio is approximately 70 %.

And northern sphere is generally better than southern sphere duo to lack of
southern ionosphere monitor observation data.

• With rapid constellation development of the BDS the signal in space perfor-
mance of BDS becomes better and better. The positioning accuracies of initial
stage (3GEO ? 4IGSO) are 10 m (Horizontal) and 15 m (Vertical). And these
accuracies are further improved up to 6 and 10 m respectively. The typical SPP
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statistical results show that the single frequency receiver positioning accuracy
generally meets the Asian–pacific region service specification of horizontal
10 m and vertical 10 m.
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Chapter 45
Analysis of Signal Characteristic
and Positioning Performance Affected
by Pseudorange Multipath for COMPASS

Feng Zhang, Haibo He, Bin Tang, Fei Shen and Rong Chen

Abstract With the GNSS modernization, the satellite orbit error, the ionospheric
delay and the tropospheric delay has been effectively eliminated or reduced, but
the multipath error for different users is non-correlation, which can not be removed
through differential technique, and then it will be the major error source for GNSS
navigation and positioning. Considering COMPASS constellation contains GEO
and IGSO satellites, which are high-orbiting satellites, so the multipath effect of
COMPASS is different from that of GPS. In order to analyze the multipath effect
of high-orbiting satellites, three schemes are adopted in this paper. (1) Model of
code tracking multipath error is deduced based on coherent early minus-late delay
lock loop, multipath error envelopes are achieved for different bandwidth and
different correlation space. (2) The multipath effects on pseudo-range is quanti-
tative analyzed based on the satellite signals and multipath signals simulated by
the signal source. The performance of anti-multipath is analyzed for the first time
with different receivers. (3) The pseudorange multipath effect on the navigation
and positioning is analyzed with the observations of Compass receiver through
differential algorithm of short line. The calculation and analysis shows that:
Pseudorange Multipath of B1 is larger than B3, and Pseudorange Multipath of
GEO is larger than IGSO and MEO. In static positioning, RMS of Multipath of B1
can reach up to 2.53 m, and RMS of Multipath of B3 can reach up to 0.73 m.

Keywords Multipath error � Code tracking � Simulation analysis � Narrow
correlator � Pseudorange difference

F. Zhang (&) � H. He � B. Tang � F. Shen � R. Chen
Beijing Satellite Navigation Center, Beijing 100094, China
e-mail: zhangfengchxy@163.com

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 243,
DOI: 10.1007/978-3-642-37398-5_45, � Springer-Verlag Berlin Heidelberg 2013

493



45.1 Introduction

COMPASS has been basically completed for regional navigation and positioning,
which includes 5 GEO, 5 IGSO and 4 MEO satellites, so application research has
attracted attention of many scholars based on hybrid constellation.

On the analysis and assessment of Beidou position performance, it is found
pseudorange multipath error is the main error sources causing dual positioning
bad. The Beidou pseudorange multipath not only correlate to satellite constellation
and environment of application, but also correlate to signal bandwidth, receiver
bandwidth and internal resources. Because of the small spatial correlation, it can
not be corrected by differential technique [1]. Despite many methods of anti-
multipath have been used, it is still difficult to eliminate multipath error.

At present, code tracking multipath error envelope based on coherent early
minus-late delay lock loop is recognized as the evaluation standard [2, 3]. There
have been many domestic and foreign papers researching on multipath of GPS
signal, but multipath characteristics of Beidou II signal have not been studied in
depth, the performance of anti-multipath have not been demonstrated, the multi-
path effect on positioning performance has not been comprehensively analyzed.

Concerning these problems and needs, in this paper, characteristics and related
factors of Beidou civil signals are researched theoretically, performance of anti-
multipath is analyzed through simulation for different receivers, and the pseud-
orange multipath analysis on the navigation and positioning is done with the
observations of Compass receiver. It is helpful to study multipath characteristics
and improve performance of anti-multipath of receivers.

45.2 Model of Multipath Error Envelope

The composite signal of Direct and multipath signal can be expressed as [4]:

rðtÞ ¼ a0eju0 g t � s0ð Þ þ
XN

i¼1

aie
jui g t � sið Þ ð45:1Þ

where, gðtÞ is the complex envelope of emitted signal; a0, u0, s0 are amplitude,
phase and delay of direct signal; ai, ui, si are amplitude, phase and delay of the ith
multipath signal; N is number of multipath signals. To simplify the discussion,
considering N ¼ 1.

Multipath effects are mainly reflected in the correlation characteristics of
synthetical signal with multipath and direct signal [5]. On condition that amplitude
of direct signal is 1, amplitude of multipath signal is 0.5, multipath delay are 0.4
chips, correlation properties of synthesized signal as shown in Fig. 45.1.

In actual uses, the relative phase and amplitude changes ceaselessly for the
multipath signal relative to the direct signal, which cause the code loop
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discriminator deviates from the equilibrium tracking point, so tracking error is
introduced in PRN code [6]. Code loop is usually designed to be coherent early
minus-late delay lock loop, and multipath error envelope of code loop discrimi-
nator output as:

D esð Þ ¼ a0 R es � d=2ð Þ � R es þ d=2ð Þ½ � � a1 R es � s� d=2ð Þ � R es � sþ d=2ð Þ½ �
ð45:2Þ

where, RðsÞ is the code correlation function, es is time delay estimation of direct
signal, d is space of coherent early minus-late delay correlator, multipath error is es
when Discriminator output is zero, equal to resolving the following equation:

D esð Þ ¼ 0 ð45:3Þ

The first order Taylor series expansion of D esð Þ in the vicinity of 0 is:

D esð Þ ¼ D 0ð Þ þ D
0

0ð Þ � e ð45:4Þ

Considering signal bandwidth, the relationship between code correlation
function and power spectrum density is:

RðsÞ ¼
Z br=2

�br=2
Sðf Þej2pf sdf ð45:5Þ

where, br is signal bandwidth, Sðf Þ is power spectrum density. From Eqs. (45.2) to
(45.5) we can attain multipath error:

�es ¼
�a
R br=2
�br=2 Sðf Þ sin 2pf sð Þ sin pfdð Þdf

2p
R br=2
�br=2 fSðf Þ sin pfdð Þ 1� a cos 2pf sð Þ½ �df

ð46:6Þ

Fig. 45.1 Correlation properties of synthesized
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where, a ¼ a1=a0 is amplitude ratio of multipath and direct signal, when the � are
the ? and - according to the phase difference, Eq. (45.6) is multipath error
envelope, and all actual multipath errors should be located within the envelope.

Based on formula (45.6), multipath error envelopes are achieved for different
bandwidth and different correlation space. Results are as shown in Fig. 45.2.

As can be seen from Fig. 45.2, multipath error is related to signal bandwidth
and correlation space. Performance of anti-multipath is limited only by reducing
correlation space on condition that signal bandwidth is narrow. Anti-multipath
effect of narrow correlator technology is obvious for signal of wide bandwidth [7].
The code rate of B1 is 2.046, and B3 is 10.023 MHz, which is 5 times larger than
B1. From the simulation results we can see that B3 is better than B1 on perfor-
mance of anti-multipath.

45.3 Analysis on Simulation Data

Signals of two satellites are simulated with signal source. One channel signal is
pseudorange of 1 satellite, which do not contain multipath, as the reference signal.
Second channel is 2 satellite which is placed in the same position to 1 satellite. At
the same time, one multipath signal is simulated for 2 satellite using the third
channel, its amplitude is half of direct signal, signal delay increase gradually from
0 to 1.5 chips by step of 0.01 m/s.

Beidou receivers track and achieve pseudorange observation of 1 and 2 satellite,
and pseudorange of 2 satellite will be affected by multipath.

Fig. 45.2 Multipath error envelopes for different bandwidth and different correlation space
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Through pseudorange of satellite 1 minus pseudorange of satellite 2, we can
attain pseudorange error of different time and multipath value, and then generate
picture of multipath error envelope. It can be used to analyze effect on pseudor-
ange accuracy for known multipath value.

The results of B1 and B3 frequencies are as shown in Figs. 45.3, 45.4, 45.5, 45.
6, 45.7, 45.8.

1. Results of multipath simulation for B1
2. Results of multipath simulation for B3

In Figs. 45.3, 45.4, 45.5, 45. 6, 45.7, and 45.8, abscissa represents simulated
multipath errors, longitudinal coordinates are pseudorange measuring errors. As
can be seen from the result:

1. The multipath error of pseudorange is related to signal Bandwidth. Bandwidth
of B1 is narrow, so the effect of multipath is serious; B3 frequency bandwidth is
wide, so the multipath effect is relatively small.

2. Effect of multipath is different for different receivers, which may be related to
baseband algorithm and correlation space in receiver. The correlation space of
corporation C is smaller, which can remarkably reduce multipath effect of B3.

3. Comparing with simulated multipath, real received pseudorange multipath is
reduced in different degree, which indicates that Beidou receivers have certain
ability of anti-multipath.

45.4 Analysis on Practical Test Data

Based on the real measuring data of Beidou receivers for civil navigation, dif-
ferential method of short baseline is designed in this paper. First of all, double
difference observation equation is achieved using two stations and their known

Fig. 45.3 Results of multipath simulation of B1 for corporation A
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Fig. 45.4 Results of multipath simulation of B1 for corporation B

Fig. 45.5 Results of multipath simulation of B1 for corporation C

Fig. 45.6 Results of multipath simulation of B3 for corporation A
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coordinates [8], which can eliminate errors such as satellite clock error, receiver
clock error, ionospheric delay, tropospheric delay and hardware delay. Secondly,
based on the double difference observation equation and error propagation law, the
single difference equation is separated, whose residuals only contain multipath and
noise of pseudorange. According to the propagation law of random errors, non
differential multipath and noise of pseudorange can be attained by dividing

ffiffiffi
2
p

.
This method can completely eliminate hardware delay and other errors [9], and can
reflect the multipath and noise value of pseudorange more intuitively.

Experimental data is obtained in Beijing using two navigational receivers away
from 34 m, and they record original pseudorange and navigation data in double
frequency positioning mode of B1 and B3. The time span of data is 06:00, 27/8/
2012 to 06:20, 28/8/2012 in Beidou time, which is about 24 h, and the interval is
1 s, the cut-off angle is 5�.

Residuals of differential pseudorange for B1 and B3 are computed. Results of
some visible satellite are as shown in Figs. 45.9, 45.10, 45.11, 45.12, 45.13,
45.14).

Fig. 45.7 Results of multipath simulation of B3 for corporation B

Fig. 45.8 Results of multipath simulation of B3 for corporation C
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In the figure, abscissa represents time (seconds in Beidou week), and ordinate
respectively represent multipath value of pseudorange (m) and elevation angle of
satellite (degrees). As shown in the figure: Multipath value of pseudorange is
related to satellite. Multipath of GEO is larger than IGSO and MEO satellite. RMS

Fig. 45.9 Pseudorange multipath errors of C05 satellite on B1

Fig. 45.10 Pseudorange multipath errors of C05 satellite on B3
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of Multipath of B1 can reach up to 2.53 m, and RMS of Multipath of B3 can reach
up to 0.73 m. Multipath value of pseudorange is also related to frequency, and
multipath of B1 is larger than B3 for all satellites, which is caused by narrow
bandwidth of B1.

Fig. 45.11 Pseudorange multipath errors of C10 satellite on B1

Fig. 45.12 Pseudorange multipath errors of C10 satellite on B3
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Fig. 45.13 Pseudorange multipath errors of C12 satellite on B1

Fig. 45.14 Pseudorange multipath errors of C12 satellite on B3
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45.5 Conclusions

Based on the characteristic of Beidou signal system and constellation, pseudorange
multipath characteristics and effect on positioning performance are analyzed in
detail, and the performance of anti-multipath is analyzed for the first time with
different receivers. The conclusions are as follows:

1. Multipath value of B1 is greater than B3 for COMPASS, because bandwidth of
B1 is narrow, so it is susceptible to multipath error.

2. Multipath of GEO is larger than IGSO and MEO satellite. RMS of Multipath of
B1 can reach up to 2.53 m, and RMS of Multipath of B3 can reach up to
0.73 m.

3. On condition that signal bandwidth is wide, narrow correlator technology can
effectively inhibit the effect of multipath error on pseudorange. Simulation
results show that multipath of B3 can be significantly reduced through tech-
nology of narrow correlator for COMPASS receivers.
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Chapter 46
Effect of Frequency Domain
Anti-Jamming Filter on Satellite
Navigation Signal Tracking Performance

Tianqiao Zhang, Xiaoming Zhang and Mingquan Lu

Abstract Among the satellite navigation anti-jamming techniques, frequency
domain anti-jamming (FDAJ) filter is a simple-realized method to suppress multi-
tone continuous wave, sweep continuous wave and narrowband interference
quickly and efficiently, without convergence problems, so it has been widely
utilized to the GNSS receivers in practice. FDAJ filter will distort useful navi-
gation signal while suppressing interference, when it is inserted into a receiver.
The effect of the FDAJ filter on the observation quality of navigation signal is
worth attention, especially now that more and more high-precision receivers use
anti-jamming filter. In this paper, the FDAJ filter is modeled as a band rejection
filter ideally firstly. Then the impact of FDAJ filter on pseudo-code tracking
accuracy and the output signal-to-noise ratio (SNR) is derived, based on the
mathematical models of the receiver tracking loop phase detector and loop filter.
At the end, according to the mathematical simulation and analysis, it is showed
that the FDAJ filter will not cause tracking error bias for pseudo-code phase, but a
decline of tracking accuracy and output SNR.
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46.1 Introduction

For satellite navigation receivers, the bit error rate (BER) is not the most concerned
performance indicator, which is different from the traditional communication
receiver. The accurate navigation message can be obtained through a variety of
assisted means in a satellite navigation receiver. And it’s repeated at a certain
period of time in the signal in space (SIS), so the navigation receiver is generally
not very dependent on the navigation message bit error rate, but more concerned
about the pseudo-code tracking error which affects the navigation signal ranging
accuracy directly [1–3]. In this paper, it is analyzed deeply how the frequency
domain anti-jamming filter effects on the satellite navigation signal tracking per-
formance in receivers, as well as its impact on the relevant output signal-to-noise
ratio is studied.

46.2 Effect of FDAJ Filter on Code Tracking Performance

The basic algorithm of a FDAJ filter is that the interference spectrum will be set to
null in frequency domain and then transformed back into the time domain [4–5]. If
the negative impact of overlap windowing and residual interference is ignored, any
FDAJ filter can be equivalent to a cascade of some ideal band-stop filters as
follows:

Hiðf Þ ¼
0; jf � fij �Bi=2

1; other

(
ð46:1Þ

where fi is the center frequency of the filtered narrow-band interference, and Bi is
the bandwidth of the filtered narrow-band interference. Assuming the total number
of the filtered narrow-band interference is N, then the final filter transfer function
can be expressed as below, and the time domain impulse response function is
denoted as h(t).

H fð Þ ¼
YN
i¼1

Hi fð Þ ð46:2Þ

The mixed signal before FDAJ filter is denoted as x(t) = s(t) ? n(t) ? j(t),
where s(t) is the input pure navigation signal which also is direct sequence spread
spectrum signal, n(t) is environmental thermal noise satisfying Gaussian distri-
bution, j(t) is interference signal. So the useful signal after interference being
filtered can be expressed as s0ðtÞ ¼ sðtÞ � hðtÞ, the filtered noise is
n0ðtÞ ¼ nðtÞ � hðtÞ. Then the filtered mixed signal is x0ðtÞ ¼ s0ðtÞ þ n0ðtÞ.

In the code tracking loop, the early/late I-branch coherent integration results
can be presented as below, after the carrier is synchronized accurately.
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IE ¼ R
1
T

ZT

0

s0ðt � t0Þs�ðt � t̂0 � D=2Þdt þ 1
T

ZT

0

n0ðt � t̂0Þs�ðt � t0 � D=2Þdt

8<
:

9=
;

ð46:3Þ

IL ¼ R
1
T

ZT

0

s0ðt � t0Þs�ðt � t̂0 þ D=2Þdt þ 1
T

ZT

0

n0ðt � t̂0Þs�ðt � t0 þ D=2Þdt

8<
:

9=
;
ð46:4Þ

where T is the coherent integration time, D is the early-late space, t0 is the actual
code phase, t̂0 is the local estimated code phase, and e ¼ t0 � t̂0 is the code phase
tracking error.

The early I-branch coherent integration result is derived as below without
interference or environmental thermal noise.

IE;s ¼ R
1
T

ZT

0

s0 t � t0ð Þs� t � t̂0 � D=2ð Þdt

8<
:

9=
;

¼ R
1
T

ZT

0

Zbr=2

�br=2

S0 fð Þei2pftdf

0
B@

1
CAs� t � t̂0 � D=2ð Þdt

8><
>:

9>=
>;

¼ R
1
T

Zbr=2

�br=2

H fð ÞS fð Þ
ZT

0

s� t � t̂0 � D=2ð Þei2pftdtdf

8><
>:

9>=
>;

¼ R
1
T

Zbr=2

�br=2

H fð ÞS fð Þ
ZT

0

s� t � t0 þ t0 � t̂0 � D=2ð Þei2pftdtdf

8><
>:

9>=
>;

¼ R
1
T

Zbr=2

�br=2

H fð ÞS fð Þ
ZTþe�D=2

e�D=2

s� u� t0ð Þei2pf u�eþD=2ð Þdudf

8><
>:

9>=
>;

ð46:5Þ

where S fð Þ/S0 fð Þ is the navigation signal before/after FDAJ filter, and br is the
front bandwidth. According to the expression e� D=2� T , therefore Eq. (46.5)
can be approximated as follows.
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IE;s ffi R
1
T

Zbr=2

�br=2

H fð ÞS fð Þ
ZT

0

s� u� t0ð Þei2pf u�eþD=2ð Þdudf

8><
>:

9>=
>;

¼ R
1
T

Zbr=2

�br=2

H fð ÞS fð ÞS� fð Þe�i2pf e�D=2ð Þdf

8><
>:

9>=
>;

¼ R Cs

Zbr=2

�br=2

H fð ÞGs fð Þe�i2pf e�D=2ð Þdf

8><
>:

9>=
>;

ð46:6Þ

where Cs is the power of the input navigation signal, and Gs fð Þ is the normalized
power spectral density function. The late I-branch coherent integration result is
obtained with the same as the above derivation.

IL;s ffi R Cs

Zbr=2

�br=2

H fð ÞGs fð Þe�i2pf eþD=2ð Þdf

8><
>:

9>=
>;

ð46:7Þ

Based on Eqs. (46.6) and (46.7), the normalized discriminator characteristic
curve can be obtained for E � L coherent phase detector and E2 � L2 non-coherent
phase detector, assuming the received navigation signal is GPS C/A signal, and the
code rate is 1.023 MHz, the receiver front bandwidth is 24 MHz, the pre-detection
integration time is 1 ms, the early-late space is one code chip, and the stop-band
width is 10 % signal bandwidth of the main lobe. Then two cases are analyzed
below, when the narrow band interference center frequency is coincides with the
useful signal center or deviated from 511.5 kHz (Figs. 46.1, 46.2).
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As shown in the figures above, the discriminator characteristic curves all are
odd symmetry, so the discriminator result of the code tracking loop after FDAJ
filtering is still unbiased, whether coherent phase discriminator or non-coherent
phase discriminator. This indicates that the FDAJ will not give a biased error of
code tracking, so it will not bring bias to the pseudo-range measurement or
position result.

Then the code loop tracking error after frequency domain anti-jamming filter is
derived as follows. Firstly, the discriminator result from coherent phase discrim-
inator without interference or environmental thermal noise can be written as

es eð Þ ¼ IE;s � IL;s ¼ R Cs

Rbr=2

�br=2

Hðf ÞGsðf Þ sin pf Dð Þ sin 2pf eð Þdf

( )
ffi CsKe

where K ¼
Rbr=2

�br=2

4pfH fð ÞGs fð Þ sin pf Dð Þdf

ð46:8Þ

The discriminator result in environmental thermal noise without interference
can be presented by the equation below.

e t0 � t̂0ð Þ ¼ IE � IL

ffi CsK t0 � t̂0ð Þ þ R
1
T

ZT

0

n0 t � t̂0ð Þ s�ðt � t0 � D=2Þ � s�ðt � t0 þ D=2Þ½ 	dt

8<
:

9=
;
ð46:9Þ

In the E � L code tracking loop, the local estimated code phase before the
smoothing loop filter can be written as
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t̂0 ¼ t0 �
e t0 � t̂0ð Þ

CsK
ð46:10Þ

Getting the conditional variance of t̂0

var t̂0jt0f g ¼ var e t0 � t̂0ð Þjt0f g
C2

s K2
ð46:11Þ

The molecule expression in the Eq. (46.11) is derived as follows, where Gh fð Þ
is the normalized power spectral density function of the FDAJ filter, the Gn fð Þ is
the normalized power spectral density function of the environmental thermal
noise.

varfeðt0 � t̂0Þjt0g

¼ var Rf1
T

RT
0

n0ðt � t̂0Þ½s�ðt � t0 � D=2Þ � s�ðt � t0 þ D=2Þ	dtgjt0
� �

¼ 1
2 var 1

T

RT
0

n0ðt � t̂0Þ½s�ðt � t0 � D=2Þ � s�ðt � t0 þ D=2Þ	dtjt0
� �

¼ 1
2 E 1

T

RT
0

n0ðt � t̂0Þ½s�ðt � t0 � D=2Þ � s�ðt � t0 þ D=2Þ	dt

����
����
2

jt0

( )

¼ 1
2 E

1
T2

ZT

0

ZT

0

n0ðt � t̂0Þn0�ðu� t̂0Þ½s�ðt � t0 � D=2Þ � s�ðt � t0 þ D=2Þ	

½s�ðt � t0 � D=2Þ � s�ðt � t0 þ D=2Þ	dtdujt0

8>>><
>>>:

9>>>=
>>>;

ffi 2
T

Rbr=2

�br=2

CsGhðf ÞGsðf ÞGnðf Þ sin2ðpf DÞdf ð46:12Þ

Then the variance of code phase tracking error without the smoothing loop filter
can be obtained.

r2
c;u ¼ var t̂0jt0f g ¼

Rbr=2

�br=2

Gh fð ÞGs fð Þ sin2 pf Dð Þdf

2 2pð Þ2T Cs
N0

Rbr=2

�br=2

fHðf ÞGsðf Þ sin pf Dð Þdf

 !2 ð46:13Þ

BL is marked as the bandwidth of the smoothing loop filter in the code tracking
loop, and the effect factor on tracking error can be approximated as
2BLTð1� 0:5BLTÞ, so the variance of final tracking error from the coherent phase
discriminator can be presented by the equation below.
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r2
c ffi 2BLT 1� 0:5BLTð Þr2

c;u

¼
BL 1� 0:5BLTð Þ

Rbr=2

�br=2

Gh fð ÞGs fð Þ sin2 pf Dð Þdf

2pð Þ2Cs
N0

Rbr=2

�br=2

fH fð ÞGs fð Þ sin pf Dð Þdf

 !2

ð46:14Þ

The non-coherent phase code loop tracking error variance is expressed as below
from similar derivation method.

r2
n ffi

BL 1�0:5BLTð Þ
Rbr=2

�br=2

Gh fð ÞGs fð Þ sin2 pfDð Þdf

2pð Þ2 Cs
N0

Rbr=2

�br=2

fH fð ÞGs fð Þ sin pfDð Þdf

 !2

� 1þ

Rbr=2

�br=2

Gh fð ÞGs fð Þ cos2 pf Dð Þdf

Cs
N0

Rbr=2

�br=2

H fð ÞGs fð Þ cos pfDð Þdf

 !2

2
666664

3
777775

ð46:15Þ

In the end, the effect of FDAJ filter on the code tracking error can be gained,
when 10 % of spread spectrum signal main lobe bandwidth is filtered out. And the
smoothing loop filter bandwidth is 1 Hz in the code tracking loop (Figs. 46.3, 46.4).

As the figures shown, the tracking error gets the maximum when the narrow
band interference center frequency is between the main lobe center and the zero-
to-zero point, as well as deviating from the main lobe center 511.5 kHz.
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46.3 Effect of FDAJ Filter on Output SNR

In the code tracking loop, the I-branch coherent integration results can be pre-
sented as below, when the carrier and pseudo-code all are synchronized accurately.

IP ¼ R
1
T

ZT

0

s0ðtÞs�ðtÞdt þ 1
T

ZT

0

n0ðt0Þs�ðtÞdt

8<
:

9=
;

¼ 1
2

1
T

ZT

0

s0ðtÞs�ðtÞdt þ 1
T

ZT

0

s0�ðtÞsðtÞdt þ 1
T

ZT

0

n0ðt0Þs�ðtÞdt þ 1
T

ZT

0

n0�ðt0ÞsðtÞdt

8<
:

9=
;

ð46:16Þ

Then the expectation of coherent integration and the expectation of the square
of coherent integration can be expressed as below.

E IPf g ¼
1

2T

ZT

0

s0ðtÞs�ðtÞdt þ
ZT

0

s0�ðtÞsðtÞdt

0
@

1
A ¼ Cs

Zbr=2

�br=2

Hðf ÞGsðf Þdf ð46:17Þ

E I2
P

� �
¼ Cs

2T

Zbr=2

�br=2

Ghðf ÞGwðf ÞGsðf Þdf þ Cs

Zbr=2

�br=2

Hðf ÞGsðf Þdf

0
B@

1
CA

2

ð46:18Þ

where Gwðf Þ is the mixed power spectrum of the input noise and interference, so
the variance of the coherent integration result is expressed as below.
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var IPf g ¼
Cs

2T

Zbr=2

�br=2

Ghðf ÞGwðf ÞGsðf Þdf ð46:19Þ

The output signal-to-noise ratio after frequency domain filtering is derived as
below.

SNRpost ¼
E IPf gð Þ2

var IPf g
¼

2TCs

Rbr=2

�br=2

Hðf ÞGsðf Þdf

 !2

Rbr=2

�br=2

Ghðf ÞGwðf ÞGsðf Þdf

¼
2T Cs

N0

Rbr=2

�br=2

Hðf ÞGsðf Þdf

 !2

Rbr=2

�br=2

Ghðf ÞGsðf Þdf þ Cj

N0

Rbr=2

�br=2

Ghðf ÞGjðf ÞGsðf Þdf

ð46:20Þ

where Cj is the power of the interference before FDAJ filter, and Gjðf Þ is the
normalized interference power spectral density function. If the influence of the
residual interference is ignored, the above equation can be simplified as below.

SNRpost ffi
2T Cs

N0

Rbr=2

�br=2

Hðf ÞGsðf Þdf

 !2

Rbr=2

�br=2

Ghðf ÞGsðf Þdf

ð46:21Þ

Then the effect of the FDAJ filter on the output SNR is gained.

LossAJ filter ffi

Rbr=2

�br=2

Hðf ÞGsðf Þdf

 !2

Rbr=2

�br=2

Ghðf ÞGsðf Þdf

ð46:22Þ

Figure 46.5 shows the effect of the FDAJ filter on the output SNR when dif-
ferent positions 10 % main lobe bandwidth is filtered. The SNR loss gets worst
when the narrow band interference center frequency is at the main lobe center, as
-1 dB approximately.
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46.4 Conclusion

The effect of FDAJ filter on the navigation performance is studied in this paper,
while the frequency domain anti-jamming receiver is considered as a whole. The
pseudo-code tracking error and output signal-to-noise ratio are utilized to evaluate
the effect of FDAJ filter. According to theoretical derivation and mathematical
simulation, it is elaborated that the FDAJ will not cause pseudo-code phase
tracking bias, but will bring a decline to tracking accuracy and output signal-to-
noise ratio. In the end, the effect results of FDAJ filter is gained in different stop-
band cases.
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Chapter 47
An Improved Algorithm for Single Point
Positioning of COMPASS

Guorui Xiao, Lifen Sui, Bing Wang, Yu Gan, Qinghua Zhang,
Yu Duan and Guobin Qi

Abstract The BeiDou (COMPASS) Navigation Satellite System has been able to

provide service for areas in China and its surrounding areas. However, due to the

limited number of satellites and the low accuracy, its application is greatly limited.

The global nonlinear least squares algorithm (Bancroft algorithm) is applied in

COMPASS single point position in this paper. The Bancroft algorithm based on

the Lorentz inner product is mainly in four-dimensional space. In consideration of

the constellation of COMPASS is composed of Geostationary Earth Orbit (GEO)

satellites and Non-Geostationary Earth Orbit (Non-GEO) satellites, A new method

to get the COMPASS observation weights is introduced base on the Lorentz inner

product. The observation data is computed to demonstrate the ideas involved. The

results indicates that the method can improve the accuracy of COMPASS single

point positioning.

Keywords Bancroft � Single point positioning �COMPASS �Weighting algorithm

� Nonlinear least squares

47.1 Introduction

In global positioning system applications several error sources affect the observa-

tions. Tropospheric delay that occurs during the propagation of the wave through the

troposphere and multipath taking place as a result of signal reflection are the most

important error sources [1]. Oneway to overcome this problem is to introduce of new
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stochasticmodels.Ward [2] gives the Sigma� emodel as a function of themeasured

C=N0 values. In addition to this stochastic model, another model based on elevation

cut-off angles has been applied by Rothacher [3]. Both models mentioned above are

applied to GPS data at zero difference level, where the observations are undiffer-

enced. The second model was implemented into the 4.2 version of Bernese GPS

processing software. The constellation of GPS is composed of 24 MEO satellites

located 20,231 kmheight in space while the constellation of COMPASS is composed

of Geostationary Earth Orbit (GEO) satellites and Non-Geostationary Earth Orbit

(Non-GEO) satellites [4]. The weighting algorithms used in GPS is not applicable in

COMPASS because the satellites height are different.

For GPS single point positioning, the local area optimal solution is solved by

the iteration of linearized least square [5]. But it may get different results and even

can make the result incorrect because of the different approximate coordinates in

the linearized process or the different receivers’ positions (such as the receiver is

not on the ground of the earth). Thus the American scholar Steven Bancroft [6]

puts forward a global nonlinear least squares algorithm called the “closed-form”

solution for GPS pseudorange equations in 1985. This algorithm does not need

linearization, and it is one of nonlinear solution methods having the algebraic and

analytic noniterative characteristics [7–9].

Global nonlinear least squares algorithm (Bancroft algorithm) is applied to

COMPASS single point positioning in this paper and a new weighting algorithm is

introduced base on the Lorentz inner product in Bancroft algorithm. The obser-

vation data is computed to demonstrate the ideas involved. The results indicates

that the method can improve the accuracy of COMPASS single point positioning.

47.2 Improvement of Bancroft Algorithm

47.2.1 Bancroft Algorithm

The Bancroft algorithm based on the Lorentz inner product is mainly in R4

dimensional space. The Lorentz inner product is defined as: in the R4 dimensional

space, we have

g
4�1
¼ uT

3�1
; a

� �T
; h

4�1
¼ mT

3�1
; b

� �T
ð47:1Þ

\g; h[ ¼ gTMh ¼ uTm� ab ð47:2Þ

The pseudorange observation between the jth satellite and the user station in

GPS pseudorange positioning has such a nonlinear equation written according to

the Lorentz inner product

518 G. Xiao et al.



~q j � b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx j � xÞ2 þ ðy j � yÞ2 þ ðz j � zÞ2

q
ð47:3Þ

Let the position vectors of the GPS satellite be

S j ¼ x j y j z j
� �T

; T j ¼ ðS jÞT ~q j
� �T ð47:4Þ

and the user position vectors are

l ¼ x y z½ �T ; X ¼ lT b
� �T ð47:5Þ

Then Eq. (47.3) can be expressed according to the Lorentz inner product

1

2
\T j; T j [ �\T j;X[ þ 1

2
\X;X[ ¼ 0 ð47:6Þ

For every pseudorange observation ~q j and the corresponding satellite, we can

list one equation that is similar to Eq. (47.6) without exception. When dðd� 4Þ,
Eq. (47.6) through d observed satellites and pseudo-range can be expressed as

BTPh� BTPBMX þ BTPks ¼ 0 ð47:7Þ

where

s
d�1
¼ 1 1 � � � 1½ �T ; k ¼ 1

2
\X;X[

h ¼ h1 h2 � � � hd
� �

; h j ¼ 1

2
\T j; T j [

B ¼

x1 y1 z1 ~q1

x2 y2 z2 ~q2

..

. ..
. ..

. ..
.

xd yd zd ~qd

2
6664

3
7775

Then unknown parameters can be solved by Eq. (47.7)

X̂ ¼ l̂
b̂

� �
¼ MFðksþ hÞ ð47:8Þ

where F ¼ ðBTPBÞ�1BTP and k is still the unknown parameter, so it must be

firstly solved.

From Bancroft algorithm, we have

\Fs;Fs[ k2 þ 2ð\Fs;Fh[ � 1Þkþ\Fh;Fh[ ¼ 0 ð47:9Þ

We can get two solutions k1 and k2 by solving Eq. (47.9). Then substitute k1, k2
into Eq. (47.8), and get a group of solutions corresponding with pseudo-range that

are consistent with the original pseudorange measurements.
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47.2.2 Weighting Algorithm

From Ref. [2], we can see that Eq. (47.9) is a form of global nonlinear LS solution

with the Lorentz norm

Xn
i¼1

\T j � X; T j � X[ 2 ¼ min ð47:10Þ

Then

V ¼\T j � X; T j � X[ ¼\T j; T j [ � 2\T j; X[ þ\X; X[ ð47:11Þ

We can substitute B; h; s into Eq. (47.11)

V ¼ hþ ks� BMX̂ ð47:12Þ

The weighting algorithm is based on prior information of pseudorange in tra-

dition method which is rigorous in linear LS solution [10]. But when we write GPS

pseudorange equation with Lorentz inner product, we need to change weighting

algorithm based on Lorentz inner product.

According to Eq. (47.12), we can treat h as virtual observation

h j ¼ 1

2
\T j; T j [ ¼ 1

2
ðS jÞTS j � ~q j~q j
� �

ð47:13Þ

In consideration of error propagation law, we can get the weight matrix of

Lorentz inner product

Pj
L ¼

d20
Dð~q jÞ

1

~q j~q j
ð47:14Þ

where d20 is mean square error, Dð~q jÞ is variance.
From the model based on elevation cut-off angles, the weight of j satellite can

be expressed as

p j
E ¼

d20
Dð~q jÞ ¼ sin2ðeÞ ð47:15Þ

Then the weight matrix of Lorentz inner product

Pj
L ¼

sin2ðe jÞ
~q j~q j

ð47:16Þ

Compare Eq. (47.16) with Eq. (47.15), we can see that the new weighting

algorithm takes the distance into consideration which is more accurate when

satellites are at different heights.
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47.3 Numerical Examples

We process the two-frequency COMPASS static observe data of four areas (uru-

mqi, kashi, kunming, changchun) which was observed from October 7 to October

21 in 2012 year, interval is 1 s. Station coordinates are already known.

In data processing the following four schemes are adopted:

Scheme 1: least squares solution using ionosphere-free linear combination of two-

frequency pseudorange, each observation weighted based on its

satellite elevation angle;

Scheme 2: least squares solution using the original pseudorange observation, each

observation weighted based on its satellite elevation angle;

Scheme 3: Bancroft solution using the original pseudorange observation, each

observation weighted based on its satellite elevation angle;

Scheme 4: Bancroft solution using the original pseudorange observation, each

observation weighted based on the method in this paper.

In order to see the results clearly, we choose data of urumqi station on October

7, 2012 to analysis. The result of other station and time are similar.

Based on Fig. 47.1 and Table 47.1, we can draw a conclusion that:

1. Compare scheme 1 with other schemes, we can see that the ionosphere-free

linear combination can not improve SPP accuracy in COMPASS.

2. Bancroft algorithm improve the accuracy slightly than least square algorithm

when both of their observations are weighted based on satellite elevation angle,

mainly because Bancroft solution is global nonlinear least squares solution and

the iterative least square are susceptible to the influence of its approximation.

3. Compared with other schemes, scheme 4 get the best result which shows that

new weighting algorithm based on Lorentz inner product is more accurate and
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Fig. 47.1 RMS of four schemes
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rigorous than the weighting algorithm based on satellite elevation angle in

Bancroft algorithm.

Through the analysis of result, we can be see Bancroft improve the accuracy of

COMPASS single point positioning, but the result was not obvious. In order to

further analysis, we selected first 10,000 epochs data to be analysis again. In this

period, eight satellites have been observed and the satellite information of epoch 1

is listed in Table 47.2. The weight of every satellite observation is compared to the

weight of 12th satellite observation.

Based on Tables 47.2 and 47.3, we can draw a conclusion that:

1. GEO satellites are about same altitude with IGSO satellites and higher than

MEO satellites.

2. When GEO, IGSO and MEO satellites are observed at the same time, improved

Bancroft algorithm improves the accuracy obviously. This is mainly because

that MEO satellites are lower than other satellites and the new weighting

algorithm based on Lorentz inner product takes the distance into consideration.

3. As MEO satellite increases, the constellation will be more complex, improved

Bancroft will get higher accuracy.

Table 47.1 N, E, U bias of four schemes/m

方案 N E U RMS

Scheme 1 4.65613 4.81255 11.25848 13.09937

Scheme 2 2.10627 1.46580 10.18285 10.50121

Scheme 3 2.15792 1.49941 10.08553 10.42223

Scheme 4 2.03678 1.44668 9.87218 10.18339

Table 47.2 Satellites in epoch 1

PRN Type Altitude/m Elevation angle/° Weight ratio

1 GEO 35,770,412 44.93437 0.09527

3 GEO 35,779,901 42.12005 0.38142

5 GEO 35,793,493 30.47598 0.35802

7 IGSO 35,706,817 62.88308 0.25868

8 IGSO 35,853,064 58.11976 0.50603

10 IGSO 35,720,130 28.91402 0.48030

11 MEO 21,598,858 44.95042 0.61723

12 MEO 21,589,266 11.85839 1.00000

Table 47.3 N, E, U bias of four schemes in first 10,000 epochs

Scheme N E U RMS

Scheme 1 3.40756 2.69697 12.80179 13.51927

Scheme 2 1.40868 1.18814 7.46394 7.68807

Scheme 3 1.65410 1.22378 7.75057 8.01904

Scheme 4 0.78356 0.82774 6.15850 6.26309
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47.4 Conclusion

Global nonlinear least squares algorithm (Bancroft algorithm) is applied to the

COMPASS single point positioning in this paper. In consideration of the different

altitude of satellites, a new weighting algorithm is introduced base on the Lorentz

inner product. A lot of observation data is computed to demonstrate the ideas

involved. The results indicates that the method can improve the accuracy of

COMPASS single point positioning.

Along with development of COMPASS and MEO satellite increases, the new

algorithm will be more and more useful.
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Chapter 48
The Study on Pseudorange Error Caused
by Sampling Process for GNSS Receiver

Chao Yuan, Hong Yuan, Ying Xu, Xiaokun Zhang and Liang Li

Abstract This paper explore pseudorange error caused by sampling process in
GNSS Receiver, and analyze the quantitative relationship between the pseudorange
error and the sampling rate, and a performance evaluation criterion and calculation
algorithm of the pseudorange error was proposed. The simulation results reveals that
the pseudorange error is larger when the sampling rate is an integer multiple of the
code rate or some special values, and the detailed analysis of the features was also
given. The proposed algorithm can be applied for GNSS digital receiver designing to
select a suboptimal sampling rate, and thus it can be able to achieve less pseudorange
error caused by sampling process when the GNSS digital receiver was designed with
lower cost.

Keywords GNSS � Pseudorange error � Non-commensurate sampling � Sampling
rate � Receiver design

48.1 Introduction

As we all know that the technology, using digital format to processing baseband
signal, is adopted on GNSS receiver so far, which takes integral-accumulation
operation, code tracking, with the sampling sequence signal. As a result of this, it
would make code phase discrimination error caused by sampling process [1, 2],
which is called time discrimination error in this paper. What’s more, the pseud-
orange measuring precision is determined by the accuracy of code tracking, which
makes the time discrimination error transform to pseudorange error at last.
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Quirk et al. pointed out in 2002 that the time discrimination performance of
code tracking loop was limited to the time of sampling interval when sampling rate
is integer multiple of code rate [3] which is used in commensurate sampling
technology to select sampling rate. However, in this method, the sampling rate
should be 100 multiple of code rate to realize time discrimination performance for
1 % code width, which is hardly achieved in project for so high sampling rate.

Corresponding to commensurate sampling technology, the non-commensurate
sampling (NCS) technology is the method whose sampling rate is not integer
multiple of code rate which could achieve better time discrimination performance
with lower sampling rate [3, 4]. Almost all of the GNSS receivers adopt NCS
technology at present [5, 6]. Although there is only one public publish paper [7]
which studies the quantitative relation between time discrimination performance
and sampling rate, whose defect is that he has not took code tracking loop into
consideration. Moreover, the name ‘‘time discrimination performance’’ called in
the other paper is just a same physical quantity with the name ‘‘time discrimination
error’’ in this paper.

The study, taking the quantitative relation between time discrimination error
and sampling rate, which is different from paper [7], starts with the side of code
tracking loop. Moreover, the paper explains the quantitative relation between
pseudorange error and sampling rate.

48.2 Analysis of Pseudorange Error Caused by Sampling
Process

This section analyses the limitation of commensurate sampling technology at first;
and then, it would declare the better time discrimination performance of NCS
technology; finally, the paper would bring forth the performance estimating rule
for the pseudorange error caused by sampling process.

48.2.1 Commensurate Sampling Technology and NCS
Technology

Figure 48.1 shows the commensurate sampling technology (x indicates the
sampling point). Impose the integral time is TP ¼ kPNCTC; in which kP is a
positive integer, TC is one code width, NC is number of code period; then impose
the TS is sampling interval, and sC is the phase difference between the local code
and the receiving code. Figure 48.1 indicates that the value of the receiving code is
keep same with all the sampling points on the local code. Therefore, it’s hardly to
distinguish the changing of the phase difference in the range of 0; TS½ Þ. Thus it can
be seen that the time discrimination performance for commensurate sampling
technology is confined by sampling interval TS.
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Compass navigation satellite system is composed by GEO satellite, IGSO
satellite, MEO satellite. The Doppler effect of MEO satellite is serious than the
Doppler effect of IGSO satellite, and the Doppler effect of GEO satellite is least.
When using commensurate sampling technology, the doppler frequency generated
by the doppler effect can improve time discrimination performance, and the larger
the Doppler frequency, the better the effect of improving, therefore, when
Processing GEO satellite signal by use of commensurate sampling technology,
time discrimination performance is worst.

Figure 48.2 shows the NCS technology in which the ratio between code width
TC and sampling interval TS is not a integer, and the distribution character of
sampling point in every code is not all the same. On the other side, there are many
sampling points that their value are changing on the receiving code when sC is
changing in the range of 0; TS½ Þ, which makes some relevant performance change.
Hence one can see that it is possible to distinguish the phase difference which is
smaller than TS with the help of some relative curve, which is to say, the NCS
technology has the potential of distinguishing the phase difference accurately.

48.2.2 Evaluation Criterion for Pseudorange Error Caused
by Sampling Process

As shown in Fig. 48.2, we impose that it does the integral accumulating operation
at the beginning of time which the local code begins to recurrent, then sign the first
n sampling point on the right of origin as Sn; mark the value of first n code as Cn;
which n is counted from 0.

Impose the number of sampling points in sampling discrete sequence which are
used to take the integral accumulating operation within the integral time is:

Ns ¼ ceil TP � ssð Þ=Ts½ � ð48:1Þ

0

=p p c cT k NT

cT

C0 C1 C2 Cn

the local code

C0−1cNC

−1sNS
sNS ( )C t

τ+( )cC t

τc

the receiving code

S2S1S- 1 S0

× × × × × × × × × × × × × × ×

C0 C1 C2 Cn C0−1cNC

−1sNS
sNSS2S1S- 1 S0

× × × × × × × × × × × × × × ×

Fig. 48.1 Illustration of Commensurate sampling technology
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The operator ceil �ð Þ in the equation above indicates upward rounding, ss is the
interval between the first sampling point and the edge of the first code.

We take the receiving code to accumulate the sequence signal which is
processed by sampling on the local code, and then, the operation result of integral
accumulation could be computed as following:

Rsample fs; ts; tc; TPð Þ ¼
XNs

n¼0
C ts þ nTsð ÞC ts þ tc þ nTsð Þ ð48:2Þ

In which fs is sampling rate.
The code tracking loop of GNSS receiver is usually using normalizing E-L

DLL, so does the research in this paper, moreover, we impose the correlative
interval is 1 chip, and take the local early code and the local late code to make
integral accumulate operation with the receiving code respectively, thus the
integral accumulate value could be described as following [8]:

Esample fs; ss; sc; TPð Þ ¼
XNs

n¼0
C ss � 0:5Tc þ nTsð ÞC ss þ sc þ nTsð Þ ð48:3Þ

Lsample fs; ss; sc; TPð Þ ¼
XNs

n¼0
C ss þ 0:5Tc þ nTsð ÞC ss þ sc þ nTsð Þ ð48:4Þ

Then, the estimated value of code phase difference [8], which is produced by
code demodulation with the integral accumulation value Esample fs; ss; sc; TPð Þ and
Lsample fs; ss; sc; TPð Þ; is:

ŝc fs; ss; sc; TPð Þ ¼ 1
2

Esample fs; ss; sc; TPð Þ � Lsample fs; ss; sc; TPð Þ
Esample fs; ss; sc; TPð Þ þ Lsample fs; ss; sc; TPð Þ ð48:5Þ

e fs; ss; sc; TPð Þ ¼ ŝc fs; ss; sc; TPð Þ � sc ð48:6Þ

In this paper, e fs; ss; sc; TPð Þ is defined as time discrimination error, which is
also pseudorange error caused by sampling process.

As the analysis above, we could study the quantitative relation between time
discrimination error and sampling rate. First of all, it must remove the affection of

Fig. 48.2 Illustration of non-commensurate sampling technology
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ss; sc and TP. If we fix the value of TP; and enumerate Nss values of ss which is
described as following:

ss ið Þ ¼ i=Nssð Þ � Ts i ¼ 0; 1; 2; . . .;Nss � 1 ð48:7Þ

Taking the same method for sc; enumerating Nsc values which is described as
following:

sc ið Þ ¼ i=Nscð Þ � Tc=100ð Þ i ¼ 0; 1; 2; . . .;Nsc � 1 ð48:8Þ

In which Tc=100 is because the accuracy of code tracking is better than 1 %
chip generally.

If we define the criterion for assessing the relation between time discrimination
error e fsð Þ and sampling rate fs as:

e fsð Þ ¼ RMS e fs; ss; sc; TPð Þð Þ ð48:9Þ

In which RMS �ð Þ is Root Mean Square (RMS) operation.
Then the pseudorange error caused by sampling process is defined as:

qe fsð Þ ¼ e fsð Þ � C ð48:10Þ

In which C is speed of light.

48.3 Pseudorange Error Evaluation on GPS C/A Code

As we have analyzed the evaluation criterion for the pseudorange error caused by
sampling process. Now we take the actual GNSS PRN code signal for example to
study the relation between sampling rate and pseudorange error with computer
simulation. We note that there are 3 important factors which could effect pseud-
orange error in GNSS receiver: sampling rate, code rate and code sequence, which
are all infinitive. For example, there are different PRN code sequence in different
navigating satellites; and the PRN code rate with different navigation frequencies
are also different, meanwhile, the PRN code rate of receiving signal could deviate
from the nominal value as a result of Doppler Effect; moreover, the sampling rate
could be chosen at random by the designer. Therefore, it must take the above every
factors into overall consideration while studying the sampling performance in
GNSS receiver.

In this research, we take the 1.023 Mcps C/A code to study the relation between
sampling rate and pseudorange error with the above evaluation criterion. We set
the Nss and Nsc as 100 and 200 respectively; what’s more, the sample rate is a
group of data. In order to compare the simulation situation with different PRN
code sequence, the paper make 3 different kinds of PRN code sequence with the
different PRN which is 1, 10 and 25 respectively.

What’s shown in Fig. 48.3 is the pseudorange error while the sampling rate is
changing from 5 to 7.4 MHz whose sampling interval is 1,000 Hz, that is to say,
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there are 2,400 values of sampling rate between 5 and 7.4 MHz. The simulation
shows that the pseudorange error at some special sampling rates are more larger
than any other sampling rates’ which are recorded in Table 48.1, which we will
probe into this problem later. On the other hand, most of the pseudorange errors
are keeping in the range of 0.4–0.9 m. Table 48.1 shows that some sampling rate
are integer multiple of code rate and the other are not, which is different from the
paper [7] whose conclusion is that the pseudorange error would be more larger
only when the sampling rate is integer multiple of code rate, but the other situation
would be very small.

What’s shown in Fig. 48.4 is the changing trend of pseudorange error while
sampling rate is changing from 6.135 to 6.141 MHz whose sampling interval is
25 Hz, that is to say, there are 240 sampling values between 6.135 and 6.141 MHz.
The simulation indicates that the pseudorange error at the sampling rate of
6.138 MHz is larger, however, the pseudorange error would become less while the
sampling rate is deviating from 6.138 MHz, moreover, the pseudorange error
would be smooth and steady when the distance from 6.138 MHz is more than
1,000 Hz whose pseudorange error keeps between 0.5 and 2 m.
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Fig. 48.3 Pseudorange error with sampling rate between 5 and 7.4 MHz
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What’s shown in Fig. 48.5 is the pseudorange error when the sampling rate is
nearby 5.797 MHz, whose sampling rate is changing from 5.794 to 5.8 MHz,
sampling interval is 25 Hz, that is to say, there are also 240 sampling values while
the sampling rate is changing from 5.794 to 5.8 MHz. From this simulating result,
we could see that the pseudorange error is the most when the sampling rate is
5.797 MHz, moreover, the pseudorange error would become small along with the
sampling rate deviating from 5.797 MHz, and the pseudorange error would be
smooth and steady after the distance from 5.797 MHz is more than 300 Hz whose
pseudorange error keeps between 0.5 and 1.5 m.

Table 48.1 Pseudorange error with special sampling rate

Pseudorange error (m) Sampling rate (MHz)

5.115 5.456 5.797 6.138 6.479 6.82 7.161

PRN 1 24.032 7.5133 7.0816 20.037 6.3334 5.9895 17.176
10 24.035 7.5138 7.0813 20.036 6.3338 5.9894 17.177
25 24.036 7.5137 7.0818 20.032 6.3334 5.9899 17.173

6.135 6.136 6.137 6.138 6.139 6.14 6.141

x 10
6

0

10

20

Sampling Rate/HzP
se

ud
or

an
ge

 E
rr

or
/m

Pseudorange Error simulation for GPS CA code PRN=1

6.135 6.136 6.137 6.138 6.139 6.14 6.141

x 10
6

0

10

20

Sampling Rate/HzP
se

ud
or

an
ge

 E
rr

or
/m

Pseudorange Error simulation for GPS CA code PRN=10

6.135 6.136 6.137 6.138 6.139 6.14 6.141

x 10
6

0

10

20

Sampling Rate/HzP
se

ud
or

an
ge

 E
rr

or
/m

Pseudorange Error simulation for GPS CA code PRN=25

Fig. 48.4 Pseudorange error when sampling rate is nearby 6.138 MHz
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48.4 Analysis for Some of Larger Pseudorange Error

As we discovered in the simulation above that the pseudorange error would
become larger than any other sampling rates’ when the sampling rate is integer
multiple of code rate, or some particular sampling rate. And now, we may probe
into this problem.

Impose the sampling rate is fs; and code rate is rs; thus the ratio of sampling rate
and code rate is Rs ¼ fs

rs
¼ kN

kM
; in which kN and kM are mutually prime number, so

fs ¼ kN�rs
kM

; then extracting the signal with the factor of kM to the sampling sequence

which is sampled with the rate of kN � rs for code signal is equivalent to that taking
fs to sample for code signal. Thus the best time discrimination ability with the
sampling rate of kN � rs is Tc

kN
; in which Tc is width of code width, so we can know

that the best time discrimination ability with the sampling rate of fs would hardly
better than sampling with the sampling rate of Tc

kN
: However, this is a special

situation that the sampling rate is integer multiple of code rate since kM ¼ 1 at this
time, which is the conclusion that integer multiple of sampling rate and some other
particular non-integer multiple sampling rate would make more larger pseudor-
ange error.

5.794 5.795 5.796 5.797 5.798 5.799 5.8

x 10
6

0
2
4
6
8

Sampling Rate/HzP
se

ud
or

an
ge

 E
rr

or
/m

Pseudorange Error simulation for GPS CA code PRN=1

5.794 5.795 5.796 5.797 5.798 5.799 5.8

x 10
6

0
2
4
6
8

Sampling Rate/HzP
se

ud
or

an
ge

 E
rr

or
/m

Pseudorange Error simulation for GPS CA code PRN=10

5.794 5.795 5.796 5.797 5.798 5.799 5.8

x 10
6

0
2
4
6
8

Sampling Rate/HzP
se

ud
or

an
ge

 E
rr

or
/m Pseudorange Error simulation for GPS CA code PRN=25

Fig. 48.5 Pseudorange error when sampling rate is nearby 5.797 MHz
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As seen in Table 48.1 that the large pseudorange errors whose sampling rate is
not integer multiple of code rate are 5.456, 5.797, 6.479, 6.820 MHz, then
according to Rs; their values are 16/3, 17/3, 19/3 and 20/3, and their corresponding
pseudorange error shown in Table 48.1 become smaller and smaller in proper
orders, which is completely in conformity with our conclusion.

As we have said that what’s shown in Fig. 48.5 is the pseudorange error when
the sampling rate is nearby 5.797 MHz. If we analyze this situation with the above
conclusion, thus, the result of Rs is 17/3 when sampling rate fs is 5.797 MHz, that
is to say, the best time discrimination ability at this sampling rate is Tc

17 ; to which
converted pseudorange error is about 17.5 m. This method is taking the maximum
to calculate pseudorange error, but the method calculating pseudorange bought
forward in this paper is using RMS operation, so the pseudorange error at the
sampling rate of 5.797 MHz is smaller than 17.5 m.

We would discuss the relation of sampling rate selection and Nyquist theorem
at next time, since the sampling rate selection of GNSS receiver must be satisfied
with Nyquist theorem, and the sampling rate must not be the integer multiple of
code rate at the same time, and Why? On the other hand, as we know that the
signal processed with large sampling rate would contain more abundant frequency
component than the signal processed with small sampling rate while taking the
analog signal to sampling, but why the pseudorange error produced by large
integer multiple sampling rate is larger than the pseudorange error produced by the
samall non-integer multiple sampling rate? Can the questions above explain that
there are any defects for the Nyquist theorem?

First, we know that there are two prerequisites that Nyquist theorem required:
(1) the sampled signal must be band-limited signal; (2) the sampling rate must be
more than 2 multiple of the highest frequency. If these two prerequisites could be
satisfied at the same time, the sampling sequence could be stand for the signal
sampled completely.

As is known to all that the inputting signal in GNSS receiver is band-limited
signal, and the local code signal is not band-limited signal. So taking the inputting
signal for sampling procession in GNSS receiver just like digital signal, that is to
say, the digital signal which has been sampled could not stand for the original
analog signal, which is also the reason for why the sampling rate could not be
selected only by Nyquist theorem, but must be satisfied with that sampling rate
could not be integer multiple of the code rate at the same time.

48.5 Suboptimal Sampling Rate Selecting Algorithm

The conclusion above indicates that the sampling of receiver could make larger
pseudorange error when the sampling rate is selected as integer multiple code rate
or some other particular sampling rate, which is the reason that selecting a better
sampling rate is very important to the GNSS receiver. For this reason, we may
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make a group of choice sampling rate according to hardware, prime cost and so on
to design GNSS receiver first, and then select a better sampling rate based on the
performance evaluation criterion and its algorithm in this paper, which must
be satisfied with the minimize pseudorange error. Meanwhile, it also must take the
Doppler Effect into consideration. For example, ignoring the doppler offset caused
by clock oscillator drift, impose the code rate is rs Hz, and the maximum deviation
affected by doppler effect is fd Hz, thus the value of actual code rate of receiver
must be considered between the range of rs � fd Hz and rs þ fd Hz.

48.6 Conclusion

The paper studied the pseudorange error caused by sampling process in GNSS
receiver, and brought forward the performance evaluation criterion for pseudor-
ange error produced by sampling process and its algorithm, besides that, the paper
analyzed the reason that the selection of sampling rate in receiver must be satisfied
with not only Nyquist theorem, but also that the sampling rate could not be integer
multiple of code rate.

The simulating experiment processed with the algorithm put forward in this
paper indicates that the pseudorange error would become larger when the sampling
rate is integer multiple of code rate or some particular sampling rate; moreover, the
pseudorange error computed by RMS operation is about 20 m when the sampling
rate is 6 multiple of code rate; and with the same operation, the pseudorange error
is about 7 m when the sampling rate is 5.797 MHz. What’s more, the pseudorange
error computed by RMS operation would become small when the sampling rate is
deviating from integer multiple of code rate or some particular sampling rate to
1,000 Hz, whose pseudorange error would achieve the order of decimeter.

As the reason that the logical relation between pseudorange error and sampling
rate could not be described by simple function, the paper provides method for
selecting better sampling rate which could be applied to the designing of GNSS
digital receiver, and it can take cheap hardware cost to design GNSS digital
receiver which also has the advantage of small pseudorange error caused by
sampling process.
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Chapter 49
Solutions for False Lock of FLL
in GNSS Receiver

Ting Ke, Xingguo Li, Xianhui Wang and Fuzhan Yue

Abstract The first stage of processing with a Global Navigation Satellite System
(GNSS) receiver is signal acquisition process, while the second stage is Frequency
Lock Loop (FLL) process. It was found that when sequentially adopting the
‘‘sliding correlation’’ acquisition strategy and the ‘‘dual-quadrant’’ frequency
discrimination strategy, the FLL occasionally operates abnormally with hundreds
Hz false lock error, while the sequential Phase Lock Loop (PLL) would steadily
tracking but with incorrect output bit phase. Two simple and universal methods are
proposed to solve above problem: A. Instead adopting the ‘‘four-quadrant’’ fre-
quency discriminator; B. Inserting frequency false lock detecting and correction
mechanism between ‘‘dual-quadrant’’ FLL and Phase Lock Loop (PLL). Theory
analysis and simulation test show the validation of the solutions.

Keywords Global navigation satellite system (GNSS) � Frequency lock loop
(FLL) � Frequency tracking discriminator � False lock

49.1 Introduction

The first stage of processing with a Global Navigation Satellite System (GNSS)
receiver is signal acquisition process, while the second stage is Frequency Lock
Loop (FLL) process. It was found that when sequentially adopting the ‘‘sliding
correlation’’ acquisition strategy and the ‘‘dual-quadrant’’ frequency discrimina-
tion strategy, the FLL occasionally operates abnormally with hundreds Hz false
lock error.
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As discussed in [1], the PLL could not detect and correct the frequency false
lock phenomenon induced by FLL with ‘‘dual-quadrant’’ frequency discriminator.
Taking GPS L1 C/A code as an example, under the condition of frequency false
lock, the PLL can tracking steadily but with false and alternately-rolling prede-
tection integration value, which result in the false recovered information bits. Base
on above observation of alternately-rolling predetection integration value, a
detecting and correcting mechanism for FLL frequency false lock problem was
proposed in [1].

Limited application scope is the main drawback of [1] since it could NOT work
for the situations of only one or two PRN code periods existing in one information
bit (such as GALILEO E1-B), or the situations of high rate secondary code being
modulated (such as GPS L5, GALILEO E1-C, E5a, and E5b).

To overcome the shortcoming of [1], two simple but universal solutions were
proposed in this paper.

49.2 Mechanism Analysis for FLL Frequency False
Lock Phenomenon

Well known by GNSS signal acquisition theory [2], the detection probability PD is
a function of predetection integration SNR C/N and acquisition threshold Th. For a
given Th, PD increases with C/N.

Predetection integration SNR is defined as C/N = b (C/N0)Tp, where C/N0 is
the Carrier-to-Noise Ratio (Hz), Tp is the predetection integration time (s), b is the
power loss caused by mismatch of PRN code phase and carrier frequency, which
defined as

b ¼ R2
c ecodeð Þ

sin2 p fdTp

� �

p fdTp

� �2 ð49:1Þ

where ecode and fd are the synchronization errors of PRN code phase (chips) and
carrier frequency (Hz) respectively. Figure 49.1 gives the curve of b versus ecode

and fd. Referring to Fig. 49.1, error patterns of \0.25 chips, 333.3 Hz[ and
\0 chips, 527.8 Hz[ corresponding to the same power loss of b = 0.38.

Assuming the predetection integration time being Tp = 1 ms, the PRN code
searching step during signal acquisition being Dcode = 0.5 chips, the carrier
Doppler frequency searching step being Dfreq = 2/(3Tp) = 667 Hz. Generally
speaking, conservation design expects the error pattern of \Dcode/2, Dfreq/2[
(i.e., \0.25 chips, 333.3 Hz[) being success acquired, resulting in b corre-
sponding to designed acquisition threshold Th being lower than 0.38. Under such
acquisition threshold, some error patterns with residual carrier Doppler frequency
larger than 1/(2Tp) = 500 Hz (such as\0 chips, 527.8 Hz[) could be false judged
as ‘‘success acquisition’’.
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Figure 49.2 gives the FLL discriminator curves of ‘‘four-quadrant’’ frequency
discriminator DFLL,4 and ‘‘dual-quadrant’’ frequency discriminator DFLL,2

simultaneously.

DFLL 4 ¼
atan2 Cross;Dotð Þ

2pTp
ð49:2Þ

DFLL 2 ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Cross2 þ Dot2
p Cross � sgn Dotð Þ

2pTp
ð49:3Þ

where Tp is the predetection integration time, sign(.) denotes signum function,
Cross and Dot are called as cross item and dot-product item respectively, with
definition as

Cross ¼ IP n� 1ð ÞQP nð Þ � IP nð ÞQP n� 1ð Þ ð49:4Þ

Dot ¼ IP n� 1ð ÞIP nð Þ þ QP n� 1ð ÞQP nð Þ ð49:5Þ

with IP and QP being the in-phase and quadrature-phase correlation values
respectively.

As shown in Fig. 49.2, giving Tp = 1 ms, the normal operation range of dual-
quadrant discriminator DFLL,2 is -250 to 250 Hz. If the absolute value of residual
carrier Doppler frequency falls into the abnormal range of 250–750 Hz, then the
FLL would false lock at ±500 Hz [i.e., 1/(2Tp)].

Fig. 49.1 Curve: b versus e and fd
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Since the FLL and DLL work simultaneously, the last stabilized error pattern
caused by FLL frequency false locked problem is\0 chips, ±500 Hz[, which has
corresponding power loss of b = 0.41, larger than the acquisition threshold of
b = 0.38, so the traditional Lose Loop Detector based on correlator power fading
detection can NOT detect FLL frequency false lock phenomenon. Referring to [1],
the PLL can NOT detect above anomaly too. Therefore, it is necessary to propose
new methods to solve above problem.

49.3 Solutions

Referring to Sect. 49.1, a simple but application limited solution was first proposed
by Li et al. [1], which could NOT work for the situations of only one or two PRN
code periods existing in one information bit (such as GALILEO E1-B), or the
situations of high rate secondary code being modulated (such as GPS L5,
GALILEO E1-C, E5a, and E5b).

To overcome the shortcoming of [1], following two simple but universal
solutions were proposed in this paper: A. Instead adopting the ‘‘four-quadrant’’
frequency discriminator; B. Inserting a novel frequency false lock detecting and
correction mechanism between ‘‘dual-quadrant’’ FLL and Phase Lock Loop (PLL).

Fig. 49.2 FLL discriminator curve
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49.3.1 Solution A: Instead Adopting the ‘‘Four-Quadrant’’
Frequency Discriminator

Adopting the ‘‘four-quadrant’’ frequency discriminator can completely eliminate
the FLL frequency false lock phenomenon.

Referring to Fig. 49.2, under the condition of four-quadrant discriminator
DFLL,4 being adopted, if the absolute value of residual carrier Doppler frequency
larger than 500 Hz (e.g. 527 Hz), then the FLL would false lock at ±1,000 Hz,
resulting in the correlator power fading to zeros. At that time, the traditional Lose
Loop Detector based on correlator power fading detection will work and assert that
tracking loops lose lock, and then the re-acquisition procedure would restart
subsequently. After searching all the remaining PRN code phases, re-acquisition
procedure would step into a new frequency (e.g., 527-627 = -100 Hz) and
continue to search the total PRN code phases until acquisition succeed. Since
-100 Hz falls into the normal operation range of dual-quadrant discriminator
DFLL,4, the FLL will work normally. Therefore, the dual-quadrant discriminator
can completely eliminate the FLL frequency false lock phenomenon, with the cost
of acquisition time being obviously extended, which caused by an extra loop lose
lock and re-acquisition procedure.

49.3.2 Solution B: Inserting a Novel Frequency False Lock
Detecting and Correction Mechanism

Figure 49.3 gives the state flow of frequency false lock detecting and correction
mechanism which is based on power judgment. After acquisition completion,
‘‘FLL State’’ is first executed. At FLL State, ‘‘dual-quadrant’’ frequency dis-
crimination strategy is adopted, and the carrier frequency tends to lock at 0 or
±500 Hz. After A seconds, setting reference frequency (RefFreq) equal to the
current frequency control word (FW), and then jumping into ‘‘Frequency False
Lock Detecting and Correction State’’.

‘‘Frequency False Lock Detecting and Correction State’’ consists of four sub-
states with ‘‘Current Frequency Power Calculation State’’ being first executed. At
that State, simply setting FW equal to RefFreq, and calculating the signal power of
current frequency point (denotes as CurPower). After B seconds, it jumps into
‘‘+500 Hz Frequency Power Calculation State’’. At that State, simply setting FW
equal to RefFreq plus 500 Hz, and calculating the signal power of current fre-
quency point (denotes as PlusPower). After B seconds, it jumps into ‘‘-500 Hz
Frequency Power Calculation State’’. At that State, simply setting FW equal to
RefFreq minus 500 Hz, and calculating the signal power of current frequency
point (denotes as MinusPower). After B seconds, it finally jumps into ‘‘False Lock
Detecting and Correction State’’. At that State, finding the max value among
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CurPower, PlusPower and MinusPower, and then setting FW equal to the right
frequency corresponding to the maximum one.

Computer simulation was carried out to validate solution B. The simulation
conditions are as follows: setting C/N0 as 39 dB-Hz, the residual carrier Doppler
frequency as 700 Hz, and the predetection integration time as 1 ms, which
resulting the normal operation range of dual-quadrant discriminator being -250 to
250 Hz. Taking second-order FLL filter, with filter bandwidth as 12 Hz. Setting A
equal to 2 s, B equal to 10 ms.

Figure 49.4 gives the Simulation result, with Fig. 49.4a being the global fre-
quency tracking error curve, while Fig. 49.4b is the partial curve before frequency

Fig. 49.3 State flow for frequency false lock detecting and correction algorithm
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Fig. 49.4 Simulation for frequency false lock detecting and correction algorithm. a Carrier
frequency tracking error (global curve). b Carrier frequency tracking error (partial curve, before
correction). c Carrier frequency tracking error (partial curve, after correction). d In-phase
correlation values
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false lock correction, and Fig. 49.4c is the partial curve after the correction.
Figure 49.4d is the in-phase correlation values. As shown in Fig. 49.4b, from 0 to
2 s, ‘‘dual-quadrant’’ frequency discriminator was adopted, and carrier frequency
error was false locked from 700 to 500 Hz. As shown in Fig. 49.4a, from 2 to
2.03 s, frequency false lock detecting and correction mechanism was executed,
and the carrier frequency error was corrected to 0 Hz around. As shown in
Fig. 49.4c and d, from 3 to 9 s, FLL assist PLL frequency tracking algorithm was
executed, and the carrier frequency error works normally with ±5 Hz jittering. At
this time, bit synchronizes normally.

49.4 Conclusion

It was found that when sequentially adopting the ‘‘sliding correlation’’ acquisition
strategy and the ‘‘dual-quadrant’’ frequency discrimination strategy, the FLL
occasionally operates abnormally. The solutions found in literature have limitation
that could NOT work for the situations of only one or two PRN code periods
existing in one information bit, or the situations of high rate secondary code being
modulated. To overcome above shortcomings, two simple but universal solutions
were proposed in this paper: A. Instead adopting the ‘‘four-quadrant’’ frequency
discriminator instead; B. Inserting a novel frequency false lock detecting and
correction mechanism between ‘‘dual-quadrant’’ FLL and Phase Lock Loop (PLL).
Theory analysis and simulation test show that the proposed solutions can effec-
tively solve the FLL frequency false lock problem. The implementations are
simple but universal, and they apply to all GNSS signal structures.
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Chapter 50
Research on Fast Satellite Selection
Algorithm Based on Geometry

Pengfei Zhang, Chengdong Xu, Chunsheng Hu and Ye Chen

Abstract The positioning accuracy with Global Navigation Satellite System
(GNSS) depends on both the pseudorange error and the geometric dilution of
precision (GDOP), and GDOP is depended on the geometry of user/satellites
which are selected. Positioning with a GNSS needs at least four satellites which
are visible for the user so that at least four pseudorange measurements can be
provided to determine the user position in three dimensions and the receiver clock
offset. In order to select as few as visible satellites whose geometry is better, a new
fast satellite selection algorithm based on geometry is come up with by this paper
through analyzing geometry characteristics of the optimal visible satellites com-
bination. The expected visible satellites are selected based on the distribution
characteristics of elevation angles and azimuth angles combined with tetrahedron
volume. Taking GPS, GLONASS and GALILEO system for examples, this paper
compares the algorithm proposed by this paper with the best geometry satellite
selection algorithm through simulation. The simulation results show that the
algorithm proposed by this paper solves the problem that there are a lot of matrix
multiplications and matrix inversions in the best geometry satellite selection
algorithm. So the new algorithm can reduce computational complexity and
increase receiver processing speed. The theory of the algorithm is simple and easy
to use. Meanwhile, the algorithm can satisfy the real time requirements for users.
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50.1 Introduction

The four Global Navigation Satellite Systems (GNSSs) which are currently on-
orbit operation include the American GPS, the Russian GLONASS, the European
GALILEO system and the Chinese BD2 system (the Second Generation of BeiDou
Navigation System) [1]. The positioning accuracy with GNSS mainly depends on
pseudorange error and geometric dilution of precision (GDOP), and GDOP is
depended on user/satellites geometry [2]. In order to determine user position in
three dimensions and the receiver clock offset, at least four satellites should be
visible to provide four pseudorange measurements [3]. So it is important that how
to select the visible satellites with better geometry and less quantity fast. The best
geometry satellite selection algorithm is described simply as follows: find all
combinations with four satellites in all visible satellites and calculate GDOP or
tetrahedron volume in all combinations firstly, and then select the combination
with minimal GDOP or maximal tetrahedron volume as final satellite selection
result. The result of best geometry satellite selection algorithm is optimal and the
corresponding positioning accuracy is best. However, it has a heavy calculation
burden and it is time-consuming. Especially for the high-dynamic user, it has a
disadvantage in real time performance. Therefore, it is significant to find out a fast
satellite selection algorithm with less calculation on the premise that it has little
influence on positioning accuracy. This paper analyzes the geometry characteris-
tics of the optimal combination which is selected by best geometry satellite
selection algorithm and summarizes the distribution regularities of elevation
angles and azimuth angles in the combination. Then a new fast satellite selection
algorithm based on geometry is come up with. At last, taking GPS, GLONASS and
GALILEO system as examples, this paper compares the algorithm proposed by
this paper with the best geometry satellite selection algorithm trough simulation.

50.2 Best Geometry Satellite Selection Algorithm

In GNSS, the positioning error can be expressed as a product of GDOP and
pseudorange error [4].

rp ¼ GDOP� rUERE ð50:1Þ

where rp is the positioning error and rUERE is the pseudorange error. As is shown
in formula (50.1), GDOP is a linear mapping from peseudorange error to posi-
tioning error. On the condition of the same pseudorange error, the less the GDOP,
the less the positioning error. Therefore, a basic principle of satellite selection is to
make GDOP of the selected combination as small as possible.

If there are nðn� 4Þ simultaneous and continuous satellites of one GNSS in
view of users in one area at one moment, a best geometry satellite selection
algorithm is to go through the entire four satellites combinations in all visible
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satellites and select the combination with minimal GDOP as a final satellite
selection result. GDOP is inversely proportional to tetrahedron volume which
consists of the end points of unit vectors between a user and satellites. So another
best geometry satellite selection algorithm is to select the combination with
maximal tetrahedron volume as a final satellite selection result [5]. Assuming that
positions of the selected four satellites in Earth-Centered Earth-Fixed (ECEF)
coordinate system are ðxi; yi; ziÞ ði ¼ 1; 2; 3; 4Þ; the position of user in ECEF
coordinate system is ðxu; yu; zuÞ; the calculation formula of GDOP is as follows [6]:

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
traceðHT HÞ�1

q
ð50:2Þ

Where,

H ¼

ax1 ay1 az1 1
ax2 ay2 az2 1
ax3 ay3 az3 1
ax4 ay4 az4 1

2
664

3
775

axi ¼
xi � xu

ri
; ayi ¼

yi � yu

ri
; azi ¼

zi � zu

ri

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xuÞ2 þ ðyi � yuÞ2 þ ðzi � zuÞ2

q
ði ¼ 1; 2; 3; 4Þ

The calculation formula of tetrahedron volume V is as follows [7]:

V ¼ 1
6
jHj ð50:3Þ

There are C4
n times calculation of GDOP or tetrahedron volume in best

geometry satellite selection algorithm. Taking GPS as an example, there are 6–12
simultaneous and continuous satellites in view of a user in one area at one moment.
That is, there are 15–495 times calculation of GDOP or tetrahedron volume in best
geometry satellite selection algorithm. As is shown in formula (50.2) and formula
(50.3), it involves matrix multiplication, matrix inversion or determinant compu-
tation in every time of calculation, the computation burden is heavy and it is time-
consuming.

50.3 Analysis of Best Geometry Characteristics

Taking GPS as an example, the reference time of ephemeris and start time of
simulation are set as 0 h 0 min 0 s January 1, 2012 UTC, the total time of sim-
ulation is set as 24 h. The observation site is set as 398N and 1168E and the mask
angle is set as 58. The satellite selection result of best geometry satellite selection
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algorithm is analyzed and the difference between maximal elevation angles of the
satellite selection result and that of all the visible satellites is shown statistically in
Fig. 50.1.

As is shown in Fig. 50.1, there is nearly 90 % simulation time that the satellite
with maximal elevation angle in satellite selection result and the satellite with
maximal elevation angle in all the visible satellites are the same, and there is more
than 95 % simulation time that the difference of maximal elevation angle between
them is less than 10�. It indicates that there should be a satellite with greater
elevation angle in best geometry. Next, the geometry characteristics of the other
three satellites are analyzed according to vertex distribution of tetrahedron. The
tetrahedron which consists of the end points of unit vectors between a user and
satellites is shown in Fig. 50.2.

In Fig. 50.2, the tetrahedron ABCD is consisted of four projective points of the
four satellites located on the unit sphere whose center is the user [8]. The size of
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tetrahedron volume reflects the quality of satellite selection result. The larger the
volume, the better the result. In order to make the tetrahedron volume as large as
possible, when a satellite with a greater elevation angle is determined, other three
satellites should be selected as follows: the elevation angles of the three satellites
should be small and the difference between that of each other should be also small,
then the azimuth angles of them should be distributed uniformly.

50.4 Fast Satellite Selection Algorithm Based on Geometry

Through analyzing the geometry characteristics of the optimal visible satellites
combination, the expected visible satellites are selected based on the distribution
characteristics of elevation angles and azimuth angles combined with tetrahedron
volume. The selection result is not optimal, but it can increase the satellite
selection speed with less calculation on the premise that it has little influence on
positioning accuracy. The detailed satellite selection process is shown in Fig. 50.3.
Step 1 Set the mask angle according to the field of vision to the satellites in the

location of the receiver. The mask angle is inversely proportional to the
field of vision. The wider the field of vision, the lower the mask angle
should be set.

Step 2 Eliminate the unhealthy satellites in GNSS according to the parameters
which represent the health state in ephemeris, calculate the position
coordinates of the health satellites in ECEF coordinate system and get
the total number of the visible satellites n according to the mask angle
set in step 1.

Step 3 Transform the visible satellites coordinates in ECEF coordinate system
to ENU coordinate system (the origin is the user, X-axis points to east
orientation, Y-axis points to north orientation and Z-axis points to
zenith orientation) and get the unit vector [9].

Step 4 Calculate the elevation angles and azimuth angles of all visible
satellites in ENU coordinate system and select the satellites with
maximal and the second maximal elevation angle as the first alternative
satellite S1 in satellite selection result. Judge the difference between
elevation angles of the two satellites, if it is less than 10�, select two
combinations according step 5–step 8, if not, determine the satellite
with maximal elevation angle as the first satellite S1 in satellite
selection result.

Step 5 If n� 6; go through the entire three satellites combinations in the rest
of visible satellites and select the satellites with maximal tetrahedron
volume combined with S1 as the second S2, the third S3 and the fourth
satellite S4 in satellite selection result respectively, and then turn to
step 9; if n [ 6; turn to step 6.
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Step 6 Calculate the distance between the position of all visible satellites and
the position of S1 on the unit sphere, select the satellite with longest
distance as the second satellite S2 in satellite selection algorithm.

Step 7 Select the third satellite S3.
Step 7.1 Calculate the difference between elevation angle of S2 and that of other

visible satellites except S1 and get the satellites whose absolute values
of difference are less than a: In order to make the tetrahedron volume as
large as possible, the elevation angles of S3 and S2 should be in the
same range, that is, the smaller a; the better the result. In general, a is
less than 30�;

Step 7.2 Calculate the difference between azimuth angle of S2 and that of other
visible satellites obtained in step 7.1. If absolute value of the difference
is greater than 180�, calculate the difference between the absolute value
and 240�; if not, calculate the difference between the absolute value
and 120�;

Step 7.3 Find out the minimal absolute value in the difference calculated in step
7.2, judge whether the minimal value is less than b (the size of b
reflects azimuth angles distribution of S3 and S2, the smaller b; the
more uniform azimuth angles distribution of S3 and S2, the larger the
tetrahedron volume). If it is less than b; select this satellite as the third
satellite S3 in satellite selection result. If not, increase the value of a by
a certain step and repeat step 7.1–7.2 until find out the third satellite. If
the third satellite met the conditions is not selected when the value of a
increases to 30�, select the satellite with minimal b when a is 30� as the
third satellite S3 in satellite selection result.

Step 8 Calculate the tetrahedron volume which consists of each satellite in
other visible satellites and S1, S2, S3. Select the satellite with maximal
volume as the fourth satellite S4 in satellite selection result.

Step 9 If there are two schemes in step 4 about S1, judge the GDOP size of the
two schemes. Select the combination with the minimal GDOP as the
satellite selection result.

50.5 Simulation Analysis

In the simulation, 32 GPS satellites (according to Yuma almanac), 24 GLONASS
satellites (uniformly locate in 3 orbital planes 120� apart in right ascension) and 27
GALILEO satellites (3 orbital planes, equally spaced and with 56� nominal
inclination and 9 satellites per plane) are chosen respectively [10]. The reference
time of ephemeris and start time of simulation are set as 0 h 0 min 0 s January 1,
2012 UTC, the total time of simulation is set as 24 h. The observation site is set as
398N and 1168E and the mask angle is set as 58. Both a and b are set as 308, c is set
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as 58. The satellite selection results of best geometry satellite selection algorithm
and fast satellite selection algorithm based on geometry proposed by this paper are
simulated. The corresponding GDOP and consuming time are compared respec-
tively. The comparison results are shown in Figs. 50.4 and 50.5.

In Figs. 50.4 and 50.5, GDOP1 and T1 represent the GDOP value and con-
suming time of satellite selection result in best geometry satellite selection algo-
rithm respectively. GDOP2 and T2 represent the GDOP value and consuming time
of satellite selection result in fast satellite selection algorithm based on geometry
proposed by this paper respectively. The mean values of the difference between
GDOP1 and GDOP2 in GPS, GLONASS and GALILEO system are 0.1470,
0.1377 and 0.1097 respectively. The mean increase of corresponding positioning
error is less than 5 %. So it is an acceptable influence on positioning in fast
satellite selection algorithm based on geometry. In addition, the calculation time is
reduced obviously and the speed of satellite selection is increased about ten times.
Therefore, it achieves the purpose that as few as visible satellites are selected fast
with less calculation on the premise that it has little influence on positioning
accuracy.
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50.6 Conclusion

This paper analyzes the geometry characteristics of the optimal combination which
is selected by best geometry satellite selection algorithm and summarizes the
distribution regularities of elevation angles and azimuth angles in the combination.
The selection result of the best geometry satellite selection algorithm is optimal,
but it has a heavy calculation burden and it is time-consuming. Therefore, a fast
satellite selection algorithm based on geometry is come up with by this paper. In
this algorithm, the expected visible satellites are selected based on the distribution
characteristics of elevation angles and azimuth angles combined with tetrahedron
volume. At last, taking GPS, GLONASS and GALILEO system as examples, this
paper compares the algorithm proposed by this paper and best geometry satellite
selection algorithm trough simulation. The simulation results show that the
algorithm proposed by this paper solves the problem that there are a lot of matrix
multiplications and matrix inversions in the best geometry satellite selection
algorithm so that it can satisfy the real time requirements for users. The algorithm
proposed by this paper can be used in any one of the GNSSs and it can also be
expanded to the satellite selection of multi-GNSSs.

0 3 6 9 12 15 18 21 24
0

5

10

15

20

25

t(h)

T
im

e 
in

 G
P

S
 (

m
s) T1

T2

0 3 6 9 12 15 18 21 24
0

5

10

15

10

t(h)

T
im

e 
in

 G
LO

N
A

S
S

 (
m

s)

0 3 6 9 12 15 18 21 24
0

5

10

15

20

25

t(h)

T
im

e 
in

 G
A

LI
LE

O
 (

m
s)

Fig. 50.5 Comparison of satellite selection time in the two algorithms

50 Research on Fast Satellite Selection Algorithm Based on Geometry 553



Acknowledgments This work was supported by the National High-Tech. R&D Program, China
(No.2011AA120505) and the National Natural Science Foundation, China (No.61173077).

References

1. Zhang P, Xu C, Hu C, Chen Y (2012) Time scales and time transformations among satellite
navigation systems. The 3rd China satellite navigation conference (CSNC2012), Springer,
Berlin, pp 491–502

2. Misra P, Enge P (2006) Global positioning system, signals, measurements, and performance,
2nd edn. Artech House Publisher, USA, pp 81–89

3. Kaplan ED, Hegarty CJ (2006) Understanding GPS: principles and applications, 2nd edn.
Artech House Publisher, USA, pp 240–247

4. Chen C, Zhang X (2010) A fast satellite selection approach for satellite navigation system.
Chin J Electron 38(12):2887–2891 (In Chinese)

5. Jin L, Huang Z, Li R, Ma Y (2009) Study on fast satellite selection algorithm for integrated
navigation. Chin J Electron 37(9):1931–1936 (In Chinese)

6. Guangyao Li, Chengdong Xu, Zhang P, Hu C (2012) A modified satellite selection algorithm
based on satellite contribution for GDOP in GNSS. International conference on mechanical
and electronic engineering (ICMEE 2012), Springer, Berlin, pp 415–421

7. Zhang Q, Zhang X, Li H, Chang X (2007) Satellite selection algorithm for combined satellite
receivers. J Beijing Univ Aeronaut Astronaut 33(12):1424–1427 (In Chinese)

8. Zhang M, Zhang J (2009) A fast satellite selection algorithm: beyond four satellites. IEEE J
Sel Top Signal Process 3(2):P740–P747

9. Zhang P, Xu C, Hu C, Chen Y (2011) Coordinate transformations in satellite navigation
systems. International conference on electronic engineering, communication and
management (EECM2011), Springer, Berlin, pp 249–257

10. Zhang M, Zhang J, Qin Y (2008) Satellite selection for multi-constellation. 2008 IEEE/ION
Position, Location and Navigation Symposium, Monterey, USA, pp 1053–1059

554 P. Zhang et al.



Chapter 51
Application of Improve Subspace
Projection Technique in of GNSS
Space–Time Anti-Jam Receiver

Xudong Zhang

Abstract According to the characters of GNSS receiver received interference
signal is much stronger than the noise and the satellite signal. We apply subspace
projection to space–time process. Improve the method of subspace projection
based on the CCS-MSWF structure. It can estimate space–time two-dimensional
subspace more quickly and exactly in the case of the limited data precision.
Further obtain the optimal weight. This method is also suitable for small samples
and signal changing scene. Compared with the original method. The accuracy of
interference subspace estimate is improve without additional computational cost.
Numerical simulation demonstrates that is effective and efficient to both narrow-
band and wideband interference. The performance of anti-jamming is excellent
and stable.

Keywords GNSS �Anti-jam �Space–time process � Improve subspace projection �
Modify multistage Wiener filter

51.1 Introduction

A key issue in the satellite navigation system anti-jamming technology field is how
to suppress interference in a complex electromagnetic environment of multiple
interference type. Currently use of Adaptive null antennas can inhibit the number
of interference is the number of antenna elements minus one. However, the
number of antenna elements by the limit of the receiver’s size, cost and other
requirements. So that it lack of the number of the degrees of freedom in the
presence of multiple interference. Therefore, the use of some certain limitations.
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In order to suppress multiple interference, we shall take advantage of the freedom
of time and space domain.

Space–time (ST) processing methods used in the navigation receiver can pro-
vide a sufficient number of degrees of freedom to cancel a large number of
wideband and narrowband interferers or jammers [1–3]. Although the research of
Space–time (ST) theory have been researched long before. But In the early phases,
be used to eliminate radar clutter [4]. Until 2000, Fante first applied Space–time
(ST) technology to the anti-jamming receiver [5], and achieve good effects. In the
development and application of space–time technology. Space–time technology
has become an important method for signal processing. Adaptive algorithm design
more flexible, effective and strengthen the capacity of anti-jamming.

This paper improve the traditional subspace projection methods. So that it can
maintain good interference suppression effect though data accuracy is limited.
Simulation results show that the improved method is effective.

51.2 The Principle of Space–Time Processing

The thought of Space–time adaptive processing (STAP) can handling signal in
space domain and time domain. From each antenna element, the structure of delay
unit form FIR filter architecture. It can be filter interference in time domain. From
the same node on the delay, different elements constitute the spatial adaptive
filtering. It can be distinguish interference from different direction. An adaptive
array is able to form a pattern null in the direction of interfering signal. This
method has the properties of strong resistance against interference in space area
and time area. STAP might achieve better performance than a single time domain,
frequency domain or spatial filtering methods.

51.2.1 Space–Time Processing Array Models

The structure of Space–time processing structure shown in Fig. 51.1. Set the
antenna array system with M elements. The number of delay unit of an element is
L. the weight coefficient as follow:

w ¼ wT
1 ;w

T
2 ; . . . wT

L

� �T
: ð51:1Þ

Among them, wi ¼ ½wi;1;wi;2; . . . wi;M�T represent the weight coefficient of filter
of each element. The array received signals can be expressed as:

xðkÞ ¼ SsðkÞ þ
XP

i¼1

aijiðkÞ þ nðkÞ ð51:2Þ
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sðkÞ; S represent the navigation signals and their space–time direction vector
respectively. jiðkÞ; ai represent the interference signals and their space–time
direction vector respectively. nðkÞ represent the received signal of array antennas.
r ¼ EðxxHÞ is the covariance matrix of the received signal of array antennas.

This structure can be described as a constrained optimization problem.

Wopt ¼ arg min
W

WHRW

WHS ¼ 1

(
ð51:3Þ

S is space–time two dimensional steer vector. Combined with Lagrangian quan-
titative, we can push out the optimal weights of the two-dimensional processor as
follow:

Wopt ¼ ðSHR�1SÞ�1R�1S ¼ Pomin R�1S ð51:4Þ

In formula (51.4), Pomin is a constant, represents minimum output power.

51.3 Improved Subspace Projection Method

According to the character of satellite signals are weak than noise and interference
signals, when calculate the formula (51.4) can be omitted Po min so the formula
(51.4) becomes:

wopt ¼ R�1S ¼ ðr2Iþ AJRJAH
J Þ
�1S ð51:5Þ

where: AJ ¼ ½a1 a2 � � � aD�; RJ ¼ EðJJHÞ:
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Fig. 51.1 The structure of STAP
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Under the matrix inversion lemma [6]:

r2R�1 ¼ ðIþ r�2AJRJAH
J Þ
�1

¼ I� AJðr2R�1
J þ AH

J AJÞ�1AH
J :

ð51:6Þ

Because the interference signal power is also much larger than the noise power
in the practical application. So we can omit the noise. Then the formula (51.4)
becomes:

r2R�1 ¼ I� AJðAH
J AJÞ�1AH

J ¼ P?AJ
ð51:7Þ

P?AJ
is subspace projection matrix which orthogonal to the interference subspace.

Then the formula (51.5) becomes:

wopt ¼ P?AJ
S ¼ ðI � PAJ ÞS: ð51:8Þ

So we can apply the subspace projection technology in space–time domain
process. Use the receive data to construct the interference subspace. In order to
calculate the optimum weights, the signal steer vector projected onto the inter-
ference subspace. Document [7] give a subspace projection method based on the
relevant multi-stage Wiener filter structure (CCS-MSWF). In this paper, we
present a subspace projection method base on improve the multi-stage Wiener
filter base on correlation subtraction structure.

51.3.1 Improve the Multi-Stage Wiener Filter Base
on Correlation Subtraction Structure (MCCS-MSWF)

Blocking matrix which is based on the structure of the CCS-MSWF is calculated
as follows:

B ¼ I� PiP
H
i : ð51:9Þ

During the implementation of multi-stage Wiener filter. There are lots of
methods to realize the blocking matrix [8]. However, the choice of blocking matrix
has close relationship to the stability of the algorithm. In the condition of the data
is more accurate, we can use formula (51.9) to make algorithm presents stable and
reliable. However, in practical applications it is not perfect. It is necessary to
consider the question about the finite word-length effect during the Digital signal
processing. Under this situation, there are many problems in rationally using
formula (51.9) to calculate blocking matrix. Because the normalized cross-corre-
lation vector is very difficult to meet jjPijj ¼ 1; this will lead to the subspace
projection which calculated through the blocking matrix and subspace which
consists of cross-correlation vector might be not always orthogonal. Through the
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above study, we have some major finding that CCS-MSWF anti-interference
performance will decline when the demand of data precision is not very high.
From the view of engineering application, in this paper, a improved calculation
method is proposed. The modified algorithm does not need to satisfy jjPijj ¼ 1; but
has block effect as well.

A new method for calculating the blocking matrix is presented as follow:

B ¼ I� PiP
H
i =PH

i Pi: ð51:10Þ

We had to multiple cross-correlation vector with formulas (51.9) and (51.10)
separately, We can obtain formulas (51.11) and (51.12):

B � Pi ¼ ðI� PiP
H
i Þ � Pi ¼ Pi � PiP

H
i Pi ð51:11Þ

B � Pi ¼ ðI� PiP
H
i =PH

i PiÞ � Pi

¼ Pi � PiP
H
i Pi=PH

i Pi

¼ Pi � Pi ¼ 0

ð51:12Þ

Compare with formulas (51.11) and (51.12), it can be seen that even if its
condition of jjPijj ¼ 1 is not satisfied, formula (51.12) can also guarantee the
blocking matrix and correlation matrix orthogonal to each other. The results
showed that the improved algorithm was feasible, effective, and practicable under
limited data accuracy. The method improved was MCSS-MWFD.

51.3.2 The Step of Subspace Projection Anti-Jamming
Technology Base on MCCS-MSWF

By the document [7] analysis, using the multi-level decomposition characteristics
of the multistage Wiener filter can form the noise subspace and interference
subspace structure in the joint space–time domain, optimal weight vector can be
calculated according to Eq. (51.8). In this paper, we take advantage of the MCS-
MSWF structure of the multistage Wiener filter to decompose. The benefits of
using this structure can guarantee the stability of the algorithm in the condition of
data accuracy with restricted. It Suitable for small sample data and signal changing
scene.

If the rank of receive data covariance matrix R is D, Afterward the data are deal
with Multistage Wiener decomposition, data can be seen as white noise after the
D-level. Almost does not contain any interference components. However, in
practical applications, does not know the rank of receive data covariance matrix.
But we can fixed threshold D based on practical experience in engineering design.
As long as the power of the observational data is less than or equal to D stop
iterative calculation. We select D ¼ 2MLr2 in the simulation.
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The following gives the detailed steps:
Initialization: d0ðnÞ ¼ x1ðnÞ; x0ðnÞ ¼ xðnÞ; i ¼ 1;
Iteration: For i = 1:D do

pi ¼ E d�i�1ðnÞxi�1ðnÞ
� ��

E d�i�1ðnÞxi�1ðnÞ
� ��� �� diðnÞ ¼ pH

i xi�1ðnÞ;
Bi ¼ I� PiP

H
i =PH

i Pi;

xiðnÞ ¼ Bixi�1ðnÞ ¼ xi�1ðnÞ � pidiðnÞ=PH
i Pi;

If xiðnÞj j2�D; stop;
Else i = i ? 1;
Calculate Weight: T ¼ ½ p1 p2 . . . pD �;

Wopt ¼ ðI � TTHÞ � S

51.4 Simulation

A computer analysis is now made to demonstrate the performance of the above
MCS-MSWF and to compare its performance with CCS-MSWF.

For the purpose of the analysis, A uniform linear space–time array with M = 3
antenna elements is used with k/2 interelement spacing. Each element has a tapped
delay line of L = 4 taps.

According to IDC-GPS-200, a minimum power of GNSS receiver signal
approximately is -160 dBW, the thermal noise density is -205 dBW/Hz, sampled
at Chip rate, so the SNR is -20 dB.

Navigation data was received form one satellite with a DOA (0)deg and a
randomly chosen C/A code. The frequencies of two narrowband interference are
{6, 10} MHz respectively, and the DOA is {-30�, 40�}, all the INR of narrow-
band interference are 50 dB. The bandwidth of two wideband interference is
{10, 20} MHz, the INR of wideband interference both are 50 dB.

51.4.1 The Comparison of Resist Interference Performance
in the Conditions of Double-Precision Floating-Point

See from Fig. 51.2, in the condition of double-precision floating-point. The resist
interference performance of two algorithms are basically consistent. When the
order was 6 has a very good performance in rejecting interference.
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51.4.2 The Comparison of Resist Interference Performance
in the Conditions of Fix-Point

See from Fig. 51.3, the resist interference performance of MCS-MSWF in the
conditions of fix-point is consistent with Fig. 51.2, Due to limited data accuracy,
the anti interference performance of CCS-MSWF will be degraded greatly when
the order is larger than 5.

Fig. 51.2 Output SINR
changes with the number of
rank

Fig. 51.3 Output SINR
changes with the number of
rank
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Fig. 51.4 Two-dimensional antenna pattern

Fig. 51.5 Three-dimensional antenna pattern
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51.4.3 Space-Frequency Response

Two pits formed in the two narrow-band interference corresponding to the space-
frequency. The direction of desire signal corresponds to a raised. This illustrates
the algorithm to effectively suppress interference at the same time to ensure that
the signal without distortion. Also proved that the space–time array has more
freedom to destructive interference than the spatial filter (Figs. 51.4, 51.5).

Compare with Figs. 51.6 and 51.7, we can conclude that the interferences are
inhibited.

Fig. 51.6 Signal spectrum after the anti-jamming

Fig. 51.7 GNSS signal spectrum
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51.5 Conclusion

In this paper, Base on the subspace projection anti-jamming technology, propose
an improved subspace projection method. The simulation results demonstrate that
it can be improved the capability of suppress interference in the condition of data
accuracy with restricted and that the improved method is more conducive to used
in actual project.
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Chapter 52

A New SIMD Correlator Algorithm

for GNSS Software Receivers to Process

Complex IF Data

Liangchun Xu, Hongping Zhang, Wenfei Guo and Di Zhang

Abstract GNSS software receivers implement digital signal processing algo-

rithms on programmable software platform (such as PC, DSP), which traditional

ones execute on dedicated hardware. It is highly flexible, convenient for debug and

could be adapted to a platform for GNSS algorithm research. However, the

computation of down shifting of the GNSS signal to baseband and correlation with

the locally generated ranging code is too expensive for normal GNSS software

receivers to work in real time. The computational cost could be reduced by uti-

lizing Single Instruction Multiple Data (SIMD) operations. The article proposes a

new SIMD correlator algorithm for complex GNSS IF signal processing on x86

processors. It firstly demonstrates why normal GNSS software receivers couldn’t

achieve real-time processing by using Single Instruction Single Data (SISD)

operations and the improvements achieved by using existing SIMD algorithms;

then proposes a new SIMD correlator algorithm, outlines its implementation

principle and compares it with the SISD and the existing SIMD algorithms. Per-

formance gains achieved via the new SIMD algorithms are then demonstrated in

an analysis. Finally, the implementation and experimental results of the new

algorithm are presented. The experimental results show that compared to the SISD

and existing SIMD algorithms the new SIMD algorithm can effectively reduce the

computation of down shifting of the GNSS signal to baseband and correlation with

the locally generated ranging code.

Keywords GNSS software receivers � SIMD � CPU pipelines � Intel AVX
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52.1 Introduction

GNSS software receivers are built on PC in a compiled programming language,

such as C or C++, it’s developed for testing new GNSS related algorithms that

used to be modified on the hardware found in a traditional receiver [1].

Though GNSS software receivers are convenient for debugging, it cannot work

in real time without any optimization on a generic x86 processor. The most time-

consuming part of GNSS software receivers is the correlator. Traditional GNSS

Receivers implement the correlation algorithm on an FPGA which performs much

faster than x86 processors. A more detailed analysis of the reason why GNSS

software receivers cannot operate in real time can be seen in Heckler and Garri-

son’s [1] paper which presents a SIMD correlator library for real GNSS IF data

processing. The library contains the functions of vector addition, multiplication

and their loop unrolling version. And a SIMD library for GNSS software receivers

to process with complex IF data has also been demonstrated. Heckler’s method is

simple and easy to understand. However, it’s not the most efficient one and

implemented with SSE code. In this article firstly an efficient algorithm is designed

for the correlation of complex IF data. Then the AVX code implementation of the

algorithm and its loop unroll version are presented. Lastly there is a comparison of

the processing time between the software GNSS receiver with the new SIMD

library and the one with Heckler’s code.

52.2 Demand Analysis

When complex GNSS IF data are put into a conventional correlator, firstly the

digital IF data are stripped of the carrier with Doppler by mix the replica carrier

generated by local carrier numerically controlled oscillator (NCO). The outputs are

in-phase (i) and quadra-phase (q) sampled data. Then i and q signals are stripped of

code by multiply the replica code generated by local code NCO. In order to keep

carrier and code loop tracking, the i and q signals are correlated with early,

prompt, and late replica code. Every correlation should be integrated until the code

phase accumulates a whole cycle. Figure 52.1 illustrates a block diagram to

demonstrate how GNSS software receivers work with the input complex IF data.

Furthermore, the dashed box shows the bound of the correlator.

Assuming the input complex IF data SIF ¼ aþ b � kðk2 ¼ �1Þ; local carrier
NCO generates cos h and sin h for wiping off the carrier of the signal, the output

phase result Siq ¼ iþ q � kðk2 ¼ �1Þ: The relationships among the variables

above can be described by the following equation [2]:

i ¼ a � cos hþ b � sin h
q ¼ b � cos h� a � sin h

ð52:1Þ
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It can be abstracted into a complex multiplication. Then (52.1) can be rewritten

as follows:

Siq ¼ SIF � cos h� sin h � kð Þ; k2 ¼ �1 ð52:2Þ

The work of stripping off the code and integrating the correlation result can be

easily achieved by real multiplication and addition. So the problem is simplified to

how to design a SIMD complex multiplication algorithm for the correlator of

software GNSS receivers.

52.3 Algorithm Design

The complex multiplication could be divided into a combination of real multi-

plication and addition according to (52.1). The design of algorithm varies. Before

presenting the detailed algorithm, the SIMD instructions utilized in this article

would be introduced.

52.3.1 Intel Advanced Vector Extensions

Intel AVX introduces support for 256-bit wide SIMD registers (YMM0-YMM7 in

operating modes that are 32-bit or less, YMM0-YMM15 in 64-bit mode) [3]. It is a

256-bit floating-point instruction set with enhancement of up to 2X performance

gain relative to 128-bit streaming SIMD extensions. Intel AVX only supports

operations of floating-point arithmetic. Operations of integer arithmetic will be

supported in the next generation of AVX named AVX2 (Fig. 52.2).
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Fig. 52.1 The correlator in a typical software GNSS receiver
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52.3.2 Complex Multiplication Algorithm Design

AVX supports a minimum of 32-bit wide floating-point operations. However, the

imaginaries and reals of GNSS IF data are integer numbers. There must be a cast

from integer to floating-point type. For Intel C++ compiler, the float type is 32-bit

wide. The real and imaginary of a complex can be defined as a float type. Then a

complex is totally 64-bit wide.

As the register of AVX is 256-bit wide, a register of AVX is able to contain 4

complex numbers. To complete a complex multiplication in full use of the register,

there should be two complex arrays with length of 4 filling in. Assuming A0-A3,

B0-B3 are the reals, imaginaries of 1st array and a0-a3, b0-b3 are the reals,

imaginaries of 2nd array, the procedure of a complex multiplication in registers

can be divided into five steps [4]:

(1) Load complex numbers from two complex arrays to YMM0, YMM1

(Fig. 52.3).

(2) Duplicate imaginaries of array 2 from YMM0 to YMM2 and reals of array 2

from YMM0 to YMM0 as follows (Fig. 52.4).

(3) Multiply array1 times reals of array 2. The operation of registers is a 32-bit

wide multiplication of YMM0 and YMM1 with the result stored in YMM0

(Fig. 52.5).

(4) Shuffle to reverse order of array 1, multiply reversed array 1 times imaginaries

of array 2. Firstly reverse the order of YMM1, then store the result of mul-

tiplying YMM1 times YMM2 in YMM2 (Fig. 52.6).

127(1999)

YMM0 XMM0

0255(2011) 128

bitFig. 52.2 A register of AVX

b3 a3 a2 a1 b0 a0b1b2

b3 a3 a2 a1 b0 a0b1b2

B3 A3 A2 A1 B0 A0B1B2

B3 A3 A2 A1 B0 A0B1B2YMM0

YMM1

Memory
2nd array

Memory
1st array

Fig. 52.3 Load data to YMM0, YMM1 form array 1 and array 2
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(5) Calculate the product of reals and the product of imaginaries. It can be

achieved by utilizing the instruction of a 32-bit wide cross addition and

subtraction (Fig. 52.7).

A3 A3 A2 A1 A0 A0A1A2

B3 A3 A2 A1 B0 A0B1B2

B3 B3 B2 B1 B0 B0B1B2

YMM0

YMM2

YMM0

Fig. 52.4 Duplicate the imaginaries and reals of array 2

b3 a3 a2 a1 b0 a0b1b2

A3*b3 A3*a3 A2*a2 A1*a1 A0*b0 A0*a0A1*b1A2*b2

A3 A3 A2 A1 A0 A0A1A2YMM0

YMM1

YMM0

Fig. 52.5 Multiply array1 times reals of array 2

B3 B3 B2 B1 B0 B0B1B2

B3*a3 B3*b3 B2*b2 B1*b1 B0*a0 B0*b0B1*a1B2*a2

b3 a3 a2 a1 b0 a0b1b2

a3 b3 b2 b1 a0 b0a1a2

YMM1

YMM1

YMM2

YMM2

Fig. 52.6 Shuffle to reverse order of array1 and then multiply it times imaginaries of array 2

B3*a3 B3*b3 B2*b2 B1*b1 B0*a0 B0*b0B1*a1B2*a2

A3*b3

B3*a3

A3*a3

B3*b3

A2*a2

B2*b2

A1*a1

B1*b1

A0*b0

B0*a0

A0*a0

B0*b0

A1*b1

B1*a1

A2*b2

B2*a2

A3*b3 A3*a3 A2*a2 A1*a1 A0*b0 A0*a0A1*b1A2*b2YMM0

YMM2

YMM0

Fig. 52.7 Output the array result
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52.3.3 Pipelines Version

To complete complex multiplication more efficiently, the CPU pipelines must be

utilized. Modern processors break operations into multiple micro operations (l-
ops). Each micro operation has a given latency and throughput. The latency is how

many cycles are required to fully complete the instruction, whereas the throughout

is how many cycles are required to wait before introducing the next l-op in the

pipeline [1]. Figure 52.8 shows how CPU pipelines work.

For the algorithm proposed above, each process of complex multiplication

consumes 3 registers. There are 8 registers in the mode of x86. Two pipelines can

be manufactured with 6 registers. One of the remaining two registers can be used

for storing the accumulation result.

52.3.4 Time Complexity Analysis

The following gives a simple time complexity analysis of the algorithm. Due to the

presence of AVX registers, the complex multiplication can be done four by four.

Each complex contains two single float-point numbers, which results in an 8X gain

in performance over the compiler generated code. Two pipelines would contribute

less than 2X gain in performance. So the whole design of algorithm is expected to

achieve 16X gain in performance over the compiler generated code.

52.4 Code Implementation and Test

The code is implemented on a PC with 3.4 GHz, 4 CPUs processor and 8 GB

DDR3 RAM. Figure 52.9 demonstrates the performance gains realized by the new

algorithm and Heckler’s algorithm. The benchmark is created by repeatedly

multiplying two vectors of length N and measuring the time required to perform

the operation. The lengths are between 3.6e7 and 4.6e7. Assuming the perfor-

mance gain of raw C/C++ code is 1.
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Fig. 52.8 CPU pipelines
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From Fig. 52.9, the new algorithm’s performance gain isn’t larger than that of

Heckler’s. That’s because the implementation of the new algorithm is based on

float type, while Heckler’s algorithm is implemented on a short integer type. The

latency of float-point arithmetic operations is much larger than that of the same

operations in integer arithmetic (e.g. addps and paddd). So there is a comparison

between the implementation of the new algorithm and that of Heckler’s algorithm

which is rewritten in AVX based on float type (Fig. 52.10).

Now the new algorithm has produced a higher performance gain than Heckler’s

algorithm under the same experimental conditions. The detailed statistics are put

into Table 52.1.

The new algorithm’s average improvement is 16.20X. It’s almost twice the

performance gain produced by Heckler’s algorithm. However, because AVX
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Fig. 52.9 The comparison of the new algorithm and Heckler’s algorithm (integer version)
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Fig. 52.10 The comparison of the new algorithm and Heckler’s algorithm (float-point version)
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doesn’t support integer arithmetic operations now, the implementation of Heckler’s

algorithm based on short integer type achieves the highest average improvement.

52.5 Conclusion and Future Work

Heckler’s algorithm with an integer arithmetic implementation performs best so

far. The new algorithm proposed in the article has the minimum time complexity

while it can only be achieved with float-point arithmetic.

The next generation of AVX named AVX2 would be introduced with the next

generation of Intel processors in 2013. Its reference has been published for

developers [3]. From the Intrinsics Guide for Intel Advanced Vector Extensions 2,

the operations of integer arithmetic are introduced. Furthermore, AVX2 supports

16-bit wide integer operations, which is expected to finish a multiplication of 8

complex numbers (the reals and imaginaries can be defined as short type) in a

single process. Despite the gap between the performance of integer and float-point

arithmetic operations, the decrease in the operable bit width is expected to gain a

2X performance than the float-point version.

Fused Multiply Add (FMA) is an instruction set which is going to be introduced

with AVX2. It performs a set of SIMD multiply-add computation on packed

double-precision floating-point values [4]. For the design of a correlator, the

multiplication and addition can be fused into one operation. The computing time of

a correlator would be further reduced.
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Chapter 53
Improved Satellite Selection Algorithm
Based on Carrier-to-Noise Ratio
and Geometric Dilution of Precision

Zhong-liang Deng, Hui Dong, Zhong-wei Zhan, Guan-yi Wang,
Lu Yin and Yue Xi

Abstract Based on the traditional fuzzy arithmetic and concerned about the
influence of carrier-to-noise ratio (C/N0) to positioning accuracy, this paper pro-
poses an improved satellite selection algorithm based on C/N0 and geometric
dilution of precision (GDOP). Positioning accuracy is mainly influenced by GDOP
and the error of pseudo range measurement, and C/N0 is one of the primer factors
influence the latter one. Both the error of pseudo range measurement and GDOP
should be concerned in order to decrease the positioning error, instead of separate
consideration. Traditional satellite selection algorithms, such as the algorithm of
minimum GDOP, the algorithm of max volume of tetrahedron and so on, they just
concentrated on the influence of GDOP and ignore the error of pseudo range
measurement. This paper chooses the first two satellites with the highest and
lowest elevation angle based on the principle of minimum GDOP, and then con-
sider C/N0 and the satellite geometric distribution both when choosing the others.
Use fuzzy satellite selection algorithm based on entropy method to weight the two
factors. Pick out the satellite combination with smaller GDOP and higher C/N0 in
the end. Compare and analyze the two results separately get from the method
proposed in this paper and the traditional one, the simulation result shows that the
improved satellite selection algorithm that considered GDOP and C/N0 both,
compared to the traditional ones, can lead to smaller positioning error and better
positioning result.

Keywords C/N0 � GDOP � Positioning error � Entropy method � Fuzzy arithmetic
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53.1 Introduction

Global Positioning System is radio navigation system based on satellite, charac-
terized by pluripotency, globalization, all-weather, continuity and instantaneity,
which has been widely used in both military and civil fields.

By the end of 1994, the layout of GPS consisted of 24 satellites had been
completed, which can reach up to 98 % of global covered ratio; at present, receiver
can use ephemeris of 32 satellites to accomplish positioning. So, if use all these
ephemeris to calculate, not only the accuracy of positioning would not improve
obviously but the consumption of time would increase largely, influence the
performance of fast positioning. How to choose the combination of satellites which
has the highest accuracy of positioning fast and effectively, makes a lot sense to
improve the whole performance of software receiver.

There are mainly two factors that influence the accuracy of positioning: mea-
surement error of pseudo range and GDOP. Traditional algorithm of satellite
choosing, such as the algorithm of minimum GDOP, the algorithm of max volume
of tetrahedron and so on, they just concentrated on the influence of GDOP and
ignore the error of pseudo range measurement. This paper chooses the first two
satellites with the highest and lowest elevation angle based on the principle of
minimum GDOP, and then consider C/N0 and the satellite geometric distribution
both when choosing the others. Use fuzzy satellite selection algorithm based on
entropy method to weight the two factors. Pick out the satellite combination with
smaller GDOP and higher C/N0 in the end.

53.2 Factors Influenced the Accuracy of Positioning

53.2.1 Geometric Dilution of Precision (GDOP)

GDOP measures the geometric distribution of the satellites, it represents space
geometric distribution performance between users and satellites. If see the pseudo
range measurement error factor as an independent and constant error, variances are
all r0; then the positioning error can be expressed as: dPVT ¼ GDOP � r0; so
GDOP plays a part in magnifying dPVT .

In order to improve the accuracy of positioning, we should choose the com-
bination of satellites with lower GDOP, that means the satellite with larger space
distribution range and better geometric distribution with users is better.

Document [1] proves that with the increase of satellites used in the calculation
of positioning, GDOP decreased largely, and this trend tends to be un-conspicuous
when the sum of satellites comes to 6.
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53.2.2 Measurement Error of Pseudo Distance

In order to analyze the influences of all kinds of errors to the accuracy of posi-
tioning, a basic assumption is usually made: attribute the errors to the pseudo
distances of every satellite and see them as equivalent error of pseudo distance
values. The main error source include: the delay caused by atmosphere, noise and
disturbance of receiver, deviation of multipath and hardware. Typical estimation of
UERE listed in Table 53.1.

The error sources listed above influence the accuracy of positioning directly in
different degree, the errors from user are much larger than that from space and
control, and that would badly influence C/N0, which is the ratio between the power
of receiver and noise, the bigger C/N0 is, the better signal received. This paper is
mainly discussed the influence to the accuracy of positioning that C/N0 made.

Document [2] proves that the bigger SNR is, the smaller error of positioning is;
on the contrary, the same conclusion can be got. On the other hand, document [3]
gives a relation between C/N0 and SNR:

SNR ¼ C=N0 � Tcoh

Here, Tcoh is coherent integration time. So the conclusion is: the bigger C/N0 is,
the smaller error of positioning is, the higher accuracy is; the smaller C/N0 is, the
bigger error of positioning is, the lower accuracy is.

53.3 Algorithm of Choosing Satellites Based on Entropy

53.3.1 Analysis of Algorithm

Based on the number of satellites of GPS that can be seen in BUPT, which mostly
ranges from 6 to 12, according to the conclusion made before, 6 is the best choice.

From document [4] we can see that, the higher the top satellite (with biggest
elevation) is, the smaller GDOP is; the lower the bottom satellite (with lowest
elevation) is, the higher accuracy of positioning is. So, at first, we choose the

Table 53.1 Typical estimate of UERE of standard positioning service

Section source Error source 1r error (m)

Space/control Broadcast clock 1.1
L1 P(Y)-L1 C/A group delay 0.3
Broadcast ephemeris 0.8

User Ionospheric delay 7.0*

Tropospheric delay 0.2
Noise of receiver 0.1
Multipath 0.2

System UERE Total (RSS) 7.1*
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satellite with biggest elevation to be the first one and the one with second biggest
elevation be the next, the third satellite is the one with lowest elevation. After that,
we use entropy method to balance the ratio among elevation, azimuth and C/N0 in
order to choose the next three satellites.

53.3.2 Using Entropy Method to Weight

(1) Make sure the factors:

Factors set : E ¼ x1 x2 x3½ �

Here, x1 represents azimuth angle Al; x2 represents elevation angle E and x3
represents C/N0.

(2) Make sure the judges:

F ¼ f1 f2 � � � fm½ �

Here, fi ¼ ½Ali Ei C=N0i �T ; m represents the number of satellites that can be
seen.

(3) Judge every factors and get fuzzy vectors:

R1 ¼ CAl1 CAl2 � � � CAlm½ �

R2 ¼ CE1 CE2 � � � CEm½ �

R3 ¼ CN01 CN02 � � � CN0m½ �

R ¼ RT
1 RT

2 RT
3

� �T

CAli ¼ Al3 þ 90� � ði� 3Þ � Ali; CEi ¼ Ei � E3; CN0i ¼ C=N0i � C=N0min; i 2 ð4; 5; 6Þ:

CAli i ¼ 4; 5; 6;ð Þ represents adding 90�; 180� and 270� respectively to the third
azimuth that had been chosen before. Then minus it with last azimuths, choose the
one with bigger difference which means more uniform distribution. For the index
which is the bigger the better:

R1 ¼
Al1j �min Al1j

� �

max Al1j

� �
�min Al1j

� �

CEi i ¼ 4; 5; 6;ð Þ represents the minus difference between the last elevations and
the third one, the smaller the value is, the little elevation for chosen is. For the
index which is the smaller the better:
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R2 ¼
max E2j

� �
� E2j

max E2j

� �
�min E2j

� �

CN0i i ¼ 4; 5; 6;ð Þ represents the minus difference between the last values of C/N0
and the smallest one, the bigger the value is, the better signal the satellite owns. So
the same as above, for the index which is the bigger the better:

R3 ¼
CN03j �min CN03j

� �

max CN03j

� �
�min CN03j

� �

(4) Define entropy

In the case of n evaluated objects and m indexes, the entropy of the index ranked I
is defined:

Hi ¼ �k
Xn

j¼1

fij ln fij; i ¼ 1; 2; . . .;m

Here, fij ¼ rij

,
Pn
j¼1

rij; k ¼ 1=ln n; when fij ¼ 0; let fij ln fij ¼ 0:

(5) Use ‘‘Entropy Method’’ to stricter weight set:

P ¼ w1 w2 w3½ �

Here, wi ¼ 1�Hi

m�
Pn

i¼1

Hi

; 0�wi� 1;
Pn
i¼1

wi ¼ 1

(6) Fuzzy change:

Q ¼ P � R

Choose the one with bigger Q value in the end.

53.4 Analysis of Simulated Results

On the basis of theoretical analysis above, this paper uses the simulated tool of
MATLAB to test and verify the data got from satellite signal simulator in the two
different conditions: results got from traditional and modified method on the
condition that the C/N0 value of every satellite differs less than 2db; use satellite
signal simulator to minus 5db from one of the satellites chosen from the smallest
GDOP combination, then compare the performances of two different method
again.
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53.4.1 Result of Un-Conspicuous Difference of C/N0 Values

At the observed point, the number of satellites that can be seen is 12, the eleva-
tions, azimuths and C/N0 values are listed below:

PRN Elevations Azimuths C/N0

1 7.100574 317.1562 45.6889
5 68.42472 249.8318 45.1346
9 14.60859 53.85035 45.2436
10 51.12814 174.5211 44.9057
12 41.17076 64.32487 44.7321
15 59.03869 81.71412 45.4117
18 31.44686 162.0777 44.4217
25 53.54906 131.2996 45.5653
27 78.37755 340.0934 45.6102
28 50.48001 131.3614 45.7455
31 34.85086 245.0932 45.6404
32 5.120772 319.7330 45.6319

Fig. 53.1 Error line of positioning
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Make simulation of the method mentioned in document [5], we can get the
combination of satellites with smallest GDOP, this method cut down the cost of
calculation, results are listed below, which are the same to the results got from the
method mentioned in this paper (Fig. 53.1):

Satellite combination (PRN) GDOP Mean value of C/N0 Error of positioning (m)

1, 5, 18, 27, 31, 32 2.54576 45.3546 1.0914

53.4.2 Result of Conspicuous Difference of C/N0 Values

Use satellite signal simulator to minus 5db from one of the satellites chosen from
the smallest GDOP combination (here, we choose PRN 18), data and the simu-
lation listed below:

PRN Elevations Azimuths C/N0

1 7.100574 317.1562 45.6889
5 68.42472 249.8318 45.1346
9 14.60859 53.85035 45.2436
10 51.12814 174.5211 44.9057
12 41.17076 64.32487 44.7321
15 59.03869 81.71412 45.4117
18 31.44686 162.0777 39.4217
25 53.54906 131.2996 45.5653
27 78.37755 340.0934 45.6102
28 50.48001 131.3614 45.7455
31 34.85086 245.0932 45.6404
32 5.120772 319.7330 45.6319

Satellite combination
(PRN)

GDOP Mean value of C/N0 Error of positioning
(m)

Traditional
method

1, 5, 18, 27, 31, 32 2.5457 44.5212 1.8428

Modified
method

1, 5, 9, 27, 31, 32 3.0927 45.4916 1.2916

In Fig. 53.2, red-real line represents the errors of positioning got from the
traditional algorithm, blue-broken line represents the errors of positioning got from
the modified method. We can see that use the modified method, which blends
C/N0 in the index that valued by entropy, to choose the combination of satellites
can lead to bigger mean C/N0 value and better effect of positioning which
improved by about 30 %, although GDOP is bigger than the traditional one.
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53.4.3 Compare and Analyse

Compare and analyze the results above, we can get the conclusions:

(1) The final result of two methods are the same under the condition that the C/N0
value of every satellite differs less than 2db;

(2) When C/N0 value of one or more satellites differs largely ([2db) than the
others, although the GDOP still is the smallest got from the traditional method,
if the combination contains the satellite of low C/N0 value, the final error of
positioning would be large. On the contrary, the accuracy of positioning
calculated through the satellites chose by the modified method is the highest
even if the GDOP is not the smallest, because the C/N0 value is higher.

For the case of multi-system, the number of satellites grows bigger, if spreading
this method mentioned here to this situation, not only the cost of calculation would
be definitely cut down, the accuracy of positioning would be guaranteed power-
fully as well.

Fig. 53.2 Error line of positioning
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53.5 Conclusion

This paper mainly discussed the influence of GDOP and C/N0 on positioning
accuracy respectively from the angel of positioning error, and proposed a modified
method of choosing satellites, which used entropy method to weight both GDOP
and C/N0, on the basis of traditional fuzzy method. The simulated result proves
that: this modified method not only owns the traditional advantage of lower cost of
calculation, but also the final effect of positioning is improved obviously.
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Chapter 54
Design and Implementation
of a Real-Time Three-Frequency
COMPASS Software Receiver

Weihua Xie, Jun Zhang, Chao Xie and Qian Wang

Abstract GNSS software-defined receiver is of importance in satellite navigation
system, especially in the fields of receiver design and satellite navigation system
scheme validating. The general scheme of COMPASS software receiver has been
proposed, and the main software functional modules were designed using XML
language. A real-time software receiver with 12 channels on PC platform has been
implemented, which can process COMPASS B1/B2/B3 C (civil) code signal. The
receiver can be capable of post-processing datasets from collection hardware or real-
time processing data stream through PCI bus interface. A lot of performance
improvement approaches have been proposed to enhance the speed of the software
receiver, which include computational platform choosing, acquisition and correlator
arithmetic optimization, program code optimization with SIMD instructions on CPU
and CUDA instructions on GPU. Using this methods, the software receiver can reach
real-time processing capacity under 80 MHz sampling rate and 2 bit quantization
conditions. The positioning results show that the software receiver’s three-dimen-
sional positioning accuracy is superior to 10 m under 95 % confidences.

Keywords COMPASS navigation system � Software receiver � Real time � XML
language � Speed optimization

54.1 Introduction

Software-defined radio receiver (SDR) is a concept for transceivers in which the
signal processing is accomplished via a programmable general-purpose micropro-
cessor or digital signal processor (DSP), as opposed to an application-specific
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integrated circuit (ASIC). A software receiver differs from a hardware receiver by
performing correlations in software running on a general purpose microprocessor. It
can afford batch data processing options that are not available in hardware imple-
mentations. New frequencies and new pseudo-random number (PRN) codes can be
used simply by making software changes. SDR are not only research tools for the
development and test of new navigation and positioning algorithms. The flexibility
of software architectures enables them to record several pieces of information that
are not limited to position and velocity. Correlator and discriminator outputs, fre-
quency and phase lock indicators and several synchronization messages are just a
few examples of the parameters that a software receiver makes available to users and
researchers. And the software receiver could be reprogrammed to adjust a new
navigation system, which provides an added benefit from the use of the software
radio architecture. It played an important role in GSSF (Galileo System Simulation
Facility) and GSTB (Galileo Satellite Test Bed). Along with the decrease of the
required processing time, the high configurability, high development speed, low cost
software receiver is obtaining more people’s favors.

In this paper, a complete COMPASS software receiver has been developed
using C/C ++ and C# language code in Visual Studio 2010 environment. It can be
used for acquisition, tracking, and calculating position for COMPASS B1,B2 and
B3 civil code signals.

54.2 Architecture of Software Receiver

The architecture of software receiver is shown in Fig. 54.1. It consists of eight
modules, which include an antenna, a RF front-end, acquisition module, tracking
module, correlator module, navigation message decoding, position calculation
module and GUI module. The antenna and RF front-end devices are the only
hardware devices of the system. The RF front-end device is necessary to down
convert the COMPASS signal to an intermediate frequency (IF), sample the IF
signal and digitize it [1–5]. The present CPU capacity is still unable to process the
COMPASS signal directly from the antenna in completely software-based
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Acquisition 
module
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Correlator 
module

Tracking 
module
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decoding 
module
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Fig. 54.1 Architecture diagram of software receiver
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approach. Thus a RF front-end device is still necessary. In conventional hardware-
based receiver, the six modules in the right textbox in Fig. 54.1 [6] are imple-
mented in an IC chip and hence the user does not have a free access to the
algorithms built inside the chips. In software-defined receiver, these blocks are
fully implemented using high level programming languages and hence the user has
complete control over the algorithms. This is the main difference between the
software receiver and a conventional hardware receiver.

54.3 General Scheme of COMPASS Three-Frequency
Software Receiver

54.3.1 Components of COMPASS Three-Frequency
Software Receiver

The components of COMPASS three-frequency software receiver are shown in
Fig. 54.2. It includes three parts: three-frequency antenna, digital IF signal sam-
pling card and PC with graphic card. The function of three-frequency antenna is to
receive COMPASS B1, B2 and B3 signals. The function of RF (radio frequency) is
to amplify and filter the RF signal and down convert to analog IF (immediate
frequency) signal. The function of sampling card is to sample and digitize the
analog IF signal and transfer digital data stream to PC through PCI bus interface.

54.3.2 Functional Module Design of Software Receiver

The software design of COMPASS software receiver is divided into two layers, as
showed in the Fig. 54.3. One is user interface layer and the other is arithmetic
layer. The function of client layer is to interface to user, through which users can
configure all kinds of receiver’s parameters. And all kinds of results can be dis-
played on it. The function of arithmetic layer is to finish all kernel algorithms. The
benefit of this two-layer software design method is that user interface and kernel
can be developed and upgraded separately.

Digital IF signal 
Sampling card

three-frequency antenna 

PCI bus 
interface

Acquisition module

PC with graphic card

Correlator module

Tracking module
Message 

decoding module

Position calculation 
module

GUI module

RF frontend

Fig. 54.2 Components of COMPASS three-frequency software receiver
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54.3.2.1 Design of User Interface Module

User interface module consists of two parts: design of interface display and design
of user configuration. Design of interface display mostly shows all kinds of
information, such as receiver channel information, signal C/No information, on-
viewed satellite information, position information etc. Design of user configuration
mostly includes all kinds of setup parameters in each module of software receiver.

54.3.2.2 Design of Framework Module

Framework module mainly includes receiver component (denoted as IReceiver), as
showed in Fig. 54.4. IReceiver component is an abstract class of receiver, which
consists of four components: channel component (denoted as IChannel), channel
allocated component (denoted as IChannelAllocator), navigation computation
component (denoted as INavigator), satellite status tracking component (denoted
as ISatelliteTracker) and receiver clock component (denoted as IRcvclk). IChannel
component is an abstract class of receiver channel, the function of which is to
process the signal acquisition and tracking operation. It consists of five compo-
nents: signal detection component (denoted as IDetector), signal tracking com-
ponent (denoted as ISignalTracker), signal correlation component (denoted as
ICorrelator), bit synchronization component (denoted as IBitSyncer) and frame
synchronization component (denoted as IFrameSyncer).

Framework module plugin manager module

Parser module

Tools

Fig. 54.3 Software design of COMPASS software receiver

IReceiver 

IChannel 

IDetector

ICorrelator ISignalTracker 

IBitSyncer IFrameSyncer 

IChannelAllocator 

ISatelliteTracker 

INavigator

IRcvclk

Fig. 54.4 Framework
module design of software
receiver
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54.3.2.3 Design of Parser Module

The function of parser module is to parse the configuration file using XML
(Extensible Markup Language). XML is adopted to describe the receiver structure
in this paper. Figure 54.5 is an example to describe GPS receiver structure using
XML. The ‘receiver’ is the root node and corresponding to ‘IReceiver’ component
in Fig. 54.4, and the ‘channel’ is corresponding to ‘IChannel’ component in
Fig. 54.4. Dynamic configuration of software receiver can be implemented using
XML to descript the receiver. It can greatly improve the software’s flexibility.

54.3.2.4 Design of Plugin Manager Module

Plugin manager module consists of two components: plugin manager component
(denoted as IPluginManager) and plugin component (denoted as IPlugin). The
function of IPluginManager is to create IPlugins. One IPlugin is corresponding to a
DLL (dynamic link library) in Windows operating system. The magnitude of a
IPlugin can be very small, such as including only an algorithm. It can also be very
big, such as including all components of receiver.

54.3.2.5 Design of Application Module

The function of application module is to provide an interface to access software
receiver. Figure 54.6 shows the relationship between application module and other
module of software receiver.

Fig. 54.5 Description of receiver structure using XML
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54.3.2.6 Design of Tools Module

Tools module mainly include some often use tool, such as coordinate datum
conversion, time datum conversion, software running log etc.

54.4 Class Diagram Design of Receiver Module using XML

54.4.1 Design of Receiver Class Using XML

The design diagram of receiver class (denoted as IReceiver) is showed in
Fig. 54.7. IReceiver defines the interface of software receiver, which is the parent

Fig. 54.6 Relationship diagram between application module and other module

Fig. 54.7 Design diagram of receiver class using XML
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class of ‘AbstractReceiver’ class. ‘AbstractReceiver’ class provides default
implement of the IReceiver’s methods. Similarly, ‘AbstractReceiver’ class is the
parent class of the ‘DefaultReceiver’ class. The ‘DefaultReceiver’ class provides
default implement of the ‘AbstractReceiver’ methods.

54.4.2 Design of Receiver Channel Class Using XML

The design approach of receiver channel is the same as receiver class and the
design diagram is showed in Fig. 54.8.

54.4.3 Design of Channel Tracking Class Using XML

The design approach of channel tracking is the same as receiver class and the
design diagram is showed in Fig. 54.9.

Fig. 54.8 Design diagram of receiver channel class using XML
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54.4.4 Design of Input Stream Class Using XML

The design approach of input stream is the same as receiver class and the design
diagram is showed in Fig. 54.10. Input Stream class defines the data interface from
sampling card to PC. The function of FileInputStream class is to read data from file
in disk. The function of DeviceInputStream class is to read data from sampling
card.

Fig. 54.9 Design diagram of channel tracking class using XML

Fig. 54.10 Design diagram
of input stream class using
XML
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54.5 Speed Optimization Approaches of COMPASS
Software Receiver

For COMPASS three frequencies software receiver based on the PC platform,
signal capture, tracking and position calculating are all implemented by software
code instead of hardware. Calculation quantity of signal capture and correlation
operation is very large, which is the most time-consuming module in the receiver.
To satisfy real time demands of processing signal, a series of speed optimization
methods were proposed, which included arithmetic optimization, program code
optimization and calculation platform choosing. The optimization scheme is
shown in Fig. 54.11.

54.5.1 Computation Platform Choosing of Software Receiver

The programmable GPU has been developed into a processor of high parallel,
multithreading and multicore. It has outstanding operating speed and high store
bandwidth. The performance of GPU in aspect of floating-point operation is much
better than that of CPU, which is more than 1Tflops/s. Because of the powerful
parallel computing capability of GPU, the CPU and GPU are chosen as the
computation platform of software receiver. And the parallel correlation operation
of the most time-consuming in the software receiver is implemented by GPU.

54.5.2 Program Code Optimization of software receiver

Program code optimization was executed from three aspects:

Program using GPU CUDA 
instructions

Mulitiple thread 
program of CPU

Program using CPU 
SIMD instructions 

Fig. 54.11 Speed optimization scheme of software receiver
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(1) Technology of multithread program is used. At present, CPU of the PC has
general more than two cores and four physical threads. And the CPU of
Workstation has even 24 cores. Twelve threads were created in the software
receiver, each of which separately executes the operation of one receiver
channel. To acquire more time clock cycles of CPU, the highest priority of
each thread is set. The test results show that processing speed of the software
receiver has been improved five times on the CPU with more than six cores
after the technology of multithread program is used.

(2) Technology of program code optimization based on CPU’s SIMD (Single
Instruction Multiple Data) is used. SIMD is a special instruction collection of
CPU designed by Intel Company, which can simultaneously process multiple
data in one clock cycle of CPU. At present, five kinds of SIMD, including
MMX, SSE, SSE2, SSE3 and SSE4, have been presented by Intel Company.

(3) Technology of program code optimization based on GPU’s CUDA (Compute
Unified Device Architecture) is used. CUDA is a general parallel computing
architecture designed by NVIDIA Company, which can solve complicated
problem. It includes Instruction Set Architecture (ISA) of CUDA and the inner
parallel calculation engine of GPU. Programmer can use c language code to
develop program based on CUDA, which can be run effectively on the GPU
processor. In this article, the correlation module of the most time-consuming
in the software receiver is implemented on GPU based on CUDA. The test
results show that the operation speed can be improved ten times on the display
card of NVIDIA GeForce GT650 M after applying this technology.

54.5.3 Algorithm Optimization of Software Receiver

Algorithm optimization includes two methods. One is signal acquisition algorithm
and the other is signal correlation algorithm.

(1) Algorithm optimization of signal acquisition

Because of using FFT algorithm in signal acquisition module, the processing
time of FFT is crucial to the arithmetic. The acknowledged FFT optimization
arithmetic on PC platform in the world is FFTW method designed by MIT, which
is described in detail in paper [7] and [8]. The signal acquisition speed can be
improved two or three times after using the FFTW method in this paper.

(2) Algorithm optimization of signal correlation

In traditional way, the correlation value of one sampling data need separately
compute the product of Early-arm, Prompt-arm and Late-arm in in-phase way and
quadrature-phase way. Because each arm (Early, Prompt or Late) product operation
includes two multiplications and one calculation of trigonometric function, one
sampling data includes twelve multiplications and six calculations of trigonometric
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function. So the computing quantity of correlator is very large due to high sampling
frequency. A look-up table method has been presented in this article, which in
advance stores correlator value in a three dimensional table and replace the above
twelve multiplications and six calculations of trigonometric function.

54.6 Conclusions

The software receiver adopted Visual studio 2010 as development tool. The core
arithmetic was designed by C/C ++ language code, and the user interface was
designed by C# language code. The software receiver can reach real-time pro-
cessing capacity under 80 MHz sampling rate and 2 bit quantization conditions. It
can process COMPASS B1/B2/B3 civil-code signals at the same time. The posi-
tioning results show that the software receiver’s three-dimensional positioning
accuracy is less than 10 m (95 %) under the condition of GDOP \ 4. The fol-
lowing figure shows the results that software receiver processed COMPASS B3
civil signal (Fig. 54.12).

In the above picture, satellites graph in view is shown at the top left corner. The
ratio of carrier-to-noise of visible satellites is shown at the down left corner. The
positioning result is shown at the top right corner. The channel information,

Fig. 54.12 Graph of COMPASS software receiver for processing B3 civil-code signal
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including elevation, azimuth, Doppler frequency, frame ID number, acquisition
time and correlating time, are shown in the down right corner.

References

1. Strodl K, Naddeo G, Samson J, et al (2003) System verification approach, methods, and tools
for Galileo. In: ION GPS/GNSS 2003, Portland, 9–12 Sept 2003, pp 2446–2456

2. Tsui JBY (2005) Fundamentals of global positioning system receivers-a software approach,
2nd edn. Wiley, New York

3. Borre K, Akos DM, Bertelsen N, Rinder P, Jensen SH (2007) A software-defined GPS and
Galileo receiver. Birkhauser, Boston

4. Wei Z, Ke Z, Binbin W, Heejong S (2010) Simulation and analysis of GPS software receiver.
In: 2nd international conference on computer modeling and simulation, pp 314–317

5. Chen Y-H, De Lorenzo DS, Juang JC, et al (2011) Real-time dual-frequency (L1/L5) GPS/
WAAS software receiver. In: Proceedings of ION ITM 2011, Portland, OR, pp 767–774

6. Fern’andez–Prades C, Arribas J, Closas P, et al (2011) GNSS-SDR: an open source tool for
researchers and developers. In: Proceedings of ION ITM 2011, Portland, OR, pp 780–794

7. Frigo M, Johnson SG (2005) The design and implementation of FFTW3. Proc IEEE
93(2):216–231

8. Johnson SG, Frigo M (2007) A modified split-radix FFT with fewer arithmetic operations.
IEEE Trans Signal Process 55(1):111–119

596 W. Xie et al.



Chapter 55
Analysis of Multipath Parameter
Estimation Accuracy in MEDLL
Algorithm

Yuan Gao, Feng Liu and Teng Long

Abstract MEDLL (Multipath Estimating Delay Lock Loop) is an excellent
multipath mitigation algorithm, the core of the algorithm is estimated multipath
parameters, and parameter estimation accuracy determines the actual performance
of the algorithm. Previous studies and experiments have demonstrated the anti-
multipath MEDLL algorithm performance, lack of research but for its observations
on the multipath performance, multipath parameter estimation performance.
Studied MEDLL algorithm the multipath estimation accuracy and thermal noise,
front-end bandwidth, the correlator spacing and sampling rate and other parame-
ters of the relationship obtained MEDLL algorithm under different conditions, the
accuracy of the estimate of the multipath parameters.

Keywords MEDLL � Multipath parameter estimation � GNSS receiver

55.1 Introduction

Improvements due to GNSS (Global Navigation Satellite System) augmentations
and GNSS modernization are reducing many source of error leaving and shadowing
as significant and sometimes dominant contributors to error [1]. As a result, the
multipath rejection performance of GNSS receiver becomes more and more
important. The MEDLL (Multipath Estimating Delay Lock Loop) algorithm is a
multipath mitigation algorithm which was first proposed in Ref. [2].
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The performance of MEDLL algorithm applied in NovAtel GPS receiver is analysed
in Ref. [3, 4]. It has been proved the MEDLL algorithm is an effective way to mitigate
errors caused by multipath. The basic idea of MEDLL algorithm is mitigating
multipath by separating direct signal from multipath by estimating parameters of
multipath. As a result, MEDLL algorithm is also applied in multipath monitoring [5].

From above we know previous studies are mainly concentrated in performance
of MEDLL algorithm and how to improve the performance. Some studies are also
focused on how to reduce resource consumption due to highly complexity of
MEDLL algorithm. However, this is rare study on multipath parameter estimation
accuracy. In fact, multipath parameter estimation whose accuracy determines
performance of multipath mitigation is the key to MEDLL algorithm especially in
application using MEDLL algorithm for multipath monitoring.

55.2 Multipath Models and MEDLL Algorithm

55.2.1 Multipath Signal Models

Multipath is the reception of reflected or diffracted of the desired signal as shown
in Fig 55.1. Multipath is divided into two kinds: reflected one and scattering on.
Scattering signal often performs as an additional noise channel, which has little
effects on GNSS receiver working. Therefore, only reflected signal is in consid-
eration when studying multipath parameter estimation accuracy. The reflected
signal can be approximately considered as the direct signal with changes of
amplitude, phase and time delay. Then a simple model for the complex envelope
of a received signal r(t) with multipath after frequency down conversion is

rðtÞ ¼
XN

n¼0

Anejð2p fctþ/nÞpðt � snÞ þ nrðtÞ ð55:1Þ

Fig. 55.1 Generation of multipath
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where, p(t) is the spreading code of the transmission signal, f is the carrier frequency,
An is the amplitude of the nth signal, /n is the carrier phase of the nth signal, sn is the
time delay of nth signal, when n = 0, it means signal is the direct one; nr(t) is the
complex envelope of receiver front-end noise; it is a narrowband random process
which can be represented by the quasi-sinusoidal form as shown in Eq. (55.2).

nrðtÞ ¼ ½nrcðtÞ þ jnrsðtÞ�ejð2p fctþ/0Þ ð55:2Þ

It’s known from Eq. (55.2) that one multipath signal will be determined and
separated from the direct signal once parameters of amplitude, time delay and
carrier phase has been calculated by estimating. Therefore, the main task of
MEDLL algorithm is determining these three parameters of multipath.

55.2.2 Principle of MEDLL Algorithm

MEDLL loop which is a group of correlator with different local replica code phase
is the hard foundation of performing MEDLL algorithm. MEDLL loop is shown in
Fig. 55.2. A group of

The equation of s(t) can be obtained from Eq. (55.1) assuming the carrier
frequency has been estimated accurately during carrier stripping.

sðtÞ ¼
XN

n¼0

Anej/n pðt � snÞ þ nðtÞ; nðtÞ ¼ ½ncðtÞ þ jnsðtÞ�ej/o ð55:3Þ

This group of integrated sum obtained from MEDLL loop which is called
measured correlation function Rs(s) is actually a group of measurement of s(t).
That is:
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Fig. 55.2 MEDLL loop block diagram
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RsðsÞ ¼
Xk

n¼1

sðsÞ � pðsþ skÞ½ � ð55:4Þ

Assuming N̂ set of parameters obtained from MEDLL algorithm is
ðAn; sn;/nÞðn ¼ 0; 1; . . .N̂Þ; N̂ is estimated value of multipath signal’s number.
Ignoring noise, the estimated values ŝðtÞ of sðtÞ is:

ŝðtÞ ¼
XN̂

n¼0

Ânej/̂n xðt � ŝnÞ;MðÂ; ŝ; /̂Þ ¼
Z t

t�Tp

½sðtÞ � ŝðtÞ�2dt ð55:5Þ

where, Tp is predetection correlation time and MðÂ; ŝ; /̂Þ is mean square error of
ŝðtÞ:

According to maximum likelihood estimation (MLE) rule, MðÂ; ŝ; /̂Þ should
be minimum, that is:

oM Â; ŝ; /̂
� �

oÂ
¼ 0;

oM Â; ŝ; /̂
� �

oŝ
¼ 0;

oM Â; ŝ; /̂
� �

o/̂
¼ 0 ð55:6Þ

According references [2, 3], Eq. (55.6) can be solved:

ŝi

¼ max Re RsðsÞ �
P̂N
n¼0
n 6¼i

ÂkRref s� ŝkð Þej/̂i

2
64

3
75

8><
>:

9>=
>;

Âi

ð55:7Þ

where Rref(s) which is named with reference correlation function in MEDLL
algorithm is the correlation function of p(t) in this receiver channel [2]. The
reference correlation function reflects the characteristics of the receiver’s channel.

55.2.3 Multipath Parameters Solving

It is hard to solve Eq. (55.7) directly because parameters are tightly coupled.
Therefore, Eq. (55.7) is usually solved with method of iterative calculation.

We just take one multipath in consideration in order to simplify the analysis.
That is:

sðtÞ ¼ soðtÞ þ s1ðtÞ ð55:8Þ

where, s0(t) is the direct signal with correlation function of R0(s) and s1(t) is the
direct signal with correlation function of R1(s). Known by the linear characteristics
of correlation function:
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RsðsÞ ¼ R0ðsÞ þ R1ðsÞ ð55:9Þ

The general iterative solver process is:

Step 1 Assuming R0(s) = Rs(s), the first set estimated parameters ðÂ0; ŝ0; /̂0Þ1 of
R0(s) will be obtained. Then, combining this set parameters with reference
correlation function, the first estimated value R̂0ðsÞ1 of R0(s) will be
obtained;

Step 2 Assuming R1ðsÞ ¼ RsðsÞ � R̂0ðsÞ1; the first set estimated parameters

Â1; ŝ1; /̂1

� �
1

of R1(s) will be obtained. Then, combining this set

parameters with reference correlation function, the first estimated value
R̂1ðsÞ1 of R0(s) will be obtained. Assuming R0ðsÞ ¼ RsðsÞ � R̂1ðsÞ1; the

second set estimated parameters Â0; ŝ0; /̂0

� �
2

of R0(s) will be obtained.

Then, combining this set parameters with reference correlation function,
the second estimated value R̂0ðsÞ2 of R0(s) will be obtained;

Step 3 Assuming R1ðsÞ ¼ RsðsÞ � R̂0ðsÞ2; the second set estimated parameters

Â1; ŝ1; /̂1

� �
2

of R1(s) will be obtained. Then, combining this set param-

eters with reference correlation function, the second estimated value
R̂1ðsÞ2 of R1(s) will be obtained;

Repeat Step 2, 3 until the mean square E(Vn) of iteration residuals Vn has met
expectations. Vn is defined in Eq. (55.10)

Vn ¼ RðsÞ � R̂0ðsÞn � R̂1ðsÞn;EðVnÞ ¼
ZD

�D

RðsÞ � R̂0ðsÞn � R̂1ðsÞn
�� ��2ds ð55:10Þ

55.2.4 Algorithm of Parameters Estimation

Assuming that a correlation function Rs(s) contains only one path signal, in order
to estimate its parameters, we should first find the maximum energy point smax

make Eq. (55.11) established.

Re Rsðsmaxð Þ½ �2 þ Im Rsðsmaxð Þ½ �2
n o

¼ max ReðRsðsÞ½ �2 þ ImðRsðsÞ½ �2
n o

ð55:11Þ

Carrier phase estimated value is obtained through four quadrant arctangent at
this point as shown in Eq. (55.12).
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/̂s ¼ arc tan 2
ImðRsðsmaxÞÞ
ReðRsðsmaxÞÞ

� �
ð55:12Þ

Then, at the same point time delay estimated value is obtained through inco-
herent early-late code discriminator as shown in Eq. (55.13).

IE ¼ Re Rs smax � dTcð Þð Þ;QE ¼ Im Rs smax � dTcð Þð Þ
IL ¼ Re Rs smax þ dTcð Þð Þ;QL ¼ Im Rs smax þ dTcð Þð Þ

sEMLP ¼ I2
E þ Q2

E

� �
� I2

L þ Q2
L

� �	 
 ð55:13Þ

where, Tc is the chip length of spreading code.
At last, the amplitude estimated value is obtained through reference correlation

function as shown in Eq. (55.14).

Âs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re Rs smaxð Þð Þ2þIm Rs smaxð Þð Þ2

q
Rref ð0Þ
Rref ðŝsÞ

ð55:14Þ

55.3 Error Analysis of Multipath Parameters Estimation

It’s known in Eq. (55.7) that time delay plays a more important part because it
determines if the estimating point is right. On the other hand, time delay gets more
concerned in applications which apply MEDLL algorithm into multipath mitiga-
tion (actually most applications are such). Therefore, in this paper estimation
accuracy of time delay is mainly discussed.

55.3.1 Error Source of Estimation

It’s known from Sect. 55.2.4 that estimation of time delay is similar to code
tracking in normal GNSS receiver. Therefore, the source of estimation is mainly
thermal noise, front-end bandwidth and correlator spacing [1, 6]. There is another
source named with iteration residuals because iteration calculation is applied into.

Iteration residual is similar to multipath when estimating time delay. In the
following analysis we first analyze other sources then take iteration residual into
consideration.
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55.3.2 Error Brought by Noise and Limited Bandwidth

Without consideration of iteration, assume the theoretical time delay in Eq. (55.13)
is e, and then the linear model of EMLP’s output is:

sEMLP ¼ Kes þ ns; es � sEMLPj j ! 0 ð55:15Þ

where, K is slope of discriminator around theoretical value independent of noise. ns

is the output noise of discriminator whose bandwidth is greater than predetection
correlation bandwidth 1/Tp. As a result, n can be considered as zero mean and
independent in each output, and then mean square of discrimination error is [6]:

r2
EL ¼

2NsTp

K2
ð55:16Þ

where, Ns is power of ns. Then Eq. (55.13) is rewritten as follow:

IE ¼ Re Rref smax � dTcð Þ þ nE

� �
; IL ¼ Re Rref smax þ dTcð Þ þ nL

� �

QE ¼ Im Rref smax � dTcð Þ þ nE

� �
;QL ¼ Im Rref smax þ dTcð Þ þ nL

� � ð55:17Þ

where, the noise term is obtained in following equation:

nE ¼ nðtÞ � p smax � dTcð Þ; nE ¼ nðtÞ � p smax þ dTcð Þ ð55:18Þ

Then the output of discriminator can be presented as follow:

sEMLP ¼ I2
E þ Q2

E

� �
� I2

L þ Q2
L

� �	 


¼ Rref smax � Tcdð Þ þ nE

�� ��2� Rref smax þ Tcdð Þ þ nL

�� ��2

¼ Rref smax � Tcdð Þ
�� ��2� Rref smax þ Tcdð Þ

�� ��2þ nEj j2� nLj j2

þ Rref smax � Tcdð Þn�E � Rref smax þ Tcdð Þn�L
þ R�ref smax � Tcdð ÞnE � R�ref smax þ Tcdð ÞnL

ð55:19Þ

Because expectation of terms containing noise in above equation is zeros [7],
the expectation of sEMLP is:

E sEMLPð Þ ¼ E Rref smax � Tcdð Þ
�� ��2� Rref smaxþTcdð Þ

�� ��2� �
ð55:20Þ

Then

K ¼ E0 sEMLPð ÞjsEMLP¼smax
;Ns ¼ Var sEMLPð Þ ð55:21Þ

Equations (55.19–55.21) substituted into Eq. (55.16) after finishing is [1, 6, 8]:
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r2
EL ¼

1
4p2

R bs=2
�bs=2 Ssðf Þ sin2ðp fdTcÞdf

ðPs=N0Þ
R bs=2
�bs=2 fSsðf Þ sinðp fdTcÞdf

� �2

� 1þ
R bs=2
�bs=2 Ssðf Þ cos2ðp fdTcÞdf

ðTPPs=N0Þ
R bs=2
�bs=2 Ssðf Þ cosðp fdTcÞdf

� �2

2
64

3
75

ð55:22Þ

where, Ss(f) is transmit spectrum of navigation signal, Ps is received power, N0 is
single band power spectral (assuming noise is white), bs is front-end bandwidth.

55.3.3 Error Brought by Iteration Residual

Because iteration residual is similar to multipath when estimating time delay, we
assuming error brought by iteration residual is rir(Vn), that is:

rs ¼ rmpðVnÞ þ rEL ð55:23Þ

According to MLE rules:

o

os1

Z t

t�Tp

½sðtÞ � ŝ0ðtÞ � ŝ1ðtÞ�2dt ¼ o

os1

Z t

t�Tp

½Vn�2dt ¼ 0 ð55:24Þ

From Eq. (55.24) we can know that VN is considered independent of s1 when
estimating delay s1 of s1(t), that is:

Vn ¼ Rref s0ð Þ � Rref s0 þ rELð Þ; rs ¼ rmp Rref s0ð Þ � Rref s0 þ rELð Þ
� �

þ rEL

ð55:25Þ

55.4 Analysis of Accuracy and Simulation

Correlation spacing d is usually tiny in MEDLL loop. Therefore, make d ? 0,
known from Eq. (55.22), when received power is constant and Tp ? ?,

r2
EL !

1

ð2pÞ2ðPb=N0Þx2
RMS

Pb ¼ Ps

Zbs=2

�bs=2

Ssðf Þdf ; xRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ bs=2

�bs=2
f 2Ssðf Þdf

s ð55:26Þ
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where, xRMS is named with root-mean-squared bandwidth [1] or Gabor bandwidth
[9]. It is useless when d ? 0 because of Gabor bandwidth.

Take BPSK-R(n) modulation which is used in most running satellite navigation
system as an example. C/A code of GPS L1 is BPSK-R(1), when d ? 0:

r2
EL ffi

1
2Pb=N0bsTc

1þ 1
TpPb=N0

� �
; d	 1

Tcbs
ð55:27Þ

From above equation we know that when front-end bandwidth is determined and
correlator spacing is smaller than 1/Tcbs accuracy of time delay estimation tends to a
value independent of correlator spacing. Figure 55.3 shows accuracy of GPS L1C/A
code delay estimation under different MDR (Multipath-to-direct Ratio).

From Fig. 55.3 we can see that accuracy of time delay estimation is mainly
determined by thermal noise and front-end bandwidth and tends to a constant value
when MDR is small. However, when MDR is large that accuracy is mainly
determined by iteration residual instead and its envelope tends to envelope of error
caused by multipath.

55.5 Conclusions

In this paper, we first analyze the accuracy of multipath parameter estimation from
principle and implementation of MEDLL. Then error source of estimation is
analyzed and equation of accuracy is given and proved to be correct by simulation.
Otherwise, the theoretical limit of accuracy is given under various conditions. It is
helpful to design of application using MEDLL algorithm.
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Chapter 56
Research of a Low Complexity Spoofing
Mitigation Method Based on a Moving
Antenna

Long Huang, Junwei Nie, Rui Ge and Feixue Wang

Abstract Spoofing to GNSS receivers becomes to a majority threat to satellite
navigations systems in civil safety critical applications. By weighing the groups of
samples from a single moving antenna precisely, an equivalent adaptive beam
forming antenna array is synthesized. Corresponding to the scenario that all
spoofing pseudo random noise (PRN) codes are transmitted from the same source
in space, the different spatial signatures of spoofing and authentic signals are
analyzed. With a low complexity weighing parameters calculations algorithm,
a null is steered in the direction where spoofing signals come from. This is an
effective spoofing mitigation method which greatly suppresses the energy of
spoofing signals in the conventional GNSS receiver procedures. And simulation
results are given in the end to the valid the performance of the proposed method.

Keywords GNSS � Satellite navigation receiver � Spoofing interference �
Spoofing mitigation

56.1 Introduction

Spoofing to civil GNSS receiver aim to mislead the target receiver to a false position/
timing solution, which becomes to a major threaten to the satellite navigation systems
[1]. Plenty of anti-spoofing techniques have been proposed in the open literature
recently. These methods can be generally divided into two main categories, namely
spoofing detection and spoofing mitigation.

Spoofing detection techniques refer to discriminate the spoofing signals from the
authentic ones, and exclude them off the position/timing calculation. The widely
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discussed signal power discrimination, time of arrival (TOA) discrimination,
polarization discrimination, angle of arrival (AOA) discrimination, cross-check of
IMU and cryptographic authentication are all belong to this category [2–6].

Spoofing mitigation techniques refer to remove the spoofing signals in front of
conventional GNSS receiver acquisition and tracking processing, which can
eliminate the impact of spoofing to receiver radically. Dr. Daneshmand [7] in
university of Calgary proposed a spoofing mitigation technique using multiple
antennas and proved to be effective to remove spoofing signals coming from a
point transmitting source. Multiple antennas technique is one of the most powerful
techniques that have been devised against spoofing threat, but it increase the size
and cost of GNSS receivers, which restricts the use of multiple antennas in civil
domain.

In this paper, a new equivalent adaptive beam forming antenna array technique
is proposed to migration spoofing signals coming from a point transmitting source.
By weighing the groups of samples from a single moving antenna precisely, an
equivalent adaptive beam forming antenna array is synthesized. Corresponding to
the scenario that all spoofing pseudo random noise (PRN) codes are transmitted
from the same source in space, the different spatial signatures of spoofing and
authentic signals are analyzed. With a low complexity weighing parameters cal-
culations algorithm, a null is steered in the direction where spoofing signals come
from. This is an effective spoofing mitigation method which greatly suppresses the
energy of spoofing signals in the conventional GNSS receiver procedures.

56.2 System Model

56.2.1 Receiver Signal Model

In this paper, it is assumed that the spoofer transmitting several PRN codes
through a single antenna, each of which having a comparable power level to that of
the authentic signals. And the spoofing and authentic signals all use periodicity
PRN codes in their structures. A typical spoofing scenario is shown in Fig. 56.1.

The baseband samples of authentic and spoofing signals in GNSS receivers can
be written as:

r nð Þ ¼
XNA

m¼1

amn

ffiffiffiffiffiffi
Pa

m

p
Fa

m nð Þ þ
XNS

k¼1

bkn

ffiffiffiffiffi
Ps

k

p
Fs

k nð Þ þ x nTsð Þ ð56:1Þ

where NA and NS are the number of authentic and spoofing PRNs respectively and

Fa
m nð Þ ¼ da

m nTs � sa
m

� �
ca

m nTs � sa
m

� �
ej/a

mþj2pf a
mnTs

Fs
k nð Þ ¼ ds

k nTs � ss
k

� �
cs

k nTs � ss
k

� �
ej/s

kþj2pf s
k nTs

ð56:2Þ
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In (56.1) and (56.2), the superscripts a and s refer to the authentic and spoofing
signals respectively. Ts is the sampling interval and /, f, P and s are the phase,
Doppler frequency, signal power and code delay of the received signals respec-
tively. Symbols amn and bkn present the spatial attenuation-delay characteristic of
the authentic and spoofing signals, while x is the additive white Gaussian noise
with variance r2.

56.2.2 Spoofing Mitigation Model

For a moving GNSS receiver, taking N samples out of the input sequence in (56.1)
can form an equivalent N-element array antenna output vector:

RN nð Þ ¼ r nð Þ r n� Dð Þ r n� Dð Þ . . . r n� N � 1ð ÞDð ÞT
� �

ð56:3Þ

Without loss of generality assuming that the reference coordinate system is
located at the receiver antenna at the time of r(n), as shown in Fig. 56.2.

where d̂
A
m and d̂

S
are unit vectors pointing from the origin of the coordinate system

towards the mth GNSS satellite and the spoofer respectively. dant
i1 is the vector

Spoofer

GNSS receiver

SV1
SV4

SV3SV2

Fig. 56.1 A typical spoofing scenario
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pointing from the origin to the ith equivalent antenna element phase center and k is
the GNSS carrier wavelength.

Taking Eqs. (56.1) and (56.2) into Eq. (56.3), the equivalent array antenna
output vector can be written as:

RN nð Þ ¼
XNA

m¼1

am

ffiffiffiffiffiffi
Pa

m

p
Fa

m nð Þ þ b
XNs

k¼1

ffiffiffiffiffi
Ps

k

p
Fs

k nð Þ þ g nð Þ ð56:4Þ

where g is the complex additive white Gaussian noise vector with covariance
matrix r2I. b and am are spatial characteristic vector (SCV) of spoofing PRNs and
mth authentic signal respectively:
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element N
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A
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Fig. 56.2 Equivalent N-element antenna configuration
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ð56:5Þ

Consequently, the problem of spoofing mitigation with a synthesized antenna
array is to find an optimal gain vector which is denoted by f to satisfy the following
conditions:

 00 ≠= fbf H ð56:6Þ

By applying the vector f to the synthesized antenna array signals, the spoofing
signal is suppressed in the beam former output as:

v nð Þ ¼ fHRN nð Þ

¼
XNA

m¼1

fHam

ffiffiffiffiffiffi
Pa

m

p
Fa

m nð Þ þ fHb
XNS

k¼1

ffiffiffiffiffi
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k

p
Fs

k nð Þ þ fHg nð Þ

¼
XNA

m¼1

fHam

ffiffiffiffiffiffi
Pa

m

p
Fa

m nð Þ þ fHg nð Þ

ð56:7Þ

56.3 Spoofing Mitigation

The proposed spoofing mitigation technique based on a moving single antenna
receiver consists of two main modules, namely spoofing SCV estimation and null
steering, which are described in the following subsections.

56.3.1 Spoofing SCV Estimation

As mentioned above, the key problem of the proposed method is to find a non-zero
orthogonal vector of spoofing SCV, so it’s necessary to estimate the spoofing SCV
at the beginning.
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In order to avoid the computational complexity of the conventional two-
dimensional time and frequency search for the authentic and spoofing signals, a
approximate despreading processing is conducted by multiplying samples with
space of D and one period of the PRN code.

Assume vector y is constructed as:

y ¼

b1ejh1

b2ejh2

..

.

bNejhN

2
6664

3
7775 ð56:8Þ

where

hi ¼
1 i ¼ 1

\
PK�1

n¼0
r n� iDð Þr� nð Þ

� �
i ¼ 2; . . .;N � 1

8<
:

bi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PK�1

n¼0
r n� iDð Þr� n� iD� T0ð Þ

s
i ¼ 1; . . .;N � 1

and K is the number of samples which are averaged and T0 is one epoch interval.
Based on the different spatial characteristic of authentic and spoofing signals,

the energy of spoofing signals from the same direction can be accumulated con-
structively while authentic signals from different directions can not. So the phase
angles of vector y can be approximated as:

hi ¼ \
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ð56:9Þ

Based on the periodic characteristic of the PRN codes in the signals, the
amplitude of vector y can be approximated as:

bi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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r n� iDð Þr� n� iD� T0Dð Þ
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� Cij j � K
XNA

m¼1

Pa
m þ

XNS

k¼1

Ps
k

 ! !
¼D q Cij j

ð56:10Þ

Taking Eqs. (56.9) and (56.10) into Eq. (56.8), the assumed vector y can be
written as:
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y ¼

q
q C2j jej \C2þ\b2ð Þ

..

.

q CNj jej \CNþ\bNð Þ

2
6664

3
7775 ¼ qC�b ¼ qb ð56:11Þ

which concludes to a linear estimation of the spoofing SCV b.

56.3.2 Null Steering of the Synthesized Antenna Array

From Eq. (56.11), it is obvious that the orthogonal vector of vector y is ortho-
graphic to spoofing SCV. The orthogonal projection to the spoofing subspace can
be obtained as:

P? ¼ IN � y yHy
� ��1

yH ð56:12Þ

so any vector in the subspace P? is orthographic to the vector y and also ortho-
graphic to the spoofing SCV b.

Taking an arbitrary vector h and define:

f ¼ P?h 2 P? ð56:13Þ

and the vector f is orthographic to the spoofing SCV b:

fHb ¼ hH P?ð ÞHb ¼ hHP?b

¼ hH IN � y yHy
� ��1
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¼ hH y� y yHy
� ��1
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¼ hH y� yð Þ=d ¼ 0

ð56:14Þ

Applying the vector f to the synthesized antenna array output vector, the
spoofing signals are removed from the original signals and an equivalent antenna
direction pattern null is formed at the direction of spoofing signals:
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v(n) is the signal sequence after spoofing mitigation, and can be fed to the
conventional GNSS receivers.

56.3.3 Structure of Anti-spoofing Receivers

An anti-spoofing receiver structure based on the proposed technique above can be
configured as (Fig. 56.3):

56.4 Simulation Results

A simulation environment based on Matlab is setup to verify the effectiveness of
the proposed anti-spoofing technique. Herein, four authentic and nine spoofing
GPS L1 C/A PRNs are simulated, with CNRs (carrier power-to-noise density ratio)
at 45 and 47dBHz respectively, while the velocity of receiver is 30 m/s and a two-
element antenna array is synthesized.

Figures 56.4 and 56.5 show the cross ambiguity functions (CAF) for a certain
PRN code before and after spoofing mitigation. It is observed that before spoofing
mitigation (Fig. 56.4) there are two remarkable signal peaks in the time–frequency
space and the authentic signal peak is weaker than the spoofing one, which could
induce to a mistake signal acquisition. After spoofing mitigation (Fig. 56.5), it is
obvious that only the authentic signal peak is reserved in the time–frequency
space, which prevents the conventional receiver being affected by the spoofing
interfere.

Spoofing
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Spoofing Mitigation 
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Fig. 56.3 Configuration of anti-spoofing GNSS receiver
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It can also be observed by compare the Figs. 56.4 and 56.5 that after spoofing
mitigation, the noise floor of the CAF increases obviously, which results in 2 dB
deterioration in the CNR of the authentic signal. Lightening the deterioration of
spoofing mitigation to the authentic signals would be a major future work.

56.5 Conclusions

A low complexity spoofing mitigation method based on a moving antenna is
proposed in this paper, which could effectively mitigate the spoofing signals from
a point transmitter. The advantages in receiver cost and size make it suitable in
civil navigation and timing domain.

Fig. 56.4 CAF before
spoofing mitigation

Fig. 56.5 CAF after
spoofing mitigation
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Chapter 57
DVFS Energy-Saving Scheduling
of Navigation Receiver Based
on Equilibrium Optimization

Wei Wu, Rui Ge, Shao-jie Ni and Fei-xue Wang

Abstract Hand-held or portable navigation receivers are powered by battery. The
energy-saving design is very important to extend battery life. High-precision
geodesic navigation receivers can be installed in fixed ground station. Dynamic-
adaptive navigation receivers can be carried in a ship, aircraft, missile, or other
vehicle. Although those carriers can supply sufficient power, low power design is
of great benefit to system cooling, thus improves the receiver life cycle. Receiver
processor can schedule task in busy or idle state. Dynamic Voltage and Frequency
Scaling (DVFS) technology adjusts system voltage and frequency dynamically to
make use of idle state, thus effectively saves system energy. This paper analyses
the energy-saving scheduling design of multi-channel receivers, where the power
consumption is remarkably reduced based on DVFS, meanwhile receiver works
well in real-time. A DVFS energy-saving scheduling method based on equilibrium
optimization is proposed, where the receiver clock frequency is dynamically
adjusted corresponding to the number of satellites available using utilization
equilibrium rule and its reverse counterpart. Our method optimizes the energy-
saving factor based on utilization feedback approach and schedulability condition
approach, and voltage and frequency adjusting is transformed into execution time
increase. Monte Carlo simulations and experiment results show that our method is
independent of scheduling algorithm and schedulability condition, and has low
time complexity. Utilization equilibrium rule can obtain more balanced energy-
saving factor compared with its reverse counterpart, and schedulability condition
approach can acquire higher total utilization compared with utilization feedback
approach, thus effectively reduce receiver power consumption.

Keywords Navigation receiver � Dynamic voltage and frequency scaling
(DVFS) � Task scheduling � Energy-saving � Equilibrium optimization

W. Wu (&) � R. Ge � S. Ni � F. Wang
Satellite Navigation R&D Center, National University
of Defense Technology, Changsha, China
e-mail: wuwei198106@163.com

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 243,
DOI: 10.1007/978-3-642-37398-5_57, � Springer-Verlag Berlin Heidelberg 2013

617



57.1 Introduction

For battery-powered hand-held or portable navigation receivers, the energy-saving
design is very important to extend battery life. High-precision geodesic navigation
receivers can be installed in fixed ground station. Dynamic-adaptive navigation
receivers can be carried in a ship, aircraft, missile, or other vehicle. Although the
carriers can supply sufficient power, low power design is of great benefit to system
cooling, thus increases receiver life cycle. Modern embedded design widely uses
Dynamic Voltage and Frequency Scaling (DVFS) technology, along with
Dynamic Power Management (DPM) technology such as hibernate, sleep and
shutdown, achieves system low-power design [1, 2].

Power optimization design of visible satellites’ signal receiving is important for
receiver energy-saving design. Literature [3] models DVFS power consumption
based on low-power System on Chip (SoC), two scheduling approaches Cycle
conserving EDF (CCEDF) and Look Ahead EDF (LAEDF) are applied to verify
the power optimization. Literature [4] considers task preemptive scheduling in
hard real-time system, uses multiple voltage levels for task set to obtain low
power. Literature [5] illustrates that DVFS is suitable for thermal management,
and is able to achieve a square or cubic reduction in power relative to the per-
formance loss. Those known DVFS methods pay little attention to the task sets
with dynamic timing parameters.

DPM configures processor into extreme low power mode, lets part/all of the
circuit modules hibernate, sleep or shutdown, reduces the power consumption in
system idle [1, 6]. The navigation tasks should always keep working, so that
navigation receiver continually tracks the visible satellites. On the other hand, the
user interface, such as LCD display and instruction control module, can operate
under extreme low power mode when not used.

We propose a DVFS energy-saving scheduling method based on equilibrium
optimization. The receiver working channel number is determined according to the
visible navigation satellite number. Navigation task execution time optimization is
achieved by adjusting voltage and frequency, and the optimal task working fre-
quency is calculated. The power consumption of receiver processor is reduced as
much as possible, meanwhile receiver works well in real-time.

57.2 Fundamentals and Modeling

57.2.1 DVFS Fundamentals

As for modern processor based on CMOS technology, the core power consumption
can be composed of dynamic power and static power [3]:

PDD ¼ PDynamic þ Pstatic ð57:1Þ
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PDynamic ¼ aCSV2
DDfclk ð57:2Þ

Pstatic ¼ IleakVDD ð57:3Þ

where a denotes activity factor, CS denotes switching capacity, VDD denotes core
voltage, fclk denotes clock frequency, Ileak denotes leakage current. The leakage
current works at the level of mA or uA, so the dynamic power is ignored in our
model.

Instruction cycles per unit time are calculated as:

n ¼ fclkt ð57:4Þ

With (57.2) and (57.4), the core energy per unit time is:

EDD ¼ aCSV2
DDn ð57:5Þ

When the core voltage is reduced, its power consumption achieves a square or
cubic reduction. The core voltage should be higher than the threshold voltage of
the transistor (when it starts conducting). In working region of CMOS circuits,
clock frequency fclk is approximately proportional to the core voltage VDD [7]. As
the supply voltage is reduced, working frequency also reduces, which is the fun-
damentals of DVFS technology. Meanwhile, frequency reduction increases the
task execution time, which may influence the system real-time performance.

57.2.2 Receiver Task Analysis

Consider the navigation receiver with maximal M channels: Fig. 57.1.

Fig. 57.1 Block of navigation receiver signal processing tasks
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The receiver runs with m (0 \ m B M) channels working, while the value of
m can be dynamically adjusted according to the number of satellites available.
Each working channel operates signal acquisition, tracking, decoding and pro-
cessing tasks of the corresponding satellite.

57.2.3 Task Scheduling Modeling

Consider scheduling N periodic tasks. Task set is T ¼ fs1; s2; . . .; sNg. Tasks can
be modeled as

si ¼ Ci; Ti;Dif g i ¼ 1; 2; . . .;N ð57:6Þ

where Ci denotes the worst-case execution time of si. Ti denotes the period of si. Di

denotes the relative deadline of si. The utilization of si is defined as:

Ui ¼ Ci=Ti i ¼ 1; 2; . . .;N ð57:7Þ

In order to schedule receiver in the right way, parameters Ci, Ti and Di need to
be properly designed. The task set is schedulable if all tasks can achieve deadline
without overhead. Assume W denotes the scheduling algorithm. The period and
deadline of receiver tasks are decided by system requirement, Ti and Di are fixed
parameters, so the scheduling algorithm of a receiver can be denoted as:

W Tf g ¼ W Cif gjN i ¼ 1; 2; . . .;N ð57:8Þ

57.2.4 DVFS Energy-Saving Scheduling

Consider m-channel working simultaneously. Using inter-task approaches [2],
frequency reduction linearly increases task execution time. For a single channel,
assume the worst case instruction cycles of task si is denoted as ni, the working
frequency is fi, than its WCET (Worst Case Execution Time) is ni/fi. thus the
WCET of m-channel is:

Ci ¼ mni=fi i ¼ 1; 2; . . .;N ð57:9Þ

Our goal is to minimize the system power consumption, meanwhile guarantee
receiver task schedulable:

Min EDD ð57:10Þ

Subject to W 1
fi

� �
mni

n o
jN schedulable
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57.3 Energy-Saving Algorithm

57.3.1 Energy-Saving Factor Optimization
Based on Equilibrium

According to (57.10), m and ni are already known, suitable fi is the key of
energy-saving scheduling. The energy-saving factor of task si is defined as:

gi ¼ 1=fi ¼ Weightig0 i ¼ 1; 2; . . .;N ð57:11Þ

Different weighting schemes influence our chosen Weighti. With utilization
equilibrium rule, the obtained utilization is proportional to single-channel utili-
zation, so the weighting factor is:

Weighti � 1 ð57:12Þ

With utilization reverse-equilibrium rule, the obtained utilization of each task is
equal to 1/N, which is inversely proportional to single-channel utilization, so the
weighting factor is:

Weighti ¼
X

Uj=Ui i ¼ 1; 2; . . .;N ð57:13Þ

57.3.2 Scheduling Based on Utilization Feedback Approach

When the scheduling algorithm W is Rate Monotonic (RM) or Earliest Deadline
First (EDF), the energy-saving factor can be calculated according to utilization.
The upper bound of total utilization is denoted as BoundW. For RM and EDF, we
have [8]:

BoundRM ¼ Nð21=N � 1Þ ð57:14Þ

BoundEDF ¼ 100%

With (57.7), (57.9), (57.11) and (57.14), the energy-saving factor is:

g0 ¼ BoundW= ðWeight: � UÞ ð57:15Þ

where Weight denotes the Weighti vector, U denotes the Ui vector of m-channel
task set.
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57.3.3 Scheduling Based on Schedulability
Condition Approach

As for reliability and real-time performance, receiver design adopts fixed priority
scheduling, which is a Non-deterministic Polynomial (NP) problem [8]. Take the
Katcher condition as an example, The schedulability condition of task si is [9]:

min
0\t�Di

Wi tð Þ=t� 1 ð57:16Þ

Wi tð Þ ¼
X

sk2hpðsiÞ
t=Tkd eCk þ

X
sl2ipðsiÞ

Cl

where hp(si) denotes the set of tasks that have priorities higher than that of si and
ip(si) denotes the set of tasks that have the priority the same as that of si.

With (57.7), (57.9), (57.11) and (57.16), the energy-saving factor can be cal-
culated. In order to improve the calculating efficiency of this NP problem, a
dichotomy search method is used to search for energy-saving factor between the
total utilization interval [BoundRM, 100 %]. The search flowchart is Fig. 57.2:

Solving schedulability condition often takes much time. For on-line application,
energy-saving factor g0 can be pre-calculated off-line corresponding to different
weighting rule and different value of m(0 \ m B M). Afterwards, g0 can be
obtained through look-up table as below Table 57.1:

Fig. 57.2 Search flowchart of energy-saving factor
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57.3.4 Task Working Frequency

With energy-saving factor calculated, the frequency for each task can be computed
by (57.11):

fi ¼ 1=ðWeightig0Þ ð57:17Þ

Receiver design often chooses a base frequency f0, the task working frequency
can be any multiple of f0. Assume task working frequency is between [jminf0,
jmaxf0], with positive integer jmin \ jmax. The working frequency of each task can
be calculated as:

fi ¼
fi=f0d ef0 jminf0� fi� jmaxf0

jminf0 fi\jminf0
jmaxf0 fi [ jmaxf0

8<
: ð57:18Þ

57.4 Simulations and Experiments

57.4.1 Monte Carlo Simulation

Use Monte Carlo method simulates task set stochastically. The simulation
parameters are:

1. task number N is from 2 to 20, with interval 2.
2. task period is randomly produced between [1, 1000] with uniform distribution.
3. task utilization is randomly produced between [0, 2/N] with uniform distribution.

For each N, produce 1,000 groups of task sets independently. Katcher condition
and RM bound are used to obtain the optimal DVFS power consumption. Then, the
average power of 1,000 groups of task sets for each N is calculated and plotted
below (the normalized power for 100 % utilization is 1):

According to Fig. 57.3, the Katcher condition approach is better than the RM
bound approach. Compared to RM bound, Katcher condition can obtain higher
total utilization, thus reduce clock frequency more sharply. On the other hand,
utilization equilibrium rule is better than its reverse counterpart. This is because

Table 57.1 Energy-saving
factor look-up table

m g0 (Utilization
equilibrium)

g0 (Utilization
reverse-equilibrium)

1 g01A g01B

2 g02A g02B

…… …… ……
M g0MA g0MB
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utilization equilibrium makes frequency reduce proportionally for each task, and
the energy-saving factor of each task is uniform. As for utilization reverse-equi-
librium rule, the frequency reduction of each task results in disequilibrium. Some
tasks may reduce more compared with utilization equilibrium rule, meanwhile
some tasks may reduce much less, or even increase contrarily. That is why the
utilization reverse-equilibrium rule consumes more power.

57.4.2 Adjust Clock Frequency According
to Satellite Number

Certain receiver works at 400 MHz. Its normalized task parameters are as follows:
Table 57.2.

With base frequency f0 = 10 MHz, we examine the optimal power consump-
tion corresponding to different channel number m. The Katcher condition is used
with utilization equilibrium rule, with the value of m between [5, 12]. The optimal
core power consumption with different m is as follows: Table 57.3.

Fig. 57.3 Monte Carlo simulations of DVFS

Table 57.2 Task set parameters of a single channel in a receiver

i Task name Priority Ci Ti = Di

1 Acquisition and tracking 3 51/1000 1
2 Signal decoding 2 57/1000 12
3 Data processing 2 354/1000 60
4 Sporadic server 2 18/1000 60
5 Navigation code processing 1 36/1000 108
6 Peripheral scheduling 1 33/1000 300
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57.4.3 Power Consumption Analysis

Use look-up table with Katcher condition approach and utilization equilibrium
rule, the energy-saving timing is analyzed below: Fig. 57.4.

In the above plot, figure (a) plots the number of satellites available versus time
in 24 h, where the receiver working channel number is equal to the visible satellite
number. Figure (b) plots the receiver working frequency versus time, which is
proportional to the working channel number. Figure (c) plots the energy-saving
factor versus time, which is inversely proportional to the working channel number.
Figure (d) plots the instantaneous power consumption of the receiver. Compared
with the receiver working at 400 MHz, our method saves about 23.6 % energy,
and guarantee receiver schedulable even with 12 channels working.

Table 57.3 Channel number m versus clock frequency and power

m Core power Working frequency (MHz)

5 P0 200
6 1.309P0 240
7 1.633P0 280
8 1.969P0 320
9 2.314P0 360
10 2.667P0 400
11 3.025P0 440
12 3.388P0 480

Note the power consumption with 5 channels working at 200 MHz is denoted as P0

Fig. 57.4 Receiver energy-saving plot: (a) number of satellites available in 24 h; (b) frequency;
(c) energy-saving factor; (d) core power
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57.5 Conclusion

A DVFS energy-saving scheduling method is proposed based on equilibrium opti-
mization. The receiver working channel number is determined according to visible
navigation satellite number. Navigation task execution time optimization is achieved
by adjusting voltage and frequency. Our method is independent of scheduling
algorithm and schedulability condition, thus can extend to multi-channel real-time
DVFS energy-saving design. Furthermore, utilization equilibrium optimization can
be conveniently applied to both uniprocessor and multiprocessor energy-saving
scheduling.

Simulation results show that our method has low time complexity, and can
quickly calculate energy-saving factor suitable for receiver timing requirement.
Utilization equilibrium rule can obtain more balanced energy-saving factor com-
pared with its reverse counterpart, thus is more suitable for multi-channel receiver
DVFS design, and reduces receiver power consumption more effectively.
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Chapter 58
The Modeling and Analysis
for the Assessment of GNSS Spoofing
Technology

Meng Zhou, Hong Li and Mingquan Lu

Abstract As various application of navigation technology penetrating people’s
life and national security, spoofing and anti-spoofing techniques have become hot
research topics. Since more and more complicated spoofers have emerged, from
repeater to creator, then to receiver-spoofer, the research of anti-spoofing is very
urgent. Moreover, research and assessment on spoofing are prerequisite and
foundation for anti-spoofing research. Considering various aspects of spoofing
technology, including spoofing efficiency, blanket factor, influence area, destruc-
tiveness, and the risk of being determined, this paper explores the factors needed in
comprehensive evaluation of GNSS spoofing technology. Through modeling the
spoofing signals, this paper builds up an evaluation computing model for various
metrics. And it analyzes the evaluation results of common spoofing technologies
by utilizing various models. This paper also builds up a reference score model for
these various metrics through expert scoring method. Finally, the paper also
introduces the plan for future research work.

Keywords GNSS � Spoofing � Assessment � Modeling

58.1 Introduction

In 2001, the U.S. Department of Transportation released a report, which is about the
vulnerability of the U.S. transportation system [1]. It reported that ‘‘as GPS further
penetrates into the civil infrastructure, it becomes a tempting target that could be
exploited by individuals, groups, or countries hostile to the U.S.’’ This report
showed that the spoofing has become one of the primary threats to the satellite
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navigation system as an artificial malicious interference. Spoofing usually makes
position/navigation receivers generate wrong positioning or timing information by
delaying the real signal or self-generated pseudo-signal. Compared to blanket
jamming, spoofing is more concealed. Spoofing threats cannot be ignored in the
scenarios like life safety services, financial services, and military confrontation.

Spoofing techniques that have been proposed and implemented can be divided
into three categories: (1) Repeater: This approach works through broadcasting the
received signal to the interfered region after delaying it and amplifying it.
(2) Creator: This approach works through generating the pseudo-signals consistent
with the same structure of real signal through the local signal generator [2].
(3) Receiver-spoofer: This kind of spoofer takes the data including Doppler, the
pseudo-code delay, the navigation message and the time information which are
token from received real signal flow into spoofing signal generator as input, and
then generates pseudo-signals flow as output [4].

Therefore, it’s extremely necessary to establish GNSS spoofing defense system
as soon as possible. However, only a based on the deep research, analysis and
evaluation of these spoofing methods, we can effectively the defense systems. The
assessments of the spoofing performance and potential threats, can provide ref-
erence and guidance for the defense system.

58.2 Assessment Metrics for Spoofing

58.2.1 Valid Probability

A direct result of spoofing has only two states: spoofed and non-spoofed. Valid
probability is the probability that the spoofer can successfully deceived GNSS
receiver. If a GNSS receiver under deception still receives the normal navigation
signal, it will be named as spoofing failure probability.

Spoofing valid probability varies with the GNSS receivers used. In the case
with both actual and spoofing signal, we can calculate the probability of the two
states of a certain receiver, spoofed or non-spoofed, by analyzing its signal cap-
turing strategy, the receiving process and the anti-spoofing measures. The detailed
calculating model and method will be demonstrated and discussed in the Sect. 3.1.

58.2.2 Blanket Factor

Blanket Factor is defined as the power ratio between spoofing signal and normal
navigation signal to reach certain spoofing valid probability. Under the same
constraint conditions, including receiver, spoofing valid probability and so on, the
smaller blanket factor is, the more advanced the spoofing technique is.
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58.2.3 Spoofing Region

Spoofing region includes distance and space coverage. With the constraint of
spoofing valid probability, the further distance is, or the greater coverage is, the
stronger the spoofer is.

58.2.4 Destructiveness

When spoofing successes, the most obvious impact is put on the positioning or
timing results. But, the measurement of destructiveness varies indifferent appli-
cation fields. For example, in the smart grid monitoring system, the GNSS timing
function is used to measure the voltage and current phase of grid network. Once
the timing is spoofed, that may lead to estimation errors on the grid, which guides
the operator to make the wrong operation. In such applications, destructiveness of
spoofing should be measured by the economic losses. In the navigation warfare,
the use of spoofing to misleading the positioning result to a hostile missiles or
other offensive weapons, will reach the purpose of disrupting the enemy’s strategy
and tactics. Its destructiveness should be measured by the extent of the impact of
the war.

58.2.5 Onset Time

The time slot needed between the spoofer launching signals and the target receiver
being impacted to a certain extent (for example, the pre-defined positioning
results, or deterioration of positioning accuracy to pre-defined threshold) is called
onset time. The shorter onset time of the spoofer is, the better performance of the
spoofing technology is.

58.2.6 Spoofing Risk

The risk always appears with the benefits. The risk of a spoofer is being detected by
the target receiver or even exposing its position to the anti-spoofing technology,
which can bring danger to its own. Therefore, if a spoofer cannot disguise itself,
although it is highly destructive, we are not able to profit from it. Thus, spoofing risk
is an important indicator to assessment one spoofing technology. This assessment
should include the reasonableness of signal power, arrival time, arrival azimuth,
positioning result, and the similarity between spoofing signal and real navigation
signals. The probability that the spoofer will be detected by the target receiver is a
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good measurement for spoofing risk. The probability of being discovered is higher,
and the risk is greater; the probability of being discovered is lower, and the risk is
smaller (higher probability of being discovered means greater risk).

58.2.7 Technology Costs

This indicator is to test the difficulty of the technique to be implemented. If a kind
of spoofing technology is too difficult to be achieved, or too costly to be massively
produced, it would be more like an armchair strategist than an application, even
through it is theoretically feasible, or even with good results. The cost is also one
of important evaluation indices.

58.2.8 Comprehensive Assessment

As we mentioned above, it can be found that assessment of spoofing technique
includes many factors. Some factors can be calculated by quantifying the specific
values, and other factors (such as destructiveness, difficulty of achievement, etc.)
are difficult to be quantitatively calculated. Therefore, it is necessary to explore an
assessment model, which considers all these factors, to get a more objective
assessment of spoofing.

58.3 Computing Model of Evaluation

58.3.1 Valid Probability Calculation

If spoofing signals and GNSS satellite signals at the receiver side co-exist during
the capture phase, the receiver may detect the positioning signals through the
GNSS satellite signals, or also possibly through spoofing signals. When the GNSS
receiver regards a spoofing signal as a normal navigation signal to process, it is a
valid spoofing. Capture is the first part of the receiver to receive and process
navigation signals. Once the receiver catches spoofing signal, it will probably use
the spoofing signal for subsequently tracking, demodulating, ranging, positioning
calculating, and etc. Then it will be impacted by the spoofing signal. Therefore, we
analyze the valid probability of spoofing from the capturing aspect in this paper.
Capture performances are closely related to capture strategies of the receiver. In
the same way of spoofing, the receiver adopting different kinds of capture strat-
egies will cause a different probability of spoofing. It is assumed that the receiver
uses the decision strategy of maximum threshold value.
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58.3.1.1 Computing Model

During the dwell time T, in each cell, the I and Q signals are integrated and

dumped and the envelope
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

p
is computed or estimated. Each envelope is

compared to a threshold to determine the presence or absence of the SV signal.
This method called the threshold decision is widely used in GNSS receivers.
Figure 58.1 shows the probability distribution functions (pdf) of the envelopes of
three signals, including the noise, real signals and spoofing signals. A similar
concept was explained in [3].

The pdf for noise with no signal present, pn, has a zero mean. The pdf for noise
with the signal present, ps, has a nonzero mean. The pdf for noise with the real
signal and spoofing signal present, pj, has a nonzero mean larger than ps. For the
chosen threshold, Vt, any cell envelope that is at or above the threshold is detected
as the presence of the signal. Any cell envelope that is below the threshold is
detected as noise. The two statistics that are of most interest for us are the prob-
ability of detecting real signal, Psd, and the probability of detecting spoofing
signal, Pjd. These are determined as follows:

Psd ¼
Z1

Vt

psdz ð58:1Þ
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Fig. 58.1 Pdfs of the noise, navigation and spoofing signals
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Pjd ¼
Z1

Vt

pjdz ð58:2Þ

where:
psðzÞ pdf of the real signal’s envelope
pjðzÞ pdf of the spoofing signal’s envelope

We assume that case 1 represents a detection of a real signal, case 2 represents a
detection of a spoofing signal, and case 1 and 2 are independent. Thus, we can
have the following conclusions:

1. The probability that the real signal and spoofing signal are detected simulta-
neously is:

Ps\ j ¼ Psd � Pjd ð58:3Þ

2. The probability of only detecting the spoofing signal is:

P�s\j ¼ 1� Psdð Þ � Pjd ð58:4Þ

3. The probability of only detecting the real signal is :

Ps\�j ¼ Psd � 1� Pjd

� �
ð58:5Þ

4. The probability that the real signal and spoofing signal are not detected is:

P�s\�j ¼ 1� Psdð Þ � 1� Pjd

� �
ð58:6Þ

When situation (2) occurs, the receiver is spoofed, and when situation (3) and
(4) occur, the receiver is non-spoofed. Under situation (1), that the real signal and
spoofing signal are detected simultaneously, the decision strategy of receiver
determines whether the spoofing is successful or not. If the receiver selects signals
by timing (first or second appear), the successful spoofing can be ensured by
controlling the arrival time of spoofing signal. If the receiver adopts maximum
decision, for example, choosing the bigger one between two signals, the proba-
bility of valid spoofing equals to the probability that spoofing signal j is higher
than real signal s under situation (1), which is determined as follow:

I

j [ s

p s; jð Þ ¼
Z1

Vt

Z1

s

ps\ jdjds ¼
Z1

Vt

ps

Z1

s

pjdjds ð58:7Þ

We assume that I and Q have a Gaussian distribution. Assuming that the

envelope is formed by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

p
, then Thus,ps and pj are Ricean distributions

defined by:
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ps zð Þ ¼ z
r2

n
e
� z2þA2

2r2
n

� �
I0

zA
r2

n

� �
; z� 0

0; z\0

8<
: ð58:8Þ

where:
z value of the random variable
r2

n RMS noise power
A RMS signal amplitude

I0
zA
r2

n

� �
modified Bessel function of zero order

Equation (58.8) for z C 0 can be expressed in terms of the predetection SNR as
presented to the envelope detector, C/N (dimensionless), as follows:

Ps zð Þ ¼ z

r2
n

e
� z2

2r2
n
þC=N

� �
I0

z
ffiffiffiffiffiffiffiffiffiffiffiffi
2C=N

p
r2

n

 !
ð58:9Þ

where:
C/N C=N ¼ A2=2r2

n ¼ ðC=N0ÞT , is predetection of signal to noise ratio
T search dwell time

Considering formula (58.1), (58.2), (58.3), (58.4), (58.7) and (58.9), let rn ¼ 1
(normalized), spoofing valid probability can be expressed as the function of C=N0

(real signal to noise ratio), J=N0 (spoofing signal to noise ratio), and T.

58.3.1.2 Analysis of Computing Results

The proposed method has been tested by the Matlab software in order to observe
that how far the parameters like C=N0, J=N0, and T can impact the spoofing valid
probability. The following parameters setting have been considered for the test:

1. The threshold in terms of the desired single trial probability of false alarm Pfa

and the measured 1-sigma noise power: Vt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2r2lnPfa

p
. Let rn ¼ 1 (nor-

malized), Pfa ¼ 0:16, then the threshold Vt ¼ 1:9144615.
2. Let C/N = 1 and J/N = 1–10(step intervals is 0.5). Let C/N = 2 and

J/N = 2–10(step intervals is 0.5). Let C/N = 3 and J/N = 3–10 (step intervals
is 0.5).

Figures 58.2, 58.3, 58.4 show the results with the parameters set above.
As can be seen from Figs. 58.2–58.4: (1) as detecting the two signals simul-

taneously, the probability that the spoofing signal is greater than the normal
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navigation signal increases significantly according to the increasing of J/N,
whereas the probability that only the spoofing signal is detected does not change
much; (2) spoofing probability is always less than the detection probability of
spoofing signals, but with the increasing of J/N, spoofing probability will gradually
approaching the detection probability; (3) when the C/N is small (C/N = 1), in the
composition of the spoofing probability, the deception caused by situation (2) is
greater than the one by situation (1); when C/N is greater (C/N = 2,3), the
deception resulted by situation (1) is greater than the one by situation (2).

In addition, we can see from Figs. 58.2–58.4, the changing trend of the spoofing
probability are accordant with different setting of C/N. When J/N is greater than
12, the spoofing probability tends to 100 %, and it changes slowly. In order to
better observe the change trend of the spoofing probability, the first derivative
plates of curve shown above are presented in Fig. 58.5.

As the plates suggest, at J/N[[1, 6], the change rate of probability is much
higher than in other region. When J/N is greater than 12, the change rate is less
than 0.01. Therefore, we can get the greatest improvement of spoofing probability
by increasing J/N in interval [1, 6]. However, once J/N is over 12, with the increase
of J/N, it will raise the risk of being discovered, instead of the improvement of the
spoofing valid probability.
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Fig. 58.2 The spoofing probability with C/N = 1
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58.3.2 Calculation of Blanket Factor

58.3.2.1 Blanket Factor Lower Limit Computing Model

Blanket factor is the power ratio between spoofing signal and normal navigation
signal to reach the certain spoofing valid probability. For J=N ¼ m � C=N, the m is
named as the blanket factor. Based on the previous analysis, spoofing valid
probability can be expressed with C=N and m.

Set the minimum blanket factor as the optimization target, and spoofing valid
probability as the constraint. The optimization function can be determined as
follow:

min m
s:t: P(m;CNÞ� P0

�
ð58:10Þ

According to formula (58.10), we can calculate the lower limit of the blanket
factor m.
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58.3.2.2 Analysis of Computing Results

The proposed method has been tested with a Matlab simulation. The following
parameters setting have been considered for the test:

1. Let rn ¼ 1 (normalized), Pfa ¼ 0:16, then the threshold Vt ¼ 1:9144615.
2. Let C/N = 1, 2, and 3, respectively, and spoofing valid probability = 50–95 %

(step intervals is 5 %).

Figure 58.6 shows the results with the parameters set above.
As shown in Fig. 58.6, the bigger C/N is, the lower the lower limit of blanket

factor is. This is because the blanket factor is equivalent to the amplification factor
between J/N and C/N. With the increasing of C/N, the desired blanket factor is
smaller to reach the same J/N.

58.3.3 Onset Time

Determination of the Onset Time is divided into two parts. One is the time t1,
represents the time slot from the spoofer emitting the spoofing signal to the
receiver capturing that spoofing signal. Another is the time t2, represents the time
slot from the receiver capturing the spoofing signal to its positioning or GPS clock
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resulting error to reach the desired value. It is necessary to measure the two time
values to assess the performance of spoofer respectively, and gives a compre-
hensive evaluation result.

58.3.4 Spoofing Risk

The risk of spoofing can be quantitatively evaluated by the probability of being
perceived by the target receiver. Means of spoofing detection are usually inde-
pendent to each other, that is, the detection process can be considered to be a series
of several detectors. We assume that P1 is the detection probability of detector A
and P2 is the detection probability of detector B, then the probability of the two
detectors to perceive spoofing signals is given follow:

P ¼ 1� 1� P1ð Þ � 1� P2ð Þ ð58:11Þ

Without loss of generality, we can define the risk function of a specific spoofing
technique as follow:

P ¼ 1�
Yn

i¼1
ð1� PiÞ ð58:12Þ

where, Pi is the probability that the ith detector of the target receiver perceives this
spoofing signal.

As can be seen from the definition of the risk function, the more spoofing
detection means of a receiver have, the greater risk of the spoofing signal to be
detected.

58.3.5 Other Indicator

The other assessment indicators such as destructiveness and technology cost are
difficult to be quantified. So we consider to adopt the expert evaluating method for
these indicators.

58.3.6 Comprehensive Assessment

Expert scoring method is a qualitative description method. First, it selects several
indicators according to the specific requirements. Then it develops the criteria
based on the evaluation project. After that, a number of representative experts will
be employed. Each of the experts will give a score to the indicators by their
experience. Last, the score will be compiled. The characteristics of this method are
simple, intuitive, and easy in computing. Furthermore, it is able to calculate
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quantitatively and can conduct the evaluation for those indicators, which cannot be
calculated. Therefore, this is a good way to do comprehensive assessment.
Nowadays, to compile the scores, additive evaluation method, product evaluation
method, and multiplying evaluation method, the weighted evaluation method, the
efficiency coefficient method are often used.

Because of the multi-attribute of spoofing technical, we usually use the
weighted evaluation method for the assessment. The valid probability is the
assessment constraints, based on expert experience. And we calculate jamming
indicator, destructiveness and onset time, to obtain a comprehensive assessment of
the results.

58.4 Conclusions

This paper has mentioned many factors to provide a comprehensive assessment for
GNSS spoofing technic, such as: valid probability, blanket factor, spoofing region,
destructiveness, spoofing risk. An evaluation model for these indicators is estab-
lished in this paper. Furthermore, evaluation results based on this model are
analyzed. In future research, in order to prove the models and methods which are
presented above, a spoof simulation environment will be built to generate spoof
signal.
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Chapter 59
A Code Phase Measurement Method
for Snap-Shot GNSS Receiver

Bin Huang, Zheng Yao, Mingquan Lu and Zhenming Feng

Abstract The snap-shot working mode has turned out to be a good choice in
location-based services (LBS) applications for it can significantly reduce the
calculation and power dissipation in the receiver. However, within a limited snap-
shot data, the code loop is difficult to enter into convergence state which leads to a
large measurement error. A Kalman filter (KF) based code loop can accelerate
convergence but the accuracy is still very poor. In this paper, a novel code phase
measurement method is developed and used for snap-shot receivers. A KF based
code loop is used to maintaining code tracking, further, a non-causal smoothing
estimator is joined to improve measurement accuracy of code phase and obtain
more accurate positioning results. Experiment results show that, within a second or
less snap-shot data, the method with smoothing can obtain a relatively accurate
code phase, and with the same snap-shot length, the proposed method has better
estimation accuracy than one without smoothing and the conventional code
tracking loop. Finally, the method is applied in a real-time software receiver which
working in snap-shot mode.

Keywords Global navigation satellite system � Snap-shot receiver �Kalman filter �
Code phase tracking � Non-casual smoother

59.1 Introduction

Usage of global navigation satellite system (GNSS) has become quite common in
our society, allowing many applications that are used in our daily life. Conven-
tional GNSS receivers work in a continuous way which at least four satellites are
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tracked continuously in order to provide location fixes. In order to provide a fix a
conventional GPS C/A code receiver needs at least 30 s for the length of a main
frame of navigation message is 30 s. However, for location-based services (LBS)
under the demand of these receivers, the computational complexity, resource
utilization, power dissipation and the response time of the results are unacceptable.

Under this application background, the receivers with a snap-shot working
mode get more and more concerned [1–4]. In snap-shot working mode, the receiver
is in a dormant state in most of the time, it turns into the snap-shot operating state
only when it receives a user request. Upon each positioning request, the receiver
takes a snapshot and performs signal processing to generate a PVT result.

In a snap-shot receiver, the length of the snap-shot data is the key parameter.
Considering the application background, the length of the snap-shot data is
expected to be as short as possible. However, with a shorter snap-shot length, the
conventional Delay-Locked Loop (DLL) is hard to obtain relatively accurate code
phase result within less update times. In Driessem [5] and Qian et al. [2], a KF
based DLL technique is used to speed up the loop convergence, but the poor
accuracy of the code phase is still the most troublesome problem.

In this paper, a non-causal smoother is joined to the KF based DLL to improve the
tracking accuracy of the code phase within the limited data. Since the data has been
cached, the smoothing result of the code phase can use additional information which
contained the future data. The simulation results show that, within a second or less
snap-shot data, the method with smoothing can obtain a relatively accurate code
phase, and with one hundred milliseconds snap-shot length, the proposed method
has better estimation accuracy than one without smoothing and the conventional
code tracking loop. In addition, the proposed method has been used on a snap-shot
receiver which processes the actual GNSS signals. Actual positioning results show
that the snap-shot receiver with smoothing have the smaller RMS error and more
focused positioning results. The horizontal RMS error with proposed method is
2.9986 m that has been able to meet most of the LBS applications’ demand.

The remainder of this paper is divided into four sections. Section 59.2 gives a
brief overview of the snap-shot GNSS receivers. Section 59.3 presents KF base
code phase tracking loop models and the proposal loop filter solution. The
experiment results and discussions are presented in Sect. 59.4. Finally the con-
clusions are shown in Sect. 59.5.

59.2 Snap-Shot GNSS Receiver

GNSS positioning has turned out to be an enabler of LBS in recent years. How-
ever, the continuous working mode is not suitable for LBS. On the one hand, the
positioning information does not actually require a high update rate. On the other
hand, in order to ensure the real-time tracking, the receiver must occupy a great
many processor resources and have a high priority. In the context of application
requirements, a snap-shot working mode is an ideal solution.
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Figure 59.1 shows the flow chart of the snap-shot receiver architecture [1].
It can be observed that after boot before turning into the snap-shot mode, the
receiver need to complete a initialization process, which to get necessary infor-
mation for the snap-shot positioning such as GNSS time and satellite ephemeris,
etc. The initialization process is necessary because the relatively accurate GNSS
time is required and it generally difficult to obtain from external auxiliary. For
LBS, if receiver can utilize assisted network or internet to obtain the auxiliary
information such as current satellite ephemeris and coarse time, both the com-
plexity and the calculation of the initialization process can be greatly reduced.

After the initialization process, the receiver turn into a cycle stage which only in
the snap-shot state or dormant state. It turns into the snap-shot working state only
when it receives a user request. In the snap-shot working sate, it collects several
hundred milliseconds snap-shot data for the latter part of signal analysis. Note that
the snap-shot data has been cached, so it is not need real-time signal acquisition
and tracking. The receiver can handle these channels serially, which can signifi-
cantly reduce the occupancy rate of the receiver processor. When code phase
estimated values of more than four visible satellites are acquired, a positioning
calculating program can be called to obtain positioning results.

Usually, the snap-shot length would be only a few hundred milliseconds for the
limited storage of consumer electronics devices. A shorter snap-shot length,
however, directly affect the measurement accuracy of code phase thereby affect the
positioning results. So, how to solve measurement accuracy of the code phase under
the limited snap-shot length is the most critical problem in snap-shot receiver.

59.3 Models of Code Phase Measurements

The conventional GNSS receivers generally use the DLL to track the spreading
code and obtain accurate code phase. A wide loop bandwidth make the DLL turn
into the locked state faster but it also cause the decline in code phase accuracy.
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Fig. 59.1 The flow chart of a snap-shot receiver
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In Driessem [5] it has been proved that the use of a KF based tracking loop is
possible to achieve both rapid full-in and reliable tracking without the tradeoffs
associated with conventional fixed loop gain tracking loop. However, the poor
accuracy of the code phase is still the most troublesome problem. In snap-shot
receiver, the signal data has been cached, which allows a non-causal smoother to
be used to further enhance the measurement accuracy of the code phase. In Psiaki
[6], a fixed-interval smoother is used which get more accurate than KF, the
accuracy increases because the estimate at any given time is based on a larger data
set. In Yao et al. [1], it uses a dual update-rate tracking loop with a non-casual
smoothing estimator to obtain a relatively accurate estimation. In this section, an
equivalent KF based DLL is derived, and the structure of a non-causal fixed-point
smoother is presented.

59.3.1 Kalman Filter Model Based Delay-Locked Loop

In order to use the KF theory, the dynamic model of the system must be estab-
lished. Assuming the signal contains only one order dynamic, the process can be
modeled by

snþ1 ¼
/nþ1

T � fnþ1

� �
¼ 1 1

0 1

� �
/n

T � fn

� �
þ 0

un

� �
¼ Asn þ Un ð59:1Þ

xn ¼ 1 0ð Þsn þ wn ¼ hsn þ wn ð59:2Þ

un�Nð0; r2
uÞ; wn�Nð0; r2

wÞ; Un�Nð0;QÞ; Q ¼
0

0

0

r2
u

 !
ð59:3Þ

where /n and fn are the code phase and code Doppler rate at the start of the n-th
update interval, T is PIT in seconds, sn is state vector and xn is the observation of
the n-th code phase, un is the additive white Gaussian motivate noise, and wn is the
observation noise of code phase. The observation noise is come from the phase
discriminator here, so the noise variance is related to the type of the discriminator.
When using the classical early-minus-late power (EMLP) discriminator [7], the
variance of the observation noise is

r2
w ¼

d

4ðC=N0ÞT
1þ 2
ðC=N0ÞTð2� dÞ

� �
ð59:4Þ

where d is the early-late chip spacing in chips, and C=N0 is CNR.

Define Kn ¼ Kn0 Kn1ð ÞT as the Kalman gain vector, ŝn ¼ /̂n T � f̂n
� �T

as the

estimated value of the n-th update interval, snjn�1 ¼ /̂njn�1 T � fnjn�1

� �T
as a pre-

diction value for n-th from sample n - 1, as Mnjn�1 the minimum mean square error
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(MMSE) matrix of the prediction, and Mnjn as the MMSE matrix of the filter. The KF
form equations are as follows with the initial conditions ŝ�1j�1 and M�1j�1 [8]:

ŝnjn�1 ¼ Aŝn�1jn�1

Mnjn�1 ¼ AMn�1jn�1AT þ Q

Kn ¼ Mnjn�1hT

hMnjn�1hTþr2
w

Mnjn ¼ ðI � KnhÞMnjn�1

ŝnjn ¼ ŝnjn�1 þ Knðxn � hŝnjn�1Þ ¼ ŝnjn�1 þ Knen

8>>>>><
>>>>>:

ð59:5Þ

where en is equivalent to the output of the phase discriminator.
Figure 59.2 shows estimated value of the code phase which using a conven-

tional DLL and a KF based DLL, it can be clearly seen that, for conventional DLL,
the 2 Hz loop bandwidth make the DLL turn into the locked state faster but it also
cause the decline in code phase accuracy, and the KF based DLL can achieve fast
acquisition time and low tracking jitter when the loop turns into steady-state.
However, within a snap-shot length less than one second, the accuracy is still very
poor.

59.3.2 Fixed-Point Smoother Model

Since the signal data has been cached, which allows a non-causal filter to be used
to further enhance the measurement accuracy of the code phase. The extended
RTS for fixed-point smoother is based on the KF, it has the following form
Andrew and James [9]:
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Fig. 59.2 The contrast between a conventional DLL and a KF based DLL
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es
pjn ¼ espjn�1

þHp;nKnen ; n [ p ð59:6Þ

where tp is the selected time and p is the fixed-point, and the initial state ~s
pjp is

equal ŝ
pjp which has been estimated at the above KF approach.

Hp;p ¼ I
Hp;nþ1 ¼ Hp;n I � Knhð ÞMnjn�1AT M�1

nþ1jn

�
ð59:7Þ

The error covariance of the smoothing estimator Mp;n can be computed by

Mp;p ¼ Mpjp�1

Mp;nþ1 ¼ Mp;p �Hp;nKnhMnjn�1H
T
p;n

�
ð59:8Þ

Assume that N is the total update count of the loop, the smoothing result is es
pjN .

For fixed-point smoother, there is a problem to be solved is how to select the fixed-
point equivalent to how to select p here.

Figure 59.3 shows the typical error variances of KF based DLL. It can be
clearly seen that the error covariance after smoothing is smaller than not
smoothing. This result is very nature because the smoothing results for fixed-point
uses additional information which contained the future data. Besides, it also can be
seen that the minimum of the smoothed error covariance can be obtained near the
middle time.
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Fig. 59.3 The typical error variances of KF based DLL
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59.4 Experiment Results

59.4.1 Code Phase Estimated Accuracy

To illustrate the estimated accuracy of the proposed technique, several simulations
will be implemented and the results under different circumstances will be pre-
sented. Assuming that the simulation input signal is a GPS C/A signal which is
generated by Matlab. The conventional DLL uses a second order loop, and carrier
loop is a first order FLL with 10 Hz loop bandwidth.

Figures 59.4 and 59.5 shows the tracking error standard deviations of these
loops against CNR. The CNR is from 30 to 50 dB-Hz with 2 dB-Hz increment.
The initial code phase deviation is 0.25chips and the initial carrier Doppler
deviation is 500 Hz, the accuracy of these values are similar to the capture results
of a normal receiver. Each value has been evaluated through a Mote Carlo sim-
ulation over 500 tests.

It can be observed that by use of smoothing, the code phase estimate has a
higher accuracy. This is primarily because that the smoother uses additional
information which contained the future data than the predication. So if the
smoothed estimate value of code phase is used to calculate the position, it is
possible improve the accuracy of the results. In Fig. 59.4, the KF based DLL has
the better tracking performance than the conventional DLL. It is because the KF
based DLL has a faster convergence rate. In Fig. 59.5, with a 10,000 ms snap-shot
length, it can be seen obviously from the results that the KF based DLL is
equivalent with the conventional loop when they are both into the steady-state, and
even if they all enter the steady-state, the proposed result still has the highest
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accuracy. But 10,000 ms snap-shot is too long, generally for LBS, the length less
than 1,000 ms can be accepted.

Figure 59.6 shows the impact of the snap-shot length Tt on the tracking
accuracy when C=N0 is 40 dB-Hz. It can be seen that for all three methods,
increasing Tt can improve the tracking accuracy especially when Tt is smaller than
2 s. Ihe loop with smoothing can achieve the better tracking accuracy in the same
snap-shot length. The code phase accuracy of proposed method has 3.3 dB larger
than the one without smoothing and the conventional loop. It can be clearly seen
from Fig. 59.6 that a 500 ms snap-shot for the loop with smoothing can obtain the
same accuracy with over 5 s snap-shot for the other two methods. It means in order
to achieve the same accuracy, the proposed method required less input data and
less memory resource.

59.4.2 Actual Positioning Results

The snap-shot positioning mode is implemented on a GPU based real-time GNSS
software receiver which can process all the civil GNSS signals. In snap-shot mode,
the receiver complete a initialization process, which to get necessary information
for the snap-shot positioning such as GNSS time and satellite ephemeris, etc. The
GPS C/A signal is selected as actual measured signal here. The snap-shot data
length is 500 ms with the 5 Mchips/s sampling rate, and the steady state bandwidth
of KF based DLL is 1 Hz.

To illustrate the accuracy of the positioning results in snap-shot mode, we use
the software receiver to receive actual satellites signals and positioning in real-
time. A high precision receiver is used to calibrate the position of the antenna in
advance. The software results are contrasted with the measurement position to
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obtain the positioning error. Meanwhile, in order to illustrate the performance of
the receiver, the continuous tracking results are also used to make the contrast.

Figure 59.7 shows the north and east positioning error of the continuous
tracking mode and the snap-shot working mode. In snap-shot working mode, due
to the limited snap-shot data, so the positioning accuracy would be worse than
continuous tracking mode. In the snap-shot receiver, the RMS of the horizontal
positioning error is 4.1415 m without smoothing and 2.9986 m with smoothing. If
the length of the snap-shot data is increased, then, the equivalent loop width may
be further reduced, and thereby it is possible to obtain higher accuracy of the
positioning results. However, it also increases the computational complexity and
resource utilization. It can be clearly seen from Fig. 59.7 that the snap-shot
receiver with smoothing have the smaller RMS error and more focused positioning
results. The horizontal RMS error with proposed method, 2.9986 m, has been able
to meet most of the LBS applications’ demand.

Figure 59.8 shows the cumulative probability distribution of the horizontal
positioning error of the continuous tracking mode and the snap-shot working
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mode. It can be observed that by use of smoothing, most of the positioning results
are more concentrated near the true value, and more than 90 % of the positioning
error is less than 5 m which results cannot be obtained without smoothing. The
proposed method achieves the better performance without increasing the snap-shot
length. So the required resource and the computational complexity can be reduced.

59.5 Conclusions

In this paper, for the poor accuracy of a snap-shot receiver within a limited snap-
shot length, a novel code phase measurement technique has been designed. In this
technique, the code phase measurement and extraction is complete in two steps,
including a KF based DLL and a non-casual fixed-point smoother. The KF based
DLL is used to maintaining code tracking, further, the non-causal smoothing
estimator is added to improve measurement accuracy of code phase and obtain
more accurate positioning results. This proposed method has been tested using
experiment and actual GPS C/A data. The simulation results show that with the
same snap-shot length, the proposed method has better estimation accuracy than
the loop without smoothing and the conventional loop in common CNR envi-
ronments. After all loops enter the steady-state, the accuracy of proposed method
has 3.3 dB higher than the other two methods. Actual positioning results show that
with 500 ms snap-shot length, the snap-shot receiver by use of smoothing has the
smaller horizontal RMS error and more focused positioning results. With the
proposed method, the horizontal RMS error is 2.9986 m and more than 90 % of
the positioning error is less than 5 m. The result is enough for most of the LBS
applications.
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Chapter 60
A Novel GPS Cross-Correlation
Mitigation Algorithm Based on Code
Phase Comparison

Xiaohui Ba, Huahua Duan, Yun Wang and Jie Chen

Abstract The cross-correlation problems occur in any instance in which weak
GPS signals need to be acquired and tracked in the presence of other strong GPS
signals. The influence of cross-correlation must be considered in the design of
high-sensitivity acquisition method. In this paper, a new detection method is
presented based on multiple times acquisition and code phase comparison (CPC).
One group of code phases is obtained after one acquisition and the code phases of
the maximum several peaks are selected and stored in an array. After multiple
times acquisition, multiple groups of code phase are obtained. We can find whether
the code phase of autocorrelation appears according to the comparison method
presented in this paper. The CPC algorithm need not reconfigure the strong PRN
signal and has relative higher acquisition sensitivity in the presence of cross-
correlation interference. The experimental results show that the CPC method can
effectively find autocorrelation peak of weak signal with -147 dBm power level,
in presence of one strong signal with -124 dBm power level.

Keywords GPS � Cross-correlation � High-sensitivity � Code phase comparison

60.1 Introduction

The correlation property of GPS C/A code is the relative high autocorrelation peak
and the relative low cross-correlation peak. The C/A code cross-correlation
functions have peak levels that can be as poor as -24 dB with respect to its
maximum autocorrelation for a zero Doppler differences between any two codes.
For higher Doppler difference levels at the worst-case intervals of 1 kHz, the

X. Ba (&) � H. Duan � Y. Wang � J. Chen
The Institute of Microelectronics of Chinese
Academy of Sciences (IMECAS), Beijing, China
e-mail: baxiaohui@ime.ac.cn

J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2013
Proceedings, Lecture Notes in Electrical Engineering 243,
DOI: 10.1007/978-3-642-37398-5_60, � Springer-Verlag Berlin Heidelberg 2013

653



cross-correlation levels can be as poor as -21.1 dB [1]. Cross-correlation prob-
lems occur in any instance in which weak GPS signals need to be acquired and
tracked in the presence of other strong GPS signals. It means that the cross-
correlation peak caused by the strong GPS signal may be larger than the auto-
correlation peak of weak GPS signal. Thus the influence of cross-correlation must
be considered in the design of acquisition method.

There are several cross-correlation mitigation techniques that are currently
available for GPS signal processing, such as successive interference cancellation,
the near-far detector method, and so on. Successive Interference Cancellation
(SIC) is analyzed by Holtzman, in which strong GPS signals are subtracted from
the RF input signal prior to correlation of the weak PRN signals [2]. It is the most
effective method because the interferences caused by strong signals can be deleted
drastically if the strong signals can be perfectly reconfigured. While the method
has a large workload, SIC may be unsuitable for inclusion in a GPS chipset in
which cost and device complexity are constrained. A near-far detector is presented
by Gustavo, which is based on the different statistics of the two largest acquisition
peaks [3]. If the different statistic is larger than a threshold, the largest peak is
justified as the autocorrelation peak, otherwise, the cross-correlation peak. But its
drawback is that the acquisition sensitivity of the method is not enough. Only if the
autocorrelation peak is the largest peak, the method may succeed to find the correct
code phase of the weak PRN signal. The method is difficult to detect the auto-
correlation when the difference of the signal power between strong signal and
weak signal is larger than 20 dB. Philip G Mattos presented a new method based
on long-time acquisition to solve the cross-correlation [4]. The algorithm adopted
shows a smearing response, which means sharp peaks become smooth-topped
hills. The signal integrated for 480 ms, is a sharp peak, but after 1.6 s of inte-
gration, has a rounded or flat top in the presence of cross-correlation interference.
Thus the cross-correlation can be detected. The method needs a relative long GPS
IF data (at least one second is required) [4].

In this paper, a new detection method is presented based on multiple times
acquisition and code phase comparison (CPC). One group of code phases is
obtained after one acquisition and we only select the code phases of the maximum
several peaks, and then store the code phases in an array. After multiple times
acquisition, we obtain multiple groups of code phases. We can find whether the
code phase of autocorrelation appears according to the comparison method pre-
sented in this paper.

The CPC algorithm need not reconfigure the strong PRN signal, and has relative
higher acquisition sensitivity in the presence of cross-correlation interference. The
experimental results show that the CPC method can effectively find autocorrelation
peak of weak signal with -147 dBm power level, in presence of one strong signal
with -124 dBm power level.

The rest of the paper is organized as follows. The cross-correlation property and
how to evaluate the performance of a cross-correlation method are described in
Sect. 60.2. The CPC algorithm is presented in Sect. 60.3. Section 60.4 shows
simulated and experimental results and Sect. 60.5 draws the conclusions.
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60.2 The Analysis of Cross-Correlation
and Detection Methods

In this section, we describe the property of cross-correlation and analyze the
performance of the cross-correlation mitigation methods.

60.2.1 The Property of Cross-Correlation

The C/A code cross-correlation functions have peak levels that can be as poor as
-24 dB with respect to its maximum autocorrelation for a zero Doppler differ-
ences between any two codes. For higher Doppler difference levels at the worst-
case intervals of 1 kHz, the cross-correlation levels can be as poor as -21.1 dB.

We produce a GPS intermediate frequency (IF) data containing the signal of
GPS satellite PRN 1 without adding the Gaussian noise. The Doppler frequency of
PRN 1 is zeros. We use PRN 2 to produce the cross-correlation effect with the GPS
IF data. The cross-correlation results are shown in Fig. 60.1. The axis of frequency
denotes the carrier frequency difference between PRN 1 and PRN 2. It can be seen
that multiple peaks appear in the intervals of 1 kHz.

60.2.2 The Evaluation Principle

There are many methods to detect and mitigate the cross-correlation effect. How
can we evaluate the performances of these methods? These methods can be
divided into two types. The methods of type 1 include Successive Interference
Cancellation (SIC) [2], the partitioned subspace projection method [5], Parallel
Interference Cancellation [6], Subspace Projection Methods [6], etc. The charac-
teristic of type 1 methods is to delete strong satellite signals from the received
digital IF data. If the reconfiguration satellite signals are very close to the real
strong satellite signals, the cross-correlation effect can be mitigated effectively.
The methods of type 2 include Gustavo’s near-far detector [3], the long-time
acquisition presented by Philip G Mattos [4], the CPC method presented in this
paper, and so on. The characteristic of type 2 methods need not delete strong
satellite signals from the received digital IF data. These methods build different
rationales to detect the cross-correlation effect.

Here we only evaluate the methods of type 2. The evaluation principles include
that the cross-correlation mitigation method should keep relative high detection
probability while keeping a low false alarm probability. Further more, the eval-
uation principles include the acquisition ability of the weak signal in the presence
of other strong GPS signals. We use the digital IF data of same length to estimate
the performance of the cross-correlation mitigation methods. For example,
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we collect a digital GPS IF data of 0.5 s. If there is no strong signal in this IF data,
we can only acquire the weak signal as low as -148 dBm (26 dBHz) power level.
If there are other strong signals in this IF data, it is very difficult that the acqui-
sition sensitivity is still -148 dBm when we use the methods of type 2. It doesn’t

Fig. 60.1 The cross-correlation effect: a is the 3D figure, b is the 2D figure
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matter if we use the cross-correlation mitigation methods belonging to type 1,
because all the strong signals can be deleted before the acquisition for the weak
signals. We assume that there is one strong signal of -124 dBm (50 dBHz) power
level in the digital IF data of 0.5 s, and we need to acquire other weak GPS signals.
We assume that Method A can acquire the weak signal of -144 dBm (30 dBHz)
power level in presence of one strong signal of -124 dBm power level. Under the
same condition of detection probability and false alarm probability, Method B can
acquire the weak signal of -147 dBm (27 dBHz) power level. Thus we can
conclude that Method B is better than Method A.

60.3 The CPC Algorithm

This section describes the CPC algorithm in detail. The received GPS IF data can
be expressed as below.

rðtÞ ¼
XM
i¼1

AiDiðtÞciðt � siÞ cosð2pðfc þ fdiÞtÞ þ nðtÞ ð60:1Þ

where Ai is the amplitude of the signal of GPS satellite i, n(t) is the additive
Gaussian noise, Di(t) is the navigation data bit, ci(t) represents the coarse-acqui-
sition (C/A) code, fc is the center carrier, fdi is the Doppler frequency due to the
satellite-receiver relative movement, si is the code delay for each satellite’s signal.

The acquisition result can be expressed as below.

Fðs; fdÞ ¼
XNI�1

r¼0

Z ðrþ1ÞNc

rNc

rðtÞcLðt � sÞ exp½j2pðfc þ fdÞt�dt

�����

�����
2

ð60:2Þ

where Nc and NI are the coherent correlation time and the number of blocks
incoherently integrated, respectively. A higher processing gain can be obtained by
coherent correlation, but it is limited by the search interval of Doppler frequency
and the message’s bits transition losses [7]. The coherent correlation time (Nc) is
usually smaller than the bit duration. cL(t) is the local C/A code replica. s is the
code delay of the local C/A code. fd is the Dopple frequency need to be searched.

If the Doppler frequency of strong satellite is fds Hz, the serious cross-corre-
lation effect will appear at fds ? 1000 k Hz (k = 0, ± 1, ± 2…) according to
Sect. 60.2.1. Thus we define a variable as below.

Xðs; f 0dÞ ¼
Fðs; f 0dÞ th1\ f 0d � fds

�� ��
L
\th2

0 otherwise

�
ð60:3Þ

where xj jL denotes the modulo L operator for the absolute value of x, here
L = 1,000. th1 and th2 are the thresholds, for example, th1 = 100 and th2 = 900.
Thus, Xðs; f 0dÞ delete the acquisition results which are seriously affected by the
cross-correlation.
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Let Xn,m be a matrix whose entries represent the values of Xðs; f 0dÞ.

Xn;m ¼ Xðsn; f
0
dmÞ ð60:4Þ

where n = 0,1…,N0 - 1, m = 0,1,…M - 1. M denote the number of the fre-
quency segment, and N0 = 2,046 for GPS L1 civil signal.

The CPC algorithm is based on multiple times acquisition. We record the
corresponding acquisition time as tk. We define Xn,m,tk which denotes Xn,m from the
acquisition results of tk. The maximal several peaks will be selected from Xn,m,tk.
For example, N denotes the number of the maximal peaks selected from Xn,m,tk.
The N peaks form a one-dimension array as below.

Ptk ¼ Xn1;m1;tk Xn2;m2;tk . . . XnN ;mN ;tkf g ð60:5Þ

where Xn1;m1;tk [ Xn2;m2;tk [ . . . [ XnN ;mN ;tk . n1,n2,..nN denote the phases of PRN
code, and form the one-dimension array Ctk.

Ctk ¼ n1 n2 . . . nNf g ð60:6Þ

m1,m2,..mN denote the search frequency, and form the one-dimension array Ftk.

Ftk ¼ m1 m2 . . . mNf g ð60:7Þ

After multiply times acquisition, the two 2D arrays are formed and shown in
Fig. 60.2. We may find the code phase and carrier frequency of autocorrelation
peak according to the CPC method list as follows if they appear in the two arrays
Ctk and Ftk.

At first, we select the Ft1(1) and Ct1(1) as the objects, and decide whether they
are the Doppler frequency and the code phase of the autocorrelation peak. The set
(i,j) is as below.

i; jð Þ ¼ FtiðjÞ ¼ Ft1ð1Þ; ti 2 ft1; . . .; tKg; j 2 f1; . . .;Ngf g ð60:8Þ

Fig. 60.2 The two 2D arrays formed after multiply times acquisition, a the 2D array Ctk, b the
2D array Ftk
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For GPS L1 civil signal, C0ti jð Þ denotes the predicted code phase and can be
computed as the Eq. 9 as below.

C0ti jð Þ ¼ 2; 046; 000þ Ft1ð1Þ=770ð Þ � ti � t1ð Þ þ Ct1 1ð Þ½ �2046 ð60:9Þ

where 2046000 denote the half chip rate (2.046 Mchips/s), the Doppler on the
code is 1540 times less than the carrier, thus the Doppler on the half code chip is
770 times less than the carrier. x½ �L denotes the modulo L operator for the absolute
value of x, here L = 2046.

We define the variable cpc as the statistical value. When the predicted code
phase C0ti jð Þ is equal to the real code phase Cti jð Þ, the statistical value cpc
increases. If the statistical value cpc is larger than the threshold, the autocorrela-
tion peak is found and we obtain the corresponding Doppler frequency and code
phase. Otherwise, we select the Ft1(2) and Ct1(2) as the objects, and repeat the
process. After all the elements in two 2D arrays Ftk and Ctk have been analyzed
and compared, these arrays Ctk and Ftk will be thrown away and the new acqui-
sition results will be supplied if the autocorrelation peak still can not be found.

60.4 Experimental Results

The 2 bit GPS data is sampled at 16.367667 MHz with the intermediate frequency
at 4.123 MHz. There are seven satellite signals in the GPS IF data. The PRN
numbers include 1, 2, 3, 4, 5, 6 and 7, the corresponding signal power level is
-124 dBm, -143 dBm, -144 dBm, -145 dBm, -146 dBm, -147 dBm,
-148 dBm. The simulation parameters in the experiments are given, for example,
Nc = 0.005 s, Ni = 100, N = 20, K = 5. It means that the length of the IF data
for one time acquisition is 0.5 s and 5 groups of acquisition results are used.
The dimension of the array Ctk and Ftk are both 5 9 20.

We also test the near-far detector method using this IF data. The experimental
results are shown in Table 60.1. The near-far detector method has the approximate
false-alarm probability with the CPC algorithm, but the detection probability of the
former is much lower than that of the latter. If the Doppler frequency of weak
signal doesn’t meet th1\ f 0d � fds

�� ��
L
\th2(see Eq. 3), it is impossible to use CPC

algorithm to find the code phase of the correct autocorrelation peak. We exclude
this case in the statistical process.

We further performed simulations to acquire weak signals for a wider range of
input signal levels. Figure 60.3 shows the weak signal acquisition results for input
containing one strong satellite. The strong and weak signal power level ranges
-126 * -122 dBm and -150 * -143 dBm, respectively. The acquisition
sensitivity is deeply affected by the power level of the strongest satellite signal.
The minimum weak signal power levels at which 80 % detection probability can
be guaranteed are -147 dBm, -146 dBm and -144 dBm, respectively for a
strong signal with -126 dBm, -124 dBm and -122 dBm.
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60.5 Conclusions

In this paper, a new cross-correlation mitigation method is presented based on the
code phase comparison (CPC). After multiple times acquisition, multiple groups of
code phase are obtained. We can find whether the code phase of autocorrelation
appears according to the comparison method presented in this paper. The evalu-
ation principle of cross-correlation mitigation methods is also proposed. The CPC
algorithm compared with other methods need not reconfigure the strong PRN
signal and has relative higher acquisition sensitivity in the presence of cross-
correlation interference. The experimental results show that the CPC method can
find autocorrelation peak of weak signal at -147dBm power level (the detection

Table 60.1 The comparison between the near–far detector method and CPC algorithm

SV
number

Power
level
(dBm)

The near-far detector method CPC algorithm

The detection
Probability (%)

The false-alarm
probability (%)

The detection
Probability (%)

The false-alarm
probability (%)

2 -143 27.6 0 100 0
3 -144 0.8 0.8 100 0
4 -145 1.2 0 98.6 1.4
5 -146 0 1.6 84.7 0
6 -147 0 0.8 29.2 1.4
7 -148 0 0.7 2.8 0
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Fig. 60.3 Weak signal acquisition performance
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probability is 29.2 %), in presence of one strong signal with -124 dBm power
level. The drawback of the CPC algorithm is that its computational cost increases
due to multiply times acquisition and comparisons.
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Chapter 61
Research on the Effect of Code Doppler
on Acquisition Performance
and the Compensation Methods

Linfeng Zhang, Tianqiao Zhang, Hong Li, Xiaowei Cui
and Minquan Lu

Abstract The relative motion between the navigation satellites and receivers not
only brings carrier Doppler (CAD) but also code Doppler (COD). Under a strong
signal circumstance, the pre-detection integration time (PIT) is short and only the
CAD is needed to be considered, while in the weak signal environments, in order to
accumulate more signal energy, the PIT has to be extended. During the extension of
PIT, the code autocorrelation function suffers attenuation, displacement and
broadening by COD, which should be compensated. This paper studied the impacts
of COD on acquisition performance such as sensitivity and availability, and then
introduced some existing compensation methods of COD. After investigating the
strengths and weaknesses of the existing methods, a new compensation method was
proposed, which compensated COD at the stages of down-sampling and non-
coherent accumulation (NCA). Different methods were evaluated on a software
platform, and testing results proved the superiority of the new method.

Keywords Weak signal � Code doppler � Spread-spectrum code acquisition

61.1 Introduction

With the widespread applications of Global Navigation Satellite System (GNSS)
receivers, the newer and more challenging environments, such as indoor, forest
and urban, ask for higher acquisition sensitivity [1]. In order to improve the
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acquisition sensitivity, it’s necessary to extend the PIT to accumulate more signal
energy [2]. During this process, by the COD influence, the code autocorrelation
function suffers attenuation, displacement and broadening [3], which attenuates the
accumulation of signal energy. To solve this problem, a compensation for COD is
essential. In literature [4–6], COD is compensated by adjusting the generating rate
of local code. This method is simple and intuitive, but the local code sequences has
to be updated frequently, which increases the calculation, and the extension of PIT
is restricted by the residual code Doppler (RCOD). In literature [7], Code Doppler
is compensated in the procedure of NCA by shifting the coherent integration
results. This method avoids updating local code frequently, but the shifting
operation reduces the autocorrelation peak, and the PIT is also limited by RCOD.
In this paper, a novel method is proposed and the compensation is implemented in
processes of down-sampling and NCA.

The paper is organized as follows: Sect. 61.2 analyzes the impact of COD on
acquisition performance. Section 61.3 introduces the main existing compensation
methods and summarizes their strengths and weaknesses. In Sect. 61.4 a novel
compensation method is proposed. Section 61.5 presents and analyzes the test
results of different methods. Finally, in Sect. 61.6 some conclusions are drawn.

61.2 Effect of Code Doppler on Acquisition Performance

Figure 61.1 shows the pre-detection integration flow of GNSS acquisition module
(only code component is considered), in which the input signal is

S1 kð Þ ¼ C 1þ gð ÞkTs � s½ � ð61:1Þ

where C tð Þ is the received PRN code, s is the code delay, Ts is the sampling
interval, g ¼ fD;c=fc ¼ fD=fRF is the code-phase drift rate and fD;c and fD are the
COD and CAD respectively, fc and fRF are the nominal code rate and carrier
frequency, respectively.

The expression of coherent integration result in Fig. 61.1 is

S2 ¼
XK

k¼1

C 1þ gð ÞkTs � s½ �C kTs � ŝ½ � ¼ R Ds; Tcoh; fD;c

� �
ð61:2Þ

where Tcoh is the length of coherent integration time,K is the number of samples in
Tcoh, ŝ is the local code delay and Ds ¼ s� ŝ. Actually, S2 is the code correlation

Fig. 61.1 Pre-detection
integration flow of
acquisition module
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function which considers COD and its formula can be found in literature [3, 8].
The value of S2 is determined by Ds, Tcoh and fD;c, so we also express it as
R Ds; Tcoh; fD;c
� �

.
After the procedure of NCA, we get

S3 ¼
XNnc

n¼1

R Dsn; Tcoh; fD;c
� �

¼ R Ds; TPIT ; fD;c
� �

ð61:3Þ

where Nnc is the number of NCA, Dsn ¼ Dsþ ðn� 1ÞgTcoh, and TPIT ¼ NncTcoh.
Figure 61.2 shows the code autocorrelation function under different COD, in

which Tcoh ¼ 1 ms, Nnc ¼ 50 and fc ¼ 10:23 MHz. From Fig. 61.2 we can see that
the code autocorrelation peak suffers attenuation, displacement and broadening
when fD;c 6¼ 0. The formulas of attenuation ratio, shifting distance and the peak
width are as follows [3]:

Lp Dpð Þ ¼ 1� 0:25 Dpj jð Þ�2; Dpj j � 2
Dpð Þ2; Dpj j[ 2

�
ð61:4Þ

Sp Dpð Þ ¼ Dp=2 ð61:5Þ

Wp Dpð Þ ¼ 2þ Dpj j ð61:6Þ

where Dp ¼ fD;cTPIT is the relative sliding code-phase between the received code
and the local code during TPIT in number of chips. The attenuation of correlation
peak will affect the acquisition sensitivity, while the shifting and broadening of
correlation peak will reduce the availability of acquisition results.
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Fig. 61.2 Code Autocorrelation function under different COD

61 Research on the Effect of Code Doppler 665



61.2.1 Effect on Acquisition Sensitivity

To facilitate the derivation, it is assumed that the object of NCA is power rather
than amplitude, then S3 can be written as

S03 ¼
XNnc

n¼1

R2 Dsn; Tcoh; fD;c

� �
=r2 ð61:7Þ

where r2 is the noise variance of coherent integration result. Then the attenuation
ratio in Eq. (61.4) becomes

L0p ¼ NncR2 0; Tcoh; 0ð Þ=
XNnc

n¼1

R2 Dsn; Tcoh; fD;c

� �
ð61:8Þ

where Dsn ¼ Dp=2þ ðn� 1ÞgTcoh and Dp=2 is the position of summit in
Fig. 61.2.

When signal is absent, S03 is distributed according to the Chi square distribution
and the probability density function (PDF) is

fA x; kð Þ ¼ xk=2�1e�x=2

2k=2C k=2ð Þ ð61:9Þ

where C nð Þ ¼ n� 1ð Þ! is the Gama function and k ¼ 2Nnc is the degrees of
freedom.

Then the false alarm probability of acquisition is

Pfa ¼
Zþ1

x¼Vt

fA x; kð Þdx ð61:10Þ

where Vt is the detection threshold.
S03 is distributed according to the noncentral Chi squared distribution when

signal is present and the corresponding PDF is

fD x; k; kð Þ ¼ 1
2

e� xþkð Þ=2 x=kð Þk=4�1=2Ik=2�1 kxð Þ ð61:11Þ

where Iv zð Þ is a modified Bessel function of the first kind, k is the noncentrality
parameter and can be written as

k ¼
XNnc

n¼1

an

r

� �2
¼
XNnc

n¼1

SNRn ¼ C=N0 � TPIT=L0p ð61:12Þ

where a2
n and SNRn are the signal power and the signal noise ratio of the nth

coherent integration result, respectively. C=N0 is the carrier to noise ratio. Then
the final detection probability is

666 L. Zhang et al.



PD ¼ QNnc

ffiffiffi
k
p

;
ffiffiffiffiffi
Vt

p� �
ð61:13Þ

where Qn �; �ð Þ is the Marcum’s Q-function. From the above expressions we can
find that when Pfa and TPIT are constant, the larger fD;c

�� �� is, the lower PD is, and the
lower acquisition sensitivity is. The curve of C=N0 versus PD under different COD
is shown in Fig. 61.3 when Pfa = 1e-6 and other parameters are the same as
Fig. 61.2. In Fig. 61.3, the losses of sensitivity are 3.9 and 6.9 dB, respectively,
when fD;c = 32.5 Hz and fD;c = 64.9 Hz. This part of sensitivity loss is not
acceptable in the weak signal conditions and must be compensated.

61.2.2 Effect on Acquisition Results Availability

In this section we define the code-phase error as Dp0 ¼ p� p0, where p is the
code-phase reported after a successful acquisition, p0 is the real code-phase at the
beginning of integration. From Eq. (61.5) and (61.6) we know that the distribution
of Dp0 is

Dp0�
U �0:25þ 0:5Dp; 0:25þ 0:5Dp½ �; Dpj j � 2:5
U 1; Dp� 1½ �; Dp [ 2:5
U 1þ Dp; �1½ �; Dp\� 2:5

8<
: ð61:14Þ

To ensure the availability of p, Dp0 should fall within the pull-in scope of
discriminator. When the pull-in scope is �0:5 chip, by Eq. (61.14) we can deduce
that
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P �0:5�Dp0� 0:5ð Þ ¼
1; Dpj j\0:5
1:5� Dpj j; 0:5� Dpj j � 1:5
0; Dpj j[ 1:5

8<
: ð61:15Þ

It can be drawn from the above formula that the acquisition result is not
available at all if Dpj j[ 1:5, which is easily to meet with the extension of TPIT . So
the COD needs to be compensated to guarantee the availability of acquisition
results.

61.3 The Existing Compensation Methods

There are two main existing COD compensation methods. The first one is to adjust
the generation rate of local code according to the CAD hypothesis [4–6] (referred
to as method A hereinafter), and the second one is to shift the coherent integration
results before NCA [7] (referred to as method B hereinafter). The two methods are
briefly described below.

61.3.1 Method A

In method A the expression of local code samplings is C 1þ ĝð ÞkTs � ŝ½ �, where

ĝ ¼ f̂D=fRF and f̂D is the hypothetical CAD. Since the value of ĝ is not constant, the
local code samplings need to be updated frequently, which increases the calcu-
lations. The results of coherent integration and NCA are

S2;A ¼ R Ds; Tcoh;DfD;c
� �

S3;A ¼ R Ds;TPIT ;DfD;c
� �

(
ð61:16Þ

where DfD;c ¼ g� ĝð Þfc is the RCOD and its distribution is

DfD;c�U �DfDfc= 2fRFð Þ; DfDfc= 2fRFð Þ½ � ð61:17Þ

where DfD is the search interval of CAD.
The extension of TPIT is limited when DfD 6¼ 0. By Eq. (61.15) we can infer that

the next inequality must be satisfied to ensure the availability of acquisition results.

TPIT � fRF= DfDfcð Þ ð61:18Þ
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61.3.2 Method B

The principle of NCA in method B is illustrated in Fig. 61.4, in which i and n are
the index of code-phases and coherent integration period respectively, the gray
grids show the trace of correlation peak. The formula of NCA in Fig. 61.4 is

S3;B ið Þ ¼
XNnc

n¼1

S2 i�
	

f̂D;c n� 1ð ÞTcoh=ss


	 

; n

� �
¼
XNnc

n¼1

R Ds i; nð Þ; Tcoh; fD;c
� �

ð61:19Þ

where ss is the search step of code-phase, f̂D;c ¼ f̂Dfc=fRF is the hypothetical COD,
�½ �½ � represents rounding to the nearest integer and

Ds i; nð Þ ¼ Dsi � ssTc

	
f̂D;c n� 1ð ÞTcoh=ss


	 

þ ðn� 1ÞfD;cTcoh=fc ð61:20Þ

where Dsi ¼ pi � p0 and pi is the ith code-phase.
The rounding operation in Eq. (61.19) will bring some loss to correlation peak.

The average loss of correlation peak is about 0.3 dB when f̂D;c = fD;c, Tcoh = 1 ms
and Nnc = 500. From the above formulas we find that the extension of TPIT is also
restricted by the RCOD in method B.

61.4 A New Compensation Method

This section presents a novel method (referred to as method C hereinafter), in
which COD is compensated at two-stage. The first stage is achieved by adjusting
the down-sampling rate according to the hypothetical CAD while keeping the
sampling rate of local code unchanged, thus avoids the frequent update of local
code samplings. In order to support a longer TPIT , the second stage is carried out
during NCA by hypothesis testing the RCOD.

The down-sampling interval of method C is

T 0s ¼ Ts 1þ ĝð Þ ¼ Ts= 1þ f̂D=fRF

� �
ð61:21Þ

Fig. 61.4 Diagram of
shifting NCA of method B
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By substituting Eq. (61.21) into Eq. (61.2), the coherent integration result is

S2;C ¼ R Ds0; Tcoh;DfD;c

� �
ð61:22Þ

In order to compensate the unknown DfD;c, we test a number of hypotheses for
DfD;c. The mth hypothesis of DfD;c is

DfD;c;m ¼
	

2 m� 1ð Þ þ 1�M



DfDfc

� �
= 2MfRFð Þ ð61:23Þ

where M is the total number of hypotheses. The expression of shifting NCA in the
mth hypothesis is

S3;C i;mð Þ ¼
XNnc

n¼1

S2 i�
	
DfD;c;m n� 1ð ÞTcoh


ss


	 

; n

� �

¼
XNnc

n¼1

R Ds i;m; nð Þ;Tcoh;DfD;c

� �
ð61:24Þ

where

Ds i;m; nð Þ ¼ Dsi � ssTc

	
DfD;c;m n� 1ð ÞTcoh


ss


	 

þ ðn� 1ÞDfD;cTcoh


fc

ð61:25Þ

After the two-stage of compensation, the distribution of final RCOD Df 0D;c is

Df 0D;c�U

	
�DfDfc= 2MfRFð Þ; DfDfc= 2MfRFð Þ



ð61:26Þ

By Eqs. (61.18) and (61.26) we know that the longest TPIT supported by method
C is M times as long as that supported by method A and B.

If the maximum value of S3;C i;mð Þ exceeds the detection threshold, which
means a successful acquisition, the corresponding DfD;c;m can be used to adjust the
CAD. The formula of adjustment is

fD ¼ f̂D þ DfD;c;mfRF=fc ð61:27Þ

After the adjustment, the accuracy of CAD raises M times as before.
The acquisition scheme of method C is presented in Fig. 61.5, in which the

CAD is searched in serial while the code-phase is searched in parallel by
employing FFT&IFFT implementation [2].

61.5 Simulation Results

This section is devoted to the performance test for the three methods above.
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Before the test, an intermediate frequency (IF) signal source is implemented in
MATLAB and it can be configured to various parameters. A set of parameters used
in this paper are as follows: GPS L1 P-code signal; SV = 5; fD ¼ 5:2 kHz;
p0 ¼ 9000:5 chip; fIF ¼ 46:42 MHz; fs ¼ 62 MHz; C=N0 ¼ 16� 30 dBHz.

The acquisition parameters used by method A–C are identical and as follows:
the search range of code-phase is �1 ms with a step of 0:5 chip; the search scope of
CAD is �6 kHz with a step of 400 Hz; Tcoh ¼ 1 ms; Nnc = 500 or 1,000; Vt is
calculated by Eq. (61.10) when Pfa ¼ 1e� 6. Furthermore, for method C, M = 5
in Eq. (61.23).

Every method is tested 200 times under each C=N0. Figures 61.6 and 61.7
present the curves of C=N0 versus PD for method A–C when TPIT = 500 ms and
TPIT = 1 s, respectively.

As we can see from Fig. 61.6, the acquisition sensitivity of method B is about
0.5 dB lower than method A and C. This part of sensitivity loss is caused by the
rounding operation in Eq. (61.19). The sensitivities of method A and C are nearly
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Fig. 61.6 C/N0 versus PD for three methods (TPIT = 500 ms)

Fig. 61.5 Acquisition scheme of method C
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equal, which means the peak attenuation caused by the RCOD is still relatively
small when TPIT ¼ 500 ms.

In Fig. 61.7, after the extension of TPIT from 500 ms to 1 s, the acquisition
sensitivities of method A and method B both improve only about 0.2 dB, while
method C improves about 2 dB. The different improvements of sensitivity illus-
trate that, as the extension of TPIT , the RCOD becomes the bottleneck of sensitivity
improvement. Method C compensates the RCOD, so it achieves a higher
sensitivity.

For the search of CAD, results reported by method A and B are 5 kHz, while
result from Method C is 5.16 kHz after the adjustment in Eq. (61.27), which is
closer to the true value of 5.2 kHz.

Table 61.1 lists the maximum amount of FFT and IFFT operations needed for
capturing a satellite. In Table 61.1, Ndl is the amount of CAD frequencies being
searched, and Tmax is the half amount of the searched code-phases. By substituting
the acquisition parameters into Table 61.1, it can be drawn that method B and C
have the same calculation, which is only 51.27 percent of that needed in method A.

From the above simulation results, a conclusion is made that among the three
tested methods, method C obtains the lowest calculation, the highest acquisition
sensitivity, and the highest search accuracy of CAD.

Table 61.1 Maximum amount of FFT and IFFT operations for three methods

Compensation methods FFT IFFT

Method A Nnc þ 2NncTmax=Tcohð ÞNdl 2NncTmax=TcohNdl

Method B NncNdl þ 2NncTmax=Tcoh 2NncTmax=TcohNdl

Method C NncNdl þ 2NncTmax=Tcoh 2NncTmax=TcohNdl
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Fig. 61.7 C/N0 versus PD for three methods (TPIT = 1,000 ms)
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61.6 Conclusion

In this paper the effect of COD on acquisition performance is analyzed and a new
method of compensating COD is proposed. By adjusting the down-sampling fre-
quency and testing the RCOD under different hypotheses, the new method sup-
ports a very long PIT and especially applies to the weak signal acquisition of
GNSS. After the comparison test with the existing methods, it can be proved that
the new method not only brings about less calculation and higher sensitivity, but
also improves the search accuracy of CAD.
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Chapter 62
Demonstration and Realization
of Operating in a Wide Temperature
Range for Compass System RDSS
Terminal

Bin Tang, Chong Zheng and Zhi Liang

Abstract The RDSS service of Compass system has been applied in many fields.
The RDSS service of Compass system is applied in many fields. The old RDSS
terminal can not be used for all system coverage area because of its narrow
operating temperature range. Based on the RDSS application environment, the
new operating temperature range of RDSS terminal is established and demon-
strated. In order to meet the new wide temperature range, the new technology for
large capacity and strong current discharging in low temperature, and the new
method to make RDSS terminal operate in a wide temperature range are put
forward. The tests show that the new realization can provide a reference to design
a wide temperature RDSS terminal.

Keywords Compass � RDSS terminal � Wide operating temperature range �
Discharging in low temperature

62.1 Introduction

Compass satellite navigation system is composed of different satellite constella-
tions. The Compass system can provide the service of active/passive real-time
three-dimensional positioning, velocity, high-precision timing and short message
communication for China and its surrounding region. In the service area of
Compass, there are different temperature region, which include equatorial area,
tropical area, subtropical area, warm area and cold area. In the north of 40 degrees
north latitude, the temperature of many region is below -20 �C in winter. And the
lowest temperature in the some areas of northeast China, Xinjiang, northern
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Tibetan Plateau can reach -40 �C in January. In the phase of the Compass test
system, the Compass RDSS terminal mainly broke through the key technologies.
Because of the key module and chip of the terminal were developed slowly, and
the comprehensive study of environment adaptability for the terminal was lacked,
the operating temperature range was only from -20 to 55 �C, especially the
performance of low temperature was poor. In the course of operating, the receiving
sensitivity, transmitting EIRP and the accuracy of transmitting frequency were
influenced obviously in large temperature range, which made the RDSS terminal
can not use for the full service area of Compass.

With the official opening of the Compass system, the application will be wide.
In order to improve the reliability and stability of the terminal in application, it is
necessary to consider the design of environment adaptability for the terminal. The
high-performance GPS terminal, such as Defense Advanced GPS Receiver
(DAGR) [1], Airborne SAASM Receiver [2], TruTrak GPS Receiver [3], which
can operate in a wide temperature range from about -40 to 60 �C. The RNSS
terminal of Compass can basically operate in this range after the key module chip
are used. However, the Compass system RDSS terminal was still unreliable when
operating in a wide temperature range. For example, the large capacity and strong
current discharging for transmitting signal in low temperature is not realized. The
gain will change when receiving and transmitting signal, the frequency of refer-
ence crystal will shift because of the change of temperature.

The operating temperature range of RDSS terminal is established and demon-
strated in this paper based on the requirements of application environment. Then
the performance of RDSS terminal is analyzed because of temperature changing in
a wide temperature range. The new technology for large capacity and strong
current discharging in low temperature, and the new method to make RDSS ter-
minal operate in a wide temperature range are put forward. At last, the tests for
these new technology are done.

62.2 Establishing the Operating Temperature Range

The application area for RDSS terminal is very wide, and mostly these terminal are
used in outdoor. It is very important for RDSS terminal to have a wide operating
temperature range.

62.2.1 Establishing the Lowest Temperature in China

According to GJB 1172.2-1991, the lowest temperature in China region is shown
in Table 62.1 [4].

From Table 62.1, the total probability of less than -41.3 �C is lower than
36 %, so it can be deduced that the lowest temperature will not fall below -40 �C
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in the China region for most of the time. Therefore, the low-temperature operating
range for terminal is changed from original -20 to -40 �C.

Similarly, the highest temperature in the China region is also given in the GJB
1172.2-1991, which changes between 30 to 43 �C. Because the terminal may be
exposed to the sun in use, and the air temperature condition will be exasperate, the
temperature will change from 30 to 63 �C. While the probability of higher than
60 �C is very low. Therefore, the high-temperature operating range for terminal is
changed from original 55 to 60 �C.

62.2.2 Demonstrating the Operating Temperature Range

In the phase of Compass test system, the operating temperature range for RDSS
terminal is only from -20 to 55 �C. The main limiting factors include: LCD
display, low temperature performance of battery, and the stability in wide tem-
perature range are not enough.

For display in low temperature, there is organic light-emitting diode display
(OLED) screen in the market, which can operate from -40 to 70 �C [5]. By using
of OLED, the problem of display in low temperature can be solved. For dis-
charging in low temperature, there are some factory who can produce Li-ion
battery working on -40 �C [6]. But the transmitting signal for RDSS terminal is
burst spread spectrum signal, very strong current is need in transmitting. In order
to improve standby time for the terminal, discharge capacity is need in low
temperature. For the stability in wide temperature range, the pre-terminal has been
showing instability when the temperature changes from -20 to 55 �C. The gain
will change when receiving and transmitting signal, the frequency of reference
crystal will shift because of the change of temperature. So the stability design for
the new RDSS terminal operating in a wide temperature range is need.

62.3 Realizing Large Capacity and Strong Current
Discharging in Low Temperature

RDSS terminal is needed to work in the condition of -40 �C for a long time, so its
battery is needed to work with large discharge capacity in low temperature. The
power of the terminal will be up to 30 W when transmitting signal, so its battery is

Table 62.1 The probability
of lowest temperature in
China region cold

Temperature (�C) Probability (%)

-41.3 20
-44.1 10
-46.1 5
-48.8 1
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needed to work with strong current. The low temperature of -40 �C is the biggest
obstacle to achieving these power indicators. Therefore, it is necessary to solve the
problems of large capacity and strong current discharging in low temperature.

62.3.1 Operating in Low Temperature

The research and development of low-temperature Li-ion battery is a hot topic.
U.S. Army Research Laboratory has done a lot of research about low temperature
performance of Li-ion battery. Their study show that the low temperature per-
formance of Li-ion battery is mainly dependent on the electrolyte batteries [7, 8].
The electrolyte in the battery is used to convey ion and conduct current between
the positive and negative role, it plays a vital role in increasing the capacity of the
battery, enlarging temperature range, improving cycle efficiency and safety per-
formance. The electrolyte is mainly composed of Li-ion salt, organic solvent and
other additive. Currently, some domestic companies has developed the low-tem-
perature electrolyte by using novel Li-ion salt, confecting multiple organic sol-
vents, and adding functional additives. The key technology for the Li-ion battery
operating in -40 �C has been broken through [6].

62.3.2 Discharging with Large Capacity and Strong Current

The core of Li-ion battery is composed of the electrolyte and the electrode.
Realizing operating in low temperature mainly depends on the electrolyte, while
realizing discharging with large capacity and strong current in low temperature
mainly depends on the electrode. It is necessary to design new electrode for low
temperature Li-ion battery.

1. The design of large capacity
The carbon material of negative electrode is an important factor to increase the

battery capacity. By trying on a lot of carbon material, a new artificial graphite is
selected as the material of negative electrode. The experiments show that the
discharge capacity reaches 330 mAh/g or more, the efficiency of first discharge
reaches more than 93 %. And the workability of this artificial graphite is good, and
it is easy to produce in batch production.

2. The design of strong current
The material of anode determines the discharging performance of the battery.

The important nature of the battery about voltage, working hours and stability is
decided by anode material. The anode material of Li-ion battery includes lithium
cobalt oxide (LiCoO2), lithium manganese oxide (LiMnO2), lithium iron phos-
phate (LiFePO4), etc. Many studies and experiments showed that the capacity of
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LiMnO2 is unstable in high temperature, and it is easy transition to the spinel
structure (LiMn2O4) in the process of discharging. If LiFePO4 is used as anode
material, the resistivity of the battery core will be large, the utilization of the
electrode material is low, and strong current discharge is difficult.

LiCoO2 is a good anode material in low temperature. In order to further
improve the electrochemical properties of the electrode, increase its stability and
reduce cost, some electropositive ions are put into the electrode, such as Ca2+,
Mg2+, etc. to improve the conductivity of electrode, and strong current discharging
is ensured [9].

62.4 Realizing the Stability in Wide Temperature Range

The new RDSS terminal is needed to work stably in wide temperature range from
-40 to 60 �C. Through the components of the terminal can meet the wide tem-
perature range by selecting or developing some individual components. But when
these components are made into a whole terminal, the performance of receiving
and transmitting will be affected, due to the large temperature range. It is necessary
to study some stability technology to make the whole terminal work stably in a
wide temperature range.

62.4.1 Gain Control

There are the same character for all amplifiers in the link of receiving and
transmitting, their gain and power will increase in low temperature. It is opposite
in high temperatures, and their gain power will reduce. In order to ensure that the
whole receiving sensitivity and transmitter EIRP are not much affected, it is
necessary to make the transceiver link total gain change little in the entire tem-
perature range, and do some gain control in the transceiver link.

The gain in the receiving link of the terminal is about 90 dB, which will change
largely between the high and the low temperature. The receiving gain will increase
4–6 dB in the conditions of -40 �C, and will reduce 4–6 dB in the conditions of
60 �C. The changes of the receiving gain are shown in Fig. 62.1. In the receiving
link, the quantify amplitude of AD will change corresponding to the receiving
gain. In the room temperature, the quantify amplitude of intermediate frequency
signal is about 1 V, while it will become about 1.3 V in low temperature, becomes
about 0.7 V in high temperature. So the key indicators of the terminal, such as
receiving sensitivity will be affected.

In order to control the gain in the receiving link, a new automatic gain control
(AGC) is added into the receiving link, which lies near the last amplifier as shown
in Fig. 62.2.
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In low temperature, the gain of preamp will increase. When the final-stage
amplifier detects the increase of the previous stage gain, the AGC will be auto-
matically started, and the gain will be reduced. In high temperature, the gain of
preamp will decrease, and AGC can automatically increase the gain. Therefore, the
up-and-down of the receiving is overcoming, and the power of output noise will be
steady. After AGC is put into the receiving link, the change of receiving gain is
very small, so as to reduce the impact of A/D sampling in the back end.

There is also the same change in the transmitting link. Temperature compen-
sation can be taken into the transmitting link to compensate the change of amplifier
gain reversely. The principle of compensation is shown in Fig. 62.3.

After temperature compensation is taken into the amplifier of the transmitting
link, the reverse compensation through the thermostat will make the gain of
transmitting link change little in the entire operating temperature range. So the
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output of transmitting amplifier will be effected less, and the value of EIRP in the
process of transmitting is insured to meet the requirement.

62.4.2 Frequency Accuracy Control

When working temperature changes, the reference oscillator in the terminal will
drift with the change of temperature. The drift of reference oscillator will bring out
two problems. First, the dynamic range of receiving frequency. Second, the
transmitting frequency accuracy of the terminal will be out of the requirement of
the Compass control system. Therefore, it is necessary to compensate the drift of
the reference oscillator in the signal processing.

1. Frequency drift control for receiving signal

When frequency drift of the reference oscillator is larger than 3 ppm, the dif-
ference of carrier frequency will be larger than 7.5 kHz, and the difference of code
clock frequency will be larger than 12.3 Hz, which is out of DLL bandwidth of the
terminal. At the same time, the difference of carrier frequency will bring a great
loss of signal-to-noise ratio, and ultimately the satellite signal will lock difficult.
The frequency drift control for the received signal is realized by controlling digital
frequency synthesizer (DDS) to adjust code NCO and carrier NCO. So the center
frequency of the code clock frequency and the carrier clock frequency will be
changed to accommodate the frequency drift in a wide temperature range. After
the frequency drift is calibrated, the receiving signal will be locked successfully.

2. Frequency accuracy control for transmitting signal

When compass control system receives the signal from the terminal, the
requirements for frequency accuracy is better than 5 9 10-7. In order to get this
accuracy, the signal processing to receive and transmit carrier is designed based on
one VCO. So the code clock of the receiving signal can be used to calibrate the
frequency error, and the transmitting clock will be controlled. After repeatedly
corrected, until the transmitting frequency error reaches a specified range. Through
the above process of closed-loop frequency correction, the transmitter frequency of
the terminal will meet the requirement of compass control system. The control
process of transmitting frequency is shown in Fig. 62.4.

62.5 Experiment and Verification

62.5.1 Discharging Test in Low Temperature

By stirring and wound, the new polymer core is composed of the low temperature
electrolyte and the electrode above. Fully charge this polymer core (single-core),
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and put in the condition of -40, -20 �C, and room temperature respectively for
4 h. Then discharge the core to 3.1 V as 0.5 �C. In different temperature, the
discharge capacity of the core compare with room temperature. The discharge
capacity is about 80 and 68 % respectively for -40 and -20 �C. The curve of
discharging is shown in Fig. 62.5. The discharge performance of the new polymer
core is well to meet the requirement of capacity in low temperature.

Fully charge this polymer core, and discharge it with 0.5, 1 and 2C respectively.
The different ratios with 0.5C are calculated. The discharge curve of the core at
different current is shown in Fig. 62.6. The discharge capacity of 1C and 2C
current is about 94.2 % and 82.4 % compare with 0.5C respectively, which
indicates that the new core have good discharge performance and can discharge
with strong current. The maximum current is up to 4 A.
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62.5.2 Stability Test in Wide Temperature Range

Add automatic gain control to the last amplifier in the receiving link, and adjust the
gain reversely based on the temperature change. In the condition of -40, -20, 0,
20, 40 and 60 �C, the gain of receiving link and the quantify voltage are tested, as
shown in Table 62.2.

The tests show that the quantify voltage for intermediate frequency signal can
be controlled within 0.1 V or less in a wide temperature range. So it will be a very
small influence on AD sampling, and the receiving sensitivity of terminal will be
eligible.

Add temperature compensation to the link of transmitting, and compensate the
gain change based on the temperature change. In the condition of -40, -20, 0, 20,
40 and 60 �C, the gain and output power of the transmitting link are tested, as
shown in Table 62.3.

The tests show that the gain fluctuation of the transmitting link is small, and the
change of 10 W amplifier output is also small. So the EIRP of the terminal will be
eligible after adding temperature compensation.
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Table 62.2 The gain and quantity after adding AGC

Temperature (�C) -40 -20 0 20 40 60
Gain (dB) 90.6 90.3 90.1 90 89.7 89
Quantity (V) 1.07 1.04 1.01 1 0.97 0.95

Table 62.3 The gain and power after adding temperature compensation

Temperature (�C) -40 -20 0 20 40 60
Gain (dB) 55.5 55.3 54.9 55 55.1 54.7
Power (dBm) 40.5 40.3 39.9 40 40.1 39.7
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62.6 Conclusion

In this paper, the operating temperature range of RDSS terminal is established and
demonstrated based on the requirements of the Compass system RDSS service.
The analysis points out that the low temperature discharge performance of the
battery, the gain change in wide temperature range, the reference crystal varies
with temperature are main factors for the old RDSS terminals can not operate in a
wide temperature range. The new technology for large capacity and strong current
discharging in low temperature, and the new method to make RDSS terminal
operate in a wide temperature range are put forward. These new design can pro-
vide a reference design for wide temperature RDSS terminal.
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Chapter 63
Analyze of the Pseudorange Noise Error
for Compass B1 Open Signal Based
on the Receiver

Bin Tang, Haibo He and Chao Xie

Abstract Pseudorange noise error has a strong correlation with the parameters of
receiver’s antenna and RF, the technology of baseband signal processing. The
pseudorange noise error of GNSS system should be analyzed based on the actual
parameters of the receiver. In this paper, the relationship between the pseudorange
noise error and the code tracking error of the receiver was first analyzed, the linear
model of code loop was established, the process of non-coherent code tracking
error was derivated, a new analysis method of pseudorange noise error was pro-
posed based on the receiver. Then, the pseudorange noise error of Compass B1
open signal was analyzed based on the Compass universal receiver. The experi-
ment showed that the analysis result for pseudorange noise error was correspond
with the actual value, and the analysis method can provide a reference for GNSS
system UERE budget.

Keywords Pseudorange noise error � UERE � Universal receiver � Non-coherent
code tracking loop

63.1 Introduction

In order to analyze the influence for GNSS system accuracy because of various
error, which were usually looked as user equivalent range error (UERE). The
UERE error included space segment error (satellite clock error, satellite
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perturbations etc.), control segment error (ephemeris prediction etc.), environment
segment error (ionosphere delay, tropospheric delay etc.), and user segment error
(pseudorange noise, multipath etc.). In the process of building GPS, the UERE of
GPS were issued by its System Specification since 1980. The error of the space
segment, control segment and environment segment were modelled properly and
fit for the fact [1]. In recent years, some paper analyzed multipath error by mean
multipath envelope or weighted multipath envelope, which solved the problem of
multipath error analysis at a certain extent [2, 3]. In the Ref. [1], the pseudorange
noise error was analyzed in accordance with the application of ground, air and
space, and the relationship was given between the pseudorange noise error and the
antenna elevation. But this model is too simple, and it is the result of carrier
smoothed, which can not reflect the actual reception performance of the receiver.
Galileo signal used BOC or its deformation. In the Ref. [4], the simplified formula
for calculating GPS M-code signal in the Ref. [5] was used to analyze the
pseudorange noise error of Galileo signal. It was not reasonable apparently. In the
Ref. [6], the noise error formula of non-coherent discriminator for the code
tracking loop was directly given, but the process of derivation and simplify was
not given. In the reference of some performance analysis for GNSS signal, the
pseudorange noise error was analyzed based on the RMS bandwidth using Cremer-
Rao lower bound as the code tracking error. Cremer-Rao lower bound reflects just
the best accuracy for pseudo-code tracking [7, 8]. Moreover, the analysis of the
above literature are based on a given carrier to noise ratio (C/N0), and the
parameter of C/N0 is only a typical value without considering the actual situation
of the receiver antenna and the parameters of baseband.

In this paper, the relationship between the pseudorange noise error and the code
tracking error of the receiver was first analyzed, then the linear model of code loop
was established, the process of non-coherent code tracking error was educed, a
new analysis method of pseudorange noise error was proposed based on the
receiver. Then, using the parameters of Compass universal navigation receiver, the
pseudorange noise error of Compass B1 open signal was analyzed. At last, the
experiment verification was done with the actual Compass universal navigation
receiver.

63.2 Analyzing Code Tracking Error of the Receiver

In the receiver, the pseudorange was obtained from the code tracking loop after the
receiving signal was locked. The pseudorange noise error was also the tracking
error of the receiver code tracking loop. The main sources of tracking error
included thermal noise, interference, multipath effect, and dynamic stress caused
by the relative dynamic between the receiver and the satellite. Interference,
multipath and dynamic stress were due to environmental factors. In the process of
analyzing the pseudorange noise error, the thermal noise error was primary.
Therefore, in the condition of static and no interference, the error of code tracking
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loop was only caused by thermal noise. The general structure of the receiver code
tracking loop was shown below (Fig. 63.1).

The input signal of the receiver code loop was the output signal of the RF front-
end. Ignoring various delay, the signal can be expressed as:

rðtjÞ ¼ A � DðtjÞCðtjÞ cos xmtj þ hðtjÞ
� �

þ nFEðtjÞ ð63:1Þ

where,
j is the index of sample.
A is the amplitude of the signal.
Dð�Þ is data bit.
Cð�Þ is the modulation PRN code.
xm is the intermediate frequency of carrier wave.
hð�Þ is the phase of carrier wave including Doppler.
nFEð�Þ is the narrowband Gaussian white noise output from front-end filter.

The input signal was filtered by the front-end filter, then the carrier and PRN
code of the signal were peeled. The IE; QE (Early), IP; QP (Prompt), IL and QL

(Late) were formed by integrating and accumulating with local carrier and code.
A non-coherent early minus late power discriminator (EMLP) was often used in

the code tracking troop:

DEMLP ¼ I2
E þ Q2

E

� �
� I2

L þ Q2
L

� �
ð63:2Þ

With the condition of ignoring the residual error of Carrier tracking:

IE ¼ R Dsk � d=2 � Tcð Þ þ nIE

IL ¼ R Dsk þ d=2 � Tcð Þ þ nIL

Carrier
NCO

Front
end filter

Integrate
& dump

Code NCO

Integrate
& dump

Integrate
& dump

Integrate
& dump

Integrate
& dump

Integrate
& dump

Code loop 
filter

Non-coherent 
discriminator

/ 2π

Fig. 63.1 The general structure of the receiver code tracking loop
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where,
IE is the output of in-phase early correlator.
IL is the output of in-phase early correlator.
Rð�Þ is the autocorrelation function of PRN code.
d is the correlator spacing.
Dsk is estimation error of code phase.
Tc is width of one chip.

The output of the discriminator was often described as the general linear
equivalent model, which was shown in the following figure (Fig. 63.2).

Based on the equivalent model, the output of the discriminator was:

Vk ¼ K � Dsk þ nk ð63:3Þ

where,
K is the slope of the equilibrium point discriminator.
FðzÞ is loop filter.
z�1=ð1� z�1Þ is the Z-domain representation of code NCO.
nk is the output noise of the discriminator.

Assuming that nk was zero mean, and the outputs noise was independent of
each other between adjacent sampling points. So the variance of the code loop
tracking error was [9]:

r2
f ¼ 2 � Bn � 1� 0:5BnTð Þ � r2

n=K2 ð63:4Þ

where,
Bn is the noise bandwidth of code loop.
r2

n is the power of output noise.

Based on the discriminator algorithm and the linear equivalent model for the
code loop, the code tracking loop noise error for EMLP discriminator can be
calculated [6].

Fig. 63.2 The linear
equivalent model of the
discriminator
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rf ¼ c�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bn 1� 0:25BnTð Þ

R B=2
�B=2 Gðf Þ sin2ðpfdÞdf

C=N0 2p
R B=2
�B=2 fGðf Þ sinðpfdÞdf

� �2

vuuut

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

R B=2
�B=2 Gðf Þ cos2ðpfdÞdf

T � C=N0
R B=2
�B=2 Gðf Þ cosðpfdÞdf

� �2

vuuut mð Þ

ð63:5Þ

where,
c is the speed of light.
T is the coherent integration accumulation time.
C=N0 is the carrier to noise ratio.
B is the bandwidth of front-end filter.
Gðf Þ is normalized power spectral density of GNSS signal.

63.3 Calculating Pseudorange Noise Error Based
on the Receiver

Based on the above analysis, the pseudorange noise error can be expressed as code
loop tracking error of the receiver, which was correlative with the code loop noise
bandwidth, integration accumulation time, carrier to noise ratio, correlator spacing,
and power spectral density of the receiving signal. Therefore, the calculation
process of the pseudorange noise error was as follows (Fig. 63.3).

(1) Determining the power reached the receiver antenna

According to the link budget of Compass downlink signal, the lowest power of
B1 open signal was -163 dBW when it reached the ground, which can be looked
as the power to reach the receiver antenna. In the same, this power was used as
Compass global System B1C signal, the universal receiver used only the pilot
channel to track B1C signal, and the signal power was assumed as -158.5 dBW.

(2) Calculating C=N0 based on the parameters of receiver antenna and RF end

The C=N0 output from the RF end of receiver is:

C=N0 ¼ Pin � k þ Ga � ðTa þ TeÞ ð63:6Þ

Determining the 
receiving power 

Calculating 
C/N0

Determining
baseband 

parameters 

Error 
calculation

Fig. 63.3 The calculation process of the pseudorange noise error
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where,
Pin is the power reached the receiver antenna.
k is Boltzmann’s constant, about -228.6 dB.
Ga is the gain of the receiver antenna.
Ta is the noise temperature of the receiver antenna, about 100 K.
Te is the overall equivalent noise temperature from the export of antenna to the

section of RF chip.

The antenna gain of Compass universal receiver was shown on Table 63.1.
The calculation process of Te was:

Te ¼ ðF � 1ÞT0 ð63:7Þ

where,
T0 is room temperature, about 290 K.
F is the noise figure of the whole section from the export of antenna to the

section of RF chip.

According to the expression of the noise figure in the cascade network:

F ¼ L FLNA þ
FRF � 1

GLNA

	 

¼ 1:35 ð63:8Þ

where,
L is the loss of transmission line between the antenna and low-noise

amplifier (LNA), about 0.5 dB.
GLNA is the gain of LNA, about 30 dB.
FLNA is the noise figure of LNA, about 0.8 dB.
FRF is the noise figure of the RF chip, about 5 dB.
So Te ¼ ð1:35� 1Þ � 290 ¼ 101:5 K

Thus, C=N0 can be calculated with Eq. 63.6. At room temperature, C=N0 was
about 42.6 dBHz (50� elevation) for a handhold antenna, about 40.6 dBHz (30�
elevation) for a vehicle antenna. In addition, the quantization loss of RF chip can
be ignored because the quantization bits were 4 bit. For the Compass global
system, there is no mature antenna and RF for reference, this C=N0 was also used
temporarily.

Table 63.1 The antenna gain of compass universal receiver

Frequency Size/mm Elevation/degree Gain/dBic

B1 Handhold 45 9 45 9 10 50 0
Vehicle U146 9 40 30 -2
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(3) Determining the parameters of baseband signal processing

The front-end filter bandwidth of universal navigation receiver was usually the
main lobe of the receiving signal power spectrum. For BPSK modulation, the code
rate was fc; and the corresponding main lobe was 2fc. For BOC modulation signal,
the corresponding main lobe was 4fc. Correlator spacing multiplied with the
parameter of front-end filter bandwidth (BPSK modulation was 2, BOC modula-
tion was 4) generally equal to 2. Therefore, for Compass regional system B1I
signal, the front-end bandwidth was 4 MHz, and the correlator spacing was 1 chip.
For Compass global system B1C signal (TMBOC (6, 1, 4/33) modulation), the
front-end bandwidth was 4 MHz, and the correlator spacing was 0.5 chip.

The other parameters of baseband signal processing for calculating pseudorange
noise error included: the coherent integration cumulative time was 1 ms, the loop
noise bandwidth was 1 Hz. For BPSK modulation, the normalized power spectral
density of the received signal was:

GBPSKðf Þ ¼
1
fc

sin c p
f

fc

	 
	 
2

ð63:9Þ

For TMBOC (6, 1, 4/33) modulation, the normalized power spectral density of
the received signal was [6]:

GTMBOCðf Þ ¼
29
33

GBOCð1;1Þðf Þ þ
4

33
GBOCð6;1Þðf Þ ð63:10Þ

(4) Error calculation

Based on the above parameters of the receiver, the pseudorange noise error of
Compass system B1 Open signal can be calculated with the Eq. 63.5. The result
was shown in the follow table (Table 63.2).

63.4 Actual Receiver Test Verification

In order to verify the above analysis, the test verification was done with Compass
universal vehicle receiver in the area of Beijing. The test was divided into two
steps. First, the relationship between elevation and C=N0 was verified by receiving

Table 63.2 The pseudorange noise error of compass system B1 open signal

Signal Modulation Elevation/degree Error/m

B1I BPSK(2) Handhold 50 0.60
Vehicle 30 0.78

B1C TMBOC (6, 1, 4/33) Handhold 50 0.54
Vehicle 30 0.72
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actual signal. Second, the pseudorange noise error was verified using the method
of zero baseline.

(1) Elevation and C/N0 verification

To facilitate the analysis, the GEO satellite of Compass system was selected to
monitor. Monitoring point lay on the open roof of Beijing suburb, and multipath
can be ignored. In the area of Beijing, the elevation of 3rd satellite was near 30�.
B1 open signal was received and processed with Compass universal vehicle
receiver. The monitoring results of elevation and C=N0 in one day were shown in
the following figure (Fig. 63.4).

The statistical result showed that the mean of elevation was 33.2�, the mean of
C=N0 was 42.1 dBHz in one day for 3rd satellite in the Beijing area. The results were
equivalent with above analysis, C=N0 was 40.6 dBHz when elevation was 30�.

(2) Pseudorange noise error verification

The same type of universal vehicle receivers were used to monitor pseudorange
noise error with the method of zero baseline pseudorange double difference
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observation. The observed values can eliminate the error of space segment, control
segment, environmental segments and multipath, the residual was basically
pseudorange noise error. The monitoring results of pseudorange noise error in one
day were shown in the following figure (Fig. 63.5).

The statistical result showed that pseudorange noise error was 0.69 m (1r),
which was equivalent with above analysis.

63.5 Conclusion

In this paper, a new analysis method of pseudorange noise error was proposed.
According to the characteristics of Compass universal navigation receiver, the
antenna and baseband processing parameters were selected, the pseudorange noise
error of Compass system B1 open signal was analyzed. The analysis method and
result can provide a reference for the application of Compass system at this stage
and UERE budget for the global system.
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Chapter 64
Doppler-Aided Algorithm for BeiDou
Position

Dengyun Lei, Weijun Lu and DunShan Yu

Abstract Real-time GNSS positioning rely mainly on pseudorange and carrier-
phase. The pseudorange is not accurate because of a lot of noise and interference in
environment. High-precision carrier-phase used to smooth pseudorange. While,
when cycle slip occurs, the carrier-phase measurement is bias. Unlike Carrier
observations, the Doppler observations tend to have higher continuity. In Beidou
system, GEO satellites local in geostationary orbit with lower dynamic. So, we can
use the small noise bandwidth to improve the accuracy of measurement. This
paper analyzes the characteristics and methods of Doppler-assisted positioning the
the settlement equation using the weighted least squares method. The simulation
and test results show that the positioning of the reliability of the results has been
improved.

Keywords Doppler-aided � BeiDou System � Position Algorithm � Least square

64.1 Introduction

Due to satellite signal need to go through the long distance transmission, the
transmission proceeds is interference. The interference is including thermal noise,
ionospheric scintillation, tropospheric delay and multipath. Those interferences
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make the pseudorange measurement inaccurate. While the precision of code
measurement is lower by 2–3 magnitudes than that of carrier, the use of carrier
phase smoothing pseudorange is a frequently method. Hatch filter [1] using carrier
phase difference as an accurate measurement to smooth pseudorange, is widely
used. However, in some circumstances, such as the trees obscured or low signal-
to-noise ratio, the phase-locked loop (PLL) may loss of lock, which causes
resulting in a discontinuity of the carrier phase measurements. If the loss of PLL
lock cannot be detected, the positioning results are biased. Hatch filter need to set a
period, to prevent the errors from accumulating. Cycle slips occurring frequently,
results the Hatch filter performance is not prominent in urban environments.

Doppler measurement is good at continuity and anti-jamming. Doppler mea-
surements to assist pseudorange smoothing become a new choice [2]. In the fol-
lowing sections, firstly brief overview of BeiDou signal structure and satellite
constellation is described. Then Doppler aided algorithm is introduced and PLL
noise bandwidth is analysis. Finally numerical test results are shown and con-
clusion is given.

64.2 BeiDou Signal Model and Satellite Constellation

64.2.1 BeiDou Broadcast Signal

The B1 signal radio (channel I) from BeiDou satellite [3] can be given as:

SB1iðtÞ ¼
ffiffiffiffiffiffiffiffi
2Pc

p
Diðt � tiÞCiðt � tiÞ cos½2p fiðt � tiÞ þ hi� þ niðtÞ ð64:1Þ

where: i is the satellite number, SB1i is the B1 signal received from satellite i, Pc is
the ranging code power, DiðtÞ is the navigation data, fi is carrier frequency, CiðtÞ is
the pseudorandom noise spreading sequence ranging code, ti is the propagation
delay, hi is unknown phase, and niðtÞ is noise.

From formula (64.1), the signal transmitting delay can be got from the differ-
ence of code or carrier measurements. When the code delay measurements are
used to determine pseudorange, the pseudorange is expressed as:

qiðtÞ ¼ ri þ cdtðtÞ þ IiðtÞ þ TiðtÞ þ ep;iðtÞ ð64:2Þ

where qiðtÞ is the pseudorange of satellite i, c is velocity of light, dtðtÞ is the clock
error, IiðtÞ is ionosphere delay, TiðtÞ is troposphere delay, and ep;iðtÞ is the mea-
surement noise. ri is the geometric distance between satellite i and receiver
(xi; yi; zi is satellites position, x; y; z is receiver position):

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þ ðyi � yÞ2 þ ðzi � zÞ2

q
ð64:3Þ

The formula (64.3) is substituted into (64.2), and rearrange, we can get the
position formula:
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ðqi � Ii � TiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xÞ2 þ ðyi � yÞ2 þ ðzi � zÞ2

q
þ cdt þ ep;i ð64:4Þ

The satellite position is solved from satellite broadcast message. The iono-
spheric and tropospheric delay is modeled.

64.2.2 BeiDou Satellite Constellations

Beidou Navigation Satellite System is an independent system offering regional
position and timing service now. Comparing with GPS satellite, BeiDou naviga-
tion system consists of three kinds of orbit satellites, include Geostationary Earth
Orbit (GEO) satellites, Medium Earth Orbit (MEO) satellites and Inclined Geo-
synchronous Satellite Orbit (IGSO) satellites.

The GEO satellites are local in orbit with low dynamic. The elevation change of
visible satellites shown in Fig. 64.1 in 24 h (cut-off angle 10�). The elevations of
GEO satellites only have minor changes. Unlike GPS satellite, BeiDou receiver
can decrease the PLL noise bandwidth for low dynamic in order to reduce noise.

64.3 Doppler-Aided Position Algorithm

64.3.1 Doppler Model

Doppler is generated by the relative movement of the satellite and user. According
to General relativity, the doppler is expressed as:

Fig. 64.1 Elevation change of visible satellites of Beijing (24 h)
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fr

f0
¼

1� ð~vi�~vÞð~pi�~pÞ
c ~pi�~pk kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ~vi�~vk k2

c2

q ð64:5Þ

where fr is carrier frequency at the receiver, f0 is the transmitted carrier frequency
(1561.098 MHz), ~pi;~vi is the vector of satellite position and velocity. ~p;~v is the
vector of user position and velocity.

The relative movement between satellites and user is lower than the velocity of
light. The denominator of formula (64.5) is close to 1, then the equation simplifies
as:

fdi ¼
f0
c
� ð~pi �~pÞ
~pi �~pk k � ð~vi �~vÞ ð64:6Þ

Equation (64.6) consists of three parts: the first part is constant, and the second
part represents the unit vector from satellite to user, and the last part is relative
velocity vector.

64.3.2 Position Algorithm Using Pseudorange

The least square (LS) method is used to calculate the location. The equation
include four unknowns (x; y; z; dt) is settled with four satellites.

The least squares method can only solving the linear equation. The nonlinear
Eq. (64.4) are linearized with Talyor series [4].

q0
i � ðqi � Ii � TiÞ þ ep;i ¼

ðxi � x0Þ
q0

i

dxi þ
ðyi � y0Þ

q0
i

dyi þ
ðzi � z0Þ

q0
i

dzi � cdðdtiÞ

ð64:7Þ

where q0
i is the pseudorange of predict position.

Define the following arguments:

dqi ¼ q0
i � ðqi � Ii � TiÞ

axi ¼
xi � x0

q0
i

ayi ¼
yi � y0

q0
i

azi ¼
zi � z0

q0
i

ð64:8Þ

Ignoring the measurement noise, the formula (64.7) simplifies:

dqi ¼ axidxi þ ayidyi þ azidzi � cdðdtiÞ ð64:9Þ

When the available satellites (N) are more than four satellites, the equations list as:

d~qi ¼ Hppd~xi ð64:10Þ
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where:

d~qi ¼

dq1

dq2

dq3

..

.

dqN

2
666664

3
777775

d~x ¼

dx
dy
dz

�cdðdtÞ

2
664

3
775 Hpp ¼

ax1 ay1 az1 1
ax2 ay2 az2 1
ax3 ay3 az3 1

..

. ..
. ..

. ..
.

axN ayN azN 1

2
666664

3
777775
ðN� 4Þ

ð64:11Þ

When HT H is symmetric, positive definiteness and reversible, the solution of
the problem is given by:

d~x ¼ ðHT
ppHppÞ�1HT

ppd~qi ð64:12Þ

From the Eq. (64.12), the offset of user position (x; y; z; dt) and predict position
(x0; y0; z0; dt0) is given. If the offset is small, the user position is get. If the offset is
large, the iteration is used to lessen the offset.

64.3.3 Doppler-Aided Position Algorithm

In signal transmission process, the doppler measurement is not sensitive to envi-
ronment noise. So, the doppler measurement is more accuracy than that of
pseudorange and thus can be used to assist smooth positioning.

Similar with formula (64.4), linear Eq. (64.6) at the predicted position and
velocity (x0; y0; z0; dt0; v0

x ; v
0
y ; v

0
z ) [5]:

fdi ¼
f 0

c

ðvxi � v0
xÞ

q0
i

þ ðxi � x0Þ
ðq0

i Þ
3

 !
dx

(
þ
ðvyi � v0

yÞ
q0

i

þ ðyi � y0Þ
ðq0

i Þ
3

 !
dy

þ ðvzi � v0
z Þ

q0
i

þ ðzi � z0Þ
ðq0

i Þ
3

 !
dzþ ðxi � x0Þ

q0
i

dvx

þ ðyi � y0Þ
q0

i

dvy þ
ðzi � z0Þ

q0
i

dvz

�
þ df

ð64:13Þ

where df is frequency deviation
Define the following argument:

bxi ¼
f 0

c

ðvxi � v0
xÞ

q0
i

þ ðxi � x0Þ
ðq0

i Þ
3

 !
cvxi ¼

f 0

c

ðxi � x0Þ
q0

i

� �

byi ¼
f 0

c

ðvyi � v0
yÞ

q0
i

þ ðyi � y0Þ
ðq0

i Þ
3

 !
cvyi ¼

f 0

c

ðyi � y0Þ
q0

i

� �
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bzi ¼
f 0

c

ðvzi � v0
z Þ

q0
i

þ ðzi � z0Þ
ðq0

i Þ
3

 !
cvzi ¼

f 0

c

ðzi � z0Þ
q0

i

� �
ð64:14Þ

The formula (64.13) simplifies:

fdi ¼ bxidxþ byidyþ bzidzþ cvxidvx þ cvyidvy þ cvzidvz þ df ð64:15Þ

In (64.15), there are seven unknowns which mean that seven satellites mea-
surements are used. However, in urban, it is not common to get seven satellites.
Combing (64.10) and (64.15), the position and velocity are solved with four
satellites.

d~q
fd

� �
¼ Hpp 0

Hpf Hff

� �
d~x
d~v

� �
ð64:16Þ

where:

fd ¼

fd1

fd2

fd3

..

.

fdN

2
66666664

3
77777775

Hff ¼

cvx1 cvy1 cvz1 1

cvx2 cvy2 cvz2 1

cvx3 cvy3 cvz3 1

..

. ..
. ..

. ..
.

cvxN cvyN cvzN 1

2
66666664

3
77777775

d~v ¼

dvx

dvy

dvz

df

2
6664

3
7775Hpf ¼

bx1 by1 bz1 0

bx2 by2 bz2 0

bx3 by3 bz3 0

..

. ..
. ..

. ..
.

bxN byN bzN 0

2
66666664

3
77777775

ð64:17Þ

Similar, the unbiased estimate of dx; dy; dz; dt; dvx; dvy; dvz; df is given:

d~x
d~v

� �
¼ ðHT HÞ�1HT d~q

fd

� �
ð64:18Þ

where:

H ¼ Hpp 0
Hpf Hff

� �
ð64:19Þ

The result of the Eq. (64.18) is

d~x
d~v

� �
¼ ðHT WHÞ�1HT W

d~q
fd

� �
ð64:20Þ
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where the weight is defined as:

W ¼
r�2

qi

h i
0

0 r�2
fi

h i
2
4

3
5 ð64:21Þ

r is the variance of measurement

64.3.4 Optimize Loop Parameter

In order to improve the accuracy of the Doppler measurement, the noise bandwidth
is reduced which reduce the noise for the carrier loop. The noise bandwidth of the
control into the loop filter the noise energy, the effect can be improved by reducing
the noise bandwidth of the loop filter, to improve tracking accuracy.

The width of the noise bandwidth depends on the tracking dynamic and SNR.
Small noise bandwidth may reduce the noise in the band, but not be able to track a
large dynamic, it is easy to cause the frequency and phase tracking error; large
noise bandwidth will introduce a large noise energy, affecting the the signal
tracking stability [6].

Users generally smaller dynamic system dynamics is mainly caused by the
satellite movement. Beidou system system uses a three-orbit satellites, the
dynamic of the GEO satellites is very low. For this reason, we can reduce the noise
bandwidth of the GEO satellite tracking filter to make it match with MEO and
IGSO, the same dynamic, improved the GEO carrier ring accuracy so without
reducing the dynamic case.

Considering the essential requirement PLL loop parameter:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

tPLL þ r2
v þ r2

A

q
þ he

3
� 15� ð64:22Þ

where rtPLL is 1r thermal noise, rv is 1r vibration, rA is Allan deviation, he is PLL
dynamic stress.

Consider thermal noise errors and dynamic stress error, the state of motion of
the vehicle terminal user as example [7], we can set the PLL noise bandwidth is
15 Hz for GEO and 30 Hz for others respectively. The accuracy of position result
is improved by improving the GEO doppler measurement accuracy and weight.

64.4 Testing and Analysis

To demonstrate the performance, the proposed algorithm has been investigated
using Beidou date under static real-time condition. In this section, the detail of
experiments is introduced.

The platform (Fig. 64.2) is built with GPS/BD2 chip named BD-ZS3121 which
is designed by lab of SoC, Peking University.
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In order to compare different algorithms, the pseudorange algorithm, Hatch
filter and dopper-aided position algorithm. During the entire measurement cam-
paign, six Beidou satellites (four GEO satellites and two MEO satellites) were
captured with a cut-off elevation angel of 10̊. Time interval of an epoch is 1 s, and
1,000 continuous points are collected for each method. The signal power is -

130 dBm. The means and variances are shown in Tables 64.1 and 64.2.
From Tables 64.1 and 64.2, the carrier phase smoothed or doppler smoothed

pseudorange reduce the variances and mean. When the probability of cycle slip is
in low level, the Hatch filter provide more accuracy than doppler-aided method but
the different is not evident.

In order to further verify the cycle slip effect on smoothing progress, additional
tests are included in which the signal power is attenuated extra 10 dB
(Tables 64.3, 64.4).

Fig.. 64.2 BD-ZS3121 Platform

Table 64.1 Test result of user position (-130dBm)

Method Mean Variance Maximum

Pseudorange 4.27 4.50 10.42
Hatch filter 3.17 3.09 4.38
Doppler-aided 3.20 3.22 4.16

Table 64.2 Test result of user velocity (-130dBm)

Method Mean Variance Maximum

Pseudorange 0.028 0.029 0.075
Hatch filter 0.028 0.020 0.079
Doppler-aided 0.027 0.021 0.060
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In Tables 64.3 and 64.4, the variance of Hatch filter immensely increases with
the increasing cycle slip times. In each time of cycle slip, the Hatch filter accu-
mulates error. While, the doppler-aided algorithm is not sensitive to cycle slip and
the accuracy is high than Hatch filter.

From the test result, in low signal-to-noise ratio environment, due to the
probable of the loss of lock, the position accuracy of Hatch filter is fall. Doppler-
aided position algorithm provides a good robustness, and low noise bandwidth
improves the accuracy of the measurement data, and achieves a good position
results.

64.5 Conclusions

The Doppler-assisted positioning algorithm is introduced. This algorithm com-
bines both pseudorange and doppler measurement. Taking advantage of the low
dynamic satellites, the PLL noise bandwidth is lesson to improve the measurement
accuracy. Under low signal-to-noise ratio, comparing with Hatch filter, doppler
measurement is not suffer from cycle slips and improve the performance and
stability.
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Chapter 65
Analysis of the Anti-Spoofing
Performance of Acquisition
with Threshold Method

Jian Wang, Hong Li, Xiaowei Cui and Mingquan Lu

Abstract With the rapid development of navigation technologies, spoofing has
become a significant threat to navigation system. As a key step in receiver signal
processing, acquisition is an important barrier to anti-spoofing. Nowadays,
researching on anti-spoofing performance of acquisition is in a blank stage,
threshold method in acquisition is the most commonly used detection strategy. In
this article, we add a single spoofing signal on GPS P code and through the
construction of mathematical model, we define successful probability of anti-
spoofing as the assessment standard, then we analyze the relationship between
factors influencing acquisition threshold and the successful probability of anti-
spoofing, finally we give the theoretical calculate method of upper bound of
threshold method’s anti-spoofing performance, which all have a guiding signifi-
cance for the design of receiver.

Keywords Threshold � Acquisition � Amplification factor of spoofing signal �
Successful probability of anti-spoofing

65.1 Introduction

With the rapid development of navigation technologies, safety of navigation signal
has gradually become a topic of concern by the user, and research on spoofing and
anti-spoofing of GPS signal has also become a hot spot.

Currently, there are some anti-spoofing methods existed, for example: an
internal memorandum [1] from the MITRE recommended six techniques to
counter spoofing and Wen proposed ten countermeasures for civil GPS signal
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spoofing [2], both of which introduced kinds of methods comprehensively, but
simply enough to put forward ideas, no further studies or results. Humphreys et al.
[3] proposed two technique based on baseband processing technology; Cavaleri
et al. [4] further elaborated how to achieve anti-spoofing on monitor phase-locked
loop and delay locked loop, both of which focused on the technical aspects of
baseband, mainly on the loop design. The Novariant Corporation detailed their
research results on anti-spoofing platform with dual-antennas [5] and Daneshmand
et al. [6] published their research results and the experimental data on GNSS12
meeting, both of which introduced multi-antenna technology to detect and elim-
inate spoofing. Huang et al. [7] presented a series of countermeasures and steps for
spoofing in the point of signal designing and processing, which do some research
on anti-spoofing methods and evaluation means. Generally speaking, the anti-
spoofing technology is still in the groping stage. Though some countermeasures
have been introduced, they have not been achieved yet. What is more, there is not
effective assess tools to evaluate the merits of the anti-spoofing methods.

Acquisition determines whether the receiver can find the true signal, so it is an
important barrier to anti-spoofing. However, researching on anti-spoofing perfor-
mance of acquisition is in a blank stage. In this paper, we deal with GPS P-code,
define successful probability of anti-spoofing as the assessment standard and
analyze the anti-spoofing performance of acquisition with threshold method, then
we give the theoretical calculate method of upper bound of threshold method’s
anti-spoofing performance, which all have a guiding significance for the design of
receiver.

65.2 Assessment Standard of Anti-Spoofing

65.2.1 The Basic Principle of Acquisition with Threshold
Method [8]

Acquisition of GNSS signal is a two-dimensional search process. In each search
grid, since the thermal noise is a Gaussian distribution, when the local signal is not

aligned with the received true signal and spoofing signal, envelope
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 þ Q2

p
is

formed, thus the noise is Rayleigh distribution and otherwise Rician distribution.
The corresponding probability density function can be unified as formula 65.1:

p zð Þ ¼
z
r2

n
exp � z2þA2

2r2
n

� �
I0

zA
r2

n

� �
; z� 0

0; z\0

(
ð65:1Þ

Where r2
n is RMS noise power, A is RMS signal amplitude and I0

zA�
r2

n

� �
is

zero order modified Bessel function. When it indicates noise, A = 0, and true
signal, A ¼ As; and spoofing signal, A ¼ Aj:
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In order to distinguish between signal and noise, we utilize NP criteria that
calculate threshold after determining the probability of false alarm pfa; showed as
formula 65.2:

Vt ¼ rn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2lnpfa

p
ð65:2Þ

Where Vt is the threshold. When the envelop detected is lower than Vt; we
regard it as noise and when higher, it is signal, therefore, detection probability of
true signal and spoofing signal is as follows:

ps
d ¼

Z1

Vt

psðzÞdz ð65:3Þ

pj
d ¼

Z1

Vt

pjðzÞdz ð65:4Þ

65.2.2 Successful Probability of Anti-Spoofing

The purpose of spoofing is to enable the receiver to lock spoofing signal. The first
correlation value higher than threshold is the result when using threshold method.
In this case, whether the receiver detect the true signal or it doesn’t detect both the
true and the spoofing, we can consider it as successful anti-spoofing, and define its
probability as successful probability of anti-spoofing. Assume that detecting the
true signal and spoofing signal be relatively independent, successful probability of
anti-spoofing can be expressed as formula 65.5:

pd ¼ ps
d þ 1� ps

d

� �
1� pj

d

� �
¼
Z1

Vt

psðzÞdzþ
ZVt

0

psðzÞdz
ZVt

0

psðzÞdz ð65:5Þ

Integrated formula 65.1, 65.2 and 65.5, we can get the calculate method of
successful probability of anti-spoofing: First, we determine the threshold according
to the probability of false alarm pfa and noise power r2

n; then the probability
density function based on the input signal to noise ratio and coherent integration
time, finally the successful probability of anti-spoofing through integration.
Describe amplitude relation between true signal and spoofing signal as for-
mula 65.6, we can make sure that the factors influencing ting successful proba-
bility of anti-spoofing pd are the input signal-to-noise ratio (SNR) without spoofing
signal, spoofing signal amplification factor (k), probability of false alarm (pfaÞ and
coherent integration time (chÞ:

Aj=As ¼ k ð65:6Þ
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65.3 Analysis of Factors that Influence Anti-Spoofing
Performance

According to Sect. 65.2.2, there are many factors influencing successful proba-
bility of anti-spoofing, and the followings are the influence of each factor.

65.3.1 Input SNR and Spoofing Signal Amplification
Factor k

S/N and k are both factors which influence and noise power of signal received, and
therefore influence the threshold and the probability density function. Figure 65.1
shows the influence to the success probability of anti-spoofing pd; where the
probability of false alarm pfa ¼ 0:001 and coherent integration time ch ¼ 1 ms:

Following points can be seen from Fig. 65.1: (1) When the input SNR is too
low to detect the true signal, the successful probability of anti-spoofing is the
probability that spoofing signal can’t be detected; (2) The success probability of
anti-spoofing increases as the input SNR increases, and increases as the spoofing
signal amplification factor decreases, for the reason that it actually increases the
SNR received, which increases the detection probability of true signal; (3) When
the spoofing signal amplification factor is less than 1,the successful probability of
anti-spoofing is approximately equal to 1, which indicates that when spoofing
signal is weaker than true signal, it can’t achieve spoofing. Overall, input SNR
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plays a positive role to the successful probability of anti-spoofing, while spoofing
signal amplification factor is negative. However, for the received signal, input
SNR and spoofing signal amplification factor is immutable (unless changing the
signal gain by using a directional antenna or by means of beam-forming), though
they can affect the success probability of anti-spoofing, but do little use of anti-
spoofing.

65.3.2 Coherent Integration Time ch

The coherent integration time can bring the coherent integration gain, which can
influence SNR and noise power of signal received, and therefore influence the
threshold and the probability density function. Figure 65.2 shows the influence to
the success probability of anti-spoofing pd; where the probability of false alarm
pfa ¼ 0:001 and input SNR ¼ �19 dB:

Following points can be seen from Fig. 65.2: (1) The successful probability of
anti-spoofing increases as the coherent integration time increases, for the reason
that more coherent integration gain will be acquired when the coherent integration
time increases, which actually increases the SNR received and increases the
detection probability of true signal; (2) When the coherent integration time is
determined, it can tolerable limited spoofing signal amplification factor, which
means if the power rate between the spoofing signal and the true signal exceeds a
certain threshold, it needs to increase the coherent integration time. Therefore, the
coherent integration time plays a positive role to the successful probability of anti-
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spoofing, and the receiver can increase the successful probability of anti-spoofing
by increasing the coherent integration time. However, the coherent integration time
is influenced by the bit flip, and the frequency grid for searching will also increase
as its increases, so the coherent integration time can’t be increased unlimited.

65.3.3 Probability of False Alarm pfa

According to formula 65.2, the probability of false alarm can have a direct
influence on the threshold, which can influence the successful probability of anti-
spoofing. Figure 65.3 shows the influence to the success probability of anti-
spoofing pd; where the input SNR ¼ �19 dB and the coherent integration time
ch ¼ 1 ms.

Following points can be seen from Fig. 65.3: (1) The successful probability of
anti-spoofing increases as the probability of false alarm increases, for the reason
that the threshold will be decreased when the probability of false alarm increases,
which actually increases the detection probability of true signal; (2) When the
probability of false alarm is determined, it can tolerable limited spoofing signal
amplification factor, which means if the power rate between the spoofing signal and
the true signal exceeds a certain threshold, in order to ensure a certain successful
probability of anti-spoofing, it needs to increase the probability of false alarm.
Therefore, the probability of false alarm plays a positive role to the successful
probability of anti-spoofing, and the receiver can increase the successful probability
of anti-spoofing by increasing the probability of false alarm. However, higher
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probability of false alarm means higher risk of error acquisition, for example: if the
probability of false alarm is sixteen percent, it means that error acquisition may be
occurred 16 per 100 times, which is a serious burden to receiver.

65.3.4 Summary of Factors that Impact Anti-Spoofing
Performance

There are many factors influencing anti-spoofing performance of threshold
method. The input SNR and spoofing signal amplification factor influence the SNR
of signal received by the receiver, which belong to the input of the receiver and
can’t be a mean of anti-spoofing (unless changing the signal gain by using a
directional antenna or by means of beam-forming), but the revelation is that higher
input SNR (such as the open environment) does favor to anti-spoofing perfor-
mance; The coherent integration time and the probability of false alarm can also
improve receiver’s anti-spoofing performance, which both have their own
limitations.

65.4 Analysis of the Upper Bound of Anti-Spoofing
Performance

According to the above, it is not easy to absolutely quantize the anti-spoofing
performance of the threshold method, however, we can quantitative assessment its
anti-spoofing performance by deducing its bounds.

65.4.1 Determining the Upper Bound of Anti-Spoofing
Performance

The spoofing signal can cause interference and decrease the input SNR of the true
signal. Considering carrier-to-noise ratio as standard of signal’s quality available,
we can describe influence of the spoofing signal as formula 65.7 [8] and 65.8:

ðCs=N0Þeff;dB ¼ �10lg 10�
ðCs=N0ÞdB

10 þ k2

QRc

� 	
ð65:7Þ

ðCs=N0ÞdB ¼ S=Nþ 10lgðBÞ ð65:8Þ

Where ðCs=N0Þeff;dB is the carrier-to-noise ratio of the true signal with the
spoofing signal added; ðCs=N0ÞdB is the carrier-to-noise ratio of the true signal
without the spoofing signal added; B is the bandwidth of the signal received; Q is
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the quality factor of anti-jamming and for GPS P code, Q is approximately equal to
1.5; Rc is the code rate.

To enable to detect the true signal, it is required that the signal-to-noise rate
after the coherent integration is equal to which introduced by the threshold. In this
case, the successful probability of anti-spoofing is approximately equal to 0, which
is the upper bound of anti-spoofing performance of the threshold method. We can
get formula 65.9:

ðCs=N0Þeff;dB � 30þ 10 lg chð Þ � L chð Þ þ e ¼ 10lgð�2lnpfaÞ ð65:9Þ

Where L chð Þ is the incoherent loss and e is losses of baseband signal processing.
In formula 65.9, in order to ensure that the threshold method can detect the true

signal, it is needed that threshold is higher than the noise, so the right term is
required to be larger than 0. Therefore, we can obtain the constraint condition as
formula 65.10:

pfa\1=
ffiffiffi
e
p

ð65:10Þ

Integrated formula 65.7, 65.8, 65.9 and 65.10, the upper bound of spoofing
signal amplification factor tolerated can be calculated by the parameters given.

65.4.2 Examples of the Upper Bound of Anti-Spoofing
Performance

The essence of anti-spoofing with threshold method is that the receiver competes
with spoofing signal amplification factor by acquisition algorithm. According to
the above, the algorithm is related to the coherent integration time and the prob-
ability of false alarm, and the input SNR also influences the anti-spoofing per-
formance. As is given in formula 65.7 and 65.8, Fig. 65.4 shows the upper bound
of the spoofing signal amplification factor tolerated when the probability of false
alarm is fixed. In the figure, each curve represents a set of upper bound.

65.5 Conclusion

Threshold method is the most common algorithm used by the receiver, and
research on its anti-spoofing performance is of great significance. In this paper, we
define successful probability of anti-spoofing as the assessment standard and
propose four factors that influence the successful probability of anti-spoofing:
input SNR without spoofing signal, the spoofing signal amplification factor, the
coherent integration time and the probability of false alarm. The results show that
the input SNR without spoofing signal, the coherent integration time and the
probability of false alarm can increase the anti-spoofing performance of the
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receiver, but all have some limitations, the receiver need to balance each other in
order to get the best anti-spoofing performance. Finally, we present the theoretical
upper bound of the anti-spoofing performance of threshold method and give some
examples, unify anti-spoofing performance with various factors, which has a
guiding significance for the design of the receiver.
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Chapter 66
Dual-Update Rate INS Aided Carrier
Phase Lock Loop for New Generation
Global Navigation Satellite Signals

Peng Lv, Mingquan Lu and Zheng Yao

Abstract Most of the new generation of satellite navigation signals using a pilot
channel to improve the tracking capability of the receiver. Without constraints of
navigation data bit length, the carrier phase-locked loop (PLL) can prolong easily
the Pre-detection integration time (PIT) to improve the anti-jamming ability of the
receiver, but the prolongation of the PIT is still subject to the restrictions of the
carrier dynamic conditions. In this paper, an algorithm of dual-update rate inertial
navigation system (INS) aided carrier PLL was proposed. First, the mathematic
model of INS aided carrier PLL was developed with the Kalman filter. Taking into
account the high INS update rate and high short-term accuracy, the INS obser-
vation information was used to control the frequency of the carrier numerically
controlled oscillator (NCO) during the PLL integral period. At the end of one
integral period, the output of phase discriminator was used to correct the repro-
duced carrier phase. The algorithm proposed by this paper can effectively prolong
the PLL PIT in high dynamic conditions and improve the anti-jamming ability of
the receiver in high dynamic conditions. Finally, the effectiveness of the proposed
algorithm was verified by simulation.
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66.1 Introduction

Carrier PLL is used to track the Doppler frequency of the received satellite carrier
signal, and is the key technology of the global navigation satellite system (GNSS)
receiver. Narrower noise bandwidth of the carrier tracking loop and longer PIT is
required in order to improve the anti-jamming ability of the receiver, but pro-
longation of the PIT is limited by the bit length of the navigation data and the
carrier dynamic. Most of the new generation of navigation satellite signals, such as
the GPS L2, L5 signals, the Galileo E1, E5, E6 signals and the Compass B1, B2,
B3 signals, use or plan to use a pilot channel in addition to the traditional data
channel [1, 2]. The pilot channel can use a pure PLL which avoids squaring loss
and has a larger linearity region than a Costas loop [3]. What is more, when
tracking pilot signal the PIT can be prolonged without considering bit boundaries.

In some applications, the receiver is required working in the high dynamic and
heavy jamming conditions. If there is a large accelerated motion between the
receiver and the satellite, long PIT will cause for a large dynamic stress error of the
PLL, even cause for the PLL loss of lock. To solve this problem, the literatures
Yao et al. [4] and Jin et al. [5] proposed respectively dual-update rate PLL
algorithm and dual-update rate frequency assisted phase lock algorithm. But the
tracking ability of these methods depend largely on the tracking loop which has the
higher update rate. In the weak signal and high dynamic conditions, once the high
update rate loop loses lock, it will be difficult to re-capture the signal.

INS and GNSS are different types of navigation systems. The former has higher
update rate and higher short-term accuracy. Once the GNSS PLL loses lock
temporarily for some reasons, the output information of INS can be used to
re-capture the GNSS signal quickly. The literatures Alban et al. [6] and Babu and
Wang [7] have researched the algorithms of INS aiding PLL and made detailed
performance analysis. However, these algorithms fuse the INS observational data
and the PLL phase discriminator in the same update rate. When the long PIT is
used, if the acceleration between the receiver and the satellite is large, the phase
error between the received carrier and the recovered carrier may exceed the linear
range of the phase discriminator, thereby causing for the PLL phase gliding or
even loss of lock [8]. In this paper, take into account of the high update rate and
high short-term accuracy of INS [9], a new algorithm was proposed. Assuming
that the update rate of INS is higher than the update rate of PLL discriminator, the
INS observation information was used to control the frequency of the carrier NCO
during the coherent integral period. At the end of one integral period, the output of
phase discriminator was used to correct the recovered carrier phase. Finally, the
effectiveness of the proposed algorithm was verified by simulation.
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66.2 Basic Model of INS Aided PLL

66.2.1 Signal Mathematic Model

The received signals in the present of thermal noise used in this process can be
modelled as [4]:

sðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2C=N0T

p
xðt � sÞ cos xIF þ xDð Þt þ hð Þ þ nðtÞ ð66:1Þ

where C is the received power, N0 is the thermal noise power spectral density, T is
the coherent integral period, xðtÞ is the pseudo-random noise (PRN) codes mod-
ulated on the pilot channels, s is the code group delay due to travel time, xIF is the
intermediate carrier frequency of the sending signal, xD is the Doppler shift fre-
quency, h is the carrier phase of the signal and nðtÞ is the normalized thermal
noise. In the baseband process, sðtÞ is multiplied by an in-phase replica and a
quadrature-phase replica of the estimated carrier, respectively, and then the signals
are correlated with a replica of PRN code over a period T referred to as the
coherent integral time. The correlator outputs can be modeled as:

Ik ¼ Ak cosðDxkT=2þ DhkÞ þ nIk ð66:2aÞ

Qk ¼ Ak sin DxkT=2þ Dhkð Þ þ nQk ð66:2bÞ

where Ak ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2C=N0T

p
RðDsÞ sin c DxkT=2ð Þ; sincðxÞ ¼ sin x=x; RðxÞ is the

autocorrelation function of PRN code, ŝ is the estimated code delay time, Ds ¼
s� ŝ; xkjk�1 and hkjk�1 are predicted carrier Doppler and phase at the k � 1ð Þth
interval, respectively, Dxk ¼ xk � xkjk�1; Dhk ¼ hk � hkjk�1; nIk and nQk are
I and Q baseband noises in the pilot channel respectively. It is assumed the
tracking loop is locked. At this condition, Ds and Dxk is approach to 0. Thus,
R Dsð Þ sin c DxkT=2ð Þ is approach to 1 and Eqs. (66.2a, b) can be rewritten as:

Ik ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2C=N0T

p
cosðDxkT=2þ DhkÞ þ nIk ð66:3aÞ

Qk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2C=N0T

p
sinðDxkT=2þ DhkÞ þ nQk ð66:3bÞ

Since there is no message data bit modulated on pilot channel carrier, one can
use a so-called coherent discriminator [4], the expression of which is:

rh; k ¼
Qkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2C=N0T
p ð66:4Þ

Assuming Ds and Dxk is approach to 0, substituting Eq. (66.3b) into Eq. (66.4),
we have

rh;k ¼ Dhk þ DxkT=2þ dhk ð66:5Þ
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where

dhk ¼
nQ; kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2C/N0T
p � nQ; kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

PN�1

i¼1
ðI2

k�i þ Q2
k�iÞ

s ð66:6Þ

N is the smoothing times

66.2.2 Kalman Filter Model of INS Aided PLL

Take the received carrier phase hðtÞð Þ; Doppler frequency xðtÞð Þ and the Doppler
frequency variation rate aðtÞð Þ as state variables. It is assumed that the three order
derivative of the carrier phase is random white noise witch main dues to carrier’s
dynamic and the clock oscillator. The dynamic equation is:

_hðtÞ
_xðtÞ
_aðtÞ

2
4

3
5 ¼

0 1 0
0 0 1
0 0 0

2
4

3
5

hðtÞ
xðtÞ
aðtÞ

2
4

3
5þ

0
0
1

2
4
3
5jðtÞ ð66:7Þ

Discretizing Eq. (66.7), we have:

xkþ1 ¼ Uxk þ wk ð66:8Þ

where xk ¼ ½hk; xk; ak�T ;

U ¼
1 T T2=2
0 1 T
0 0 1

2
4

3
5 ð66:9Þ

wk is Gaussian white noise which covariance matrix is Qk ¼ E½wkwT
k �.

There are two observables for the INS-aiding PLL. One is the output of
coherent correlator, and the other comes from the velocity of INS. Thus, the
observation equation can be written as

zkþ1 ¼
hkþ1 þ xkþ1T=2þ dhkþ1

xkþ1 þ 2pfc
c dvkþ1

� �
¼ Hxkþ1 þ wkþ1 ð66:10Þ

where dvkþ1 is INS speed error projected in the sight of receiver and satellite, c is
light velocity, fc is radio carrier frequency. The observation matrix is:

H ¼ 1 T=2 0
0 1 0

� �
ð66:11Þ
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The observation covariance matrix is:

Rkþ1 ¼
r2

r; kþ1 0
0 r2

INS; kþ1

� �
ð66:12Þ

where r2
r; kþ1 ¼ 1

2C/N0T
; r2

INS; kþ1 ¼
4p2f2

c
c2 r2

v; kþ1; r2
v; kþ1 is the variance of dvkþ1: The Kalman

state update equation of carrier is:

xkþ1 kþ1j ¼ xkþ1jk þKk zkþ1 �Hxkþ1jk
� �

ð66:13Þ

where Kk is the gain matrix of Kalman filter. As can be seen from the Eq. (66.13),
the first part of the innovation is:

y1 ¼ hkþ1 þ xkþ1T=2þ dhkþ1ð Þ � hkþ1jk þ xkþ1jkT=2
� �

¼Dhk þ DxkT=2þ dhk
ð66:14Þ

Comparing Eq. (66.14) with Eq. (66.5), it shows that y1 is the output of the
phase discriminator [10].

66.3 Proposed Dual Update-Rate INS Aided PLL

The base Kalman filter model described in Sect. 66.2 requires both observables
have the same update rate. Under weak signal conditions, the PIT is often pro-
longed to improve the anti-jamming ability of PLL. In the above model, the carrier
NCO control frequency is a fixed constant. If the acceleration between the receiver
and the satellite is too large, the phase error between the received signal and the
numerically controlled oscillator (NCO) may exceed the linear range of the phase
discriminator, thereby causing for the PLL phase gliding or even loss of lock.

Taking into account the INS’s high update rate and high short-term accuracy,
the output of INS can be used to update the NCO control frequency in the PLL
PIT. Figure 66.1 is the schematic diagram. In the diagram, t1*t6 is assumed the
update time of INS, t1 and t6 is the update time of PLL discriminator. Dh is the
difference between received carrier phase and local generated carrier phase
without INS aiding. Dh0 is the difference when there is INS aiding during PLL
coherent integral period. It’s obvious that Dh0 is smaller than Dh: Therefore, the
PLL loop can withstand larger carrier dynamic. Based on this, we propose a dual
update rate INS aided PLL algorithm.

Assuming the carrier PIT is M times of the INS update time. The observation
matrix with INS separately providing observations is H0 ¼ 0 1 0½ �. The Eq.
(66.9) can be rewritten

U0 ¼
1 T=M T2=2M2

0 1 T=M
0 0 1

2
4

3
5 ð66:15Þ
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The rank of the observability matrix can be calculated as [11]:

Rank
H0

H0U0

H0U02

2
4

3
5

0
@

1
A ¼ 2\3 ð66:16Þ

Equation (66.16) shows that the state vector xk is not completely observable.
Further analysis shows that the phase is not observable. During PLL coherent
integral period, INS output is the only observations. Selecting xINS

k ¼ ½xINS
k ; aINS

k �
T

as the state vector, state equation and observation equation are:

xINS
kþ1 ¼ UINSxINS

k þ wINS
k ð66:17Þ

zINS
kþ1 ¼ HINSxINS

kþ1 þ vINS
kþ1 ð66:18Þ

where

UINS ¼ 1 T=M
0 1

� �
ð66:19Þ

wINS
k and vINS

kþ1 are the state noise and observation noise respectively, and the
covariance matrices are respectively:

QINS
k ¼ E½wINS

k ðwINS
k Þ

T � ð66:20Þ

RINS
kþ1 ¼ E½vINS

kþ1ðvINS
kþ1Þ

T � ¼ r2
INS; kþ1 ð66:21Þ

Owned to INS aiding, the NCO control frequency control frequency is no
longer kept constant within a PLL coherent integral period. Therefore Eq. (66.8)
can be re-expressed as:

hPLL
kþM

xPLL
kþM

aPLL
kþM

2
4

3
5 ¼ U

hPLL
k

xPLL
k

aPLL
k

2
4

3
5þ

T
M

PM�1

i¼0
xINS

kþi

0
0

2
664

3
775þ uPLL

k þ
T
M

PM�1

i¼0
nINS

x;kþi

0
0

2
664

3
775 ð66:22Þ

Fig. 66.1 Schematic
diagram of carrier loop phase
with INS-aiding
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where hPLL
k is the carrier phase, xPLL

k and aPLL
k are residual carrier frequency and

acceleration, nINS
x; k is error noise of INS which variance can be calculated by high

update rate Kalman filter.
With INS aiding during coherent integral period, the PLL’s discriminator is:

rh; kþM ¼

PM�1

i¼0
Qkþi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðC=N0ÞTM

p ð66:23Þ

Neglecting INS’s error, Eq. (66.23) can be rewritten:

rh; kþM � DhPLL
k þ TxPLL

k

2
þ

PM�1

i¼0
nQ; kþi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðC=N0ÞTM

p ð66:24Þ

PLL observation noise matrix is:

RPLL
k ¼ M

2ðC=N0ÞT
ð66:25Þ

66.4 Simulation Results

Assuming the GNSS pilot channel frequency is 1575.42 MHz, the INS update rate
is 200 Hz (5 ms), the speed accuracy of INS after Integrating with GNSS is 0.2 m/s.
The input pilot channel signal is generated by Matlab. Figure 66.2 shows the pilot
channel Doppler frequency shift. In the first second, the velocity between the
satellite and receiver is assumed to be 200 m/s. From 1 to 3 s the acceleration
between them is assumed to be 50 g. Then the acceleration is assumed to be 0. And
now the velocity between the satellite and receiver keeps 1,180 m/s. Other dynamic
(including the oscillator’s error) is assumed to noise, and the standard deviation is
assumed to be 0.5 g/s. A phase locked indicator is used to indicator the tracking
accuracy degree of the carrier phase. The phase locked indicator is:

PLI ¼ I2 � Q2

I2 þ Q2
� cosð2DhÞ ð66:26Þ

When the PLL is locked, the PLI is approach to 1.
First, we simulate the tracking capability of new algorithm under high dynamic

condition. Figure 66.3 shows the tracked Doppler frequency when the carrier-
to-noise ratio is 43 dB � Hz: When the PLL PIT is 5 ms, PLL can correctly track
the Doppler frequency. When the PIT is prolonged to 10 ms, PLL loses lock.
However, the new dual-update INS aided PLL algorithm can track the Doppler
frequency even the PIT is prolonged to 20 ms.
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Followed, we simulate the tracking capability of new algorithm in the low
carrier-to-noise ratio and high dynamic conditions. Figure 66.4 shows the output
of the phase locked indicator when the carrier-to-noise ratio is 26 dB � Hz: When
the PIT is 5 ms, the alone PLL can generally track the carrier, but there is phase
glide at 1 and 3 s when large acceleration between the receiver and satellite
appears and disappears. The new dual-update INS aided PLL algorithm can track
the carrier without any phase glide even when the PIT is prolonged to 20 ms. And
it is obvious that the accuracy degree of phase tracked when the PIT is 20 ms is
higher than when PIT is 10 and 5 ms.

Figure 66.5 is the curve of phase jitter using proposed algorithm to track the
carrier dynamic process of Fig. 66.2 in different carrier-to-noise ratio conditions.
For each carrier-to-noise ratio, 50 Monte Carlo simulations was made. In the low
carrier-to-noise ratio and high dynamic conditions, the PLL coherent integral time
can be significantly prolonged using the proposed algorithm, and a greater
spreading gain can be obtained to improve the anti-jamming ability of the receiver.
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66.5 Conclusion

New generation navigation signals have pilot channels which improve the anti-
jamming ability of the receiver, but when in the high dynamic condition this
advantage has been very limited. In this paper, the dual-update rate INS aided
GNSS PLL algorithm was proposed. When the PLL loop coherent integral time is
longer than INS update time, the INS observation information was used to control
the frequency of the carrier NCO during the coherent integral period. At the end of
the coherent integral period, the phase discriminator output was used to correct the
carrier phase. The new algorithm can reduce the limitation of high dynamic on the
PLL coherent integral time. In the low carrier-to-noise ratio and high dynamic
conditions, the PLL coherent integral time can be significantly prolonged using the
proposed algorithm, and a greater spreading gain can be obtained to improve the
anti-jamming ability of the receiver.
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Chapter 67
Algorithm Weights Optimization Method
for Inter-Satellite Communication Array
Antennas Based on Differential
Evolution Algorithm

Qiwei Han, Junwei Nie, Pengpeng Li and Feixue Wang

Abstract The inter-satellite communication network is an important part of the
communications satellite system and relay satellite system. Interference faced by
inter-satellite communication networks comes mainly from ground. Therefore, the
inter-satellite communication networks need to be able to avoid intentional or
unintentional interference from the ground, to be able to ensure the sound oper-
ation of the whole system. Optimum design of antennas is an important means to
satisfy the special needs for inter-satellite communication networks to stand
against ground interference. Array antennas are preferred for inter-satellite pay-
load design due to its excellent characteristics of enhancing useful signals while
suppressing interference. This article analyzed the features of the working envi-
ronment of inter-satellite communication array antennas, established a spatial filter
model, optimized the array weights by differential evolution algorithm, and
designed array patterns which satisfy the special need of inter-satellite commu-
nication. Experimental results show that the proposed method achieved very good
results, the designed array pattern provides interference rejection capability of
46 dB to the ground direction, which well meet the requirement of inter-satellite
communication anti-jamming antenna designing.
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67.1 Introduction

Inter-satellite communication network applications are mainly concentrated in the
communications satellite system and relay satellite system. The most successful
example of the former is the Iridium system [1], while the most successful
examples of the later are TDRSS [2] and Milstar system [3]. In addition, inter-
satellite communication and ranging network are applied in the main satellite
navigation systems [4–7], and its main function is inter-satellite time synchroni-
zation, spatial location solving, and spatial data transfer. When the inter-satellite
communication networks are affected by interference, the entire service perfor-
mance of the satellite system will be affected. Therefore, to improve the anti-
jamming capability of inter-satellite communication system is particularly
important.

Interference faced by inter-satellite communication network mainly from the
direction of the ground, such as high-power radar signals. Optimize the design of
the inter-satellite communication antennas, form the ground direction null, thereby
suppress the interference from the direction of the ground, can effectively improve
the viability of inter-satellite links in the case of interference.

Differential evolution algorithm was proposed in 1995 by Storn and Price [8], is
a real-coded optimization algorithm suitable to problems with parameters that can
be continuously changed. It has increasingly wide applications because advantages
such as fewer parameters, simple, easy programming [9–11], etc. The greatest
feature of differential evolution algorithm is that a linear combination of more than
one individual of parent generation is used in the process of generating a new
individual.

This paper analyzed the characteristics of the application environment of the
inter-satellite communication array antennas, and via spatial filter modeling, inter-
satellite communication antenna array weights optimization problem is modeled as
function maximum value finding problem, thus DE algorithm can be used to
optimize the design of the inter-satellite communication planar array antenna
pattern. Simulation experiments with planar arrays are implemented, which are
divided into two cases according to whether constraining the gain in signal
directions. In each case, perform the optimization processing, find the optimal
array weights satisfying the design requirements, and simulate the antenna
patterns.

67.2 Theoretical Analysis of the Algorithm

67.2.1 Differential Evolution Algorithm

Differential evolution algorithm firstly generates a random initial population, and
then updates the evolutionary population through operation consists of selection,
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mutation and crossover. Assume variable of the objective function f ~xð Þ is a vector
in the D-dimensional continuous space RD,~x ¼ x1; x2; . . .; xDð Þ: Optimization goal
is to make the function f ~xð Þ reach its maximum value, i.e. to find~x � that satisfy
f ~x �ð Þ ¼ min f ~xð Þð Þ:

In the evolutionary process, a test vector must be produced corresponding to
each individual (vector) of every DE population.

Label the ith individual of the Gth generation is~x G
i ; whose jth dimension is xG

i;j;

label the test vector corresponding to the ith individual is~u G
i ; whose jth dimension

is uG
i;j:

The operation used to generate test vectors is mutation and crossover. So far,
there are some more improved versions of DE mutation operation, and the fol-
lowing five kinds are commonly used [8, 12].

1. DE/rand/1:~v G
i ¼~x G

r1
þ F � ~x G

r2
�~x G

r3

� �

2. DE/best/1:~v G
i ¼~x G

best þ F � ~x G
r1
�~x G

r2

� �

3. DE/current to best/1:~v G
i ¼~x G

i þ F � ~x G
best �~x G

i

� �
þ F � ~x G

r1
�~x G

r2

� �

4. DE/best/2:~v G
i ¼~x G

best þ F � ~x G
r1
�~x G

r2

� �
þ F � ~x G

r3
�~x G

r4

� �

5. DE/rand/2:~v G
i ¼~x G

r1
þ F � ~x G

r2
�~x G

r3

� �
þ F � ~x G

r4
�~x G

r5

� �

where r1, r2, r3, r4, r5 are distinct indicators randomly selected from the population,
and are different from the ith individual (if the mutation operation relates to the ith
individual). ~xbest is the individual with highest fitness value in contemporary
population. F is variation factor that takes value on (0,1].

After mutation operation, take crossover operation on each vG
i;j in~v G

i : where the
number randomly uniformly generated in [0, 1] is less than constant CR which
takes value in [0, 1], or j exactly equals to a randomly selected number from [1, D],
adopt the jth element of mutated individual~v G

i ; otherwise adopt the jth element of
~x G

i ; then ultimately obtaine the test vector ~ui corresponding to~xi: That is

uG
i;j ¼

vG
i;j if randð0; 1Þ�CR or j ¼ jrand

xG
i;j otherwise

8<
: ð67:1Þ

where i = 1, 2, …, NP; j = 1, 2, …, D; NP is the number of individuals in each
generation of populations, namely the population size, D is the dimension of single
individual. Crossover probability CR [ [0, 1]. jrand is vector index randomly
selected from 1; 2; . . .; NPf g; which is in order to ensure there is at least one
dimension of ~uG

i is different from~x G
i :

Next, choose between the test vector ~u G
i and ~x G

i ; select the one with higher
fitness value to go into the next generation of population. Function value is gen-
erally selected as fitness value in function optimization problems. For example, if
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the problem is seeking the maximum value of a function, the individual with
higher function values goes into the next generation of population.

The most unique characteristic of DE algorithm is its adaptive mutation
operation. In the early stages of evolution, individual differences in the population
is big, so the differential vector used for mutation is big, individual variability is
big (significant), which is conducive for global search of the algorithm. With the
process of evolution, when the algorithm tends to converge, individual differences
in the population become smaller, and then the differential vector used for
mutation become smaller adaptively, which is conducive for local contraction of
the algorithm. This simple and unique mutation operation make DE algorithm has
good global and local search capabilities.

67.2.2 Inter-Satellite Communication Antenna Array
Weights Optimization Modelling

67.2.2.1 Definition of Inter-Satellite Observation Elevation
and Azimuth

This section defines the elevation and azimuth angles in inter-satellite observa-
tions. As shown below, take satellite A observe satellite B for example. The self
coordinate system of satellite A is defined as: the origin of coordinates is the
satellite centroid, Z-axis points to geocentric from the satellite centroid. X-axis is
in the orbital plane and perpendicular to the Z-axis, points to the direction of
satellite motion. XYZ constitute a right-handed coordinate system. Satellite B is
on another orbit. Projection of satellite B on XOY plane of satellite A is labeled as
B0. Make perpendicular line from B0 to X-axis, foot point is Bx. Make perpen-
dicular line from B0 to Y-axis, foot point is By. As geometrical relationship showed
in the Fig. 67.1, \BOB0 = h is the elevation angle for satellite A observe satellite
B, OB0 is 0� elevation direction. \BxOB0 = u is the azimuth angle for satellite A
observing satellite B, X axis is 0� azimuth direction. Elevation and Azimuth
increase in counterclockwise direction. Range of azimuth and elevation is 0–360�.

67.2.2.2 Objective Function Modelling

Weights optimization target of inter-satellite communication antenna array is to
find the optimal weights w!� that meet:

1. Gain of planar array in inter-satellite direction is positive.
2. Maximize the difference between the maximum gain in interference direction

and minimum gain in signal direction, that is, maximize null depth in direction
of the interference.
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Null depth in direction of interference can be expressed as:

f w!
� �

¼ min f w!; h1;u1

� �� �
�max f w!; h2;u2

� �� �
ð67:2Þ

where (h1, u1) is the interference direction, i.e. the ground direction. (h2, u2) is the
signal direction, i.e. the inter-satellite direction.

Restrict gain in inter-satellite direction be positive can be expressed as:

min f w!; h1;u1

� �� �
[ 0 ð67:3Þ

Equation (67.2) focuses on making the interference direction null the deeper the
better, Eq. (67.3) focuses on making the gain in signal direction the larger the
better. Above both need to be weighted, so as to establish the objective function
suitable for DE algorithm processing.

Define g is weighting factor, then the objective function suitable for DE
algorithm processing can be expressed as:

C w!�
� �

¼ g f w!�
� �

þ 1� gð Þmin f w!�; h1;u1

� �� �
ð67:4Þ

where w!� is the optimum weights meet the requirements of the antenna array
beamforming.

If g = 0, indicates that only requires null the deeper the better, constraints are
not imposed on gain in inter-satellite direction. At this time, the objective function
can be simplified as:
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Fig. 67.1 Definition of inter-satellite observation elevation and azimuth
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C w!�
� �

¼ f w!�; h1;u1

� �� �
¼ max min f w!�; h1;u1

� �� ��
�max f w!�; h2;u2

� �� ��

ð67:5Þ

At this point, the array weights optimization problem has been transformed to
problems of finding optimal function value. Optimal weight w!� that satisfies Eqs.
(67.4) or (67.5) can be found through the selection, mutation and crossover pro-
cessing of DE algorithm.

67.3 Simulation Experiments

In this section, the inter-satellite communication plane array weights optimization
is simulated. Set incidence angle range of inter-satellite communication signals is
30–55�. Interference comes from ground. Incidence angle of interference from
edge of the Earth is 80�, therefore incidence angle range of interference is 80–90�.
The above-mentioned angles are all defined in the coordinate system of the
satellite. Concentric circle array with 19 elements was selected (as shown in
Fig. 67.2), while radius of the inner and outer circle is half wavelength and a
wavelength of the carrier respectively.

Firstly, calculate plane array weights with DE algorithm iteratively. Then
simulate the plane array antenna pattern with CST software. The experiment is
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divided into two cases according to whether constraining the gain in signal
directions. In each case, array weights were calculated.

67.3.1 No Constraints on Minimum Gain in Signal Direction

Do not restrict the minimum gain in signal directions, i.e. g = 0, then the objective
function can be expressed as Eq. (67.5).

Calculate optimal array weights with DE algorithm, and simulate the array
pattern according to the optimal weights. Array pattern of elevation angle range
0–360� is shown in Fig. 67.3.

The simulation results show that: the maximum gain and minimum gain in
inter-satellite directions are 1.9 and -6.0 dBi respectively, the maximum gain and
minimum gain in ground directions are -52.1 and -86.0 dBi respectively. The
difference between minimum gain in signal directions and maximum gain in
ground directions is 46.1 dBi, which indicates that the ground interference
rejection capability of inter-satellite communication plane array antennas is better
than 46.1 dBi.

Use optimal weights as input parameters for CST software, simulate the array
antennas pattern as shown in Fig. 67.4.
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As can be seen from Fig. 67.4, the simulated three-dimensional pattern of inter-
satellite communication array antennas is tire-shaped; gain of its surrounding part
is relatively much higher, which corresponds to inter-satellite directions; gain of its
middle part is relatively much lower, which corresponds to ground interference
directions.

Figure 67.5 shows the plane array weights calculating procedure with DE
algorithm, can be seen, a total of about 150 generations of evolution were
experienced.

In the simulation procedure, if results of continuous 50 times of evolution are
the same, it can be believed that the expected results have been reached through
the iterated calculations, and then terminate algorithm.

67.3.2 Restrict the Minimum Gain in Signal
Directions be Positive

Restrict the minimum gain in signal directions be positive, and then the objective
function can be expressed as Eq. (67.4).

In the previous section condition, there are no constraints on the minimum gain
in signal directions, then the minimum gain in inter-satellite directions of the
optimal array pattern is -6.0 dBi, i.e. there is approximate 6 dBi attenuation to the

Fig. 67.4 Three-dimensional plane array pattern with CST software (no constraints for
minimum gain in signal directions)
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inter-satellite communication signals. In order to reduce the attenuation to useful
signals, this section restrict that the minimum gain in signal directions must be
greater than 0, i.e. ensure that the array antennas gain is positive for inter-satellite
communication signals in any case.

In this case, calculate optimal array weights with DE algorithm, and simulate
the array pattern according to the optimal weights. Array pattern of elevation angle
range 0–360� is shown in Fig. 67.6.

The simulation results show that: the maximum gain and minimum gain in
inter-satellite directions are 0.7 and 0.2 dBi respectively, the maximum gain and
minimum gain in ground directions are -15.3 and -48.1 dBi respectively. The
difference between minimum gain in signal directions and maximum gain in
ground directions is 15.6 dBi, which indicates that the ground interference
rejection capability of inter-satellite communication plane array antennas is better
than 15.6 dBi.

In contrast to the simulation results in Sect. 67.3.2, it can be found that by
adding constraints on minimum gain in signal directions, the minimum gain in
signal direction increased for 6 dBi while the ground direction null depth
decreased for 30.5 dBi. The cost of reducing the ground interference rejection
capability was paid at the same time of improving minimum gain in signal
directions. Maximization of minimum gain in signal direction and maximization of
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Fig. 67.7 Three-dimensional plane array pattern with CST software (restrict the minimum gain
in signal directions)
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ground interference rejection capability can not be achieved together, a compro-
mise between them should be considered.

Use optimal weights as input parameters for CST software, and then simulate
the array antennas pattern as shown in Figs. 67.7 and 67.8.

As can be seen from Fig. 67.7, the simulated three-dimensional pattern of inter-
satellite communication array antennas is tire-shaped; gain of its surrounding part
is relatively much higher, which corresponds to inter-satellite directions; gain of its
middle part is much lower, which corresponds to ground interference directions.
Figure 67.8 shows that there is a narrower band side lobe in the ground direction.

Figure 67.9 shows the plane array weights calculating procedure with DE
algorithm, can be seen, a total of about 170 generations of evolution were
experienced.

67.4 Conclusion

In this paper, inter-satellite communication antenna array weights optimization
problem is modeled as function extremum finding problem, thus DE algorithm can
be adopted to find the optimal weights of planar array antennas. Simulation results
show that, through the spatial filter modelling, the array pattern designed by using
differential evolution algorithm well meets the requirements of inter-satellite
communication network. Null was created in the ground direction, thereby sup-
pressing the interference from the ground. The design of the objective function has
a great impact on the final optimization results of the DE algorithm. In the case
does not restrict the minimum gain in signal direction, null depth for more than
46 dBi can be got. If restrict the minimum gain in signal directions be greater than
0 dBi, null depth decreased to approximately 15.6 dBi, as an exchange, the gain in
signal direction increased for approximately 30.5 dBi.
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Chapter 68
Navigation Technology Research
on GNSS Loop Structure Aided
by Acoustic MEMS IMU

Cheng Jiang, Hailing Wu, Wenhai Jiao, Wang Wen and Xiaowei Cui

Abstract In order to improve the reliability of MEMS IMU application and the
accuracy of integration navigation in high jerk environment, an acoustic MEMS
Gyro was researched, the result show that the planar IC structure can transform the
angle velocity to frequency output, and has better jerk tolerance compare with the
three-dimensional structure silicon micro gyroscope in theory. The GNSS loop
structure aided by acoustic MEMS gyro and accelerometer was designed and
principally simulated. The results show that GNSS Loop Structure Aided by
Acoustic MEMS IMU has great practicability potential.

Keywords Ultra-tight integration � Acoustic MEMS gyro � SAW gyro � Loop
aided

68.1 Introduction

Ultra-tight Integration of Micro Electronic Mechanical System (MEMS) Inertial
Measurement Unit (IMU) and Global Navigation Satellite System (GNSS) is a hot
topic in recent years. MEMS IMU’s advantages are small volume, low cost and
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high reliability, which can improve navigation survival ability and capacity of
resisting disturbance when integrated with GNSS [1].

Traditional MEMS gyroscope use quartz or silicon material, the processing
technology is Lithography and three-dimensional orientation of anisotropic etch-
ing, as a result, the sensors are in semi-suspended state, which are driven in
resonant vibration by electro-circuit to sense Coriolis force. Two typical structures
of silicon MEMS gyroscope are showed in Fig. 68.1.

Due to three dimensional structure and friableness of silicon-material, silicon
MEMS gyroscope faces a challenge when using in cannonball which suffers from
20,000 g striking and strong oscillation. Even successful applications are reported
in foreign publications, there is no application case in China. Meanwhile, output of
silicon MEMS gyroscope is voltage or electric current, but not frequency, when
integrated with code frequency and carrier frequency, additional errors and heavy
calculation tasks are introduced.

A novel assistant GNSS tracking loop structure based on acoustic MEMS
gyroscope is proposed in this article which can be applied to capturing and
tracking GNSS signals. This structure is easier to realize and more efficiency.

68.2 The Principle and Experimental Results of SAW
MEMS-IDT Gyroscope

The surface acoustic wave (SAW) based gyroscope provides a new way for
angular rate detection with excellent inherent shock robustness, very larger
dynamic testing range, small size, low cost, simplicity and long working life over
currently available gyroscopes such as rotating wheel, fiber optic, laser, and micro
machined gyroscopes [2]. It is very promising in real application of sports braking,
electronic products and the guidance system for military.

Fig. 68.1 ADXRS150 gyro capacitance measure unit (a) and MEMS four ring gyro (b)
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68.2.1 Principle and Structure of SAW MEMS-IDT
Gyroscope

In this paper, we propose a new design of SAW MEMS gyroscope with operation
frequency of 80 MHz. Figure 68.2 shows the schematic diagram and working
principle. It consists of a two-port SAW resonator with metallic dot array within
the cavity, and two SAW oscillators structured by two delay lines in which one is
used for a sensor element (SAWS) and the other is used for a reference element
(SAWF). The details of the principle in our gyroscope system are as the following:
A standing wave is generated on the two port resonator. Metallic dots at an
antinode of the standing wave are vibrating in the normal direction (±z axis).
When the gyroscope is subjected to an angular rotation, the induced Coriolis force
acts on vibrating metallic dots, and it is proportional to the mass of the metallic dot
(m), the vibrating velocity of the dot (v), and the rotational velocity of the substrate
(X) (FCoriolis * 2 mv 9 X). Then, the Coriolis force generates a secondary SAW
in the orthogonal direction of the primary standing wave (±y axis). The generated
secondary SAW interferes with the Rayleigh SAW propagating in SAWS, causing
a change in the acoustic velocity, and it induces a shift in the oscillator frequency.
By measuring the mixed frequency difference between the sensor oscillator and the
reference oscillator, the input rotation can be evaluated.

68.2.2 Sensitivity Evaluation of SAW MEMS-IDT Gyroscope

A new SAW gyroscope with 80 MHz based on standing wave mode was devel-
oped, and it consists of a two-port SAW resonator and two delay lines parelling to
the resonator fabricated on a same 112�YX LiTaO3 piezoelectric wafer. To
improve the frequency stability of the oscillator, the single phase unidirectional
transducers (SPUDTs) and combed transducers are utilized to structure the SAW

Fig. 68.2 The schematic of SAW gyroscope
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delay lines [3]. The fabrication procedure of the new SAW gyroscope is as fellows.
Aluminum with thickness of 300 nm was deposited on the substrate by using
thermal evaporator. Then, 1 lm thick photoresist (PR) was spin-coated, exposed,
and developed for the resonator and two delay lines. Aluminum was wet-etched
and PR was dissolved in acetone. Then, 10 lm thick PR was spin-coated, exposed,
and developed for lift-off processing. The 300 nm thick gold dot array was
deposited to obtain sufficient metallic mass. Finally, the PR was dissolved in
acetone. The optical microscope and scanning electron microscopy (SEM) images
of the fabricated SAW gyroscope are shown in Fig. 68.3. Individual components
(resonator and SAW delay lines) were tested using the HP 8510 network analyzer
without connecting to printed circuit board (PCB). RF power was applied, and the
frequency response of each component was observed. First, the amplitude and
phase response of S21 for SAW delay line were measured in the frequency domain
under matched condition. As shown in Fig. 68.4a, low insertion loss of *7 dB
was observed. Next, the frequency response of the two-port SAW resonator was
characterized by the HP 8510 network analyzer. As shown in Fig. 68.4b, low
insertion loss (\7 dB) was observed. A single steep resonant peak was observed in
frequency bandwidth of the resonator due to the optimal spacing between the IDT
and adjacent reflector.

Fig. 68.3 SEM picture of the
fabricated SAW gyroscope
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Then, a voltage controller oscillator (VCO, KSV-5M075A, K.S.E Ltd.) was
connected to the fabricated 80 MHz resonator to keep maintaining an 80 MHz
resonant frequency in resonator by tuning the DC bias. The input and output
transducers of the SAW delay line were connected by oscillator circuit, which is
composed of amplifier with low gain, phase shifter, mixer, LC filter, and low pass
filter (LPF). The output of two oscillators was mixed to reduce the influence of the
thermal effect and provides low frequency signals in the KHz range. The output of
the oscillator was monitored by a programmable frequency counter and the digital
oscilloscope (GDS-2102).

The fabricated SAW gyroscope was mounted onto the PCB, and then the PCB
was placed on the precision rate table (920CT) in vacuum chamber. The device
was tested in vacuum. Constant temperature and humidity levels were maintained
in the testing chamber during all the testing period to prevent any unwanted
performance variations due to temperature and humidity changes. The input
voltage of ±5 V was applied to the PCB when the rate table was not rotated. The
output of the oscillator was monitored by the digital oscilloscope and program-
mable frequency counter.

As the rotation speed increases, the mixed oscillator frequency difference was
increased as shown in Fig. 68.5 due to larger secondary wave interference to the
SAWS induced by Coriolis force. The sensitivity of the SAW gyroscope with
rotation in x-axis were measured in rate range of 0–200�/s as 119 Hz deg-1 s.

68.3 GNSS Loop Structure Based on Acoustic MEMS IMU

68.3.1 Physical Structure of Aided loop

Due to frequency outputs of acoustic MEMS IMU, frequency outputs can be
applied to remove Doppler effect in carrier tracking loop directly, as shown in
Fig. 68.6.
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In Fig. 68.6, frequency outputs of acoustic MEMS IMU represent angular rate
and acceleration of the GNSS receiver, multiplied by attitude transformation
matrix and scale factor, Doppler frequency is made which represent relative
velocity between satellites and the GNSS receiver.

After down-conversion, GNSS signal which sent to carrier tracking loop can
expressed as:

ffiffiffiffi
C
p

D t � sð Þx t � sð Þ cos 2p fIF þ fDð Þt þ dhð Þ ð68:1Þ

where C stands for amplitude of signal, D is the navigation data, fD is the true
Doppler frequency, fIF is intermediate frequency, s is time-delay of the satellite
signal, dh is carrier phase.

Fig. 68.5 Measured response of the fabricated SAW gyroscope
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Based on Doppler frequency measured by acoustic MEMS IMU, replica signal
of SIN carrier and COS carrier can be expressed as:

ffiffiffi
2
p

cos 2p fIF þ DfDð Þt þ bh
� �

ð68:2Þ

ffiffiffi
2
p

sin 2p fIF þ DfDð Þt þ bh
� �

ð68:3Þ

Where DfD stands for Doppler frequency which produced by outputs of acoustic
MEMS IMU and navigation data.

After mixing, time sample sequence of I path and Q path can be expressed as:
ffiffiffiffi
C
p

D t � sð Þx t � sð Þ cos 2p fD � DfDð Þt þ dhð Þ ð68:4Þ
ffiffiffiffi
C
p

D t � sð Þx t � sð Þ sin 2p fD � DfDð Þt þ dhð Þ ð68:5Þ

Even true Doppler can’t be removed completely by DfD; but with Doppler aided
from acoustic MEMS IMU, bandwidth of carrier tracking loop can be compressed
effectively to improve navigation accuracy.

68.3.2 Calculation of Doppler Aided Frequency

Doppler frequency represents relative velocity between IMU and satellite. The
Doppler frequency between the Kth satellite and IMU is:

DfD ¼ eT
k �

D VINS � VSV;k

� �
kL1

ð68:6Þ

Which can be spread as [4]:

DfD ¼
1

kB1

ekx � DðvINS;x � vSV ;xkÞ þ eky � DðvINS;y � vSV;ykÞ
þekz � DðvINS;z � vSV ;zkÞ

� �
ð68:7Þ

Where kB1 stands for wavelength of B, ek ¼ ekx eky ekz½ �T is the line-of sight
unit vectors from the MEMS IMU to the Kth satellite which can be calculated as:

ek ¼
ekx

eky

ekz

2
4

3
5 ¼

ork
ox
ork
oy
ork
oz

2
64

3
75 ¼

x�xs;k

rk
y�ys;k

rk
z�zs;k

rk

2
64

3
75 ð68:8Þ

In Eq. (68.8), (x, y, z) represent receiver position in ECEF, xs;k; ys;k; zs;k

� �
is the

Kth satellite’s position in ECEF, rk is distance between the Kth satellite and
receiver which can be expressed as:

68 Navigation Technology Research on GNSS Loop Structure Aided 745



rk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xs;k

� �2þ y� ys;k

� �2þ z� zs;k

� �2
q

ð68:9Þ

In Eqs. (68.6) and (68.7), VINS ¼ vINS;x vINS;y vINS;z½ �T is velocity of IMU in
ECEF which can be transformed from ENU Topocentric coordinate system to
ECEF by multiplying transfer matrix Re

l ; VINS ¼ Re
l Vl; Re

l is [1]:

Re
l ¼

� sin k � sin u cos k cos u cos k
cos k � sin u sin k cos u sin k

0 cos u sin u

2
4

3
5 ð68:10Þ

VSV ;k ¼ vSV;xk vSV ;yk vSV ;zk½ �T is velocity of the Kth satellite in ECEF which
can be calculated from ephemeris. Meanwhile, scale factor is defined by experi-
ment fitting.

68.4 Simulation Verification

68.4.1 Simulation Trajectory Design

Design a coordinated turn trajectory of airplane, velocity of the airplane is 200 m/
s, the trajectory is shown in Fig. 68.7. Suppose the bias stability of acoustic
MEMS gyroscope is 150�/h, bias stability of acoustic MEMS accelerometer is
5 mg. Set 7 visual satellites, use intermediate frequency simulator to generate
GNSS signal, pre-detection integration time is 20 ms, and use 2-order-FLL
assisted 3-order-PLL carrier tracking loop structure, also code tracking loop is
assisted by carrier tracking loop.

Without IMU aided, set FLL bandwidth to 20 Hz, set PLL bandwidth to 18 Hz,
set DLL bandwidth to 2 Hz, with which generate the best performance [5, 6].

2.029 2.03 2.031 2.032 2.033 2.034
0.696

0.6965

0.697

0.6975

0.698

0.6985

Longitude [rad]

La
tit

ud
e 

[r
ad

]

Fig. 68.7 Trajectory of the
aircraft

746 C. Jiang et al.



With IMU aided, set FLL bandwidth to 10 Hz, set PLL bandwidth to 5 Hz, set
DLL bandwidth to 1 Hz, under which the tracking loop can work stably.

During simulation, bandwidth of PLL could be adjusted below 5 Hz, tracking
loop works steadily but tracking performance decreases.
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Fig. 68.8 Position errors (a) and Velocity errors (b) without IMU aided
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68.4.2 Simulation Result

Apply serial search capture method to re-capture GNSS signal. Simulation result
shows that re-capture time is 10 s without IMU aided, 1 s with IMU aided.
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Fig. 68.9 Navigation results (a) and errors (b) with IMU aided
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Navigation performance is defined by comparing navigation result with ideal
trajectory. As shown in Fig. 68.8, without IMU aided, position error is larger than
5 m, velocity error is larger than 1 m/s.

Figure 68.9 gives navigation performance with IMU aided, position error is less
than 3 m, velocity error is less than 0.5 m/s, attitude error is less than 0.5�.

68.5 Conclusions

Firstly, principle and characteristic of a novel acoustic MEMS gyroscope are
introduced. Then aided GNSS tracking loop structure is designed according to
feature of acoustic MEMS IMU. Finally, simulation of ultra-tight integration
method of acoustic MEMS IMU and GNSS is carried out. Simulation results show
that compared with unaided method, PLL bandwidth can be compressed to 5 Hz,
re-capture time change from 10 to 1 s, position error changes from 5 to 3 m,
velocity error changes from 1 to 0.5 m/s, which indicate significant improvement.
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Chapter 69
Design Paradigms for Multi-Constellation
Multi-Frequency Software GNSS
Receivers

James T. Curran, Mark Petovello and Gérard Lachapelle

Abstract This study addresses the challenges of designing a tracking architecture
for a multi-constellation, multi-frequency GNSS receiver. Using a C++ software
defined receiver platform, the design of a receiver which operates on the BeiDou,
Galileo, GLONASS and GPS civil signals is explored and a modular, reconfigu-
rable GNSS tracking architecture is presented. The component parts of this
architecture are tested in a pedestrian navigation scenario examining a range of
different code and carrier tracking algorithms. The challenges of developing of a
flexible, universal design is addressed while also highlighting some of the benefits
of signal and application specific designs. In particular, the improvements in both
performance and reliability that can be leveraged by the use of dedicated multi-
signal tracking strategies when operating under certain challenging conditions, is
shown. Results illustrate the various trade-offs that can be made between perfor-
mance and receiver flexibility when applied to a diverse set of GNSS signals.

Keywords BeiDou � DLL � FLL � Galileo � GLONASS � GNSS � GPS � Kalman
Filter � PLL � SDR

69.1 Introduction

Modern GNSS receivers are becoming increasingly complex devices. In the near
future these receivers will have four GNSS constellations at their disposal, each
transmitting on a minimum of two frequencies with at least as many signals and
modulation schemes. Furthermore, depending on the receiver application, be it
survey, outdoor/indoor pedestrian, vehicular, aviation or timing, a receiver may
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comprise of many different acquisition and tracking strategies, each fulfilling a
different functionality. Key benefits of a software receiver platform are its flexi-
bility and reconfigurability and, so, it is naturally suited to the multi-signal, multi-
application problem. The design of a receiver to suit all needs, however, is not
without its challenges.

As the number of combinations of ranging signals and processing strategies has
become immense, it is perhaps desirable to strive for some signal independence in
the receiver design. Doing so promotes code reuse and results in a receiver which
is more readily adaptable to new signals. Of course, basic receiver operation
requires, at the very least, knowledge of the signal modulation scheme, the nav-
igation message structure and the satellite orbit and, so, a receiver cannot be
completely signal independent. Nonetheless, the majority of the receiver modules
can, through appropriate design, be rendered independent of the particular signal
they process. Key modules amongst these are the acquisition and tracking
strategies.

Tempting as a one-size-fits-all receiver may be, given the diverseness of the
available signals, conventional wisdom holds that there is some merit in tuning
acquisition and tracking strategies and some receiver operations to the specific
strengths and weaknesses of each individual signal structure. Such a receiver
architecture, while rigid and possibly more labour intensive to develop, has
potential to elicit more accurate signal observations and, thus, yield enhanced
navigation performance.

Against the backdrop of an ever-growing set of broadcast ranging signals, this
paper presents an investigation into the merits of these two opposing design
principles via implementation in GSNRxTM, a GNSS software receiver developed
and maintained by the PLAN Group of The University of Calgary. The study
explores challenges of developing a flexible, universal design and identifies and
quantifies the performance benefits that can be gained by sacrificing some flexi-
bility through tailoring strategies to specific signals. A novel receiver architecture
is presented, which facilitates significant code reuse without sacrificing receiver
performance. The design is based on decomposing the receiver processing strat-
egies in such a way as to maximize the commonality of its constituent elements.
With this structure, receiver modification for new signals or different applications
is reduced to simple build-time configuration.

Utilizing a C++ software receiver platform, Sect. 69.2 presents a signal- and
system-independent tracking architecture, capable of hosting an arbitrary collec-
tion correlator-based tracking algorithms. An illustrative example, exhibiting the
basic functionality and design of a specific tracking strategy is presented in
Sect. 69.3. A number of receiver implementations are tested using simulated
signals from the GPS, Galileo, GLONASS and BeiDou constellations, discussed in
Sect. 69.4, revealing the relative performance of different signals using different
architectures. Results of this experiment, discussed in Sect. 69.5, illustrate how
some signals can benefit significantly from customized receiver design.
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69.2 Tracking Architecture

The general hierarchy of the GSNRxTM software receiver is depicted in Fig. 69.1.
The receiver is primarily composed of a list of satellites, a list of sample sources, a
Doppler removal and correlation (DRC) object, and a navigation solution. As can
be seen, each satellite contains one or more channels, each of which operates on
one or more signals. A channel can contain a selection of processing strategies
which may include, for example, cold- and warm-acquisition strategies and a
variety of tracking strategies. Which to use at any given time is at the discretion of
the channel. This paper will focus on the tracking strategies and their imple-
mentation and will consider the design of a flexible, modular multi-signal tracking
architecture. Depicted in Fig. 69.2 is the proposed architecture, which implements
a compartmentalized design, allowing for effective code reuse and flexibility in
algorithm design.

A key feature of this design is the separation of the housekeeping of main-
taining a tracking strategy; the strategy implementation; and the fundamental
tracking operations. Specifically, the design of a practical strategy has been par-
titioned into a three layers, referred to herein as a ‘Tracker’ layer, a ‘Composite
Strategy’ layer and an ‘Strategy-Interface’ layer.

A ‘Tracker’ is a simple tool which dictates the correlator request, directly
observes correlator values and predicts signal parameters. Trackers conform to a
standard interface, depicted in Fig. 69.3, and estimate carrier phase, carrier fre-
quency, code phase and code rate. The interface includes a facility for the tracker
to report its internal estimates of lock or loss-of-lock. Example implementations
include an FLL-DLL pair, a PLL-DLL pair, a code-frequency fine-search or a
Kalman filter, although a tracker could implement any correlator-based tracking
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Fig. 69.1 A simplified view of the GSNRxTMreceiver architecture
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algorithm. Compliance with a standard interface allows the strategy to operate
without requiring any knowledge of the particular tracking algorithm. Users can,
therefore, freely design tracking algorithms (trackers) and readily incorporate them
into a fully receiver implementation.

A ‘Composite Strategy’ is defined by a set of trackers and a scheduling state-
machine. Within GSNRxTM, a unique strategy can be defined at the ‘composite
strategy’ layer by, firstly, instantiating a specific set of trackers to be used by the
strategy and, secondly, implementing a state-machine which schedules the use of
each tracker. This schedule may be based on time, signal-strength, bit-
synchronization status or by observing a variety of lock indicators, at the discretion
of the designer. At any given time, only one tracker is declared active by the state-
machine, while all other trackers operate passively. To avoid transients when the
state-machine switches from one tracker to another, signal parameter estimates
within all passive trackers are continuously updated from those of the active one.
When tracking multiple signals, it is likely that a different coherent integration
period will be used on different signals and that the desired tracking loop update
period may be longer than the shortest coherent integration period. To handle this
eventuality, the ‘Composite Strategy’ layer maintains a buffer of accumulator
values for use by the active tracker at each loop update epoch.

The ‘Strategy-Interface’ layer co-ordinates the interface between the tracking
strategy and the receiver. Its tasks include driving the DRC engine to produce
correlator values for all tracked signals; building signal observations; operating a
set of signal monitoring utilities. Notably, these utilities, which include a C=N0

estimator, phase and frequency lock monitors, a secondary-modulation syncher
and a navigation decoder [1, 2], are maintained in this interfacing layer, as they are
utilized by both the state-machine within the ‘Composite Strategy’ layer and are
also (optionally) logged to the hard-drive by the interface layer for post-process-
ing. In general, functionality that is deemed universal to all tracking strategies, is
contained within the strategy interface layer, as it serves as the foundation for all
strategy implementations.

In the implementation of a multi-signal architecture, synchronization is an
important consideration as, if observations of two or more signals are to be
combined, a common epoch should be defined at which to update the tracking
loops. To do so, the concept of a master- and slave-signals is employed. The

Tracker
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Fig. 69.2 Block diagram the
standardized ‘Tracker’
interface

754 J. T. Curran et al.



choice of which of the tracked signals is the master signal is at the discretion of the
composite strategy implementation but, typically, it will base the decision on the
signal type and the status of the signal utilities. For example, the strategy may opt
for a pilot-only signal, or one for which its secondary code has been synchronized,
also, preference may be given to a signal which can provide the longer coherent
integration period. Updates of the current active tracker are then aligned with
epochs of the master signal, at which point the buffer of all accumulator values
(corresponding to both master and slave signals) accrued since the last loop update
is passed to the active tracker for processing. An example of this, for the Galileo
E1 BC signals, is depicted in Fig. 69.4.

Another important feature of this tracking architecture is its focus on a multi-
signal support. The design leverages resources such as the vector, list and map
features of the C++ ISO standard library to effect an architecture which operates
on an ensemble of quasi-synchronous1 signals broadcast from a single transmitter.
This multi-signal architecture can then be tailored to manifest any single- or multi-
signal strategy (for example, data-pilot or dual-frequency), by specifying at the
‘Composite Strategy’ layer, the signals on which the active tracker operates. This
approach confers many distinct advantages over architectures which augment,
extend, or dither a single-signal strategy to achieve data-pilot operation, prominent
among which being ease of use and re-usability.
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Fig. 69.3 A block diagram
of the three-layer architecture
of the composite tracking
strategy illustrating
containment of trackers (Trk
#1–5) within tracking
strategy definition and use of
strategy interface with the
receiver

1 Although signals may have different centre frequencies and symbol (chipping) rates, they are
synchronous in the sense that they experience the same time dilation induced by line-of-sight
dynamics.
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69.3 Tracking Strategies

The principle of the tracking strategy presented here is that the tracking strategy is
only responsible for activating or de-activating its member tracking algorithms
while each tracking algorithm (tracker) is be self-contained and build-time con-
figurable only. By enforcing this principle, the tracking strategy need not be aware
of any of the internal workings of the tracker, thus promoting simplified code and
re-usability. Rather than re-tune the tracker as the prevailing conditions change,
the strategy can simply select a more appropriately tuned tracker. This approach
preserves the benefits of adaptive tracking algorithms without incurring the
increased complexity.

The design of tracking strategies within GSNRxTM involves two steps: first a
list of available trackers must be populated with suitable tracker instances and,
secondly, a state machine, defining when each tracker is to be used, must be
defined. When populating a list of trackers, a designer may avail of a library of
predefined tracker objects, or opt to design a custom algorithm. For example, the
tracker objects used within this work include a selection of standard tracking
algorithms [1, 3–5]:

• Fine Search: a continuous re-acquisition scheme involving a refined search in
the code and frequency domains.

• pull-in FLL+DLL: a standard FLL and DLL incorporating a false-frequency
lock detection algorithm.

• FLL+DLL: a standard FLL and DLL with configurable loop filters, code-aiding,
and integration periods.

• PLL+DLL: a standard PLL and DLL with configurable loop filters, code-aiding,
and integration periods.

• Kalman Filter: an iterated extended Kalman filter approach.
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4 ms 4 ms 4 ms 4 ms 4 ms

Epoch Epoch Epoch Epoch Epoch
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Master
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Fig. 69.4 Scheduling of tracking loop updates for a multi-signal tracking strategy operating on
the Galileo E1 BC data-pilot pair before (a), and after (b), synchronization with the secondary
code on E1 C
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All implementations, excluding the Kalman filter,2 support both single-signal and
data-pilot operation. A given tracking strategy may contain many instances of the
same tracker but each configured with differently, for example, stipulating various
filter bandwidths or integration periods.

As mentioned previously, within the ‘Composite Strategy’ one tracker is active
at any given time. This active tracker performs signal parameter estimation (code
and carrier tracking) while the remainder are continuously synchronized with it.
The active tracker is chosen by a synchronous, finite Mealy state machine con-
taining a unique state corresponding to each of the available trackers and two
further states, representing the ‘Initialized’ state at which the strategy begins and
the ‘Lost-Lock’ state which indicates to the receiver that a re-acquisition may be
necessary. The input to the state machine are a set of Boolean values given by
conditional operations applied to the signal utilities and the trackers internal
indicators. The inputs include: C=N0, a phase-lock indicator (PLI), a frequency-
lock indicator (FLI), bit and secondary code-synch status, navigation synch status,
tracking time and, tracker internal lock and loss-of-lock indicators.

An example of such a state machine is depicted in Fig. 69.5, representing that
of the GSNRxTM weak-signal tracking strategy. The two fine-search trackers differ
only in cell size, the second having both a smaller search space and smaller cells.
The second of the two FLL+DLL trackers has the narrower filter bandwidths and,
unlike the first, employs carrier aiding of the code loop. The variables fi represent
the various conditions which dictate changes of state and are defined in Table 69.1,
note, however, the subtle difference between the tracker ‘Lost Lock’ status and the
strategy ‘Lost Lock’ state. The flow rational is as follows: the Kalman filter tracker
provides excellent steady-state tracking performance but is unreliable during the
initial transient or pull-in stage. To reach this steady state, and to hand-over to the
Kalman filter tracker, either a series of fine-search trackers, or a series of FLL and
DLL trackers can be used. The fine search trackers are reliable under weak-signal
conditions, but are relatively slow. In contrast, the FLL and DLL trackers are
relatively fast, but are only suitable when the received C=N0 is moderate or high.
This system, therefore defaults to the fine-search trackers and, should it detect a
sufficiently high C=N0, will transition to the FLL and DLL branch of the state-
machine.

Of course, the use of this architecture is not restricted to the above design and
can be utilized to implement any multi-algorithm strategy. For example, one
tracking algorithm (tracker) may be employed to absorb the initial transient, before
a transition to another tracking algorithm more suited to steady state operation.
Likewise, strategies which implement phase tracking with a PLL may first apply
an FLL to the received signal, transitioning to the PLL only when the frequency
uncertainty had reduced sufficiently. Indeed, context-aware strategies, which are
becoming increasingly popular, can be readily implemented within this proposed

2 This is not due to a fundamental incompatibility between the Kalman filter and data-pilot
signals, but rather lack of development time.
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Table 69.1 Weak-signal
tracking strategy conditional
statements

f0 –
f1 C=N0 \15:0
f2 C=N0 [ 35:0
f3 Locked
f4 C=N0 \15:0
f5 C=N0 [ 35:0
f6 Locked
f7 (Lost lock) OR (C=N0 \15:0)
f8 Locked
f9 (Lost lock) OR (C=N0 \15:0)
f10 FLI [ 0:6
f11 FLI [ 0:85
f12 C=N0 \15:0
f13 FLI \0:2
f14 C=N0 \15:0
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Fig. 69.5 An example of a
state machine for a weak-
signal tracking strategy

758 J. T. Curran et al.



architecture. In all of these cases, the desired strategy can be effected by
populating a list of suitably configured trackers and defining a protocol, via the
state machine, to transition from one to the next.

As discussed in Sect. 69.2, the scheduling of correlator values from the DRC is
handled by the ‘Composite Strategy’ layer. At any given tracking epoch, the buffer
of available correlator values is presented to the active tracker. The tracker itself is
responsible for both dictating the correlator request and processing these resultant
correlator values and, so, the decision to perform a multi-signal algorithm (for
example, a data-pilot, or dual-frequency tracking scheme) is at the discretion of the
current active tracker. This architecture, therefore, not only supports these multi-
signal algorithms, but can provide a blend of single- and multi-signal algorithms,
by appropriately populating ‘Composite Strategy’ with the appropriate trackers.

69.4 Test Scenario

While the previous sections have detailed the design of a flexible tracking strategy
architecture, and the means by which it can be configured, the question of which
tracking algorithms to use, when they should be used, and to which signals they
should be applied, remains. To explore this question, this section presents a simple
pedestrian navigation scenario within which the performance of a selection of
trackers can be examined.

Tracking performance was examined by processing a set of simulated IF data,
representing a pedestrian navigation scenario. The data contained three front-end
channels, the first was configured with a centre frequency of 1569.0 MHz to
receive BeiDou B1I signals [6], the second was configured with a centre frequency
of 1575.0 MHz to receive GPS L1 C/A and Galileo E1bc signals [7, 8], and the
third was configured with a centre frequency of 1602.0 MHz to receive the
GLONASS L1 OF signals [9]. A complex sample rate of 8.0 MHz was used on
each front-end channel. The simulation was designed to provide one satellite from
each of the four systems at the same elevation and azimuth, of 52�and 90�,
respectively, relative to the receiver. Although not necessarily realistic from a
constellation perspective, this ensured that the receiver observed the same line-
of-sight (LOS) dynamics on each signal, facilitating a more fair comparative
analysis, from a signal processing perspective.

In total, eleven minutes of data were generated, during which time the user
traversed a rectangular trajectory measuring 50 m east-west and 100 m north-
south with a cornering radius of 5 m. The received signal strength on all satellites
was set to an initial value of 48 dBHz, at which it was held constant for a period of
one minute and, subsequently, reduced at a rate of 0.05 dB/s reaching a final value
of 18 dBHz at the end of the eleventh minute. A second set of data was collected
as a reference, using the same simulation configuration but without applying
attenuation to the received signal. This data-set served as a reference against which
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tracking performance was measured. The LOS velocity observed on these received
signals is depicted in Fig. 69.6.

Rather than testing full tracking strategies, the focus of this experiment was to
assess the relative tracking performance and efficiency of some key tracker
objects. In particular, the FLL-DLL, the PLL-DLL and the Kalman filter trackers
were examined. To observe the tracking performance, the receiver was executed
and, following successful acquisition, the strategy was stalled in the tracking state
of interest for the duration of the data-set. For the GPS, GLONASS and BeiDou
signals, a single-signal strategy was employed, while for the Galileo signals a
single-signal strategy was applied to the E1b signal, another single-signal strategy
was applied to E1c and a data-pilot strategy was applied to the E1bc pair. In this
way, the benefits of employing a signal specific custom tracking strategy can be
directly measured. In this case, a the difference between employing a single-signal,
pilot-only or data-pilot strategy on the Galileo E1bc pair is examined.

Table 69.2 details some of the characteristics of the received signals, notable
amongst which are the slope and the coherent integration period. The absolute
slope of the ranging code correlation function (denoted Abs. Slope), evaluated at a
code offset of one half of the corresponding code spacing (denoted E-L Spacing),
is a key contributor to discriminator-based code tracking performance. The
maximum attainable coherent integration period (denoted Coh. Int. Period),
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Table 69.2 Signal details

GPS L1 C/
A

GLONASS L1
OF

BeiDou
E1BI

Galileo E1
B

Galileo E1
C

Chip rate (Mcps) 1.023 0.511 2.046 1.023 1.023
Code period (ms) 1 1 1 4 4
Data modulated y y y y n
Coherent integration period

(ms)
20 20 20 4 1

Wavelength (cm) 19.0 18.7 19.1 19.0 19.0
E-L spacing (chip) 0.4 0.4 0.4 0.4 0.4
Absolute slope (m�1) 3.4e-3 1.7e-3 6.8e3 13.2e-3 50e-3
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restricted here by the presence of data modulation, has implications for tracking
accuracy and sensitivity. In all receiver configurations, the coherent integration
period adjusted to 20 ms where possible (but, of course, was limited to 4 ms on the
Galileo E1b signal). For data-modulated signals, Costas-style carrier phase and
frequency discriminators were employed where appropriate and coherent dis-
criminators applied otherwise. Similarly, when the carrier phase was tracked,
where appropriate, an early-minus-late in-phase discriminator was used while an
early-minus-late envelope discriminator was used when only the carrier frequency
was tracked.

The reference data-set was tracked using the weak-signal tracking strategy
described in Sect. 69.3. The test data-set was tracked with each of the tracking
algorithms under examination. In each case a log of the estimated signal param-
eters was recorded, at a rate of 1.0 kHz. Estimates of tracking errors were made by
analyzing the difference between the log corresponding to the reference data and
that of the attenuated data. The results are discussed in Sect. 69.5.

69.5 Tracking Performance

The results of the experiment described in Sect. 69.4 are discussed here. Results
are presented for FLL+DLL, PLL+DLL, and Kalman filter tracking algorithms,
using single-signal implementations for all signals and, also, using a data-pilot
combining algorithm for the Galileo E1bc pair. One important point to consider
here is that the different tracking algorithms have not been tuned to provide
compatible tracking results and, so, a direct comparison between, for example, the
FLL+DLL tracking error and that of the PLL+DLL, is not valid. Rather, these
results are intended to provide insight into the relative performance of different
signals for a given tracking algorithm. For example, a comparison of the frequency
tracking error observed when using either the PLL+DLL or FLL+DLL trackers on
the GPS L1 C/A signal is not meaningful whereas a comparison of the frequency
tracking error observed when using the FLL+DLL tracker on either the GPS L1 C/
A or BeiDou B1I is quite useful.

Figure 69.7a, b and c show the root-mean square (rms) code phase tracking
error versus received signal C=N0 for each of the three tracking algorithms. In both
Fig. 69.7a, b, the code tracking is implemented using a standard DLL algorithm,
the difference being that the former employs an early–minus-late envelope dis-
criminator as it tracks only carrier phase, while the latter can avail of an early-
minus-late in-phase discriminator as the phase is tracked by a PLL. The results
clearly confirm the well known result that the tracking error is inversely propor-
tional to the slope of the ranging code auto correlation function, whereby
GLONASS exhibits the poorest tracking precision and strategies which include the
Galileo E1c signal exhibit the best. Evident also are the effects of integration
period for both the PLL and FLL algorithms, whereby the Galileo E1b signal
looses lock at a higher C=N0 in all cases, due to the 4 ms limit imposed by data-

69 Design Paradigms for Multi-Constellation Multi-Frequency 761



modulation. Interestingly, for the PLL+DLL algorithm, the Galileo E1bc data-pilot
algorithm provides the best performance, owing to the lack of data modulation on
the pilot channel and the sharpness of the ranging code correlation function, while
for the FLL+DLL algorithm, the Galileo E1c algorithm performs best. This is
perhaps the result of the carrier aiding applied to the code loop which, for the data-
pilot combining FLL, as illustrated in Fig. 69.8a, performs more poorly than the
pilot-only implementation.

In contrast to the differences in code tracking performance between the various
signals when using FLL+DLL or PLL+DLL algorithms, Fig. 69.7c suggests that
the Kalman filter can provide a similar level of code tracking accuracy for all
signals, irrespective of the modulation scheme. The only exception being the
tracking of Galileo E1b which, due to a reduced coherent integration period of
4 ms, loses lock at a higher C=N0 than the other signals.

Figure 69.8a and b show the root-mean square (rms) carrier frequency tracking
error versus received signal C=N0 for FLL+DLL and the Kalman filter tracking
algorithms. Examining Fig. 69.8a, it is clear that the signals which can offer a
coherent integration period of 20 ms perform the best, with the 4 ms integration
period of the Galileo E1b signal resulting in significantly poorer tracking
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performance. Surprisingly, the algorithm which combines the Galileo E1bc data-
pilot pair, performs by almost as poorly. This observation betrays a sub-optimal
data-pilot combining, indicating that, perhaps, data-pilot combining is not as
straightforward for carrier frequency tracking as it is for carrier phase or code
phase. Similar to the FLL+DLL algorithm, the carrier frequency tracking perfor-
mance of the Kalman filter, presented in Fig. 69.8b, is similar for all signals which
can support a 20 ms coherent integration period, the Galileo E1b signal, once
again, suffering from the effects of a 250 bps data modulation. Another curious
feature of these results is the relationship between received signal strength and
carrier frequency tracking error. For the Kalman filter algorithm, the rms tracking
error exhibits a linear inversely proportional relationship with the received C=N0.
The FLL, in contrast, incurs a much more rapid degradation in tracking perfor-
mance with reducing C=N0.

Finally, the carrier phase tracking performance of the PLL+DLL and Kalman
filter tracking algorithms is presented in Fig. 69.9a and b. Here the benefits of the
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pilot signal become pronounced as the Galileo E1c and Galileo E1bc data-pilot
pair significantly outperform the other signals when tracked by a PLL+DLL
algorithm. For the Kalman filter tracking algorithm, the limited coherent inte-
gration period afforded by the Galileo E1b signal, once again results in a reduced
tracking precision, relative to the other signals.

It is worth commenting on the tracking error incurred while tracking the GPS
L1 C/A signal, as shown in Fig. 69.9a. The eleven minute data-set was tracked
from beginning to end and the rms tracking error calculated over successive 30 s
windows. Should the tracking algorithm begin to loose lock early in the data-set,
the accumulated phase error will continue to contribute to the rms error for later
time-points. Examining Fig. 69.9a, it appears that the receiver lost lock on the
carrier phase at approximately five minutes (corresponding to a C=N0 of 34 dBHz)
thus rendering tracking error estimates for later time-points (lower C=N0 values)
invalid.

69.6 Conclusions

A novel GNSS tracking architecture has been presented in this work which address
receiver design challenges which arise when implementing a multi-constellation
receiver. The design features a highly modular design that facilitates fast and
efficient tracking algorithm design and definition by promoting a high degree of
module and code re-use. Moreover, this design lends itself to simple and rapid
adaptation to new signals as the become available. The effectiveness of this
architecture was demonstrated and tested in the context of a pedestrian navigation
scenario using the BeiDou, Galileo, GLONASS and GPS constellations.

While the tracking performance results presented here cannot be interpreted as
a commentary on the relative performance of the various tracking algorithms, they
do serve to indicate the suitability and efficiency of each strategy when applied to
signals from each of the constellations. That is, for a given tracking algorithm, be
it the PLL-DLL, the FLL-DLL, or the Kalman filter, the relative suitability of each
signal to that algorithm can be examined, in particular, the cost-benefit tradeoff of
implementing a data-pilot tracking algorithm can be assessed.

In terms of ranging code tracking, results show that the Kalman filter based
tracking algorithm provides the best overall performance, exhibiting the least
sensitivity to modulation scheme or coherent integrations period. For the DLL-
based tracking algorithms, however, the attainable performance is sensitive to the
absolute slope of the ranging code auto-correlation function.

In contrast, the carrier frequency tracking performance of both the FLL-based
and Kalman filter based tracking algorithms, exhibit a similar trend across the
various signals. The tracking performance is most heavily influenced by the
attainable coherent integration period and the only notable difference being the
relationship to the prevailing C=N0, it being linear for the Kalman filter and not so
for the FLL.
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The carrier phase tracking performance of both the PLL-based algorithms and
the Kalman filter algorithm, also exhibits some interesting features. It is apparent
that the PLL-based algorithm is relatively insensitive to the coherent integration
period afforded by the tracked signal and, at least for moderate to high C=N0

values, achieves comparable tracking performance for all of the signals. In con-
trast, the Kalman filter clearly achieves a poorer precision for the Galileo E1b
signal, which can only support coherent integration period of 4 ms. Collectively,
these observations suggest that, for a given target application, environment and set
of constellations, there are some clear advantages to employing one tracking a
algorithm over another. There does not, therefore, appear to be an individual
algorithm which has a distinctly universal appeal.
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