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Preface

Knowledge engineering and computational intelligence for information process-
ing are a pervasive phenomenon in our current digital civilization. Huge infor-
mation resources processed by intelligent systems in everyday applications are
expected by the average user with the outmost naturalness. Digital news, so-
cialization of relations, and enhancements derived from the handling of expert
decisions are but a few examples of everyday applications. Nevertheless, research
in these areas is far from stagnant or having reached the principal goals in its
agenda.

Ontologies play a major role in the development of knowledge engineering in
various domains, from the Semantic Web down to the design of specific decision-
support systems. They are used for the specification of natural language se-
mantics, information modeling and retrieval in querying systems, geographical
information systems, and medical information systems, with the list growing
continuously. Ontologies allow for easy modeling of heterogeneous information,
flexible reasoning for the derivation of consequents or the search of query an-
swers, specification of a priori knowledge, and increasing accumulation of new
facts and relations, i.e., reflexive ontologies. Therefore, they are becoming key
components of adaptable information processing systems. Classic problems such
as ontology matching or instantiation have new and more complex formulations
and solutions, involving a mixture of underlying technologies. A good represen-
tation of works currently done in this realm are contained in this collection of
papers.

Much of modern machine learning has become a branch of statistics and
probabilistic system modeling, establishing a sound methodology to assess the
value of the systems strongly anchored in statistics and traditional experimental
science. Besides, approaches based on nature-inspired computing, such as arti-
ficial neural networks, have a broad application and are the subject of active
research. They are represented in this collection of papers by several interesting
applications.

A very specific new branch of developments is that of lattice computing,
gathering works under a simple heading “use lattice operators as the underlying
algebra for computational designs.” A traditional area of research that falls in
this category is mathematical morphology as applied to image processing, where
image operators are designed on the basis of maximum and minimum operations;
a long track of successful applications support the idea that this approach could
be fruitful in the framework of intelligent system design. Works on innovative
logical approaches and formal concept analysis can be grouped in this family of
algorithms.

For more than 15 years, KES International and its annually organized events
have served as a platform for sharing the latest developments in intelligent
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systems. Organized by the Computational Intelligence Group of the University of
the Basque Country and the computer graphics leading institute Vicomtech-IK4,
the 16th Annual KES conference was held in the beautiful city of San Sebastian in
the north of Spain http://kes2012.kesinternational.org/index.php. This
book contains the revised best papers from the general track of this conference.
Of over 130 papers received for this general track, only 20 were selected, which
represents the most stringent selection standard for conference papers today.

September 2012 Manuel Graña
Carlos Toro

Robert J. Howlett
Lakhmi C. Jain
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Regression Models Using Data with Injected Noise 
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Abstract. The ensemble machine learning methods incorporating random 
subspace and random forest employing genetic fuzzy rule-based systems as 
base learning algorithms were developed in Matlab environment. The methods 
were applied to the real-world regression problem of predicting the prices of 
residential premises based on historical data of sales/purchase transactions. The 
accuracy of ensembles generated by the proposed methods was compared with 
bagging, repeated holdout, and repeated cross-validation models. The tests were 
made for four levels of noise injected into the benchmark datasets. The analysis 
of the results was performed using statistical methodology including 
nonparametric tests followed by post-hoc procedures designed especially for 
multiple N×N comparisons.  

Keywords: genetic fuzzy systems, random subspaces, random forest, bagging, 
repeated holdout, cross-validation, property valuation, noised data. 

1 Introduction 

Ensemble machine learning models have been focussing the attention of many 
researchers due to its ability to reduce bias and/or variance compared with single 
models. The ensemble learning methods combine the output of machine learning 
algorithms to obtain better prediction accuracy in the case of regression problems or 
lower error rates in classification. The individual classifier or regressor must provide 
different patterns of generalization, thus the diversity plays an important role in the 
training process. Bagging [2], boosting [26], and stacking [28] belong to the most 
popular approaches. In this paper we focus on bagging family of methods. Bagging, 
which stands for bootstrap aggregating, devised by Breiman [2] is one of the most 
intuitive and simplest ensemble algorithms providing good performance. Diversity of 
learners is obtained by using bootstrapped replicas of the training data. That is, 
different training data subsets are randomly drawn with replacement from the original 
training set. So obtained training data subsets, called also bags, are used then to train 
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different classification and regression models. Theoretical analyses and experimental 
results proved benefits of bagging, especially in terms of stability improvement and 
variance reduction of learners for both classification and regression problems [5], [9]. 

Another approach to ensemble learning is called the random subspaces, also known 
as attribute bagging [4]. This approach seeks learners diversity in feature space 
subsampling. All component models are built with the same training data, but each 
takes into account randomly chosen subset of features bringing diversity to ensemble. 
For the most part, feature count is fixed at the same level for all committee 
components. The method is aimed to increase generalization accuracies of decision 
tree-based classifiers without loss of accuracy on training data. Ho showed that 
random subspaces can outperform bagging and in some cases even boosting [13]. 
While other methods are affected by the curse of dimensionality, random subspace 
technique can actually benefit out of it. 

Both bagging and random subspaces were devised to increase classifier or 
regressor accuracy, but each of them treats the problem from different point of view. 
Bagging provides diversity by operating on training set instances, whereas random 
subspaces try to find diversity in feature space subsampling. Breiman [3] developed a 
method called random forest which merges these two approaches. Random forest uses 
bootstrap selection for supplying individual learner with training data and limits 
feature space by random selection. Some recent studies have been focused on hybrid 
approaches combining random forests with other learning algorithms [11], [16]. 

We have been conducting intensive study to select appropriate machine learning 
methods which would be useful for developing an automated system to aid in real 
estate appraisal devoted to information centres maintaining cadastral systems in 
Poland. So far, we have investigated several methods to construct regression models 
to assist with real estate appraisal: evolutionary fuzzy systems, neural networks, 
decision trees, and statistical algorithms using MATLAB, KEEL, RapidMiner, and 
WEKA data mining systems [12], [17], [18]. A good performance revealed evolving 
fuzzy models applied to cadastral data [20], [23]. We studied also ensemble models 
created applying various weak learners and resampling techniques [15], [21], [22]. 

The first goal of the investigation presented in this paper was to compare 
empirically ensemble machine learning methods incorporating random subspace and 
random forest with classic multi-model techniques such as bagging, repeated holdout, 
and repeated cross-validation employing genetic fuzzy systems (GFS) as base 
learners. The algorithms were applied to real-world regression problem of predicting 
the prices of residential premises, based on historical data of sales/purchase 
transactions obtained from a cadastral system. The second goal was to examine the 
performance of the ensemble methods dealing with noisy training data. The 
susceptibility to noised data can be an important criterion for choosing appropriate 
machine learning methods to our automated valuation system. The impact of noised 
data on the performance of  machine learning algorithms has been explored in several 
works, e.g. [1], [14], [24], [25]. 
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2 Methods Used and Experimental Setup 

The investigation was conducted with our experimental system implemented in 
Matlab environment using Fuzzy Logic, Global Optimization, Neural Network, and 
Statistics toolboxes. The system was designed to carry out research into machine 
learning algorithms using various resampling methods and constructing and 
evaluating ensemble models for regression problems.  

Real-world dataset used in experiments was drawn from an unrefined dataset 
containing above 50 000 records referring to residential premises transactions 
accomplished in one Polish big city with the population of 640 000 within 11 years 
from 1998 to 2008. The final dataset counted the 5213 samples. Five following 
attributes were pointed out as main price drivers by professional appraisers: usable 
area of a flat (Area), age of a building construction (Age), number of storeys in the 
building (Storeys), number of rooms in the flat including a kitchen (Rooms),  
the distance of the building from the city centre (Centre), in turn, price of premises 
(Price) was the output variable. For random subspace and random forest approaches 
four more features were employed: floor on which a flat is located (Floor), geodetic 
coordinates of a building (Xc and Yc), and its distance from the nearest shopping 
center (Shopping). 

Due to the fact that the prices of premises change in the course of time, the whole 
11-year dataset cannot be used to create data-driven models. In order to obtain 
comparable prices it was split into 20 subsets covering individual half-years. Then the 
prices of premises were updated according to the trends of the value changes over 11 
years. Starting from the beginning of 1998 the prices were updated for the last day of 
subsequent half-years using the trends modelled by polynomials of degree three. We 
might assume that half-year datasets differed from each-other and might constitute 
different observation points to compare the accuracy of ensemble models in our study 
and carry out statistical tests. The sizes of half-year datasets are given in Table 1. 

Table 1. Number of instances in half-year datasets 

1998-2 1999-1 1999-2 2000-1 2000-2 2001-1 2001-2 2002-1 2002-2 2003-1 
202 213 264 162 167 228 235 267 263 267 

2003-2 2004-1 2004-2 2005-1 2005-2 2006-1 2006-2 2007-1 2007-2 2008-1 
386 278 268 244 336 300 377 289 286 181 

Table 2. Parameters of GFS used in experiments 

Fuzzy system Genetic Algorithm 
Type of fuzzy system: Mamdani 
No. of input variables: 5 
Type of membership functions (mf): triangular 
No. of input mf: 3 
No. of output mf: 5 
No. of rules: 15 
AND operator: prod 
Implication operator: prod 
Aggregation operator: probor 
Defuzzyfication method: centroid 

Chromosome: rule base and mf, real-coded 
Population size: 100 
Fitness function: MSE 
Selection function: tournament 
Tournament size: 4 
Elite count: 2 
Crossover fraction: 0.8 
Crossover function: two point 
Mutation function: custom 
No. of generations: 100 
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As a performance function the root mean square error (RMSE) was used, and as 
aggregation functions of ensembles arithmetic averages were employed. Each input 
and output attribute in individual dataset was normalized using the min-max 
approach. The parameters of the architecture of fuzzy systems as well as genetic 
algorithms are listed in Table 2. Similar designs are described in [6], [7], [17]. 

Following methods were applied in the experiments, the numbers in brackets 
denote the number of input features: 

CV(5) – Repeated cross-validation: 10-fold cv repeated five times to obtain 50 
pairs of training and test sets, 5 input features pointed out by the experts, 

BA(5) – 0.632 Bagging: bootstrap drawing of 100% instances with replacement 
(Boot), test set – out of bag (OoB), the accuracy calculated as RMSE(BA) = 0.632 x 
RMSE(OoB) + 0.368 x RMSE(Boot), repeated 50 times, 

RH(5) – Repeated holdout: dataset was randomly split into training set of 70% and 
test set of 30% instances, repeated 50 times, 5 input features, 

RS(5of9) – Random subspaces: 5 input features were randomly drawn out of 9, 
then dataset was randomly split into training set of 70% and test set of 30% instances, 
repeated 50 times, 

RF(5of9) – Random forest: 5 input features were randomly drawn out of 9, then 
bootstrap drawing of 100% instances with replacement (Boot), test set – out of bag 
(OoB), the accuracy calculated as RMSE(BA) = 0.632 x RMSE(OoB) + 0.368 x 
RMSE(Boot), repeated 50 times. 

We examined also the impact of noised data on the performance of the 
aforementioned ensemble methods. Each run of experiment was repeated four times: 
firstly each output value (price) in training datasets remained unchanged. Next we 
replaced the prices in 5%, 10%, and 20% of randomly selected training instances with 
noised values. The noised values were randomly drawn from the bracket [Q1- 1.5 x 
IQR, Q3+1.5 x IQR], where Q1 and Q2 denote first and third quartile, respectively, 
and IQR stands for the interquartile range. Schema illustrating the injection of noise is 
shown in Fig. 1. 

 

Fig. 1. Schema illustrating the injection of noise 

The idea behind statistical methods applied to analyse the results of experiments 
was as follows. A few articles on the use of statistical tests in machine learning for 
comparisons of many algorithms over multiple datasets have been published in the 
last decade [8], [10], [27]. Their authors argue that the commonly used paired tests i.e. 
parametric t-test and its nonparametric alternative Wilcoxon signed rank tests are  
not appropriate for multiple comparisons due to the so called family-wise error.  
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The proposed routine starts with the nonparametric Friedman test, which detect the 
presence of differences among all algorithms compared. After the null-hypotheses 
have been rejected the post-hoc procedures should be applied in order to point out the 
particular pairs of algorithms which produce differences. For N×N comparisons 
nonparametric Nemenyi’s, Holm’s, Shaffer’s, and Bergamnn-Hommel’s procedures 
are recommended. In the present work we employed the Schaffer’s post-hoc 
procedure due to its relative good power and low computational complexity. 

3 Results of Experiments 

The accuracy of BA(5), CV(5), RH(5), RF(5od9), and RS(5of9) models created using 
genetic fuzzy systems (GFS) in terms of RMSE for non-noised data and data with the 
levels of 5%, 10%, and 20% injected noise is shown in Figures 2-5 respectively. In 
the charts it is clearly seen that BA(5) ensembles reveal the best performance, whereas 
the biggest values of RMSE provide the RF(5od9) and RS(5of9) models for all levels 
of noised data. Nonparametric statistical procedures confirm this observation.  

Statistical analysis of the results of experiments was performed using a software 
available on the web page of Research Group "Soft Computing and Intelligent 
Information Systems" at the University of Granada (http://sci2s.ugr.es/sicidm). In the 
paper we present the selected output produced by this JAVA software package 
comprising Friedman tests as well as post-hoc multiple comparison procedures.The 
Friedman test performed in respect of RMSE values of all models built over 20 half-
year datasets showed that there are significant differences between some models. 
Average ranks of individual models are shown the lower rank value the better model. 
For all levels of noise the rankings are the same in Table 3, where BA(5) reveals the 
best performance, next are CV(5) and RH(5), whereas RF(5of9) and RS(5of9) are in 
the last place.  

 

 

 

Fig. 2. Performance of ensembles for non-noised data 
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Fig. 3. Performance of ensembles for 5% noised data 

 

 

Fig. 4. Performance of ensembles for 10% noised data 

 

 

Fig. 5. Performance of ensembles for 20% noised data 
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Table 3. Average rank positions of ensembles for different levels of injected noise determined 
during Friedman test  

Rank 1st 2nd 3rd 4th 5th 
Method BA(5) CV(5) RH(5) RF(5of9) RS(5of9) 

0% 1.10 1.95 3.10 4.10 4.75 
5% 1.50 2.20 2.80 3.80 4.70 
10% 1.35 2.50 2.95 3.35 4.85 
20% 1.18 2.55 3.25 3.25 4.78 

 

Table 4. Adjusted p-values produced by Schaffer’s post-hoc procedure for N×N comparisons 
for all 10 hypotheses for each level of noise. Rejected hypotheses are marked with italics. 

Alg. vs Alg. 0% 5% 10% 20% 

BA(5) vs RS(5of9) 2.88E-12 1.55E-09 2.56E-11 6.02E-12 

CV(5) vs RS(5of9) 0.000000 0.000003 0.000016 0.000052 

BA(5) vs RF(5of9) 0.000000 0.000025 0.000380 0.000199 

RH(5) vs RS(5of9) 0.003867 0.000868 0.000868 0.013730 

BA(5) vs RH(5) 0.000380 0.037290 0.008246 0.000199 

CV(5) vs RF(5of9) 0.000102 0.008246 0.267393 0.484540 

RF(5of9) vs RS(5of9) 0.193601 0.215582 0.010799 0.013730 

BA(5) vs CV(5) 0.178262 0.323027 0.085793 0.023838 

CV(5) vs RH(5) 0.085793 0.323027 0.736241 0.484540 

RH(5) vs RF(5of9) 0.136501 0.182001 0.736241 1.000000 

Table 5. Percentage loss of performance for data with 20% noise vs non-noised data [19] 

Dataset CV(5) BA(5) RH(5) RS(5of9) RF(5of9) 
1998-2 10.4% 13.2% 8.9% 16.9% 17.6% 
1999-1 25.3% 20.4% 21.4% 7.1% 5.8% 
1999-2 22.3% 23.7% 22.0% 15.0% 8.3% 
2000-1 44.9% 40.7% 32.7% 18.9% 28.2% 
2000-2 31.2% 21.3% 16.0% 27.0% 24.7% 
2001-1 27.5% 22.2% 4.4% 15.9% 14.6% 
2001-2 15.8% 21.6% 16.6% 12.8% 9.3% 
2002-1 21.3% 21.8% 20.0% 14.0% 11.9% 
2002-2 9.4% 22.6% 11.8% 17.0% 12.1% 
2003-1 23.1% 19.3% 25.4% 9.8% 9.4% 
2003-2 20.7% 20.2% 22.1% 15.6% 8.9% 
2004-1 8.4% 11.7% 10.8% 18.2% 16.7% 
2004-2 10.5% 10.2% 11.2% 7.9% 4.8% 
2005-1 10.6% 10.9% 8.9% 10.4% 7.0% 
2005-2 20.7% 21.1% 24.8% 22.4% 20.6% 
2006-1 12.1% 8.2% 9.8% 13.8% 1.1% 
2006-2 16.2% 14.4% 15.5% 1.0% 1.0% 
2007-1 22.9% 23.8% 29.8% 9.8% 8.4% 
2007-2 21.6% 19.7% 21.5% 8.1% 14.8% 
2008-1 34.3% 31.2% 29.9% 0.6% 27.5% 
Med. 21.0% 20.7% 18.3% 13.9% 10.7% 
Avg 20.5% 19.9% 18.2% 13.1% 12.6% 
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In Table 4 adjusted p-values for Shaffer’s post-hoc procedure for N×N 
comparisons are shown for all possible pairs of models. Significant differences 
resulting in the rejection of the null hypotheses at the significance level 0.05 were 
marked with italics. Following main observations could be done: BA(5) outperforms 
any other method except for CV(5) for all levels of noise. The performance of CV(5) 
and RH(5) ensembles as well as RH(5) and RF(5of9) is statistically equivalent. 
R(5of9) revealed significantly worse performance than any other ensemble apart form 
0% and 5% noise levels where it is statistically equivalent to RF(5of9).  

In our previous work we explored the susceptibility to noise of individual ensemble 
methods [19]. The most important observation was that in each case the average loss 
of accuracy for RS(5of9) and RF(5of9) was lower than for the ensembles built over 
datasets with five features pointed out by the experts. It is clearly seen in Table 5 
presenting percentage loss of performance for data with 20% noise versus non-noised 
data. 

Injecting subsequent levels of noise results in worse and worse accuracy of all 
ensemble methods considered. The Friedman test performed in respect of RMSE 
values of all ensembles built over 20 half-year datasets indicated significant 
differences between models. Average ranks of individual methods are shown in Table 
6, where the lower rank value the better model. For each method the rankings are the 
same: ensembles built with non-noised data outperform the others; models with lower 
levels of noise reveal better accuracy than the ones with more noise. Adjusted  
p-values produced by Schaffer’s post-hoc procedure for N×N comparisons of noise 
impact on individual method accuracy are placed in Table 7. Statistically significant 
differences take place between each pair of ensembles with different amount of noise 
except for 5% and 10% of noise which result in statistically equivalent models. 

Table 6. Average rank positions of ensembles for individual methods determined during 
Friedman test 

Rank 1st 2nd 3rd 4th 

Noise 0% 5% 10% 20% 

CV(5) 1.10 2.15 2.90 3.85 

BA5) 1.10 2.10 2.90 3.90 

RH(5) 1.40 2.00 2.75 3.85 

RS(5of9) 1.25 2.20 2.60 3.95 

RF(5of9) 1.40 2.35 2.45 3.80 

Table 7. Adjusted p-values produced by Schaffer’s post-hoc procedure for N×N comparisons 
of noise impact on individual method accuracy. Rejected hypotheses are marked with italics. 

noise vs noise BA(5) CV(5) RH(5) RF(5of9) RS(5of9) 

0% vs 20% 4.17E-11 9.76E-11 1.17E-08 2.48E-08 2.25E-10 

5% vs 20% 0.000031 0.000094 0.000018 0.001148 0.000054 

0% vs 10% 0.000031 0.000031 0.002831 0.030337 0.002831 

10% vs 20% 0.042918 0.039929 0.021152 0.002831 0.002831 

0% vs 5% 0.042918 0.030337 0.141645 0.039929 0.039929 

5% vs 10% 0.050044 0.066193 0.132385 0.806496 0.327187 
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4 Conclusions and Future Work 

A series of experiments aimed to compare ensemble machine learning methods 
encompassing random subspace and random forest with classic multi-model 
techniques such as bagging, repeated holdout, and repeated cross-validation was 
conducted. The ensemble models were created using genetic fuzzy systems over real-
world data taken from a cadastral system. Moreover, the susceptibility to noise of all 
five ensemble methods was examined. The noise was injected to training datasets by 
replacing the output values by the numbers randomly drawn from the range of values 
excluding outliers. 

The overall results of our investigation were as follows. Ensembles built using 
fixed number of features selected by the experts outperform the ones based on 
features chosen randomly from the whole set of available features. Thus, our research 
did not confirm the superiority of ensemble methods where the diversity of 
component models is achieved by manipulating of features. However, the latter seem 
to be more resistant to noised data. Their performance worsen to a less extent than in 
the case of models created with the fixed number of features. 

We intend to continue our research into resilience to noise regression algorithms 
employing other machine learning techniques such as neural networks, support vector 
regression, and decision trees. We also plan to inject noise not only to output values 
but also to input variables using different probability distributions of noise. 
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Science Centre under grant no. N N516 483840. 
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for Solving the Orienteering Problem
in Large Networks
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Abstract. TheOrienteering problem (OP) can bemodelled as a weighted
graph with set of vertices where each has a score. The main OP goal is to
find a route that maximises the sum of scores, in addition the length of
the route not exceeded the given limit. In this paper we present our ge-
netic algorithm (GA) with inserting as well as removing mutation solving
the OP. We compare our results with other local search methods such as:
the greedy randomised adaptive search procedure (GRASP) (in addition
with path relinking (PR)) and the guided local search method (GLS). The
computer experiments have been conducted on the large transport net-
work (908 cities in Poland). They indicate that our algorithm gives better
results and is significantly faster than thementioned local search methods.

1 Introduction

The Orienteering Problem (OP) is a generalization of well known the traveling
salesman problem. The OP is defined as a weighted and complete graph problem
on the graph G = 〈V,E〉, where V and E denote the set of vertices and edges
respectively, |V | = n. For every vertex a score pi ≥ 0 is associated. Additionally
each edge has a cost value tij which could be interpreted as a distance travel, the
time or the cost of a travel between vertex i and j. The objective is to find a path
from the given starting point s to the destination point e that maximises the
total profit and each vertex is visited only once. In addition, the total cost of the
edges on this path should be limited by the given tmax. It could be interpreted
as not exceeded total budget of the tour.

As can be noted the OP is perfect to model the problem of the planning
tourist routes. Usually tourists visiting any region or city are not able to visit
all attractions because they are constrained not only by the time of the trip but
also by the money. Using the above stated solution, they would stand a chance
of visiting the most valuable attractions in the presupposed time limit. Several
variants of the OP such as the the Orienteering Problem with Time Windows
(OPTW) and the Team Orienteering Problem(TOP) are the basis of a software
that simplify tour planning [VSVO11], [SV10]. In the OPTW [VSVO9a] for each
location the time interval is assigned, in which the location could be visited. The
solution of the TOP [VSVO9] generates a set of m routes that have to maximise
the total score of the visited points and each of routes satisfied the same con-
strain on the length. In sophisticated systems of e-tourism another extension
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of the OP is applied - the Time Dependent Team Orienteering Problem with
Time Windows (TDTOPTW) [GVSL10] that allows planning tourist trips and
integrates public transport as well as the movements between points of interests
(POI) on foot. In the TDTOPTW travel time between POI is not fixed (in the
contrary to the OP, TOP, OPTW) because of the various type of public trans-
port, delay in service or traffic jam.

The OP is NP-hard [GLV87], so exact algorithms such as the branch-and-
bound as well as the branch -and- cut methods [FST98], [GLS98] are very time
consuming (instances up to 500 vertices have been solved). In the practice the
following heuristic solutions are usually used instead: genetic algorithms [TS00],
local search methods [CGW96], [VSVO9], [CM11], the tabu search [TMO5], the
variable neighbourhood search [AHS07], the ant colony optimization approach
[SS10].

This article presents our genetic algorithm (GA), with the special mutation
operator solving the orienteering problem. To obtain optimal solution we have
taken into account in the fitness function not only the total profit but also the
travel length for the given path.

Our current research has focused on effective meta-heuristics solutions for
the OP which yields the high-quality solutions in large networks. It could be
noted the meta-heuristic solutions presented in the literature, provide effective
solutions in a reasonable time for only short routes [VSVO11], [GVSL10] (e.g.
considering one city or one region of the given country where tours are gen-
erated) or are tested on Tsiligirides [Ts84], Fischetti [FST98], Chao [CGW96]
benchmarks (the number of vertices between 21 and 500). In the future work
we would like to apply our solution in the real- life problems modelled by large
networks. Therefore, the tests of the GA and the local search methods (GLS,
GRASP, GRASPwPR) for comparison has been carried out on the large trans-
port network which contains 908 Polish cities. The maximum length of generated
route has not exceeded 3000 km.

The remaining of this paper is structured as follows. Section 2 outlines an
overview of well-know heuristic approaches to the OP. Section 3 gives detailed
description of the proposed genetic algorithm. To demonstrate the effectiveness
of our method, in Section 4 the results of computational experiments carried out
on the large network are discussed. Conclusions and further work are drawn in
Section 5.

2 Heuristics Approaches

The orienteering problem has been studied since the eighties. Besides exact al-
gorithms mentioned in the introduction, researches propose heuristics to tackle
the OP problem.

One of the first method is the S algorithm [Ts84], based on the Monte Carlo
method. During the routes construction new vertices are selected on the basis
of probability dependent on the Euclidean distance (between the last point on
the route and the analysed vertex) and the score of the vertex under considera-
tion. In the D - Algorithm, another Tsiligrides concept, the paths are built up
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in separate sectors. In both algorithms, the best path is modified by the path
improvement algorithm.

Among the other well-known heuristics should be mention: greedy algorithm
with the concept of center of gravity [GLV87], [GWL88] as well as the five-
step heuristic of Chao et al. [CGW96], that outperforms all above mentioned
heuristics. Schilde et. al [SDHK09] proposed the Pareto ant colony optimisa-
tion (ACO) algorithm and the multi objective variable neighbourhood search
algorithm (MOVNS), both with path relinking method (PR). Their approaches
outperform the five - step heuristic of Chao.

The OP is the special case of the TOP (m=1), therefore some heuristics
methods solving the TOP could also be used to tackle the OP. Due to a good
benchmark results we mention two methods with the local search framework:
the guided local search (GLS) as well as the greedy randomised adaptive search
procedure (GRASP) in addition with the path relinking (PR).

Vansteenwegen et al. [VSVO11] developed the GLS for the (T)OP, that re-
ducing the chance of trapping in a local optimum. For each local search iteration,
they used special penalties e.g. increase of the score of the non-included loca-
tions and decrease of the score of the included location. In an initialization step
some of the initial routes are generated [CGW96] and the best one is selected.
Every local search iteration consists of three phases: 2-opt procedure, insert and
replacement not-included locations. If no replacements are possible, the heuristic
reaches a local optimum and then the penalty function is applied. Next, replace-
ments are repeated a fixed number of times and the local search iteration of a
diversification procedure is applied to explore the whole solution space.

Souffriau et al. [SVVO10] applied the GRASP and the PR approach for the
TOP. Campos et al. [CM11] adapted the GRASP and the PR approach to solve
the OP. They revealed that these methods give better results on benchmark
instances than others. In the GRASP algorithm proposed by them the initial
path contains only starting and ending vertex. Next, based on the ratio between
greediness and randomness (four methods are possible), vertices are inserted one
by one as long as tmax is not exceeded. In the next step the local search procedure
(exchange and insert phase) try reduce the length of a path and increase its total
profit. In GRASPwPR [CM11] set of different solutions is created with GRASP
method and for each pair of solutions P and Q a path relinking is performed: the
P solution is gradually transformed into the Q, by exchanging elements between
P and Q.

Solutions mentioned in the literature were usually tested in small networks
(the number of vertices in Tsiligirides [Ts84], Chao et al. [CGW96] and Fischetti
et al. [FST98] benchmark instances vary between 21 and 500). Therefore one of
goals was to conduct tests for the GA and the selected local search methods in
the large transport network and to compare the effectiveness of methods. The
experiment results are drawn in Section 4.
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3 Overview of the GA

The described method, first presented in [KKOZ12] is an improved version of the
algorithm published on [OK11], [PK11]. The GA works on the standard version
of the OP assuming that the given graph satisfies the triangle inequality.

In the GA algorithm, after generation of initial population the following proce-
dures: tournament selection, crossover and mutation are executed in a loop. The
algorithm stops after ng generations or no further improvements are identified
during fixed number of iterations. The fitness function F estimates the quality
of individuals, according to the sum of profits TotalProfit and the length of the
tour TravelLength. Each vertex can be visited more than once in the route but
the TotalProfit is increased when the vertex is visited for the first time. F is
equal to TotalProfit3/TravelLength. The output of the GA is a tour with the
highest value of F from the final generation.

3.1 Construction

First, the initial population of Psize solutions is generated. Tours are encoded
into chromosomes as a sequence of vertices (cities). It is the most natural way
of adapting the GA for the OP. At the beginning a random vertex v, which is
adjacent to vertex s (the start point) is chosen. Next, the value tsv is added to
the current travel length. If the current travel length does not exceed 0.5 · tmax,
the tour generation is continued. Now we start at vertex v and choose a random
vertex u adjacent to v. At every step we remove the previously visited vertex from
the set of unvisited vertices. If the current tour length is greater than 0.5 · tmax,
the last vertex is rejected and we return to vertex s the same way but in the
reversed order. The initial routes are symmetrical with respect to their middle
vertex in the tour. However, these symmetries are removed by the algorithm.

3.2 Tournament Selection

In the first step, we select tsize random, numerous individuals from the current
population, and the best one from the group is copied to the next population. It
is important that we choose the best chromosome from the group that is the one
with the highest value of TotalProfit3/T ravelLength. Next, the whole tourna-
ment group is returned to the old population, and finally after Psize repetitions
of this step a new population is created.

3.3 Crossover

First two random individuals are selected as parents. Afterwards we randomly
choose a common gene (crossing point) from both parents (the first and the last
genes are not considered). If there are no common genes, crossover does not occur
and no changes are applied. Following this, two new individuals are created as a
result of exchanging chromosome fragments (from the crossing point to the end of
the chromosome) from both parents. If one of the children does not preserve tmax



A Genetic Algorithm vs. Local Search Methods 15

Fig. 1. Weight graph G example - the numbers next to vertices are profits

constraint, the fitter parent from the new population replaces it. If both children
do not preserve this constraint, the parents replace them in the new population (no
changes applied). In the example presented in fig. 2 (graph in fig.1) two children
with travel length not exceeded tmax are created. Parents can be symmetrical,
however the crossover removes the symmetry from the offspring individuals.

3.4 Mutation

After the selection and crossover phases, the population undergoes the heuristic
mutation in the version inserting a new gene or removing an existing one (with
probability 0.5). First, a random individual is selected to be mutated. We ap-
ply the insertion mutation in which all possibilities of inserting a new available
gene u that is not present in the chromosome are considered. The place with
the highest value of p2u/T ravelLengthIncrease(u) (TravelLengthIncrease(u) -
increase of the travel length after u is inserted to the chromosome) is chosen. If
TravelLengthIncrease(u) is less than 1, we must consider the highest value of
p2u. The gene u is not available when the route exceeds tmax or does not increase
the value of currently best fitness function. For example, in fig. 3 there is only
one possibility inserting a new vertex ( the gen 5 between 1 and 3 ) into the
given route without exceeding tmax. In this case the insert mutation could not
be performed because it does not cause the increase the current value of the
fitness function.

In the removing mutation, only genes that appear in the chromosome more
than once are considered (with the exception of the first and last genes). If there
are no such candidates the removing mutation is not performed (no fitness loss
occurs). Otherwise, we choose the gene in order to shorten the travel length as
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much as possible. For example, in fig. 4 we have only one candidate suitable
for removal, gene 3. If we remove this gene from the first position, the path is
shorten by 20, but if we remove gene 3 from the second position the path is
shorten by 11. Thus, the gen from the first position is removed.

Fig. 2. Crossover example ( where tmax = 134), the crossing point is the vertex 5

Fig. 3. Insert mutation (where tmax = 134), where the inclusion of the vertex 5 between
the vertex 1 and 3 does not improve fitness function

Fig. 4. Removing mutation (tmax = 134), where the gen 3 (between the gen 1 and 5 )
is removed

4 Computational Experiment and Results

The our genetic algorithm GA and other heuristics such as: GLS, GRASP and
GRASPwPR have been implemented and run on an Intel Core 2 duo 2.8GHz
CPU. The experiments have been carried out on the instance presented below.



A Genetic Algorithm vs. Local Search Methods 17

4.1 Test Instance

The large instance for the OP has been proposed in [KKOZ12] and it has been
used by us [Ko12]. The database contains 908 cities in Poland. Each city is
described by its longitude, latitude as well as its profit. Profit of each city is
equal to the number of inhabitants divided by 1000. The values of profits are
between 1 and 1720.

4.2 Experiment Details

The spherical distances between cities has been taken into account. The vertex 1,
which corresponds to the capital of Poland, has been established as the starting
and the ending point of the route. All tests are conducted on the following values
of tmax: 500, 1000, 1500, 2000, 2500, 3000 kilometres. The GA parameters are
determined experimentally: Psize = 300, tsize = 5. The maximal number of the
GA generations (ng) equals to 1000 but every 100 generations the GA checks
population and stops if no improvements have been found. The route with the
best fitness results from 30 algorithm runs and the execution time all runs are
taken into account in the final statistics. In the tests the GLS parameters are
the same as in [VSVO9] with the exception of the replace phase. In this step,
the maximum number of iterations is determined by tests and it is set to 700
[KKOZ12]. The implementation of the GRASP(wPR) is based on the paper
[CM11]. Four different constructive methods (denoted as C1, C2, C3, C4), each
of them with four values of randomness (α equals to 0.2, 0.4, 0.6 or 0.8) were
tested in the GRASP. The method C2 (α=0.2), giving the best profit result in a
reasonable short time, was chosen to the final statistic. In the GRASP, 500 paths
were constructed and the best one was improved by the local search method. In
the GRASPwPR, first the GRASP for 500 constructions was run and next the
path relinking to all pair of paths was applied.

4.3 Results

The comparison of the results from the genetic algorithm to those from the GLS
as well as the GRASP and the GRASPwPR is outlined in tab.1. The execution
time is given in seconds and the percentage gap with our solution is calculated
by the following formula: (GA score-other method score)/GA score. The last
row in tab.1 presents the average values of obtained results of the GA and the
other methods. Results reveals that the GA is superior to all methods, for almost
all tested cases. The percentage difference between the GA and the GLS scores
varies between 2% for tmax = 2500 and 12.6% for tmax = 1000. Only in the case
tmax = 1500, the GA gives slightly worse scores (0.8%) than GLS, but the GA
is significantly faster. The difference between the GA and the GRASP varies
between 0.4% for tmax = 500 and 8.5% for tmax = 2500. Results indicate that
in the case of large networks the path relinking procedure slightly improves the
GRASP method (on average 0.4%) but the execution time of the GRASPwPR is
significantly higher than the GRASP. Note that in the presented experiment, the
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average execution time of the GA is approximately three times lower than the
GRASP and two times lower than GLS. In fig.5, examples of the best-generated
routes are marked on the Polish map for the GA, the GLS as well as the GRASP
method. Usually final paths are comparable in length (for the same value of tmax)
but they pass through various cities.

Table 1. Comparison of GA, GLS, GRASP, GRASPwPR results and execution time

GA GLS GRASP GRASPwPR % gap GA
with

tmax score time score time score time score time GLS GRASP GRASPwPR

500 3666 2.1 3456 4.0 3652 16.6 3631 27.1 3.27 0.38 0.95

1000 7621 4.2 6659 14.7 7267 21.8 7472 31.1 12.62 4.65 1.96

1500 9671 5.5 9750 19.1 8859 20.9 8862 37.2 -0.81 8.40 8.37

2000 10527 6.9 10236 17.8 10280 24.4 10256 45.0 2.76 2.35 2.57

2500 12280 12.9 12027 22.5 11234 31.6 11400 54.1 2.06 8.52 7.17

3000 13237 17.2 12464 21.5 12595 41.5 12472 67.4 5.85 4.85 5.78

Avg. 9500.3 8.1 9113.7 16.6 8981.2 26.1 9015.5 43.6 4.29 4.86 4.47

GA GLS GRASP

Fig. 5. Examples of routes generated for Tmax = 3000

5 Conclusion and Further Work

The computer experiments present that the GA performs better than comparable
local search methods (the GLS, the GRASP and the GRASPwPR). Most of
the best known solutions were tested on small networks (between 21 and 500
vertices) [Ts84], [CGW96], [FST98] but in this article all algorithms have been
tested on a large network (908 vertices) with six instance of tmax. In the real
world we can find a lot of examples where the number of vertices is greater than
500 and this is the reason why this element is so important. The GA is better
than other efficient local search methods. In addition, the execution time is also
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better. Future research on the GA should focus on solving other instances of
large networks. We will try to change some steps to improve the implemented
algorithm. In every evolutionary operator we want to reduce an execution time.
After that we will work on the algorithm that will solve the team orienteering
problem where m routes are required.
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Abstract. In the article a possibility of using the Volterra-Wiener filter
for reference signal elimination in passive radar was considered. The re-
cursive nonlinear orthogonal filter algorithms (with low-complexity and
dynamic structures) were developed and implemented within Matlab en-
vironment. The results of testing with real-life data are comparable with
the effects of the NLMS filter algorithm employment.

Keywords: parallel computing, orthogonal filter, multidimensional
signal representation.

1 Introduction

The passive radar systems use the FM radio signal as a source to find the flying
objects. A critical limitation of such a system is the unwanted interference in
the echo channel due to the direct reception of the FM radio signal (reference
signal). This unwanted direct signal can be over 90dB greater than the wanted
target echo. Thus, in order to detect target echoes, it is necessary to suppress
the direct signal by as much as possible.

The two following (complex) algorithms for the reference signal cancellation
were employed:

– Decorrelated NLMS (DNLMS) - described in [3],
– Nonlinear Orthogonal Filter (NOF) - described below,

All algorithms were implemented in the MATLAB environment using the fixed-
point arithmetic to check a possibility of their implementation within the VHDL
environment. Simulations results, for the real-life signals are presented in the
Simulation section.

2 Reference Signal Cancellation Using Volterra-Wiener
Class Filter

Given a vector |y >T of samples {y0, . . . , yT } of a time-series (a reference signal
+ an echo signal), observed on a finite time interval {0, . . . , T }, the reference
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signal cancellation problem can be stated geometrically as follows (see Figure
1). The estimate of the desired signal

|xε{M}
N >T

|x >T

|x̂{M}
N >T

ST =1 ST �2 ST � . . . �M ST

Fig. 1. The estimate |x̂ >T of the desired signal

|x̂{M}
N >T� P(ST )|x >T (1)

is the orthogonal projection of the element |x >T (echo signal) on the space ST

spanned by the following set of the linear and nonlinear observations

|Y >T= [|1Y >T |2Y >T . . . |MY >T ] (2)

where

|mY >T= [|yi1 . . . yim >T ; i1 = 0, . . . , N,

i2 = i1, . . . , N, . . . , im = im−1, . . . , N ] (3)

for m = 1, . . . ,M . The orthogonal projection operator on |Y >T is defined as

P(ST ) � |Y >T< Y |Y >−1
T < Y |T (4)

If an ON (generalized; i.e., multidimensional) basis of the space ST is known,
the projection operator on ST can be decomposed as

P(ST ) =

N∑
j1=0

P(|rj10 >T ) + . . . +

+

N∑
j1=0

. . .

N∑
jM=jM−1

P(|rj1,...,jM0 >T ) (5)

where P(|rj1,...,jm0 >T ) stands for the orthogonal projection operator on the one-

dimensional subspace spanned by the element rj1,...,jm0 ,m = 1, . . . ,M of an ON
basis of the space ST . Since

P(|rj1,...,jw0 >T ) = |rj1,...,jw0 >T< rj1,...,jw0 |T (6)
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the orthogonal expansion of the estimate of the desired signal can be written as

|x̂{M}
N >T= P(ST )|x >T=

N∑
j1=0

|rj10 >T< rj10 |x >T +

+ . . . +

N∑
j1=0

. . .

N∑
jM=jM−1

|rj1,...,jM0 >T< rj1,...,jM0 |x >T (7)

The estimation error associated with the element |x̂{M}
N >T is then

|xε{M}
N >T� P(S⊥

T )|x >T= |x >T −|x̂{M}
N >T ⊥ ST (8)

The estimate (1) will be called optimal (in the least-squares sense) if the norm

‖ |xε{M}
N >T ‖ =<x ε

{M}
N |xε{M}

N >
1
2

T (9)

of the estimation error vector (8) is minimized for each T = 0, 1, 2, . . ..
The nonlinear reference signal cancellation problem can, therefore, be solved

in the following two steps: a) derivation of a (generalized) ON basis of the estima-
tion space ST , b) calculation of the orthogonal representation (i.e., the generalized
Fourier coefficients) of the vector |x >T in the orthogonal expansion (7).

To derive the desired ON basis of the estimation space ST (Step a)), we employ
(consult [1][5]) the following

Theorem 1. The partial orthogonalization step results from the recurrence
relations

|ej1,...,jwi1,...,iq
>T= [|ej1,...,jw−1

i1,...,iq
>T +

+|rj1,...,jwi1,...,iq+1 >T ρj1,...,jwi1,...,iq ;T
](1 − (ρj1,...,jwi1,...,iq ;T

)2)−
1
2 (10)

|rj1,...,jwi1,...,iq
>T= [|ej1,...,jw−1

i1,...,iq
>T ρj1,...,jwi1,...,iq ;T

+

+|rj1,...,jwi1+1,...,iq+1 >T ](1 − (ρj1,...,jwi1,...,iq ;T
)2)−

1
2 (11)

where
ρj1,...,jwi1,...,iq ;T

= − < ej1,...,jw−1
i1,...,iq

|rj1,...,jwi1,...,iq+1 >T (12)

Proof can be found in [1].
The above relations make it possible to construct an orthogonal decorrelation

filter, operating directly on the signal samples, and allowing for real-time im-
plementation of the decorrelation block. Introducing the so-called ’information
normalization’ [4] for the forward as well as backward prediction error vectors,
we obtain the time-update formulae for the multi-dimensional Schur coefficients

ρj1,...,jwi1,...,iq ;T
= ρj1,...,jwi1,...,iq ;T−1(1 − (ej1,...,jw−1

i1,...,iq ;T
)2)

1
2 ·

·(1 − (rj1,...,jwi1,...,iq+1;T )2)
1
2 − e

j1,...,jw−1
i1,...,iq ;T

r
j1,...,jw
i1,...,iq+1;T (13)
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as well as for the forward and backward prediction error samples

e
j1,...,jw
i1,...,iq ;T

= (1 − (ρj1,...,jwi1,...,iq ;T
)2)−

1
2 (1 − (rj1,...,jWi1,...,iq+1;T )2)−

1
2 ·

·(ej1,...,jw−1
i1,...,iq ;T

+ ρj1,...,jwi1,...,iq ;T
r
j1,...,jw
i1,...,iq+1;T ) (14)

r
j1,...,jw
i1,...,iq ;T

= (1 − (ρj1,...,jwi1,...,iq ;T
)2)−

1
2 (1 − (ej1,...,jw−1

i1,...,iq ;T
)2)−

1
2 ·

·(ej1,...,jw−1
i1,...,iq ;T

ρj1,...,jwi1,...,iq ;T
+ r

j1,...,jw
i1,...,iq+1;T ) (15)

These equations make possible the real-time implementation of each elementary
decorrelation section of the system.

The above recurrence relations actually solve the problem of the real-time
derivation of the (generalized) ON basis of the estimation space (Step a)).

En

z

Rn

ej1,...,jw−1
i1,...,iq ;T

ej1,...,jwi1,...,iq ;T

rj1,...,jwi1,...,iq+1;T

rj1,...,jwi1,...,iq ;T

ρj1,...,jwi1,...,iq ;T

ρj1,...,jwi1,...,iq ;T

ρj1,...,jwi1,...,iq ;T−1

Fig. 2. The elementary section of the decorrelation block

To compute (Step b)) the orthogonal representation of the nonlinear estimate
of |x >T in the orthogonal expansion (7), let us develop the time-update formulae
for the generalized Fourier coefficients xρj1,...,jwT as well as for the estimates
xe

j1,...,jw
T . Considering

|xej1,...,jw >T� |xej1,...,jw >T< π|P(ST )⊥|π >
− 1

2

T (16)

and following [3-9], we get

xρj1,...,jwT = (1 − (rj1,...,jw0 )2)
1
2 (1 − (xej1,...,jw−1

T )2)
1
2 ·

·xρj1,...,jwT−1 +x e
j1,...,jw−1
T r

j1,...,jw
0 (17)
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and

xe
j1,...,jw
T = (1 − (rj1,...,jw0 )2)−

1
2 (1 −x ρj1,...,jwT )−

1
2 ·

· [xej1,...,jw−1
T −x ρj1,...,jwT r

j1,...,jw
0 ] (18)

The presented relations (17) and (18) make possible a real-time realization of
the estimation block of the reference signal cancellation filter.

The diagram of the reference signal cancellation filter is presented in Figure 3.
The linear orthogonal reference signal cancellation time-update filter is a special
case of the procedure presented above, corresponding to M = 1.

Fig. 3. Nonlinear orthogonal reference signal cancellation filter

3 Filter Parameters Selection Strategy

The aim of increasing degree of filter nonlinearity or its order is a improvement
of the echo cancelling quality (minimizing (19))[6].

xR
{M}
N,0 = ||x0||2Ω −

N∑
j1=0

|xρj1 |2 − . . .−
N∑

j1=0

. . .

N∑
jM=jM−1

|xρj1,...,jM |2 (19)

To judge the proper values of N and M the objective measure is needed, which
shows the relative improvement of the echo cancelling quality. It should describe
a change of the estimation error causes by extension of filter structure (increasing
the number of elementary sections in the decorelation block). The following cost
function is defined

FK(N1,M1;N2,M2) � −
Kns

N2,M2
−Kns

N1,M1

Kns
N1,M1

xR
{M2}
N2

−xR
{M1}
N1

xR
{M1}
N1

(20)
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where N1, N2 are the filter orders, M1,M2 are the filter nonlinearity degrees.
The value Kns

N,M (21)

KN,M =

M∑
m=1

(N + m− 1)!

m!(N − 1)!
(21)

describes the number of elementary sections in the estimation block for filter of
order N and nonlinearity degree of M . xR is defined in (19). The equation (20)
is interpreted as a relative change of the number of elementary sections in the
decorelation block to relative improvement of a echo cancelling quality (change
value of the estimation error) when the parameters N,M are changing. Because
the denominator is always negative the sign minus is used. This cost function
allows to judge efficiency of the selected filter structure and the filter complexity
needed to improved the estimate x̂0.

When one or few coefficients xρ are added to the estimation it is not necessary
to compute the whole ON basis anew, but only its new element. The filter
Fa(N1,M1) has Lns

N1,M1
= KN1,M1(KN1,M1 + 1)/2 elements in the decorelation

block, where KN,M is described in (21). The value of cost function (20) after
adding a new coefficient xρnew (it means adding KN1,M1 +1 elementary sections
to the decorelation block) is

FK(N1,M1;N2,M2) =
2

KN1,M1

·
xR

{M1}
N1

|xρnew |2 (22)

Using (22) and considering presented discussion the following strategy for filter
structure selection is proposed

Strategy 1. If KN1,M1 is the number the coefficients xρ for the filter Fa(N1,M1),
then increasing KN1,M1 by one (adding the new coefficient xρnew) , which is ef-
fective in a new filter Fa(N2,M2), follows when and only when

Fa(N1,M1) → Fa(N2,M2) ⇔ FK(N1,M1;N2,M2) =

=
2

KN1,M1

·
xR

{M1}
N1

|xρnew|2 < δ (7)

’The partial actualization’ by a coefficient xρnew can be done by changing N
or/and M . This allows to check the different combinations of N and M . The
choice for testing the new Schur coefficient depends on the maximal value of
KN,M . Using proposed strategy 1 the following rules are proposed:

– for determining M increase the parameter N up to reach maximal value
KN,M ; it means the linear, bi-linear, tri-linear,... elements of ON basis are
checked, and choosing is one for which xρnew meets (1)

Selection the values of N i M is stopped when the desire value of (19) is reached.
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4 Simulations

To investigate the reference signal cancellation effect, the described above algo-
rithm was used and compared with the DNLMS algorithm. The two following
measures were proposed to establish the quality of the reference signal cancella-
tion process:

– dBmean [dB] - the ratio of the aeroplane echo peak energy on the range
doppler surface to the mean value of the energy on this surface except the
echo peak,

– dBmax [dB] - the ratio of the aeroplane echo peak energy on the range doppler
surface to the maximum energy value of the peak which is not the aeroplane
echo peak.

Table 1 shows the results of the simulations for the real-life signal.

Table 1. The reference signal cancellation performance - the real-life signal

Filter parameters DNLMS NOF ∗

N=5, μ = 0.5 dBmean=8.02 dBmean=11.27
dBmax=2.11 dBmax=4.64

N=10, μ = 0.5 dBmean=10.40 dBmean=11.64
dBmax=4.55 dBmax=4.34

N=20, μ = 0.5 dBmean=11.33 dBmean=12.01
dBmax=5.42 dBmax=4.93

N=10, μ = 0.05 dBmean=11.01 dBmean=11.64
dBmax=4.35 dBmax=4.34

N - filter order, μ - adaptation coefficient
∗ order of NOF was selected using Strategy 1 form 1 to N,

M was selected using Strategy 1 from 1 to 3.

First figures show the ’Range-doppler’ surface for the radar observed area.
Red points mean flying objects.

Next figures present the fragment of the ’Range-doppler’ surface near Range =
150km and Dopplershift = 120Hz in 3D style.

Range−Doppler surface
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Fig. 4. ’Range-doppler’ surface - Lattice filter (N=70)
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Range−Doppler surface
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Fig. 5. ’Range-doppler’ surface - NOF filter
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Fig. 6. ’Range-doppler’ surface -
DNLMS filter (N=70)
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Fig. 7. ’Range-doppler’ surface -
NOF

It can be seen how high is the peak of the detected object. The measure of
the reference signal cancellation performance were established and is presented
in the table 2.

Table 2. The reference signal cancellation performance

DNLMS NOF

dBmean=11.10 dBmean=11.68
dBmax=6.02 dBmax=6.23

4.1 Eliminating the Echo Signal from Static Objects

To eliminate the echo signal coming from static objects, the presented filters
orders must be higher than the maximum range (delay in samples) which is
established during the range-doppler surface calculation. For example, for the
sampling frequency 195.313e3 Hz and the maximum range 300 km, the filter
order must be higher than 195. Such orders require high computing power. This
fact was considered during making a decision to choose the reference signal can-
cellation filter parameters. Choosing the proper coefficients xρj1,...,jM (choosing
N and M) for NOF and selecting the biggest ones (xρ), it was possible to control
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the filter structure to minimize the decorrelation block complexity and get the
satisfactory value of the estimation error [2].

Fig. 8. The range-doppler surface for the generated signal (two objects + one static
object): NOF (filter parameters were not sufficient). The filter order smaller than the
delay from an object to the radar.

Fig. 9. The range-doppler surface for the generated signal (two objects + one static
object): NOF (filter parameters were sufficient). The filter order higher than the delay
from an object to the radar.

5 Conclusion

The presented results allow for the following conclusions:

– There are significant differences in the results between the algorithms.

– The change of the filters parameters can improve the cancellation process
up to 2 dB.

– The employment of the nonlinear procedures does result in significant im-
provements due to the fact that the recorded real-life signals are not ’close’
to Gaussianity

– The value of the estimation error can be controlled by selecting filter struc-
ture during filtering process.
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Abstract. Web usage have been studied from the point of view of ma-
chine learning. Although web usage prediction are mostly restricted to
an static web site structure, hence this results to be a hard restriction to
accomplish in the practice. We propose a decision-making model that al-
low predicting web users’ navigation choices even in dynamics web sites.
We propose a neurophysiological theory of web browsing decision mak-
ing, which is based on the Leaky Competing Accumulator (LCA). The
model is stochastic and has been studied in the context of Psychology for
many years. Choices are performed to follow hyperlink according to user
text preferences. This process is repeated until the web user decide to
leave the web site. Model’s parameters are required to be fitted in order
to perform Monte Carlo simulations. It has been observed that nearly
73% of the real distribution is recovered by this method.

Keywords: Neurocomputing, Web User Behavior, LCA, Neurophysiol-
ogy, Stochastic Equation, Stochastic Simulation, Text Preferences, Web
Session, Curse of Dimensionality, Markov processes.

1 Introduction

The present work describes a novel approach by applying a neurophysiological
theory of decision making for describing web user browsing behavior. The re-
search hypothesis is: It is possible to apply neurophysiologys decision making
theories to explain web user navigational behavior using web data. The current
approach focuses on a narrow class of individual web users. Several models from
Mathematical psychology have been presented on this subject, but few have so
far been applied to the engineering field. Far from being a complete description
of the conscious process of decision making, this theory describes how much time
the subject will take to make a determination based on preconceived likelihood
of each option. An objective of this research is to predict changes in the naviga-
tional behavior of the web user based on historical data. Furthermore, the Web
User/Site system is a human-machine interaction system.

While current approaches for studying the web user’s browsing behavior are
based on generic machine learning approaches, a rather different point of view is
developed and presented here. A model based on the neurophysiology theory of
decision making is applied to the link selection process. This model has two stages,
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the training stage and the simulation stage. In the first, the model’s parameters
are adjusted to the user’s data. In the second, the configured agents are simulated
within a web structure for recovering the expected behavior. The main difference
with the machine learning approach consists in that the model is independent of
the structure and content of the web site. Furthermore, agents can be confronted
with any page and decide which link to follow (or leave the web site). This impor-
tant characteristic makes this model appropriate for heavily dynamic web sites.
Therefore, such an agent model may operates on any changing environment. An-
other important difference is that the model has a strong theoretical basis built
upon physical phenomenon. Traditional approaches are generic, but this proposal
is based on a state-of-the-art theory of brain decision making.

The rest of the paper is organized as follows. Section 2 offers a description
of the neuro-physiological model for decision making. Section 3 is related to the
application of the model to the surfing process. In section 4 the mathematics and
algorithm of the simulation are described. In section 5 the parameter adjustment
is revised. Section 6 shows the numerical results of experiments. Finally, section
7 states the main conclusions of this study.

2 The Leaky Competing Accumulator Model (LCA)

The proposal is based on the model named LCA (Leaky Competing Accumula-
tor) [1]. This model associates the neural activity levels of certain brain regions
in the lateral intra parietal cortex (LIP) with a discrete set of possible choices.
Such values relate to average electrical signal rate and are measured in spikes
per second. Those (Xi) evolve according to a stochastic equation (1) during the
agent’s decision-making process until one of the activity values reaches a given
threshold. Such an equation describes the small changes dXi that affect a neural
activity Xi associated with an option i, after a small time step dt. Individuals act
accumulating evidence (X =

∫
dX), summing up said increments for each pos-

sible choice until one of the neuronal activity levels i is considered high enough
to effect a decision. The first coordinate to hit the barrier Ψ = {X |∃i, Xi = 1}
indicates which associated decision is made.

dXi = (−κXi − λ
∑
j �=i

Xj + βIi)dt + σdWi (1)

Models like the LCA stochastic process have a long history of research and
experimental validations, most of which have been carried out in the last 40
years (see [2–4]). This particular model intends to describe real neural activities,
in contrast to others approaches that use variables unrelated to physical phe-
nomena. However, few engineering applications have been proposed until now.
This paper assumes that those proven theories regarding human behavior can be
applied and adapted to describe web user behavior, producing a more effectively
structured and specific machine learning model. The stochastic process (equation
1) depends strongly on the choice evidence levels parameter vector I. A value
(Ii) (equation 1) is a neural activity level of a brain region that is associated
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with a unique choice, and whose value anticipates the likelihood for the choice
before the decision is made. A 2002 experiment on rhesus monkeys revealed how
decisions based on visual stimuli correlate with the middle temporal area (MT)
of the brain [5] that corresponds to Ii parameters. The MT area appears to be
a temporary storage and processing device for visual information that is trans-
mitted to the LIP area for further processing. Earlier studies [6] showed a linear
correlation of visual stimuli on the neural activity of the visual cortex MT. For
decision making, the brain seems to integrate information processed from other
areas of the brain {Ij} and triggers a determination (i) when the neural activity
(Xi) reaches a certain threshold. The LCA model needs a specification of the
{Ii} parameters in order to simulate a web user browsing decision, as described
in the next section.

3 Web Browsing Decision-Making Model

Web users are modeled as information foragers [7]. Furthermore, they experi-
ence a degree of satisfaction with consuming the information included on web
pages. This idea is influenced by the economic theory of utility maximization,
where a web user is a consumer of information, selecting the link that most
satisfies him/her. However, a model which only considers this dynamic factor
would produce a web user that never stops navigating. The Random Surfer [8]
Model is a naive description of a web user that has no interest at all in the
web page content. Furthermore, a random surfer does not rely on web page
content, he/she only uniformly decides on the next link to follow, or leaves the
site with probability d. The proposed model combined both paradigm using the
LCA decision making framework. Web users are considered stochastic agents
[9–12]. Those agents follow LCA stochastic model dynamics (Equation 1), and
maintain an internal state Xi affected by white noise dWi and other interac-
tions in equation 1. The available choices, including the probability of leaving
the web site, lie in the links on a web page. Agents make decisions according to
their internal preferences using a utilitarian scheme. The values (I) are the main
forces that drive the decision system (1). Furthermore, we model those values as
proportional to the probability P (i) of the discrete choices (Ii = βP (i)), which
are usually modeled using the Random Utility Model. Discrete choice prefe-
rences have been studied in economics to describe the amount of demand for
discrete goods where consumers are considered rational as utility maximizers.
The utility maximization problem regarding discrete random variables results
in a class of extreme probability distributions, in which the widely-used model
is the random utility model (P (i) = eVi/

∑
j e

Vj ) and where probabilities are
adjusted using the known logistics regression [13]. The probability distribution
of a choice i anticipates every possible choice on the page j and has a consumer
utility Vj + εi, where εi is the random part of the utility. This technique has
successfully been applied to modeling a user’s search for information on a hy-
pertext system [7], resulting in improved adaptive systems. The utility function
should depend on the text present in links that the user then interprets and by
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means of which he/she makes the decision. Nevertheless, this extension of the
LCA model is much more general since it can be applied to other fields by using
the correct discrete choice utility. In this case the utility depends on perceived
information, assuming it is mainly based on text. The assumption is that each
agent’s link preferences are defined by its TF-IDF text vector μ = [μk] [14].
The TF-IDF weight μk component is interpreted as the importance to the web
user of the word k. Furthermore, an agent prefers to follow similar links to its
vector μ. The utility values (equation 2) are given by the dot product between
the normalized TF-IDF vector μ and Li that represents the TF-IDF weight text
vector associated with the link i.

Vi(μ) = μ • Li/|μ||Li| (2)

The resulting stochastic model (equation 1) is dependent on the parameters
{κ, λ, σ, β, μ}. The set of vectors {Li} are exogenous parameters that depend on
the particular web site structure and content. The first four parameters could
be considered as constants for all users, yet the μ vector should an intrinsic
characteristic of each. In this sense, the real web user’s mode of behavior as
observed on a web site corresponds to a distribution of users. We are assuming
the web user does not change his/her intention during a session and leave the
web site according to constant probability. Therefore, in this model web user
profiling corresponds with the μ vector probability distribution.

4 Simulation

The Web User/Web Site system is rather complex since it incorporates human
behavior into often dynamically-generated pages. At first sight a complete math-
ematical description of the individual session evolution would seem to be far to
accomplish. We use “Stochastic Simulation” since some of the variables of the
system are random for recovering the web user navigational behavior. The fol-
lowing algorithm describe a simplified version of the process.

Simulation of web usage is implemented using two main levels. The first level is
driven by navigational decisions on pages, recovering a simulated visit trail (Al-
gorithm 1). The second level consists of finding the choice of the next navigational
action and the time taken for it (Algorithm 2). Nevertheless, the decision of which
navigational operation the user will take is driven by the LCA model. This pro-
cess is repeated for obtaining an approximation of statistical values. Nowadays,
Monte Carlo techniques are simpler and easier to implement, yet this method
has slow convergence rates. Nevertheless, this procedure should be executed on
several threads in order to ensure faster statistical convergence. This single-agent
procedure should be executed with different text vector preferences for recover-
ing the associated different modes of behavior on the web site. The navigational
dynamic of choice is proposed to be described by the LCA stochastic process. A
schema of processing the hyperlink choice is detailed in the following algorithm.
The one-step iteration is improved using exact simulation [15]. Furthermore,
the LCA process without considering border condition can be integrated exactly
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and it is called the Ornstein-Uhlenbeck process ([12, 16]). Such an exact path
solution from the stochastic equation [12] should be discretized for reproducing
procedure 2 until a boundary condition is reached.

Algorithm 1. Web navigation simulation: The session’s generation

1: Select a random initial page p according to the observed empirical distri-
bution of the first session pages. Probabilities are considered by the observed
rate of hit per initial page.

2: Initialize the session sequence S ← {}.
3: repeat
4: Simulate the web user’s next hyperlink selection, obtaining the

next page p′ and the time τ used for the decision (Algorithm 2).
5: Push the current page on the session set S ← S ∪ {(p, τ)}
6: Select the new page p ← p′

7: until the page p NOT corresponds to the sink node.
8: Return S ∪ {(p, τ)}

5 Parameter Estimation

On the other hand, simulation requires all of its parameters to have definite val-
ues in order to recover predictability. The process of finding such values is called
fitting, and the objective is to adjust the model to recover as much of the ob-
served behavior as possible. In this case, observed web user’s sessions are used for
reaching a maximal likelihood. Moreover, the web user text preference vector μ
is considered to be described by a multivariate distribution. Web users that visit
a web site are described by a variety of objectives defined by the μ distribution.
Finding the distribution of vector I is a difficult task. First of all, such a distribu-
tion does not relate with text choice since it reflects the distribution of different
kinds of subjects classified by their text preference. However, two assumptions
involve further simplification of the inference process. Similar sessions should
group similar web user text preferences and distribute like-multivariate normal
distributions within each cluster ζ. This method has been explored [17] for web
user simulation by ant colony optimization. Our methods differs from previous
work [11, 12] in fitting the model by cluster in similar way to [17]. Cluster set {ζ}
must be obtained by hierarchical clustering techniques, given the discrete charac-
ter of the similarity between trails. The reason is that there is no way to define a
middle point between two sessions. Similarity relates with the size |MCS(s1, s2)|
of the maximal common subsequence [18] in the sense that sessions s1, s2 with a
maximal degree of common path are considered. Finally the similarity function
between s1 and s2 is defined by 2|MCS(s1, s2)|/(|s1|+ |s2|). Transitions are then
segregated by the identified clusters, expectancy and variance for the restricted
set Īζ , Σζ are found by the optimization procedure. The difficulty of having to
estimate a distribution as a parameter was described. Using a kind of average Ī
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Algorithm 2. Simple Simulation of a Navigational Decision in a page p

1: Initialize the vector X = 0, which have the same dimension as different
links in the page p. It includes a component representing the option for
leaving the website (sink node).

2: Initialize the user text preference vector μ and prepare the vector Li as the
TF-IDF text vector associated with each link i on page p.

3: Evaluate the vector I = [Ii] using the similarity measure with μ and the
text vector Li associated with the link i as shown in equation 2. In this case
we approximate Li by the TF-IDF values of the pointed-to page.

4: τ ← 0
5: repeat
6: Perform one-step iteration for the evolution of the vector X . The Euler

method uses a time step h as shown in equation 1 and is the most-used
technique for this step.

7: if one or more {Xi} components become negative then
8: reset them to 0.
9: end if

10: τ ← τ + h
11: until The threshold is reached.
12: j′ ← Argmaxi{Xi}
13: Return the simulated choice is j′ and the time taken for the decision τ .

as a partial solution could be a way for finding the calibration of the model. Max-
imum likelihood is a well-known technique for stochastic model calibration. The
probability of observing the available data (likelihood) is maximized using as
variables the unknown parameters, subject to the restrictions of the theoretical
model. The solution is interpreted to be optimal in the sense of being the most
probable according to the observation. The calculation for obtaining a kind of
average Ī vector is based on observed data from a real web site. For a given pos-
sible transition from the page i to j, a number nijk of observed clicks measures
the time spent on the website tijk. Despite the presence of an exact polynomial
solution [12] for the unconstrained probability function, it is difficult to obtain
an explicit expression for the likelihood expression. It turns out much more un-
manageable to calculate probabilities by partitioning the domain of the problem.
Indeed if each dimension (possible choices) is partitioned in 100 parts and there
are 20 links on a page (typical number), then the number of points turns out to
be an astronomical 10020. This problem is called “the curse of dimensionality”
since computational complexity explodes with dimensionality. This issue is com-
mon for many differential problems related to the neural decision framework.
Fortunately, a much more computationally inexpensive algorithm is proposed
for calculating such a function. Symbolic integration can manage very efficiently
the computation of the likelihood. A first observation is that the multivariate
integrated function is a polynomial on variables {X, I} and a rational function
on {κ, λ, β, σ}, if likelihood is approximated by polynomials. As such, integrals
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over variable X are straightforwardly calculated and evaluated exactly by sym-
bolic integration. This observation is important since it drastically reduces the
computational complexity of the inference algorithm. Furthermore, derivatives
of the likelihood function on I, σ, κ, λ, and β can be directly extracted after
symbolic processing. In this way, traditional non-linear optimization methods
can be used in this system using the resulting evaluation of the maximized func-
tion. Nevertheless, the time-dependent probability function needs to satisfy the

Fig. 1. Polynomial approximation shape (degree= 100) of the probability distribution
for two choices and I = (1, 1) in a given time t. Parameters are κ = 0.8, λ = 0.3, σ = 0.2.

differential problem 1, border conditions, and be described by polynomials or
rational functions. Since exact solutions are not available, approximation can be
performed using a polynomial (or rational) initial solution accumulated near 0
and using the Fokker-Plank propagator for finding the solution at any time t
[12]. The shape of the resulting probability function is illustrated in figure 1. In
this way, any calculation to obtain the likelihood involves partial derivatives and
integration operations that can be straightforwardly calculated by symbolic pro-
cessing. The resulting likelihood function is now calculated in polynomial time
avoiding the dimensionality-explosion problem.

6 Results

In this research we used five sub-sites belonging to the Industrial Engineering
Department (http://www.dii.uchile.cl). The main departmental site, three sub-
sites from the master’s degree program, and a project web site have nearly a
thousand web pages. Each one has its own characteristics in terms of content
and structure and there is no homogeneity in relation to the process of web con-
struction. This web site has the property of having a lower degree of complexity,
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and changes in the web site are minimal compared with others. Those charac-
teristics make sessions on average simpler and ideal for the study of web usage
mining. Real sessions are retrieved by mean of a cookie method and compared
with simulations. The data retrieval process started in June of 2009 and finished
in August 2010. Web user sessions were obtained through a cookie-based ses-
sionization method, which stores the anonymous user identifier. This technique
uses both client-side and server-side elements to track web user behavior and au-
tomatically reconstruct the sessions. The following result was obtained; λ : 0.4,
κ : 0.2, σ : 0.03, β : 0.45. Those parameters were then fixed for performing the
calibration of the evidence vector. The symbolic-based algorithm was stated and
a single vector was fit. An interesting fact is that the result was nearly similar
to the vector obtained by the most important word in the web site. An error of
40% is identified in the session distribution simulation. The process takes nearly
10 hours. A distribution of vector was obtained clustering the session by using
the longest common subsequence distance for clustering. In this the clustering
process was stopped when 10 clusters were detected. The same previous process
of calibration was performed using this method on each cluster and subset of
visited pages. The results were astonishing, nearly 8, 3% of error were obtained
in the simulated session distribution. As we have seen session length follows a
typical distribution [19]. The simulated “average web user” follows a distribution
of session length similar to the empirical. The relative error is of 8, 1%, or less
than 1% of error in log scale. Distribution error remains more or less constant
for sessions with a capacity of less than 15 pages consisting of 0, 3% of error.
The regression results obtained from the distribution of the μ text preference
vector show that most probably (maximal P (u)) have the following word highly
ranked. Three vectors were selected on the upper 70% of probability. A sample
set of the words obtained by this method is presented:

1. Management, Engineering, Enterprise, Society. Interpretation: re-
lated to the industrial engineering field.

2. Mgpp, Council, Bank, Description. Interpretation: Word related to
a master in public politics degree (Mgpp).

3. Capital, Market, Sustainability, Characterization. Interpretation:
Word related to economics.

Those results show great accuracy in describing the interest of a real visitor to
the web site of the Industrial Engineering Department of the University of Chile.
It was known that traditional machine learning results in 50 − 70% of effective-
ness for rebuilding the distribution of session [20]. However, such algorithms
only predict the next step of the session based on previous history. Indeed, if
considering machine learning predict next step of a session by nearly 70% of the
cases, then the whole sessions would be recovered geometrically in a fraction
much less than this value. The current model differs from the capability of gen-
erating entire sessions samples. The effectiveness of this method is nearly 78.5%
of the generated session distributed like the real one. This is calculated from the
frequency of appearance of each real session corresponding to the average of the
recovered fraction of them. The most important testing of the model is related
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to future behavior based on past training. The effectiveness of this method in
the next two months after calibration was of about 73%.

7 Conclusion

This work has proposed to study and apply a psychology-based theory of decision
making to web usage in order to describe a user’s sessions. The mechanism used
for such purposes was the neurophysiology LCA (equation 1) model of decision
making. It is adapted to predict the next page in a session and obtaining the se-
quence of visited pages. This corresponds to a stochastic simulation scheme that
is handled by Monte Carlo techniques. Once the model is calibrated, it is pos-
sible to obtain the distribution navigation trails using Monte Carlo techniques.
As a sub-product of the calibration mechanism it results in the dispersion of the
web user’s keyword interest. A major disadvantage of the model is the math-
ematical difficulty of approximating solutions. The problem originates in the
naturally high number of dimensions for the differential problem (typically 20)
and non-standard border conditions. Differential problems are commonly solved
by a discrete mesh on the domain are computationally intractable in this case. In
spite of the intricate mathematical description, the model is based on physiolog-
ical principles of decision making validated experimentally. This characteristic
suffices for developing and exploring the capabilities of this model by means of
adjusting the theoretical dynamics to the observed fact. An approach based on
symbolic processing and an exact polynomial solution of the unconstrained prob-
lem was proposed to avoid a dimensional explosion. Our presented model differ
from [11, 12] on the simplifying assumption on fitting the model on clustered
session [17]. Since the simulation successfully predicts navigation changes, then
changes on a web site can be investigated for optimizing measures of web site
usability. Such a possibility drastically alters the current concept of an adap-
tive web site since it is possible to predict the impact of a change on the web
site. Web page semantic has not been considered in the model, since the bag
of word model dismisses those relations. Visual disposition and presentation of
hyperlink on a web page, could also influence the decision about the next page
to visit. This phenomena should be included in the I vector, since in this case,
relates with brains visual processing and semantic resolution. In the proposed
framework a utility function resume preferences. Text semantic and/or visual
disposition, should be represented by a numeric vector, so it enters on the utility
definition.
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Abstract. In the paper, we present a comparison of dynamic program-
ming and greedy approaches for construction and optimization of ap-
proximate decision rules relative to the number of misclassifications. We
use an uncertainty measure that is a difference between the number of
rows in a decision table T and the number of rows with the most common
decision for T . For a nonnegative real number γ, we consider γ-decision
rules that localize rows in subtables of T with uncertainty at most γ. Ex-
perimental results with decision tables from the UCI Machine Learning
Repository are also presented.

Keywords: decision rules, number of misclassifications, dynamic
programming algorithm, greedy algorithm.

1 Introduction

Decision rules are used in many areas connected with data mining and machine
learning. The number of misclassifications is important parameter if we consider
decision rules as a way for construction of classifier [8–10, 12, 13].

There are many approaches to the construction of decision rules, for exam-
ple, Apriori algorithm [1], different kinds of greedy algorithms [9, 11], dynamic
programming [3–6, 14]. This paper, extending a conference publication [4], is
devoted to the comparison of the number of misclassifications of decision rules
constructed by dynamic programming algorithm and greedy algorithm. We use
as an uncertainty measure J(T ) that is a difference between the number of rows
in a given decision table and the number of rows labeled with the most common
decision in this table. We fix a nonnegative threshold γ, and study γ-decision
rules that localize rows in subtables whose uncertainty is at most γ. For each
of such rules the number of misclassifications is at most γ. In [4] we presented
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a dynamic programming algorithm for decision rule optimization relative to the
number of misclassifications. In [3] we studied dynamic programming approach
for partial decision rule optimization relative to the length and coverage. In [14]
we discussed possibilities of sequential optimization of γ-decision rules relative
to the length, coverage and number of misclassifications.

Dynamic programming approach allows us to find optimal (from different
points of view) decision rules. In this paper, we present dynamic programming
algorithm that allows us to obtain γ-decision rules with the minimum num-
ber of misclassifications. The presented algorithm constructs a directed acyclic
graph Δγ(T ). Based on this graph we can describe the whole set of so-called
irredundant γ-decision rules. Then optimize rules from this set relative to the
number of misclassifications. We also present a greedy algorithm for construction
of γ-decision rules. It allows us to make some comparative study relative to the
number of misclassifications for constructed approximate decision rules.

This paper consists of seven sections. Section 2 contains definitions of main
notions. In Sect. 3, we study a directed acyclic graph which allows us to describe
the whole set of irredundant γ-decision rules. In Sect. 4, we consider a proce-
dure of optimization of irredundant γ-decision rules relative to the number of
misclassifications. In Sect. 5, we present a greedy algorithm for construction of
γ-decision rules. Section 6 contains results of experiments with decision tables
from the UCI Machine Learning Repository [7]. Section 7 contains conclusions.

2 Main Notions

In this section, we consider definitions of notions corresponding to decision tables
and decision rules.

A decision table T is a rectangular table with n columns labeled with condi-
tional attributes f1, . . . , fn. Rows of this table are filled by nonnegative integers
which are interpreted as values of conditional attributes. Rows of T are pairwise
different and each row is labeled with a nonnegative integer (decision) which is
interpreted as value of the decision attribute. It is possible that T is empty, i.e.,
has no rows.

A minimum decision value which is attached to the maximum number of rows
in T will be called the most common decision for T . The most common decision
for empty table is equal to 0.

We denote by N(T ) the number of rows in the table T and by Nmcd(T ) we
denote the number of rows in the table T labeled with the most common decision
for T . We will interpret the value J(T ) = N(T )−Nmcd(T ) as uncertainty of the
table T .

The table T is called degenerate if T is empty or all rows of T are labeled with
the same decision. It is clear that J(T ) = 0 if and only if T is a degenerate table.

A table obtained from T by the removal of some rows is called a subtable
of the table T . Let T be nonempty, fi1 , . . . , fik ∈ {f1, . . . , fn} and a1, . . . , ak
be nonnegative integers. We denote by T (fi1 , a1) . . . (fik , ak) the subtable of the
table T which contains only rows that have numbers a1, . . . , ak at the intersection
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with columns fi1 , . . . , fik . Such nonempty subtables (including the table T ) are
called separable subtables of T .

We denote by E(T ) the set of attributes from {f1, . . . , fn} which are not
constant on T . For any fi ∈ E(T ), we denote by E(T, fi) the set of values of the
attribute fi in T .

The expression
fi1 = a1 ∧ . . . ∧ fik = ak → d (1)

is called a decision rule over T if fi1 , . . . , fik ∈ {f1, . . . , fn}, and a1, . . . ak, d are
nonnegative integers. It is possible that k = 0. In this case (1) is equal to the rule

→ d. (2)

Let r = (b1, . . . , bn) be a row of T . We will say that the rule (1) is realizable for
r, if a1 = bi1 , . . . , ak = bik . If k = 0 then the rule (2) is realizable for any row
from T .

Let γ be a nonnegative real number. We will say that the rule (1) is γ-true for
T if d is the most common decision for T ′ = T (fi1 , a1) . . . (fik , ak) and J(T ′) ≤ γ.
If k = 0 then the rule (2) is γ-true for T if d is the most common decision for T
and J(T ) ≤ γ.

If the rule (1) is γ-true for T and realizable for r, we will say that (1) is a
γ-decision rule for T and r.

We will say that the rule (1) with k > 0 is an irredundant γ-decision rule for
T and r if (1) is a γ-decision rule for T and r and the following conditions hold:

(i) fi1 ∈E(T ), and if k>1 then fij ∈E(T (fi1 , a1) . . . (fij−1 , aj−1)) for j=2,. . . ,k;
(ii) J(T )>γ, and if k>1 then J(T (fi1 , a1) . . . (fij , aj))>γ for j = 1, . . . , k− 1.

If k = 0 then the rule (2) is an irredundant γ-decision rule for T and r if (2) is
a γ-decision rule for T and r, i.e., if d is the most common decision for T and
J(T ) ≤ γ.

Let τ be a decision rule over T and τ be equal to (1). The number of misclas-
sifications of τ is the number of rows in T for which τ is realizable and which
are labeled with decisions different from d. We denote it by μ(τ). The number
of misclassifications of the decision rule (2) is equal to the number of rows in T
which are labeled with decisions different from d.

3 Directed Acyclic Graph Δγ(T )

Now, we consider an algorithm that constructs a directed acyclic graph Δγ(T )
which will be used to describe the set of irredundant γ-decision rules for T and
for each row r of T . Nodes of the graph are separable subtables of the table
T . During each step, the algorithm processes one node and marks it with the
symbol *. At the first step, the algorithm constructs a graph containing a single
node T which is not marked with the symbol *.

Let the algorithm have already performed p steps. Let us describe the step
(p + 1). If all nodes are marked with the symbol * as processed, the algorithm
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finishes its work and presents the resulting graph as Δγ(T ). Otherwise, choose
a node (table) Θ, which has not been processed yet. Let d be the most common
decision for Θ. If J(Θ) ≤ γ label the considered node with the decision d,
mark it with symbol * and proceed to the step (p + 2). If J(Θ) > γ, for each
fi ∈ E(Θ), draw a bundle of edges from the node Θ. Let E(Θ, fi) = {b1, . . . , bt}.
Then draw t edges from Θ and label these edges with pairs (fi, b1), . . . , (fi, bt)
respectively. These edges enter to nodes Θ(fi, b1), . . . , Θ(fi, bt). If some of nodes
Θ(fi, b1), . . . , Θ(fi, bt) are absent in the graph then add these nodes to the graph.
We label each row r of Θ with the set of attributes EΔγ (T )(Θ, r) = E(Θ). Mark
the node Θ with the symbol * and proceed to the step (p+2). The graph Δγ(T )
is a directed acyclic graph. A node of such graph will be called terminal if there
are no edges leaving this node. Note that a node Θ of Δγ(T ) is terminal if and
only if J(Θ) ≤ γ.

Later, we will describe the procedure of optimization of the graph Δγ(T )
relative to μ. As a result we will obtain a graph Δγ(T )μ with the same sets
of nodes and edges as in Δγ(T ). The only difference is that any row r of each
nonterminal node Θ of Δγ(T )μ is labeled with a nonempty set of attributes
EΔγ (T )μ(Θ, r) ⊆ E(Θ).

Let G be either the graph Δγ(T ) or the graph Δγ(T )μ. Now, for each node Θ
of G and for each row r of Θ, we describe the set of γ-decision rules RulG(Θ, r).
We will move from terminal nodes of G to the node T .

Let Θ be a terminal node of G labeled with the most common decision d for
Θ. Then RulG(Θ, r) = {→ d}.

Let now Θ be a nonterminal node of G such that for each child Θ′ of Θ
and for each row r′ of Θ′, the set of rules RulG(Θ′, r′) is already defined. Let
r = (b1, . . . , bn) be a row of Θ. For any fi ∈ EG(Θ, r), we define the set of rules
RulG(Θ, r, fi) as follows:

RulG(Θ, r, fi) = {fi = bi ∧ σ → s : σ → s ∈ RulG(Θ(fi, bi), r)}.
Then RulG(Θ, r) =

⋃
fi∈EG(Θ,r)RulG(Θ, r, fi).

Theorem 1. [3] For any node Θ of Δγ(T ) and for any row r of Θ, the set
RulΔγ(T )(Θ, r) is equal to the set of all irredundant γ-decision rules for Θ and r.

An example of the presented algorithm work can be found in [4].

4 Procedure of Optimization Relative to Number of
Misclassifications

Let G = Δγ(T ). We consider the procedure of optimization of the graph G
relative to the number of misclassifications μ. For each node Θ in the graph
G, this procedure corresponds to each row r of Θ the set RulμG(Θ, r) of γ-
decision rules with minimum number of misclassifications from RulG(Θ, r) and
the number OptμG(Θ, r) – the minimum number of misclassifications of a γ-
decision rule from RulG(Θ, r).
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The idea of the procedure is simple. It is clear that for each terminal node Θ
of G and for each row r of Θ, the following equalities hold:

RulμG(Θ, r) = RulG(Θ, r) = {→ d},
where d is the most common decision for Θ, and OptμG(Θ, r) is equal to the
number of rows in Θ labeled with decisions different from d.

Let Θ be a nonterminal node of G, and r = (b1, . . . , bn) be a row of Θ. We
know that

RulG(Θ, r) =
⋃

fi∈EG(Θ,r)

RulG(Θ, r, fi)

and, for fi ∈ EG(Θ, r),

RulG(Θ, r, fi) = {fi = bi ∧ σ → s : σ → s ∈ RulG(Θ(fi, bi), r)}.
For fi ∈ EG(Θ, r), we denote by RulμG(Θ, r, fi) the set of all γ-decision rules with
the minimum number of misclassifications from RulG(Θ, r, fi) and by
OptμG(Θ, r, fi) we denote the minimum number of misclassifications of a γ-decision
rule from RulG(Θ, r, fi).

One can show that

RulμG(Θ, r, fi) = {fi = bi ∧ σ → s : σ → s ∈ RulμG(Θ(fi, bi), r)},
OptμG(Θ, r, fi) = OptμG(Θ(fi, bi), r),

and OptμG(Θ, r) = min{OptμG(Θ, r, fi) : fi ∈ EG(Θ, r)} = min{OptμG(Θ(fi, bi), r) :
fi ∈ EG(Θ, r)}. It’s easy to see also that

RulμG(Θ, r) =
⋃

fi∈EG(Θ,r),OptμG(Θ(fi,bi),r)=OptμG(Θ,r)

RulμG(Θ, r, fi).

We now describe the procedure of optimization of the graph G relative to the
number of misclassifications μ.

We will move from the terminal nodes of the graph G to the node T . We will
correspond to each row r of each table Θ the number OptμG(Θ, r) which is the
minimum number of misclassifications of a γ-decision rule from RulG(Θ, r) and
we will change the set EG(Θ, r) attached to the row r in Θ if Θ is a nonterminal
node of G. We denote the obtained graph by Gμ.

Let Θ be a terminal node of G and d be the most common decision for Θ.
Then we correspond to each row r of Θ the number OptμG(Θ, r) which is equal
to the number of rows in Θ which are labeled with decisions different from d.

Let Θ be a nonterminal node of G and all children of Θ have already been
treated. Let r = (b1, . . . , bn) be a row of Θ. We correspond the number
OptμG(Θ, r) = min{OptμG(Θ(fi, bi), r) : fi ∈ EG(Θ, r)} to the row r in the
table Θ, and we set EGμ(Θ, r) = {fi : fi ∈ EG(Θ, r), OptμG(Θ(fi, bi), r) =
OptμG(Θ, r)}.

From the reasoning before the description of the procedure of optimization
relative to the number of misclassifications (first part of Section 4) the next
statement follows.
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Theorem 2. For each node Θ of the graph Gμ and for each row r of Θ, the
set RulGμ(Θ, r) is equal to the set RulμG(Θ, r) of all γ-decision rules with the
minimum number of misclassifications from the set RulG(Θ, r).

An example of the directed acyclic graph Gμ obtained after the procedure of
optimization relative to the number of misclassifications can be found in [4].

5 Greedy Algorithm

In this section, we present a greedy algorithm for γ-decision rule construction.
This algorithm at each iteration chooses an attribute fi ∈ {f1, . . . , fn} with the
minimum index such that uncertainty of corresponding subtable is the minimum.
We apply the greedy algorithm sequentially to the table T and each row r of T .
As a result, for each row of the decision table T we obtain one decision rule.

Algorithm 1. Greedy algorithm for γ-decision rule construction

Require: Decision table T with conditional attributes f1, . . . , fn, row r = (b1, . . . , bn)
of T , γ that is a nonnegative real number.

Ensure: γ-decision rule for T and r.
Q ← ∅;
T ′ ← T ;
while J(T ′) > γ do

select fi ∈ {f1, . . . , fn} with the minimum index such that J(T ′(fi, bi)) is the
minimum;
T ′ ← T ′(fi, bi);
Q ← Q ∪ {fi};

end while∧
fi∈Q(fi = bi) → d where d is the most common decision for T ′.

6 Experimental Results

We studied a number of decision tables from the UCI Machine Learning Repos-
itory [7]. Some decision tables contain conditional attributes that take unique
value for each row. Such attributes were removed. In some tables there were
equal rows with, possibly, different decisions. In this case each group of identical
rows was replaced with a single row from the group with the most common de-
cision for this group. In some tables there were missing values. Each such value
was replaced with the most common value of the corresponding attribute.

Let T be one of these decision tables. We consider for this table the value of
J(T ) and values of γ from the set Γ (T ) = {�J(T )× 0.01�, �J(T )× 0.1�, �J(T )×
0.2�, �J(T )×0.3�, �J(T )×0.5�}. These parameters can be found in Table 1, where
column “Rows” contains number of rows, column “Attr” contains number of
conditional attributes, column “J(T )” contains difference between the number
of rows in a decision table and the number of rows with the most common
decision for this decision table, column “γ” contains values from Γ (T ).
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Table 1. Parameters of decision tables and values of γ

Decision table Rows Attr J(T ) γ
�J(T )×0.01� �J(T )×0.1� �J(T )×0.2� �J(T )×0.3� �J(T )×0.5�

Adult-stretch 16 4 4 0 0 0 1 2
Breast-cancer 266 9 76 0 7 15 22 38
Flags 193 26 141 1 14 28 42 70
Monks1-test 432 6 216 2 21 43 64 108
Monks1-train 124 6 62 0 6 12 18 31
Monks3-test 432 6 204 2 20 40 61 102
Monks3-train 122 6 60 0 6 12 18 30
Mushroom 8124 22 3916 39 391 783 1174 1958
Nursery 12960 8 8640 86 864 1728 2592 4320
Zoo 59 16 40 0 4 8 12 20

We studied the minimum number of misclassifications of irredundant
γ-decision rules. Results can be found in Table 2. For each row r of T , we
find the minimum number of misclassifications of an irredundant γ-decision rule
for T and r. After that, we find for rows of T the minimum number of mis-
classifications of a decision rule with the minimum number of misclassifications
(column “min”), the maximum number of misclassifications of such a rule (col-
umn “max”), and the average number of misclassifications of rules with the
minimum number of misclassifications – one for each row (column “avg”).

Table 2. Minimum number of misclassifications of irredundant γ-decision rules for
γ ∈ Γ (T )

Name of γ=�J(T )×0.01� γ=�J(T )×0.1� γ=�J(T )×0.2� γ=�J(T )×0.3� γ=�J(T )×0.5�
decision tablemin avg max min avg max min avg max min avg max min avg max
Adult-stretch 0 0.00 0 0 0.00 0 0 0.00 0 0 0.00 0 0 0.00 0
Breast-cancer 0 0.00 0 0 0.09 1 0 0.71 4 0 1.31 5 0 3.19 11
Flags 0 0.00 0 0 0.01 1 0 0.02 1 0 0.09 2 0 0.59 7
Monks1-test 0 0.00 0 0 2.00 4 0 4.50 9 0 6.00 12 0 27.00 36
Monks1-train 0 0.00 0 0 0.21 1 0 0.83 3 0 1.56 6 0 6.36 11
Monks3-test 0 0.00 0 0 0.00 0 0 3.83 9 0 5.67 12 0 19.00 36
Monks3-train 0 0.00 0 0 0.10 2 0 0.60 4 0 1.41 6 1 4.84 12
Mushroom 0 0.00 0 0 0.00 0 0 0.00 0 0 0.00 0 0 1.57 72
Nursery 0 1.21 18 0 65.83 188 0 137.46 390 0 271.20 548 0 878.13 1688
Zoo 0 0.00 0 0 0.00 0 0 0.00 0 0 0.00 0 0 0.20 2

Table 3 presents, for γ ∈ Γ (T ), the average number of misclassifications of
γ-decision rules constructed by the greedy algorithm.

Results presented in Table 2 and Table 3 show that the average value of the
minimum number of misclassifications of γ-decision rules is nondecreasing when
the value of γ is increasing.

To make comparison of the average number of misclassifications of γ-decision
rules constructed by the dynamic programming algorithm and greedy algorithm
we consider a relative difference which is equal to:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

GreedyV alue−OptimumV alue
OptimumV alue if OptimumV alue > 0,

0 if OptimumV alue = 0 and
GreedyV alue = 0,

GreedyV alue/OptimumV alue if OptimumV alue = 0 and
GreedyV alue > 0,
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Table 3. Average number of misclassifications of γ-decision rules constructed by
the greedy algorithm

Decision table γ=�J(T )×0.01� γ=�J(T )×0.1� γ=�J(T )×0.2� γ=�J(T )×0.3� γ=�J(T )×0.5�
Adult-stretch 0.00 0.00 0.00 0.25 0.50
Breast-cancer 0.00 3.34 6.87 7.71 7.83
Flags 0.33 3.78 4.27 4.27 4.27
Monks-1-test 0.00 9.00 27.00 27.00 27.00
Monks-1-train 0.00 1.67 8.43 8.43 8.43
Monks-3-test 0.06 3.00 19.00 19.00 19.00
Monks-3-train 0.00 1.37 6.25 6.25 6.25
Mushroom 0.06 16.60 16.60 16.60 16.60
Nursery 19.11 140.82 878.13 878.13 878.13
Zoo 0.00 0.66 1.75 1.75 1.75

where GreedyV alue is the average number of misclassifications of γ-decision
rules constructed by the greedy algorithm (see Table 3), OptimumV alue is the
average number of misclassifications of γ-decision rules constructed by the dy-
namic programming algorithm (see column “avg” in Table 2).

Table 4 presents, for γ ∈ Γ (T ), the relative difference of the average number
of misclassifications.

Table 4. Comparison of the average number of misclassifications

Decision table γ=�J(T )×0.01� γ=�J(T )×0.1� γ=�J(T )×0.2� γ=�J(T )×0.3� γ=�J(T )×0.5�
Adult-stretch 0 0 0 0.25/0 0.5/0
Breast-cancer 0 36.11 8.68 4.89 1.45
Flags 0.33/0 377.00 212.50 46.44 6.24
Monks-1-test 0 3.50 5.00 3.50 0.00
Monks-1-train 0 6.95 9.16 4.40 0.33
Monks-3-test 0.06/0 3/0 3.96 2.35 0.00
Monks-3-train 0 12.70 9.42 3.43 0.29
Mushroom 0.06/0 16.6/0 16.6/0 16.6/0 9.57
Nursery 14.79 1.14 5.39 2.24 0.00
Zoo 0 0.66/0 1.75/0 1.75/0 7.75

Presented results show that the average number of misclassifications of γ-
decision rules constructed by the greedy algorithm is usually greater than the
average number of misclassifications of γ-decision rules constructed by the dy-
namic programming algorithm. Often, from γ = �J(T ) × 0.2�, the relative dif-
ference is decreasing when γ is increasing. For γ = �J(T ) × 0.5�, for data sets
“Monks-1-test”, “Monks-3-test”, and “Nursery”, we can observe equal values
of the average number of misclassification of γ-decision rules constructed by
the dynamic programming algorithm and the greedy algorithm. In this cases,
OptimumV alue > 0 and GreedyV alue > 0.

We can consider γ as an upper bound on the number of misclassifications of
γ-decision rules (see column γ in Table 1). Results presented in Table 2 show
that usually the minimum number of misclassifications of a γ-decision rule for
each row of the considered decision table is less than γ if γ > 0 (see column
“max” in Table 2). It means that the problem of optimization of γ-decision rules
relative to the number of misclassifications is reasonable.
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The presented experiments were done using software system Dagger [2]. It is
implemented in C++ and uses Pthreads and MPI libraries for managing threads
and processes respectively. It runs on a single-processor computer or multipro-
cessor system with shared memory.

7 Conclusions

We presented a comparison of the number of misclassifications of γ-decision rules
using greedy and dynamic programming approaches. Experimental results show
that the average number of misclassifications of γ-decision rules constructed by
the greedy algorithm is usually greater than the average number of misclassifi-
cations of γ-decision rules constructed by the dynamic programming algorithm.
The presented results of experiments show also that real value of the minimum
number of misclassifications is often less than upper bound on the number of
misclassifications given by γ.

References

1. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules in large
databases. In: Bocca, J.B., Jarke, M., Zaniolo, C. (eds.) Proceedings of the 20th
International Conference on Very Large Data Bases, VLDB 1994, pp. 487–499.
Morgan Kaufmann (1994)

2. Alkhalid, A., Amin, T., Chikalov, I., Hussain, S., Moshkov, M., Zielosko, B.: Dag-
ger: A tool for analysis and optimization of decision trees and rules. In: Computa-
tional Informatics, Social Factors and New Information Technologies: Hypermedia
Perspectives and Avant-Garde Experiences in the Era of Communicability Expan-
sion, pp. 29–39. Blue Herons, Bergamo (2011)

3. Amin, T., Chikalov, I., Moshkov, M., Zielosko, B.: Dynamic programming approach
for partial decision rule optimization. Fundam. Inform. 119(3-4), 233–248 (2012)

4. Amin, T., Chikalov, I., Moshkov, M., Zielosko, B.: Optimization of approximate
decision rules relative to number of misclassifications. In: Graña, M., Toro, C.,
Posada, J., Howlett, R.J., Jain, L.C. (eds.) KES. Frontiers in Artificial Intelligence
and Applications, vol. 243, pp. 674–683. IOS Press (2012)

5. Amin, T., Chikalov, I., Moshkov, M., Zielosko, B.: Dynamic programming approach
for exact decision rule optimization. In: Skowron, A., Suraj, Z. (eds.) Rough Sets
and Intelligent Systems - Professor Zdzis�law Pawlak in Memoriam. Intelligent Sys-
tems Reference Library, vol. 42, pp. 211–228. Springer (2013) (Electronic version
available)

6. Amin, T., Chikalov, I., Moshkov, M., Zielosko, B.: Dynamic programming approach
to optimization of approximate decision rules. Information Sciences 221, 403–418
(2013) (Electronic version available)

7. Asuncion, A., Newman, D.J.: UCI Machine Learning Repository (2007),
http://www.ics.uci.edu/~mlearn/

8. Bazan, J.G., Nguyen, H.S., Nguyen, T.T., Skowron, A., Stepaniuk, J.: Synthesis
of decision rules for object classification. In: Or�lowska, E. (ed.) Incomplete Infor-
mation: Rough Set Analysis, pp. 23–57. Physica-Verlag, Heidelberg (1998)

http://www.ics.uci.edu/~mlearn/


50 T. Amin et al.

9. Moshkov, M., Piliszczuk, M., Zielosko, B.: Partial Covers, Reducts and Decision
Rules in Rough Sets - Theory and Applications. SCI, vol. 145. Springer, Heidelberg
(2008)

10. Moshkov, M., Zielosko, B.: Combinatorial Machine Learning - A Rough Set Ap-
proach. SCI, vol. 360. Springer, Heidelberg (2011)

11. Nguyen, H.S.: Approximate boolean reasoning: foundations and applications in
data mining. In: Peters, J.F., Skowron, A. (eds.) Transactions on Rough Sets V.
LNCS, vol. 4100, pp. 334–506. Springer, Heidelberg (2006)

12. Pawlak, Z.: Rough Sets - Theoretical Aspects of Reasoning about Data. Kluwer
Academic Publishers, Dordrecht (1991)

13. Skowron, A.: Rough sets in KDD. In: Shi, Z., Faltings, B., Musem, M. (eds.)
16th World Computer Congress, IFIP 2000, Proc. Conf. Intelligent Information
Processing, IIP 2000, pp. 1–17. House of Electronic Industry, Beijing (2000)

14. Zielosko, B.: Sequential optimization of γ-decision rules. In: Ganzha, M., Maci-
aszek, L.A., Paprzycki, M. (eds.) FedCSIS, pp. 339–346 (2012)



Set-Based Detection and Isolation

of Intersampled Delays and Pocket Dropouts
in Networked Control
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Abstract. This paper focuses on the set-based method for detection and
isolation of the network-induced time-delays and packet dropouts. We
particularly pay attention to the systems described by a linear discrete-
time equation affected by additive disturbances, controlled via redundant
communication channels prone to intersampled time-delays and packet
dropouts. Time-delays and packet dropouts are considered as faults from
a classical control theory perspective. We will show that fault detection
and isolation can be achieved indirectly through the separation of pos-
itively invariant sets that correspond to the closed-loop dynamics with
healthy and faulty communication channels. For this purpose, in order
to provide a reference signal that uniquely guarantees the fault detection
and isolation in real time, we design a reference governor using receding
horizon technique.

Keywords: Fault detection and isolation, time-delay systems, positively
invariant sets.

1 Introduction

High technical demands on safety and performance, for instance in modern aero-
nautics, require application of redundant sensors and actuators. Unfortunately,
numerous examples in practice testify that malfunction in actuation (see Ma-
ciejowski and Jones [2003]) and sensing systems (see BEA [2012]) sometimes
could end with fatal consequences. Therefore, a great effort has been put in
development of control systems which, based on the built-in redundancy, can
tolerate malfunctions while maintaining desirable performance (see e.g. Blanke
[2003], Seron et al. [2008], Olaru et al. [2010]).

In practical applications, communication between various components in the
loop is attained via imperfect channels. Despite the advantages that they brought
in control, real networks are prone to undesirable effects such as time-delays (e.g.
network access and transmission delays) and packet dropouts due to network

M. Graña et al. (Eds.): KES 2012, LNAI 7828, pp. 51–60, 2013.
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congestion or transmission errors in physical links (see Hespanha et al. [2007]).
Since the presence of time-delays has mostly destabilizing effect, their consider-
ation may be crucial for the overall system behavior (see e.g. Niculescu [2001],
Sipahi et al. [2011]). Time-delays and packet dropouts in control over real net-
works have been exhaustively treated in the literature (see for instance Zhang
et al. [2001] and Hespanha et al. [2007]). In most of these works, analysis has
been carried out from the robustness point of view i.e. to detect the maximal
time-delay in a communication channel (sensor-to-controller and/or controller-
to-actuator) which preserves desirable closed-loop behavior. On the other side,
an active strategy for constant delay detection and isolation has been recently
proposed in Stanković et al. [2012].

A set theoretic approach, based on switching multi-sensor network, with fault
detection and isolation (FDI) capabilities in the feedback loop, was proposed by
Seron et al. [2008]. It was assumed that sensors were deterministic with additive
disturbance while the FDI was achieved through invariant sets separation. The
main advantage of such approach was the efficient implementation that required
only set membership testing, while all invariant sets were computed offline. The
drawback of the method, however, was a priori fixed range of the reference
signal. Consequently, an unfortunate choice of the reference may render the
detection infeasible. Guided by the generic idea that systems can often manage
some modest deviations in the reference signal, Stoican et al. [2012] proposed
a solution for this limitation introducing a reference governor in the loop, thus
considerably increasing operational range of the method.

Building upon the results of Stoican et al. [2012], Seron et al. [2008], Olaru
et al. [2010], and Stanković et al. [2012] in the present note we develop a FDI
switching scheme for intersampled time-delays (less than a sampling period)
and/or packet dropouts. The usefulness of the proposed method is outlined by
an example where even such small time-delays are destructive for the overall
performance of the closed-loop dynamics.

The present article is organized as follows. The following section discuss the
propose FDI scheme and the problem formulation. The Section 3 outlines results
on the construction of the positively invariant sets. Section 4 addresses the fault
detection and isolation scenario while Section 5 deals with the reference governor
design. Numerical example is provided in the Section 6 and Section 7 presents
our conclusions.

Notations

Denote with IR, and ZZ sets of real and integer numbers, respectively. The closed
interval of integers is defined as ZZ[a,b] = {i : a ≤ i ≤ b, a, b ∈ ZZ}.

Notations x[k + 1], x[k] and x[k− 1] denote the successor, current and prede-
cessor states, respectively. The Minkowski sum of two sets, IP and Q is denoted
by

IP ⊕ Q = {x : x = p + q, p ∈ IP, q ∈ Q}.
Interior of a set S is denoted by int(S) while the convex hull by conv(S). For
the p-norm of a vector we use the standard definition, ‖x‖p = (

∑n
i=1 |xi|p)(1/p)
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where xi is the ith element of the vector x ∈ IRn. For a matrix A, we denote its
spectral radius by ρ(A).

2 System Description and Problem Formulation

The control scheme considered in the present paper is depicted in the Fig.1. In
order to keep the exposition concise, all relevant parts on the scheme are divided
by levels, according to their function, and described in the following subsections.

Fig. 1. Multi-sensor fault tolerant control scheme

2.1 Plant Level Description

Consider the problem of regulating the input-output plant model, described by
the linear difference equation affected by additive disturbance:

y[k+1]+D1y[k]+ . . .+Dny[k−n+1] = N1u[k]+ . . .+Nmu[k−m+1]+ω[k] (1)

where y[k] ∈ IRq is the system output, u[k] ∈ IRp the system input, ω[k] ∈
IRq bounded disturbance and Di, i ∈ ZZ[1,n] and Nj, j ∈ ZZ[1,m] are matrices
of suitable dimension. We assume that the disturbance ω[k] is bounded by a
polytope with zero in its interior and the sampling is constant and synchronized.

Often in practice, not all of the plant states are available for controller, thus an
observer is required. On the other hand, additional dynamics in the loop intro-
duced by observer, could corrupt the fault detection or even make it infeasible.

Nguyen et al. [2011] proposed a method for plant states reconstruction based
on the storage of appropriate previous measurements and inputs. Thus, state
space representation, for the equation (1), is given as:

x[k + 1] = Ax[k] + Bu[k] + ω[k]

y[k] = Cx[k]
(2)
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where

A =

⎡⎢⎢⎢⎢⎢⎢⎣
−D1 0q . . . 0q Iq
−Dn 0q . . . 0q 0q

−Dn−1 0q . . . 0q 0q
−Dn−2 Iq . . . 0q 0q

. . . . . . . . . . . . . . .
−D2 0q . . . Iq 0q

⎤⎥⎥⎥⎥⎥⎥⎦ , B =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

N1

Nn

Nn−1

Nn−2

...
N2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, C =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Iq
0q
0q
0q
...

0q

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

, E =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Iq
0q
0q
0q
...

0q

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

It should be noticed that when m < n, then Nm+1 = Nm+1 = . . . = Nn = 0.
We stress here that the state-space representation (2) is certainly minimal only
for SISO case, while otherwise is not necessarily.

Using stored certain plant information, written in the vector form as

X [k] =
[
y[k]T . . . y[k − n + 1]T u[k − 1]T . . . u[k − n + 1]T

]T
, (3)

the state vector could be obtained from the following relation:

x[k] = TX [k] (4)

where

T =
[
T1 T2

]
, T1 =

⎡
⎢⎢⎢⎢⎣

Iq 0q 0q . . . 0q
0q −Dn 0q . . . 0q
0q −Dn−1 −Dn . . . 0q
. . . . . . . . . . . . . . .
0q −D2 −D3 . . . −Dn

⎤
⎥⎥⎥⎥⎦
, T2 =

⎡
⎢⎢⎢⎢⎣

0q×p 0q×p 0q×p . . . 0q×p

Nn 0q×p 0q×p . . . 0q×p

Nn−1 Nn 0q×p . . . 0q×p

. . . . . . . . . . . . . . .
N2 N3 N4 . . . Nn

⎤
⎥⎥⎥⎥⎦
.

In the present article we consider scenario where the ’raw’ sensor measurements
are already locally processed, according to the equation (4) (block S in Fig.1),
and send over the imperfect, redundant channels at each sampling period. For
more details on outlined state reconstruction see (Nguyen et al. [2011]). Without
loss of generality and in order to simplify the exposure as much as possible, in
this note we consider the SISO plant model.

The control objective is to design a closed-loop control scheme such that the
plant model (2) tracks a reference signal xref [k] ∈ IRn which obeys the nominal
dynamics:

xref [k + 1] = Axref [k] + Buref [k]. (5)

In order to assure delay detection and isolation in the loop, the pair xref [k], uref [k]
are provided by a reference governor such that the given constraints are respected
and an ideal reference r[k] is followed as closely as possible (see Section 5).

2.2 Communication Level Description

Processed plant output, x[k], is transmitted through N redundant communica-
tion channels at each constant sampling period, here for simplicity considered as
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h = 1. All channels are subjected to delays 0 ≤ dj < 1, possible packet dropouts
and bounded noise ηj , where j ∈ ZZ[1,N ]. It is assumed that the noise in channels
is bounded by a polytope with 0 in its interior.

2.3 Controller Level Description

At each sampling period, information sent through the communication level,
possibly corrupted during transmission (see Sect. 2.2), are acquired by buffers
Bj . We assume that all buffers have enough memory to store information from
one sampling period.

From the classical fault detection and isolation point of view (Blanke [2003]),
a signal called residual, sensitive to fault occurrence and with manageable de-
pendence on the disturbances, can be defined for fault detection.

The data from buffers are employed in residual signals generation. Based
on the membership testing (in more details exposed in Sect. 4), each sampling
period switching mechanism selects one healthy residual signal which is employed
in control action, while all the others buffers, not necessarily faulty, are reset to
that value.

Let denote with ζn the nominal residual signal:

ζnj [k] = x[k] + ηj − xref [k] = z[k] + ηj (6)

where z[k] = x[k] − xref [k] is the plant tracking error.
In situations when feedback information is lost and/or delayed in a communi-

cation channel, corresponding buffer keeps the data from the previous sampling
period. Therefore, the faulty residual signal is defined in the following manner:

ζj [k] = x[k − 1] + ηj − xref [k] = z[k − 1] + ηj + (xref [k − 1] − xref [k]). (7)

The fault that we consider here schematically can be represented as:

ζni[k]
FAULT−−−−−→ ζi[k]. (8)

Under the assumption that the pair (A,B) from (2) is stabilizable, one could
obtain the feedback gain K employing one of well known methods from the
control theory (LQR, LQG etc.). The details of such a synthesis procedure are
omitted here.

3 Invariant Set Construction

Based on the set membership testing of residual signals, at each sampling pe-
riod, the switching mechanism selects one feedback channel suitable for control.
Requirement to guarantee the confinement of residuals in certain regions of their
associated space, leads us to introduction of invariant sets with respect to the re-
spective dynamics. By definition, invariant sets are able to preserve the states of
particular dynamics for any initial data from that set. In this section, we address
the problem of computing suitable invariant sets for fault detection scheme.
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In order to assure unique fault detection, invariant sets for the healthy and
faulty residuals need to be disjoint. Furthermore, the interest to have more free-
dom in choosing the reference signal, and subsequently, less conservative results,
impose the use of the minimal robust positively invariant (mRPI) sets.

Definition 1. The set S ⊆ IRn is said to be robust positively invariant (RPI)
with respect to the system (2) if for all x[0] ∈ S and for all ω[k] ∈ Ω, all solutions
satisfy x[k] ∈ S for ∀k ∈ ZZ[0,∞] i.e. AS ⊕ Ω ⊆ S. If the set S is contained in
any closed RPI set, then it is mRPI set and it is unique, compact and contains
the origin if Ω does.

The efficient computation of an invariant approximation of the mRPI set was
proposed by (Raković et al. [2005]) and is outlined in the following theorem:

Theorem 1. Consider the system (2), controlled by u[k] = −Kx[k] such that
ρ(A − BK) < 1 and w[k] ∈ Ω, 0 ∈ Ω. Then there exist a finite integer s > 0
and a real scalar 0 < α < 1 such that

(A−BK)sΩ ⊆ αΩ.

The compact and convex invariant approximation of the mRPI set is given as:

S(s, α) = (1 − α)−1S(s)

where S(s) =
⊕s−1

i=0 (A−BK)iΩ, S(0) = {0}.
For further details on the minimal robust positively invariant set construction
see (Raković et al. [2005]).

4 Fault Detection and Isolation

The aim of the present work is to propose manageable realization for control,
through redundant communication channels, in the presence of time-delays or
packets dropouts.
Robustness issues are not addressed and they will be the scope of our future
research. Thus, for the proper functioning of the pattern, we assume that at any
time sequence at least one of the communication channels carry the proper plant
information, possibly affected only by additive disturbances.

The purpose of the switching mechanism is to prevent closing the control loop
with ’obsolete’ plant information. The plant tracking error for the (2) is given as:

z[k + 1] = (A−BK)z[k] + ψj [k], (9)

where ψj [k] = ω[k] − BKηj is absolute additive disturbance, also bounded by
a polytope, denoted by INj ⊂ IRn, since the same hold for ω[k] and ηj . For the
simplicity, we immerse the polytopic bounds for all channels in one polytope
defined as IN = conv(INj), j ∈ ZZ[1,N ].
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Let denote by S(s, α) mRPI invariant set for (9), computed according the
Theorem 1.
Since the bounds for disturbances in the channels are predefined, we are able
to calculate the invariant regions where the healthy (Rn) and the faulty (R)
residuals are settled down:

Rn = S(s, α) ⊕ IN

R = S(s, α) ⊕ IN ⊕ (xref [k − 1] − xref [k]),
(10)

where we used the fact that z[k − 1] ∈ S(s, α).
If the following relation holds

Rn ∩R = ∅, (11)

then, by validating that ζni[k] ∈ Rn, we can affirm that the ith loop operate in
desirable way and it can be used by the controller. It should be noticed that fault
detection depends on the reference signal i.e. on the term (xref [k− 1]−xref [k]).
Therefore, an appropriate selection of the reference, results in disjoint invariant
regions for healthy and faulty channels, thus guaranteeing detection in real time.
Formally, the separation is guaranteed if the following condition holds:

(xref [k − 1] − xref [k]) /∈ (S(s, α) ⊕ IN) ⊕ (−((S(s, α) ⊕ IN))). (12)

5 Reference Governor Design

In the previous section we obtained the condition on the reference signal (12)
that guarantees the invariant sets separation for healthy and faulty behavior.
Define the set of admissible reference values as:

IH = {xref [k] : (S(s, α)⊕ IN)∩ (S(s, α)⊕ IN⊕ (xref [k− 1]−xref [k])) = ∅}. (13)

Since we constrain the state and input references to take values only from their
admissible set, we may no longer follow the desired trajectory. Consequently, a
pair of input/state reference will be sought in order to satisfy the dynamics (5)
and to minimize the mismatch between an ideal and real trajectories, always
respecting the imposed constraints in (13). To this end, we propose the use of a
reference governor, implemented though receding horizon techniques.

The set IH (13) can be rewritten in a more readable form as:

IH = {(xref [k], uref [k]) : (xref [k−1]−xref [k]) /∈ (S(s, α)⊕IN)⊕(−((S(s, α)⊕IN))).
(14)

The feedforward action uref is provided by the reference governor, which has
to choose a feasible reference signal and, at the same time, follow an desired
reference as close as possible. This problem can be cast as the optimization of
a cost function under constraints, and it is solved in a model predictive control
framework:

u∗ = arg min
uref [k,k+σ−1]

(
σ∑

i=1

‖(r[k + i] − xref [k + i])‖2Qr
+

σ−1∑
i=0

‖(uref [k + i])‖2Pr
) (15)
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subject to:

xref [k + 1] = Axref [k] + Buref [k]

(xref [k − 1] − xref [k]) ∈ IH,
(16)

where σ ∈ ZZ(0,∞) is a prediction horizon, Qr � 0 and Pr � 0 are weighting
matrices and uref [k] is taken as the first element of the sequence u∗.

Remark 1. One can observe that the set IH is non-convex. As a consequence, the
optimization problem has to be solved over a non-convex set which imposes the
use of mixed-integer techniques. For more details we refer to (Prodan et al. [2011]).

6 Ilustrative Example

Consider the linear time invariant plant model with two feedback communication
channels:

x[k + 1] =

[
0.9 −0.34
0.84 0.7

]
x[k] +

[
1
1

]
u[k] + ω[k] (17)

where ω[k] ∈ Ω = {x : ‖x‖∞ ≤ 0.1}.
Assume that the feedback channels are affected by random measurement noise

ηj ∈ IN and, where IN = {x : ‖x‖∞ ≤ 0.1}, j = 1, 2. LQR gain matrix for this
case is K =

[
0.6841 0.1786

]
.

Initial reference signal r and the reference signal obtained from the reference
governor xref are depicted in the Fig.2. Real-time simulation i.e. tracking error,
depicted in the Fig.3, exhibit the behavior of the considered network. From the
simulation we can notice that the delay is efficiently avoided as long as there is
at least one uncorrupted channel.

The outlined results shows the simplicity and, at the same time, efficient
detection and isolation of corrupted communication channels by an intersampled
time-delay or a packet dropout.
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Fig. 2. Ideal reference r and the reference governor output xref
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Fig. 3. Plant tracking error

7 Conclusions

The paper has presented a fault tolerant control scheme based on a reconfig-
urable control action, where delays or communication packet dropouts in the
redundant feedback channels are considered as faults. The reference, followed
by the system, was obtained through the reference governor which employs a
receding horizon technique in order to determine a reference which guarantees
correct fault detection in real time. The proposed scheme could be employed in a
reference signal construction in order to, indirectly, excluding defective channels
from being utilized in the control action. The proposed method is computation-
ally efficient for the online implementation since it is carried out only by set
membership testing, while the invariant sets computation can be done offline.
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Abstract. In the paper a design and principle of operation of the system
facilitating communication between hearing and deaf people is presented.
The system has a modular architecture and consists of main application,
translation server and two complementary databases. The main applica-
tion is responsible for interaction with the user and visualization of the
sign language gestures. The translation server carries out translation of
the text written in the Polish language to the appropriate messages of
the sign language. The translation server is composed of facts database
and translation rules implemented in the Prolog language. The facts
database contains the set of the lexemes and their inflected forms with
a description of the semantics of units. The translation rules carry out
identification and analysis of basic structures of the Polish language sen-
tence. These basic structures are related to the sentence creation function
of the verb predicate. On the basis of this analysis equivalent translation
of text into the sign language is realized. Translated text in the form of
metadata is passed to the main application, where it is translated into
the appropriate gestures of the sign language and face mimicry. The ges-
tures in the form of 3d vectors and face mimicry are stored in the main
database as binary objects. The authors intend to apply the translation
system in various public institutions like hospitals, clinics, post offices,
schools and offices.

1 Introduction

The research on issues related to the translation of texts written in the Polish
language into the Polish sign language and vice versa, showed the complexity
of the problem. The lack of relevant publications fully describing the grammar
of the Polish sign language, scarcity of the sources of information on the uni-
fied gestures and internal divisions among people using sign language into the
supporters of Polish Sign Language (PSL) and System of Sign Language (SSL)

M. Graña et al. (Eds.): KES 2012, LNAI 7828, pp. 61–70, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



62 W. Koziol et al.

are the main difficulties encountered during the implementation of automatic
text translation between these two languages. This is a complex issue both from
the point of view of linguistic as well as that of computer science. The imple-
mentation of such a system requires in-depth knowledge of general linguistics,
semantics and syntax and the application of appropriate tools and solutions pro-
vided by computer science. For the language (phonic) communication the most
important are the compound signs and propositional structures. These struc-
tures contain apart from verbal components and propositional contents, also
intentional properties including obligatory predicate of modality: affirmative,
interrogative and imperative. The utterance in the Polish language is charac-
terized by the presence of indicators of the pragmatic functions like commands,
advices, requests, wishes, threats etc. In a broader sense the sentence is also
characterized by the indicators of the content expressed indirectly, which may
include implicatures, presuppositions and elements of actual fragmentation of
communication, in other words the thematic-rematic structure expressed to a
large degree by accentuation and intonation. Preliminary research studies have
established that the seemingly simple messages in sign language are however
characterized by a high degree of complexity. Each sign language gesture has its
own content structure interpreted by the face mimicry. The analysis of the Polish
language expressions and translation into the messages of the sign language is
achieved through the application of Prolog language. This language is dedicated
to solving problems concerning symbolic processing. Transfer of information in
the sign language is achieved by visualization of the gestures together with face
mimicry in the 3D technology. Ideograms are acquired by using a motion cap-
ture system recording spatial data in function of time. Another complex task is
joining of the individual ideographic characters into the compound messages. It
requires solving the problem of transitions between particular gestures, which
cause collisions of arms and hands of the avatar. Transitions of this type require
an earlier intervention through the detection and appropriate handling of colli-
sions. The realization of the system translating messages of the sign language
into the Polish language text seems to be even more complex issue. The analysis
of the research carried out domestically leads to the conclusion that the system,
which solves this issue to the sufficient degree, has not been realized until now.
This problem is researched using complex computational intelligence and spatial
image analysis methods. The analysis and identification of sign language gestures
is realized on the basis of an extracted set of distinctive features. A method of
gesture analysis used by the authors takes advantage of a special outfit allow-
ing recording of the spatial movement. The data acquired using such an outfit
is subject to analysis, which allows identification of the gestures on the basis
of their characteristic features. This method of gestures’ recognition is however
much more troublesome, comparing to the approaches not using additional out-
fit, because of the strict requirements of matching the outfit to the figure of the
signing person. The results of the research conducted worldwide clearly show
high degree of complexity of the issues addressed in the author’s work. Another
very important issue exists neglected until now. It concerns structuring of the
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recognized gestures (in the form of text equivalents) on the level of syntactic
organization and linear system. Deep analysis of the order of the previously rec-
ognized gestures should be taken into account including syntactic (on the level
of sentence structuring) and semantic connectivity. This analysis should allow
equivalent translation of the sequence of gestures into the statements in the Pol-
ish language. The solution of this problem requires development of appropriate
algorithms in the Prolog language.

2 The Aim of the Work

The primary objective at the current stage of work is the development of an
information system taking advantage of 3D technology and multimedia movie
sequences technology. Its primary component is a dictionary. Sign language ges-
tures are visualized in two alternative forms, which are film sequences and 3D
animations. The unification of many of the sings used in the translation was pro-
posed in the project. An open dictionary of the sign language was implemented,
which can serve as the basis for the adoption of a common gestures lexicon by
interested sign language communities. The project is of interdisciplinary char-
acter and combines the achievements of modern knowledge about language in
the area of morpho-syntax, syntactic and sentence semantics, with computer
science tools used for the analysis of language. The system uses two indepen-
dent processes: the main application and a translation server. These processes
work together in a client-server architecture using the TCP/IP protocol. The
main application is responsible for the interaction with users. A hearing user
inputs a text in the Polish language which is redirected to the translation server
through the main application. The translation module is implemented in the
Prolog language. The program includes various individual complementary mod-
ules conducting the analysis of sentences and phrases, determining their lexical
representation in the facts database, and their equivalence at the appropriate
structural level (in its final version the system will analyze compound sentences
- the current version analyses only isolated sentences). Sentence analysis is car-
ried out by isolating individual phrases, and then identifying particular parts of
the sentence. Analyzing rules require collecting an appropriate knowledge base
in the form of the facts of the Prolog language. This knowledge base contains
grammar -inflectional paradigms of the Polish language and semantics. The list
of the lexemes for the facts database is defined on the basis of the ”Illustrated
Basic Dictionary of the Polish Language” [2] and supplemented with vocabulary
from various dictionaries and texts concerning sign language [1] [3] [5] [6] [7]
[8] [9]. The facts database comprises about 8 thousands lexemes. The introduc-
tion of semantic markers into the facts database allows the analysis of the deep
structures of the sentence. The set of the semantic markers, together with the
schemes of semantic collocation for the particular verbs, is adopted from ”Dictio-
nary of Syntactic Generative Verbs of the Polish Language” [4]. The application
of grammar and semantic collocation rules allows the implementation of a set of
rules for the analysis of the sentence in the Polish language and the synthesis of
this sentence into the form of sign language gestures.
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3 Assumptions for the Translation of Polish Language
Sentences into Sets of Features and Sets of Rules

The main assumption of the translation system is the establishment of the equiv-
alence principle on the level of basic cognitive structures. These structures are
represented by elementary syntactic structures (predicative-argumentative struc-
tures) i.e.

- unary predicate - Tomasz pracuje. (eng. Tom is working.)
- binary predicate - Adam pisze wypracowanie. (eng. Adam is writing an essay.)
- ternary predicate - Jan daje zonie kwiaty. (eng. John is giving flowers to
his wife.)

- quaternary predicate - Wojtek czesze corce wlosy grzebieniem. (eng. Tom is
combing his daughter’s hair.)

In creating these structures the main element is verb connotation consisting in
opening positions for syntactic elements such as the subject, direct object, in-
direct object, and, in some cases, adverbials of manner, place and time, which
usually remain optional components of the sentence. Therefore it can be said,
that the verbs impose the scheme of the sentence and determine syntactic po-
sitions that can appear in their surroundings. Identification of the sentence’s
scheme, for which the information is embedded in the verb is an essential step
ordering the analysis process. Referring to the description of the state of af-
fairs presented in the specialized scientific literature it can be assumed that the
number of these strictures and schemes is limited. Therefore they can be formal-
ized and implemented using the Prolog language. Previous attempts to create
a computer system translating from the Polish language into the sign language
revealed that the basic difficulty was lack of formalized grammar description
of this language. It seems reasonable to assume, that to formalize the equiva-
lence rules they should be based on the advices received from people using sign
language. It should be noted that these people often don’t have sufficient knowl-
edge in this field. Another problematic issue is the lexical resource for the Polish
sign language counting barely few thousand ideograms. For comparison in the
Polish natural language full lexical scope is counted in hundreds of thousands
ideograms. A significant difficulty arising before the authors of the project is
the fact, that currently deaf people don’t use pure ideographic sign language.
Mixed systems (pidgins) are often in use close structurally to the phonic lan-
guage. Large differences can be observed between regions, environments and
generations. During the system implementation the most neutral and simulta-
neously the most widespread dialect of the Polish sign language was assumed as
the reference point. The establishment of equivalence on the level of lexical units
requires selecting base vocabulary of the Polish language. ”Illustrated Basic Dic-
tionary of the Polish Language” [2] was adopted for this purpose. Repertoire of
the sign language gestures was developed on the basis of available dictionaries
of the Polish signed and sign languages i.e. ”Sign Language Dictionary” [1] and
other book sources. For the visualization of the sign language gestures appropri-
ate 3D model of the virtual avatar was created. Control of the avatar is realized
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using skeletal animation technique. To improve the naturalness and the clarity of
communication algorithms enabling controlling of the face mimicry of the model
were implemented. Transfer of the content in the sign language can take place on
multiple paths with the use of the following channels: ideographic, phonic, face
mimicry and text. Utilization of multiple, and to a large degree complementary,
communication paths allows to minimize the results of inevitable imperfections
of the translation and misunderstandings.

4 Design of the Translation Module

The architecture of the translation module proposed in the project is designed
using the Prolog language. The system consists of four fundamental parts:

1. Facts database containing vocabulary items belonging to different parts of
speech;

2. Rules database containing rules classifying parts of speech and auxiliary
functions;

3. Rules of propositional templates database containing rules concerning the
syntactic and semantic analysis of the sentences;

4. Main rule in the form of overloads which applies templates of syntactic anal-
ysis to particular texts and makes the translation; the main rule serves as a
determination and diagnostic rule in regard to other rules.

The grammatical and semantic facts database contains data about the morpholog-
ical and syntactic features of the lexemes and their semantics. Building the facts
database required the use of www interfaces with MySQL database. This prelim-
inary form of the data was later translated to the facts database in the Prolog
language. It consists of: verbs, nouns, adjectives, numerals, adverbs and other, se-
mantically dependent parts of speech (conjunctions, particles, prepositions). Each
independent lexeme in the database is defined by a set of features - formal and
grammatical (inflexion, syntax) and, if required for the phrase construction, se-
mantic (described by a label which classifies its meaning). The assumption of the
direction of the translation - written language → rules database of the expert sys-
tem - determined the form and scope of linguistic analysis (see above translation
assumptions). This information characterizes the constitutive clause of the sen-
tence, represented by the verb, and belongs to its vocabulary features. Analyzing
any sentence created in the Polish language, one is able to discern its elements
reflecting elementary syntactic functions (positions), determined by the scheme.
These elements include: subject (S), direct object 1 (O1), indirect object 2, 3, 4
(O2, O3, O4), predicative, adverbial (A1, A2, A3) and attribute.

The mandatory occurrence of the parts of the sentence mentioned above,
connotated by the verb, is determined strictly by its connotation scheme. The
status of the attribute in the structure of the sentence is special because it is a
modifier of the noun in the nominal phrase.

The design of the application is shown in the block diagram indicating the
functional relationships of its main components (Fig. 1).



66 W. Koziol et al.

Fig. 1. Scheme of the translation module design

The mechanics of the system can be described as follows. Input data in the
form of written language (Input List) is subjected to analytic procedures con-
sisting of several steps:

1. In the first step the identification of the main verbal predicate of the sentence
is made together with the identification of the sentence scheme constituting
its integral feature.

2. After the identification of the scheme its acquisition phase in the form of
analytic conduct rule is carried out. A strictly correlated decision procedure
is then started. Its first component is the identification of mandatory posi-
tions, syntactic functions (clauses): subject, direct object, indirect object or
mandatory object in the sentence structure of the adverbial.

3. The next step of the analytic procedure is the identification of non-mandatory
clauses of the sentence.

4. The final step of the analytic procedure consists in the recognition of the
structures of the nominal groups and attributes.

5. Ordered facts of the source information are subjected to the process of equiv-
alence determination at the level of sign language’ units and structures.

Created translation module works on the basis of the gathered knowledge base.
Currently the database contains 3610 lexical forms of nouns, 3556 forms of ad-
jectives, and 1088 forms of verbs together with morphological elements and se-
mantic descriptions. The database contains also forms of pronouns, numerals,
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adverbs and conjunctions. Equipping word forms with semantic markers allows
the analysis of the deep structures of the sentence. It allows intelligent contextual
analysis of sentences. Frame rules of the semantic syntax, which means semantic
valence of verbs, help in the reduction of polysemia, and simultaneously impose
both the syntax model, which is subject to interpretation, and collocation rules
(connotation). This kind of information tool combines elements of artificial intel-
ligence and can be used not only in analytic tasks but also to generate text. The
system supports approximately 40 sentence schemes. These schemes allow the
analysis of affirmative, negative and interrogative single sentences. The module
is capable of sentence translation carried out in a sequential manner.

5 Organization of the Communication System between
Hearing and Deaf People – Proposed Approach

The text analysis phase aims to provide maximum amount of information about
how the translated sentences should be communicated in the sign language, i.e.
sentences modalized affirmatively, negatively and interrogatively fundamentally
differ in regard to the facial mimicry and it’s the description of the facial mimicry
which is a very important part of the sign language grammar. Identification of
the particular parts of the sentence leads to the synthesis phase. In this phase
combining of sign language messages is realized using rules defining syntax of
this language - determination of equivalence. Output message should contain
information about the behavior of 3D avatar, i.e. ideogram - translation server
provides information about the unique number, which is the ID of the animation
stored in the database in the form of temporal and spatial 3D motion vectors.
Translation server also provides information about the facial mimicry in order to
express information during the speech animation process of the avatar. Expres-
siveness of the facial expressions is very important for the deaf people because
it informs about the moods and intentions of the interlocutor and is also an ele-
ment of the sign language grammar. Particular attention should be paid to the
problem of clear illustration of the mouth mimicry of the letters (and phones) in
particular words and to the problem of smooth transitions between letters in the
spoken word. Deaf people often support the communication through lip-reading,
especially in contacts with hearing people. Enrichment of communication with
speech synthesis and displaying of the text during animation constitutes addi-
tional element supporting understanding of the content communicated in the
sign language. Communication paths synchronized (and largely complementary)
in this manner should be in our opinion sufficient for the understanding of the
statements communicated in the sign language. Output message is a list con-
taining identifiers of the gestures stored in the database and information con-
cerning facial mimicry for the particular parts of sentence. The list combined
in the synthesis phase is sent to the main application, which performs visual-
ization of the data. To accomplish this task main application connects to the
database containing gestures of the sign language and retrieves binary objects
according to the order of the list of identifiers created by the translation server.
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Fig. 2. Flowchart of the one way communication process between a hearing person and
a deaf person

These objects contain information about the rotations of the bones of the model,
which is arranged in the form of animation frames.

Skeleton and facial mimicry animations are realized in parallel. Facial mimicry
animation is interpolated between consecutive key frames. These frames are re-
trieved from the database containing facial mimicry deformations according to
the output list defined by the translation server. Essentially rendering of con-
secutive frames relies on the combination of two component animations: facial
mimicry and rotations of the bones of the model. The synchronization of these
two transmission paths is very important for the deaf people because face expres-
sions provide a significant part of the grammar information (in the categorical
sense) in the Polish sign language. Flowchart showing the operation of the de-
scribed system is presented in Fig. 2.

6 Avatar Construction and Acquisition of Sign Language
Gestures

The visualization of sign language gestures with face mimicry required construc-
tion of the appropriate 3D model - avatar. Created model consists of 11 thousand
vertices divided into 93 groups. Each of the vertices’ groups is assigned to the
particular bone. This assignment enables control of the group of vertices with
bones. Application of this big number of bones enables precise representation
of human body and limbs movement in 3D space. Creation of the 3D model
required appropriate modeling of the mesh. The most important parts of the
avatar are head and hands, which require the greatest detail. In order to achieve
greater naturalness and better clarity of sign language communication, three
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types of textures were created for the model: colour textures, specular textures
and normal mapping textures. Rendering of bump and reflection maps is real-
ized using Vertex Shader and Pixel Shader technologies. To increase the number
of frames displayed per second bump and reflection maps are rendered only for
the face and hands. Acquisition of sign language gestures required application
of the motion capture system registering locations of the markers using infra
red radiation. In the research BTS Bioengineering SMART-E Motion Captures
System was used for the capture of sign language gestures. System is equipped
with six cameras working in the 120 Hz frequency. For the animation acquisition
30 markers were used placed in the appropriate locations of the body of the ani-
mator. Motion capture requires high precision in regard to the placement of the
markers on the body of the person. Particular markers shouldn’t change their
position during following capture sessions. To achieve this accuracy an outfit was
created using special rubbers, which ensure tight adherence of the outfit to the
body. The outfit was equipped with appropriate attachments for the markers,
which enable rapid installation of the markers. The consequence of the motion
capture process is animation correction. Distortions result from the erroneous
data acquisition during the execution of some of the gestures by the animator.
Correction of acquired animations can be done in manual or automatic manner.
Automatic correction is realized through application of appropriate interpola-
tion algorithms in order to fill in missing data. Close placement of the hands’
and in particular fingers’ markers is a limitation of the system. It hinders correct
data acquisition and forces separate modeling of the hand movement for the vi-
sualization of the gestures. Finite number of possible hand arrangements in sign
language gestures enables realization of the procedure of separate animation of
the hands in regard to the animation of other body parts. Two possibilities exist
for the hand arrangements identification during the animation process. First of
them is outfitting the animator with two virtual gloves in order to register hand
arrangements during the animation process. Application of computational intel-
ligence algorithms, i.e. MLP neural networks, for the interpretation of this data
allows identification of hand movement sequences representing correct execution
of gestures and reject random and transitional sequences. Animation data has
both spatial and temporal dimension. These dimensions are synchronized with
each other and as such are identified by the neural network. Neural networks’
task is identification of initial and final hand arrangement. On the basis of this
recognition interpolation of transitional states between hand arrangements for
particular gestures is realized. Another possibility is manual establishment of
hands arrangements. In the sign language fifty different hand arrangements ex-
ist. All of them are defined in the unique manner and are stored in the database
in the form of binary objects. These objects contain complete information about
flexion of fingers expressed by the rotation angles in 3D space.

7 Summary

In the paper an original design of the system enabling translation of the state-
ments in the Polish language into the sign language is described. Results of the
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research on this issue have reached a high level of advancement and encourage
further work on this project. From the technical standpoint the system enables
analysis and translation of the sentences corpora and visualization of the gestures
in DirectX technology. Considering the technical applications an implementation
of appropriate software in Silverlight technology is planned, which provides the
functionality of text translation through the www service. Deployment of a com-
prehensive system is also planned, which aim is supporting the communication
between hearing and deaf people. The intent of the authors is implementation of
the system in several versions. A standalone application designed for people in-
terested in learning the sign language is one of the planned implementations. For
the laymen, just getting to know the sign language, the application may become
a broad knowledge source about the sign language and the forms of commu-
nications with deaf people. Another version of the system is implemented as a
kiosk, which is a device allowing translation of the text in the Polish language
in the sign language in particular life situations. These devices can be utilized
by various public institutions like health care facilities, post offices, schools etc.
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Abstract. Since the arising of software engineering many efforts have been de-
voted to improve the software development process. More recently, software 
quality has received attention from researchers due to the importance that soft-
ware has gained in supporting all levels of the organizations. New methods, 
techniques, and tools were created to increase the quality and productivity of 
the software development process. Approaches based on the practitioners’ ex-
perience, for example, or on the analysis of the data generated during the devel-
opment process, have been adopted. This paper follows the second path by  
applying data mining procedures to figure out variables from the development 
process that most affect the software quality. The premise is that the quality of 
decision making in management of software projects is closely related to infor-
mation gathered during the development process. A case study is presented in 
which some regression models were built to explore this idea during the phases 
of testing, approval, and production. The results can be applied, mainly, to help 
the development managers in focusing those variables to improve the quality of 
the software as a final product. 

Keywords: Software quality, Data mining, Regression models. 

1 Introduction 

The adoption of mature methodologies (e.g., RUP, SCRUM, XP) for the software 
development process has enabled an accumulation of information from this process 
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that was never seen before. It can be easily perceived that this information, adequately 
analyzed, can provide relevant relations to the development managers to improve the 
development process and the final product. Such information set can hide patterns 
that, if explained, can offer important input for the Software Engineering (SE) man-
agement process. Budget of projects, time schedule, and resource allocation are  
examples of tasks that can take advantage from these patterns. 

The constant search for product quality improvement is a challenge for any develop-
ment company that wishes to keep competitive in a global market characterized by the 
offer of a myriad of options. According to Meyer [5], there are two relevant dimensions 
in the software development process: the external dimension that refers to user issues, 
and the internal one, that relates to the developer context. These dimensions enable 
particular metrics for evaluating the product quality that are further discussed.  

This paper presents the results of a research based in the software development ex-
perience of a Brazilian public software house, henceforth called SFPD. The focus was 
the relations existing among variables from the development or evolution processes 
and the product quality in the phases of test, homologation and production. 

2 Software Quality Issues 

Software quality is defined by Bartié [1] as a systematic approach focused on the 
achievement of software products free of flaws by preventing or eliminating defects in 
software artifacts during the software development process. Software quality  
metrics, related to the internal or the external dimensions, can be defined to help in the 
generation of high quality software products. For the internal dimensions, metrics like 
portability, reuse, and interoperability, maintainability, testability, and flexibility can be 
cited. For the external dimension, it could be used metrics like correction, reliability, 
usability, integrity, and efficiency. Some of these metrics approach aspects of economic 
quality. For example, COQUALMO [2] is a model for software quality that emphasizes 
the importance of issues like costs, timetable, and risks in development projects. 

According to Yourdon [10], the main problems in software development are re-
lated to productivity, reliability, and maintainability. Such problems influence the 
product quality directly. Productivity is related to the availability of the resources 
required to meet the expectations of an increasing demanding market. Reliability is 
related to the level of maintenance or evolution required and is affected by errors and 
failure rates.  

Fenton and Pfleeger [3] argue that metrics are fundamental for evaluating the per-
formance and progress of a product development. They must assure quality and  
transparence to the process. Metrics guarantee that software production can be moni-
tored, enabling a constant evaluation process, beyond the possibility of adjustments 
when a problem arises. According to Fenton and Pfleeger [3], defect rates in the test 
phase are an interesting alternative to measure the quality of a software product. 

Gomes, Oliveira and Rocha [4] suggest specific metrics to the software develop-
ment process for quality control. Some of these metrics are: (i) system size in lines of 
code (loc), (ii) total project effort, and (iii) team experience in the programming lan-
guage. As noted by Sommerville [7], it is known that development technology,  
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quality process, quality of the involved team, cost, time, and effort expended are  
parameters that influence of software product quality during the testing approval and 
production.  

Based on these studies, the quality control team of SFPD has defined a set of  
variables, recognized as those that most impact the product quality (Table 1).  
By acting preventively on the activities related to these variables, the company drives 
its strategies to keep competitive in the software market. 

Table 1. Independent variables. (FP: Function Points) 

Variable Type Description 
Adherence project/process Numeric Mean(100 – Σ Occurrences and deviations)  
Type of project Text Software development or evolution  
Systems affected Numeric Amount of systems depending on the project 
Productivity Numeric Developer productivity (hours required / FP) 
Team training Text Level of team training (High, Medium or Low)  
Programming language Text Programming language name 
Database Text Database name 
Life cycle Text Life cycle adopted 
Development method Text Software Engineering approach 
Requirements volatility Numeric Percentage of requirements changed 
Task size Numeric Size of the new system or the evolution (FP) 
Effort Numeric Time spent in test (hours / task size) 

3 Methodology 

Considering the numeric nature of the dependent variables, the study was focused on 
finding regression relations between them and the independent variables. Analysis 
was carried out based on the data from the SE process adopted by SFPD. The premise 
for the study was that the intrinsic quality of a software product can be measured by 
the density of defects in the phases of test, homologation, and production. Three  de-
pendent variables related to each phase were chosen: (i) density of defects in  
the test phase, (ii) density of defects in the homologation phase, and (iii) amount of 
corrective maintenance requests (in Function Points) in the production phase. 

The models were built by applying the algorithms provided by WEKA environ-
ment [8]. The original data set, with 183 instances, is composed by 150 instances 
related to development, 20 related to maintenance or evolution, and 13 non-identified. 

As an exploratory study, some regression algorithms were tested in order to figure 
out the one that best fits in our data set, i.e., the one that gives the best correlation 
between dependent and independent variables. As a matter of fact, according the NFL 
Theorem [9], no algorithm beats all the others in all data sets. Therefore, it is impor-
tant to try some algorithms in order to find the best for the used data base. 

The following regression algorithms implemented in Weka were tested: Linear  
Regression, Least Median Squared Linear Regression (LeastMedSq), Multilayer  
Perceptron (MLP), Radial Basis Function (RBF), and Support Vector Regression 
(SMOReg). A 3-fold cross-validation approach was adopted to evaluate the quality of 
the models. 
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Since it was not known how informative the variables are w.r.t. to each type of 
project (development or maintenance/evolution), it were tried the following succes-
sive approximations: (i) the complete data set with 170 recordings, (ii) the data set 
separated by type of project, and (iii) the data set separated by type of project but only 
considering relevant independent variables as identified in the previous step (namely, 
programming language, productivity, database, adherence project/process). 

4 Building the Regression Models 

The models generated in each phase (test, homologation, and production), for the 
three approximations mentioned in the methodology (complete data set, separated 
data set, and focusing only in the more relevant variables) were evaluated according 
to the correlation coefficient. We chose this error measure instead of mean squared 
error, relative squared error, or any other, because correlation is scale independent and 
allows analysis in the well-defined interval [-1,1]. According to Santos [6], the corre-
lation coefficient cc can be categorized as highly correlated (|cc| > 0.7), moderately 
correlated (0.3 ≤ |cc| ≤ 0.7) and weakly correlated (|cc| < 0.3). In this paper, we are 
only considering correlation coefficients greater than 0.3.  

Table 2. Ranking for the complete dataset 

Phase 
Applied  

technique 
Correlation 
coefficient Ranking 

Test 

LeastMedSq 0,05 4º 

Linear regression 0,08 2º 

MLP 0,07 3º 

RBFNetwork -0,12 5º 

SMOReg 0,13 1º 

Homologation 

LeastMedSq 0.04 1º 

Linear regression 0.03 2º 

MLP -0,08 4º 

RBFNetwork -0.16 5º 

SMOReg 0,02 3º 

Production 

LeastMedSq 0.17 2º 

Linear regression 0.09 4º 

MLP 0,13 3º 

RBFNetwork 0.01 5º 

SMOReg 0,20 1º 

 
The results presented in the approximation with the complete dataset are shown in 

Table 2, where the higher correlation values are highlighted. It can be observed that 
positive results were not found, perhaps due to the mixing of project types in the dataset. 
Possibly, this aspect had an effect in the correlations between expected and found results 
in terms of defect density. Therefore we performed the second approximation, i.e., with 
the data separated by project type. Table 3 shows the results for this approximation. 
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It is noticeable that the amount of models with positive correlations almost 
doubled. However, only one model has surpassed the threshold of 0.3 established as a 
quality level for accepting the model. The reports from the previous analysis have 
shown programming language, productivity, database, and adherence project/process 
as the more relevant variables. Therefore, we took these variables and proceeded to 
the third approximation. The corresponding results are shown in Table 4. 

Table 3. Ranking for the dataset separated by project types and phases 

Phase 
Applied  

technique 
Correlation 
coefficient Ranking 

D
ev

el
op

m
en

t 

Test 

LeastMedSq 0,00 4º 
Linear regression  0,20 2º 
MLP 0,13 3º 
RBFNetwork -0,07 - 
SMOReg 0,26 1º 

Homologation 

LeastMedSq 0,00 4º 
Linear regression  0,04 2º 
MLP 0,06 1º 
RBFNetwork 0,02 3º 
SMOReg -0,02 - 

production 

LeastMedSq 0,31 2º 
Linear regression  0,16 3º 
MLP 0,42 1º 
RBFNetwork -0,07 - 
SMOReg 0,31 2º 

M
ai

nt
en

an
ce

 

Test 

LeastMedSq 0,20 1º 
Linear regression  -0,14 - 
MLP -0,05 - 
RBFNetwork 0,04 2º 
SMOReg -0,07 - 

homologation 

LeastMedSq -0,16 - 
Linear regression  -0,16 - 
MLP -0,06 - 
RBFNetwork -0,34 - 
SMOReg -0,14 - 

production 

LeastMedSq 0,08 1º 
Linear regression  -0,07 - 
MLP -0,06 - 
RBFNetwork -0,13 - 
SMOReg -0,07 - 

The last approximation has shown an improvement in the production phase of  
development projects represented by a correlation coefficient greater than 0.7, the thre-
shold for a highly correlated model.  This result was found with the MLP model that can 
be used as a management tool for estimating the defects density for development projects 
in the production phase. By analyzing the variables weights listed as an output from We-
ka, it can be concluded that programming language, productivity, database, and adhe-
rence project/process are variables that can affect the software quality in the production 
phase of a development process. The lack of results for other types of systems and phases 
can be a consequence of the scarcity of data for this kind of analysis.  
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Table 4. Ranking for the dataset separated by project types and phases considering relevant 
independent variables 

Phase Applied  
technique 

Correlation 
coefficient 

Ranking 
D

ev
el

op
m

en
t 

Test 

LeastMedSq -0,18 - 
Linear regression  0,20 1º 
MLP 0,16 3º 
RBFNetwork -0,08 - 
SMOReg 0,20 1º 

homologation 

LeastMedSq 0,00 - 
Linear regression  0,13 2º 
MLP 0,14 1º 
RBFNetwork 0,09 3º 
SMOReg 0,08 4º 

production 

LeastMedSq 0,34 2º 
Linear regression  0,21 4º 
MLP 0,71 1º 
RBFNetwork 0,00 - 
SMOReg 0,32 3º 

M
ai

nt
en

an
ce

 

Test 

LeastMedSq 0,15 2º 
Linear regression  -0,25 - 
MLP -0,01 - 
RBFNetwork 0,17 1º 
SMOReg -0,10 - 

homologation 

LeastMedSq 0,00 - 
Linear regression  -0,05 - 
MLP -0,04 - 
RBFNetwork -0,43 - 
SMOReg -0,18 - 

production 

LeastMedSq 0,00 - 
Linear regression  -0,03 - 
MLP -0,10 - 
RBFNetwork -0,10 - 
SMOReg -0,20 - 

5 Conclusion and Further Works 

Establishing relations among variables from a previous to a particular phase can  
provide useful feedback for a software engineering manager. On the basis of observa-
tions taken from the homologation, test, and development phases, and knowing the 
quality of a particular software in the production phase, the manager could define 
focused interventions to assure better quality in team results. The findings of this 
study have shown that this approach can lead to interesting results. However, it must 
be noticed that some techniques corroborate this practice in Software Engineering 
while other do not. This possibly happened due to scarcity of data available for analy-
sis. In this sense, this work shall be considered as an exploratory study aiming at  
designing an analysis approach in order to predict the software quality in each phase 
of its life cycle. We found that in order to achieve meaningful results, a larger dataset 
is recommended. 
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In the present work, only the intrinsic software quality was studied, that is, the 
software quality inside the development environment. It is important to further  
expand this study in order to consider the user’s perception of software quality. 
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Abstract. Selecting high performance managers represents a risky task mainly 
due to the costs involved in a wrong choice. This fact led to the development of 
many approaches to select the candidates that best fit into the requirements of a 
certain position. However, defining what are the most important features that 
condition a good personnel performance is still a problem. In this paper, we 
discuss an approach, based on data mining techniques, to help managers in this 
process. We built a classifier, based in the Combinatorial Neural Model (CNM), 
taking as dependent variable the performance of managers as observed along 
their careers. As independent variables, we considered the results of well-
known psychological tests (MBTI and DISC). The rules generated by CNM 
enabled the arising of interesting relations between the psychological profile of 
managers in their start point in the company and the quality of their work after 
some years in action. These rules are expected to support the improvement of 
the selection process by driving the choice of candidates to those with a best 
prospective. Also, the adequate allocation of people – the right professional in 
the right place - shall be improved. 

Keywords: Knowledge-Based Systems, Combinatorial Neural Model, 
Psychological Evaluation, Performance Management. 

1 Introduction 

The common practice of managers’ selection is based on the evaluation of personal 
attributes of the candidates. Quantitative and qualitative methods are applied in order 
to figure out how the candidates fit in the expected profile. The methods and their 
metrics vary according to the characteristics of the function and the strategic 
importance of the position to be filled. It is well known that the selection costs may 
vary according to the function to be performed and that the damage caused by 
inappropriate selection is directly proportional to the hierarchical level of the position. 
So, constantly, companies seek for alternative tools and techniques that can improve 
the selection process.  
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This paper examines the relations between the results of two psychological tests 
and the observed performance of a set of managers in order to support the personnel 
managers in improving both the people selection as the results of their career. A case 
study was carried out in a large company that adopts MBTI [1] and DISC [4] tests to 
their candidates and proceeds to a systematic manager’s evaluation. In the case 
studied, the recruitment/selection and staff development generate results that require a 
subjective evaluation of human resources of the company.  

The most important challenge for the personnel management is to build an accurate 
model able to identify the relationship between psychological profiles and staff 
performances. The main purpose of this model is to allow a less subjective analysis of 
the results of the tests applied during the recruitment and selection process. 

2 Psychological Tests Used 

2.1 MBTI 

The application of psychological analysis to seek professionals that best fit the labor 
demands were intensified due to the economic difficulties brought by the Second 
World War. In 1943 Katherine Briggs and Isabel Myers proposed a set of questions 
that could help in adjusting people without previous experience to a particular activity 
that later became known as MBTI (Myers-Briggs Type Indicator). Currently, MBTI is 
widespread and used in corporate environment to define teams and improve its 
management [1]. The concept of psychological types in the MBTI is related to the 
idea that individuals feel more comfortable with certain ways of thinking and acting 
[2]. The method is based on four pairs of exclusive preferences or "dichotomies" with 
regard to specific situations: Extroversion (E) / Introversion (I), Sensory (S) / Intuition 
(N), Thinking (T) / Feeling (F), and Judgment (J) / Perception (P). 

Note that the terms for each dichotomy have specific technical meanings related to 
the MBTI, which differ from their everyday meaning. For example, people with a 
preference for judgment over perception are not necessarily more critics or less 
perceptive. It just means that they use more naturally judgment than perception. The 
same person can use the perception, if necessary, but with more effort. MBTI does not 
measure the attitudes; it just shows which preferences stand out over others. As the 
dichotomies are based on scales of varying intensity, a naturally extroverted person 
may be considered introverted when compared to someone else who has a degree of 
extroversion bigger than him/her. Sixteen psychological types (eight sensory and 
eight intuitive) can arise by combining the preferences for each situation (Table 1). 
Also, these types can be categorized as traditionalists, visionaries, catalysts, and 
tactical, depending on the predominance of determinate dichotomies. 

2.2 DISC 

In the early 20's, the psychologist William Marston sought to explain the emotional 
responses of people. His concepts were originally intended to understand and 
systematize models of individuals’ interaction with their environment, identifying the 
different mechanisms used by people in pursuit of pleasure and harmony [4].  
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Table 1. Two possible categorizations of psychological types [3] 
(1 = Traditionalist, 2 = Visionary, 3 = Catalysts, 4 = Tactical)  

Se
ns

or
y 

 … with thinking  … with feeling 
ISTJ: Introverted with judgment1 
ISTP: Introverted with perception4 
ESTP: Extroverted with perception4 
ESTJ: Extroverted with judgment1 

ISFJ: Introverted with judgment1 
ISFP: Introverted with perception4 
ESFP: Extroverted with perception4 
ESFJ: Extroverted with judgment1 

In
tu

it
iv

e 
 ... with feeling  ... with thinking 

INFJ: Introverted with judgment 3 
INFP: Introverted with perception3 
ENFP: Extroverted with perception3 
ENFJ: Extroverted with judgment3 

INTJ: Introverted with judgment2 
INTP: Introverted with perception2 

ENTP: Extroverted with perception2 
ENTJ: Extroverted with judgment2 

Marston developed a technique related to stimulus and response to measure the 
types of behavior that he was trying to describe. He chose the following factors to 
measure: Dominance, Influence, Steadiness, and Conformity. DISC is an acronym of 
these factors and represents a four quadrant behavioral model that maps the behavior 
of individuals in their environment or in a specific situation. DISC takes into account 
styles and behavioral preferences. DISC has become, probably, the most adopted 
theory to assess the psychological profile in the world. In the DISC terminology, the 
behavior is defined as the sum of the different types of responses of a person to 
various stimuli. It is important to point out that there is not a factor better or worse 
than other, a DISC profile only reports a behavioral style, and each style has its 
inherent strengths as well as their weaknesses. 

It is common to find types of behaviors represented by only one factor, for 
example, with a high "S". However, the most common profiles have a combination of 
these factors, leading to a more complex interpretation as the various factors are 
combined. The factors considered have the following meanings:  

• People with high "D" (Dominance) are very active in dealing with problems 
and challenges, while those with low “D” are people who prefer to do more 
research before taking a decision;  

• People with high levels of "I" (Influence) influence others with words and 
actions and tend to be emotional; those with low values of "I" influence more 
through data and facts rather than feelings;  

• People with high values in "S" (Steadiness) want a steady environment, 
security, and do not like sudden change; on the other hand, low values in "S" 
describe people that like change and variety; and  

• People with a high value on “C” (Compliance) adhere to the rules, regulations 
and structure; those with low values in “C” challenge the rules, want 
independence and are described as independent and careless with details. 

The real power of DISC comes from its ability to interpret the relationship between 
these factors. For example, if a person has a predominant Dominance and a similarly 
high level of Influence, he/she will behave quite differently in relation to an 
individual equally dominant, but that does not have high influence. The factors can be 
combined to provide (theoretically) around one million different profiles. 
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3 Methodological Issues 

The Combinatorial Neural Model (CNM) is a hybrid model for intelligent systems 
that adopt the better of two worlds: the learning ability from neural networks and the 
expressivity of symbolic knowledge representation. It was proposed by Machado and 
Rocha [5] as an alternative to overcome the black box limitation of the Multilayer 
Perceptron [6], by applying the neural network structure along with a symbolic 
processing. CNM can identify regularities among input vectors and output values, 
performing a symbolic mapping. It uses supervised learning and a feedforward 
topology with three layers (see Figure 1):  

• The input layer, in which each node corresponds to a triple object-attribute-
value that describes some dimension (here called evidence and denoted by e) 
in the domain;  

• An intermediary or combinatorial layer with neurons connected to one or 
more neurons in the input layer, representing the logical conjunction AND; 
and  

• The output layer, with one neuron for each possible class (here called 
hypothesis and denoted by h), that is connected to one or more neurons in the 
combinatorial layer by the logical disjunction OR. 

 

Fig. 1. An example of Combinatorial Neural Model 

The synapses may be inhibitory or excitatory and have assigned a weight between 
zero (uncommitted) and one (fully connected). The network is created as follows:  

(i) one neuron in the input layer for each evidence in the training set;  
(ii) a neuron in the output layer for each class in the training set; and  
(iii) one neuron in the combinatorial layer for each possible combination of 

evidences (with order ≥ 2) from the input layer.  

Combinations of order = 1 are connected directly to the output layer. CNM is trained 
according to the learning algorithm shown in Figure 2. 
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PUNISHMENT_AND_REWARD_LEARNING_RULE 
(i) Set the initial value of the accumulator in each arc to zero; 
(ii) For each example from the training set, do: 
 Propagate the evidences from input nodes to the output layer; 
(iii) For each arc arriving to a neuron in the output layer, do: 
 If the output neuron corresponds to a correct class 
 Then backpropagate from this neuron to the input nodes increasing the 
  accumulator of each traversed arc by its evidential flow (reward) 
 Else backpropagate decreasing the accumulators (punishment). 

Fig. 2. Learning algorithm for CNM 

For the sake of simplicity, without quality losses, we used a constant value 1 for 
the evidential flow. For the CNM training, the examples are presented to the input 
layer, triggering a signal from each neuron matched to the combinatorial layer, having 
their weights increased. Otherwise, their weights are weakened. After the training, the 
accumulators associated to each arc in the output layer will belong to the interval [-c, 
c], where c is the number of cases in the training set. After the training process, the 
weights network is pruned as follows:  

(i) Remove all arcs arriving to the output layer with accumulators below a 
threshold specified by the user and  

(ii) Remove all neurons and arcs from the input and combinatorial layers 
disconnected after the first step.  

The relations that remained after the pruning are considered rules in the application 
domain. Two basic learning metrics are applied during the model generation that 
allow the evaluation of the resulting rules: 

• Rule confidence (CI) is the percentage that expresses the number E of 
examples in which the rule R is valid with respect to the total cases of class 
C. 

• Rule support is the percentage that expresses the number of examples E in 
which the rule R holds with respect to the total amount of cases (T). 

This study assumes that there is a relationship between behavioral and psychological 
profiles and the performance in the job. Also, that this relationship varies according to the 
profile of the group in which the professional is inserted. The data analyzed includes  

• 85 MBTI assessments, with their degrees of extroversion, introversion, 
sensory, intuition, thinking, feeling, judgment, and identified perception,  

• 60 DISC assessments, covering the degree of dominance, influence, 
steadiness and compliance of internal and external profiles, and  

• Data of the results of competency and performance evaluation related of the 
years 2003 to 2008.  
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4 Case Study 

4.1 Data Exploration 

The data concerning to the MBTI assessments of employees were summarized and 
grouped according to their behavioral characteristics (see Table 2). 

Table 2. Types distribution 

Type Mood Company (%) Description 
SJ Traditionalist  61.18 Stabilizer, consolidating 
NT Visionary  31.76 System Architect, builder 
NF Catalyst 5.88 Idealist, communicative, motivating 
SP Tactical  1.18 Solve problems, dealer, reliever 

Notice that 61.18% of the evaluated staff has SJ (Traditionalists) as predominant 
temper. Employees with the characteristic NT (visionaries) totalize 31.76%. The types 
NF (catalysts) totalize 5.88% and SP (tactical) only 1.18%. Thus the managers are 
predominantly traditionalist and visionary. These two temperaments totalize 92.94% of 
the total, while the tactical and catalyst temperaments totalize 7.06%. So, according the 
predominant temperament, the management is (i) very focused on meeting deadlines, 
solving problems in stable and structured environments, (ii) focused in details and 
planning, seeking recognition and respect, and (iii) make decisions based on realities and 
facts, striking features traditionalists (SJ). It was also observed a high incidence of 
visionary employees with (NT) that search for respect by means of innovations that are 
implemented and autonomy. In both temperaments, logic and rationality are dominant. 

The data for the DISC assessments were grouped also according to their behavioral 
characteristics. Table 3 summarizes the DISC distributions of analyzed staff. The 
amount of employees having performance evaluation, during the period considered 
(2003 to 2008), was 545, 558, 537, 555, 498, and 658, respectively. 

Table 3. Grouping the results of DISC assessments 

Classification 
Internal class  
profile (%) 

External class  
profile (%) 

Summary class 
profile (%) 

D I S C D I S C D I S C 
Very high 12,3 19,3 7,0 3,5 1,8 10,5 0,0 7,0 1,7 11,7 1,7 6,7 
High 7,0 24,6 28,1 24,6 29,8 56,1 7,0 38,6 18,3 48,3 13,3 35,0 
Average 56,1 35,1 52,6 49,1 24,6 12,3 43,9 35,1 50,0 21,7 51,7 40,0 
Low 24,6 17,5 12,3 22,8 40,4 17,5 43,9 17,5 30,0 16,7 31,7 18,3 
Very Low 0,0 3,5 0,0 0,0 3,5 3,5 5,3 1,8 0,0 1,7 1,7 0,0 
TOTAL 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 100,0 

4.2 Data Preparation 

The results of MBTI and DISC assessments applied to employees with senior 
management level were selected. The results from the evaluations (Skills and Goals) 
carried out during 2003 to 2008 were also selected. The information generated by MBTI, 
DISC, and performance evaluations has been consolidated in the training set, keeping 
only 45 employees with performance assessment MBTI and DISC simultaneously. 
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 The inputs were discretized as follows:  

• For the dichotomies intensities of MBTI, it was adopted the values Mild for 
the interval [50%, 59%), Moderate for [59%, 75%), Clear for [75%, 90%) 
and Very Clear for percentages and> 90%;  

• For DISC assessment, it was adopted the values Very High for percentages ≥ 
80%, High for the interval [60%, 80%), Medium for [40%, 60%), Low for 
[20%, 40%), and Very Low for percentages <20%; and  

• For competence and performance it were adopted Lousy for percentages 
<50%, Low for [50%, 60%), Regular for [60%, 70%), Good for [70%, 80%), 
Very Good for [80%, 90%), and Excellent for ≥ 90%.  

The entire training dataset was inspected for quality issues and the results showed in 
Table 4. 

Table 4. Data quality report 

Tables Data Quality Contingency 

Staff 

The data are quite consistent and cover 
all active and retired employees of the 
company 

There was no need for additional 
treatment as the data has excellent quality 

Some employees have repeated their 
registration in the database because they 
got off and returned the company 

Registration details of the employees 
began to be controlled by a unique key 

 
MBTI 
Tests 

Only employees at the managerial level 
or graduate performed tests  

There were used for analysis only the 
employees who had performed the tests. 

Some of the managerial level employees 
and managers had not conducted the test 

Tests were performed on all employees 
who had not performed the evaluations in 
order to complete the database 

Tests 
DISC 

Some of the managerial level employees 
and managers had not conducted the test 

The data was discarded 

Individual 
Performance 

The data are quite consistent and cover 
all active and retired employees 

No further data treatment was necessary , 
as they have excellent quality 

The 2008 data were incomplete 
We requested the release of 2008 data in 
order to include them in the model 

4.3 Modeling  

As previously mentioned, the modeling phase was developed by applying CNM. 
First, a unique classifier was built taking all variables from MBTI and DISC as input 
variables in just one training dataset. However, it was not reached a good level of 
quality what led to the separation of the training dataset into two separate files: one 
for each assessment tool. The most significant results obtained by applying CNM 
(separately, for MBTI and for DISC) are shown in Table 5.  

These results correspond to a descriptive analysis of the relationships between the 
variables of psychological tests and performance evaluations. In order to define a "cut 
line" it was arbitrarily defined the confidence higher than 60% as expressing the most 
interesting relations that should be analyzed. The MBTI model shows a degree of 
confidence that varies between 64.64% and 77.78%. For the DISC model, the 
confidence level ranges from 60% to 83.33%. 
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Table 5. Results of modeling with Confidence ≥ 60% 

 # If ... then  
PERF = ... Class Confidence 

(CI) Cases Support 

M
B

T
I 

1 Perception = N – Mild Very Good 46,05% 77,78% 7 20,00% 
2 Decision = T - Moderate Very Good 46,05% 76,92% 10 28,57% 
3 Decision = T - Very Clear Very Good 46,05% 63,64% 7 20,00% 
4 Perception = N - Moderate Very Good 46,05% 63,64% 7 20,00% 

5 
Perception = S - Moderate &  
Decision = T – Clear 

Excellent 35,53% 63,64% 7 25,93% 

6 Energy = E – Mild Excellent 35,53% 63,64% 7 25,93% 

D
IS

C
 

1 DISC-I-I-Class = High Very Good 46.05% 83,33% 10 28.57% 

2 
DISC-D-I-Class = Low &  
DISC-D-R-Class = Low 

Very Good 46.05% 80.00% 8 22.86% 

3 
DISC-C-I-Class = Average &  
DISC-D-R- Class = Average & 
DISC-C-R- Class = Average  

Very Good 46.05% 77.78% 7 20.00% 

4 
DISC-D-E- Class = Average & 
DISC-S-R- Class = Average  

Very Good 46.05% 77.78% 7 20.00% 

5 
DISC-I-I- Class = Average & 
DISC-C-R- Class = Average 

Very Good 46.05% 77.78% 7 20.00% 

6 
DISC-D-I- Class = Low & 
DISC-D-E- Class = Low 

Very Good 46.05% 77.78% 7 20.00% 

7 
DISC-D-R- Class = Average & 
DISC-C-R- Class = Average  

Very Good 46.05% 76.92% 10 28.57% 

8 
DISC-C-E-Class = Average & 
DISC-I-R-Class = High 

Very Good 46.05% 76.92% 10 28.57% 

8 
DISC-C-E-Class = Average & 
DISC-I-R-Class = High 

Very Good 46.05% 76.92% 10 28.57% 

4.4  Evaluation 

In this section the classification results (Table 5) are discussed in order to evaluate the 
representativeness of the model. The results were promising and positive, since in 
both cases were found rules with the degrees of confidence above 60%. 

Results for MBTI 

The modeling with MBTI data generated a model more concise than the one from 
DISC. Two rules stand out from the results by reaching the higher confidence levels. 
They points out that employees characterized by (i) a mild form of perception and (ii) 
a moderate decision process tend to have a very good performance, the former with 
CI = 77.78% and the latter with CI = 76.92%. People in the first case present a good 
balance between intuition and sensation. They seek the meanings, relationships, and 
future possibilities of the information received. They tend to perceive the phenomena 
(people, events, and objects) subjectively. However, by having a light characteristic, 
they tend to have a good balance in searching for data and facts due to the use of 
perception. In the second case, the people discriminate, judge, and classify the 
phenomena from the logic of reason, seeking to evaluate objectively the 'pros' and 
'cons' of the nature of these phenomena. For the remaining rules, it was observed that 
good results in performance are characterized by (i) decision process moderate or 
very clear, (ii) perception moderate, (iii) perception moderate and decision clear, and 
(iv) energy mild. These rules characterize two psychological types, visionary and 
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traditionalist. The first refers to professionals who seek new possibilities, not losing 
focus on the reality. The use of reason and logic is also a major factor in these 
professionals. The second are those that are not too open to changes, keeping the 
focus in doing the ordinary in the best possible way. 

Results for DISC 

Although the baseline of CI = 60% adopted for characterizing interesting rules, the 
results for DISC started in CI = 76.92%. The model highlights two rules with 
confidence equal to or greater than 80 and suggests the following relationship:  

• Employees characterized by a high internal influence tend to have a good 
performance result with CI = 83.33%; people with this feature are 
enthusiastic with a great ability to motivate and influence people in the 
search for results through cooperation;  

• Employees characterized by a low level of internal dominance tend to have a 
very good performance result with CI = 80.00%; people with this 
characteristic are, in general, conservative, slightly hesitant, reserved, 
moderate, non-aggressive, diplomats, and careful; and  

• Combining high values of influence with low values of dominance, we have 
people with potentially large capacity of motivation and leadership coupled 
with a tendency to diplomacy and low friction - these are important 
characteristics for leaders who want to form teams with good synergy and 
promote a collaborative teamwork. 

Discussion 

In general, the results adhere to the commonsense in personnel management. It may 
represent that CNM model effectively represents the relations between variables from 
the assessment tools and the performance results. However, the higher importance of 
influence over dominance, as shown in rule 1 of DISC, does not match with the 
expected behavior. 

Based on the results obtained it can be concluded that this approach has potential to 
produce excellent results in the recruitment process, selection, training and 
development of the company under study. Thus, it seems promising to extend this 
technique to other operating levels of the company. The results were presented to the 
company's board in order to demonstrate the potential of the adopted approach and 
received a positive evaluation, pointing out to deepen the assessment process. 

5 Conclusions and Further Works 

A consistent relation between the results of MBTI and DISC were observed, showing 
that the adopted approach could be considered a promising research path. In this 
sense, more robust results would require the extension of this study to a wider data 
universe, involving other companies. So, this discussion can only be considered with 
regard to the case study presented. 

The adopted model generated rules with a reasonable degree of accuracy, despite 
the reduced amount of data. The exploratory nature of the study does not allow 
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terminative conclusions, but provides evidence that its extension to a confirmatory 
study can generalize the relations found. Thus, it is understood that future works 
should include:  

• The design and realization of a confirmation experiment of the found 
relations, with an adequate sample characterization,  

• To propose subsidies for changing policies and practices of performance 
management personnel,  

• The application of the used method with data generated by other tools of 
psychological and behavioral assessment, such as, the EQI (Coefficient of 
Emotional Intelligence), and  

• The construction of decision support systems in the organization 
development area. 

References 

1. Myers, I.B., McCaulley, M.H., Quenk, N.L., Hammer, A.L.: MBTI Manual (A guide to the 
development and use of the Myers Briggs type indicator), 3rd edn. Consulting Psychologists 
Press (1998) 

2. Keirsey, D., Bates, M.: Please Understand Me: Character and Temperament Types. 
Prometheus Nemesis, Del Mar (1978) 

3. Myers, I.B., Myers, P.B.: Gifts differing. Consulting Psychologists Press, Palo Alto (1997) 
4. Matos, J., Portela, V.: Talent for Life – What to do for discovering and enhancing your 

talents and have a productive and delightful life. HLCA - Human Learning, Rio de Janeiro 
(2001) (in Portuguese) 

5. Machado, R.J., Rocha, A.F.: Handling Knowledge in High Order Neural Networks: The 
Combinatorial Neural Model. Technical Report. CCR-076. IBM - Centro Tecnológico Rio, 
Rio de Janeiro (1989) 

6. Haykin, S.: Neural Networks: A Comprehensive Foundation. Prentice Hall (1999) 



Semantics Preservation in Schema Mappings

within Data Exchange Systems

Tadeusz Pankowski

Institute of Control and Information Engineering,
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Abstract. We discuss the problem of preservation of semantics of data
in data exchange systems. Semantics of data is defined in a source database
schema by means of integrity constraints and we expect that the seman-
tics will be preserved after transforming the data into a target database.
The transformation is defined by means of schema mappings. In order to
reason about soundness and completeness of such mappings with respect
to semantics preservation, we propose a method of developing a knowl-
edge base capturing both databases and mappings in a data exchange
system.Then formal reasoning about consistency of schema mappings
with integrity constraints of databases and with knowledge of applica-
tion domain can be performed.

1 Introduction

Data exchange is the problem of transforming data structured under a source
schema into an instance of a target schema that reflects the source data as accu-
rately as possible. The transformation is specified by means of source-to-target
dependencies (STDs) and can be performed using the classical chase procedure
[1,10]. The data exchange problem can be also perceived as a part of complex
data integration activities both in materialized integration [4] and in virtual inte-
gration (e.g. in P2P environment) [5]. We identified this problem in our SixP2P
project for semantic integration of data in P2P environment [6,14].

One of the issues faced in data exchange is the preservation of data semantics.
Unfortunately, very often the semantics behind the schema is unclear and two
syntactically similar schemas can be semantically different. To deal with the
problem data repositories, such as relational or XML databases, are enriched
with semantic knowledge by a semantic annotation in a shared domain ontology
[3,9,18] or by translating into a formal ontology-oriented system in which the
formal reasoning is possible [7,17,12]).

In this paper we propose a method for representing a data exchange sys-
tem in a formalized, knowledge based system. There are three main points in
our approach: (1) We discuss an extended knowledge base for representing re-
lational database. The representation captures relational schema and integrity
constraints (consisting of primary- and foreign key dependencies) as well as the
database instance. We show that the semantic model of the database can be made
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using a slight extension of OWL 2 EL profile of OWL 2 ontology [13]. Axioms in
the knowledge base are specified by first order rules (called ORL (Ontology Rule
Language) rules) being an extended version of DLP [11]. There is a clear distinc-
tion in the knowledge base between axioms representing integrity constraints
of databases and the domain knowledge describing interrelationships between
concepts from different databases (in particular, from the source and the target
databases in the data exchange system). (2) We show how STDs defining schema
mappings can be translated into ORL rules. In this way a unified rule-oriented
representation of both knowledge base axioms and schema mapping dependen-
cies is achieved. This is the prerequisite for reasoning about schema mappings.
(3) We discuss, on a simple example, the application of the developed method
for reasoning about schema mappings in a data exchange scenario. Firstly, the
STDs must be consistent with integrity constraints of the target database and
with the general knowledge about application domain. Secondly, schema map-
pings should capture as many data as possible. In other words, we are looking
for a possibly maximal part of the source database that can be mapped to the
target database.

In Section 2 a problem of data exchange for relational databases is reviewed. A
knowledge base for the data exchange system is discussed in Section 3. In Section
4 we study on an example a semantics preserving data exchange, focusing on its
consistency and maximality. Section 5 concludes the paper.

2 Data Exchange for Relational Databases

2.1 Relational Database

A relational database schema arises usually from a conceptual model created
using Entity-Relationship approach. Thus, we can assume without loss of gener-
ality that all relational schemas are in Boyce-Codd Normal Form (BCNF) [1]. In
such schemas only key dependencies and foreign key dependencies (representing
inclusion dependencies) are significant. Moreover, we can assume that both pri-
mary keys and foreign keys consists only of one column (attribute), otherwise a
surrogate primary key can be introduced.

A (relational) database schema is a pair

DB = (R,PKey ∪ FKey),

where R = {R1, . . . , Rn} is a relational schema and PKey ∪FKey is a set of in-
tegrity constraints: primary key- (PKey) and foreign key- (FKey) dependencies,
respectively. Each relational symbol R ∈ R has a sort, which is a finite set U of
attributes, att(R) = U . Sorts of relational symbols are pairwise disjoint. A pri-
mary key dependency is an expression pkey(R,A), where R ∈ R, and A ∈ att(R)
(meaning that A is a primary key for R). A foreign key dependency is an ex-
pression fkey(R,A,R′, A′), where R,R′ ∈ R, and A ∈ att(R), A′ ∈ att(R′),
(meaning that A from R references the primary key A′ of R′).

Let Const be a set of constants. A tuple of sort U = {A1, . . . , Ak} is a function
r from U to Const, written as a set of pairs r = [A1 : c1, . . . , Ak : ck], where
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ci = r.Ai ∈ Const. An instance I of a database schema DB, denoted DBI , is a
function that associates to each relational symbol R ∈ R a finite set of tuples of
the sort att(R), and such that all integrity constraints in DB are satisfied; i.e.:
(a) for each pkey(R,A) ∈ PKey , values of A uniquely identify tuples in RI , and
(b) for each fkey(R,A,R′, A′) ∈ FKey , if r ∈ RI then there is exactly one such
tuple r′ ∈ R′I that r.A = r′.A′.

2.2 Data Exchange Setting

A data exchange setting (or schema mapping) is a triple

M = (DBs, DBt, Σst),

where DBs = (Rs, IC s) and DBt = (Rt, IC t) are source and target database
schemas, and Σst is a set of a source-to-target dependencies (STDs) over Rs and
Rt. The data exchange problem is defined as follows [10]: Let I be an instance of
DBs. Find an instance J of DBt such that the pair (I, J) satisfies Σst, (I, J) |=
Σst. Such a J , if it exists, is called a solution for I with respect to M. A way
for finding solutions is based on chasing [1], and a solution obtained in chasing
is called a canonical universal solution [10,8].

Each STD is a formula ∀u,v.(ϕs(u,v) ⇒ ∃w.ψt(u,w)), where ϕs(u,v) is a
conjunction of atomic formulas over Rs and ψt(u,w) is a conjunction of atomic
formulas over Rt. Each integrity constraint is a formula of the form

∀u.(ϕ(u) ⇒ u = u′) – equality-generating-dependency or
∀u,v.(ϕ(u,v) ⇒ ∃w.ψ(u,w)) – tuple-generating-dependency,

where ϕ(u) , ϕ(u,v) and ψ(u,w) are conjunctions of atomic formulas over Rs

(or Rt), and u, u′ are variables in u. The former are used to specify primary key
dependencies while the latter, to specify foreign key dependencies.

For example, the following two dependencies specify that the primary key for
Student(SId, Name, Type) consists of the first column:

∀u, v1, v2, w1, w2.(Student(u, v1, w1) ∧ Student(u, v2, w2) ⇒ v1 = v2)
∀u, v1, v2, w1, w2.(Student(u, v1, w1) ∧ Student(u, v2, w2) ⇒ w1 = w2),

and the following formula specifies that the second column of the following re-
lation Exam(EId, ESId, Course, Grade) is a foreign key referring to the primary
key of Student.

∀u1, u2, u3, u4.(Exam(u1, u2, u3, u4) ⇒ ∃u5, u6.Student(u2, u5, u6)).

3 A Knowledge Base Representing Data Exchange
System

In [12] an extended knowledge base, devoted to represent ontological knowledge
described by means of description logic (DL) [2], is defined as a triple

KB = (S, C,A),
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where: (a) S is a finite set of standard TBox axioms, (2) C is a finite set of
integrity constraint TBox axioms, and (3) A is a finite set of ABox facts.

Distinguishing between standard (S) and integrity constraint (C) axioms de-
pends on whether an axiom imply new facts or not. Axioms in S can act as
deductive rules and can be used for generating new facts, while axioms in C can
be used for checking consistency of a given set of facts. The treatment of an
axiom as a standard one or as an integrity constraint depends mainly on the
requirements and the assumptions of the application domain and is often not
inherent to a particular axiom.

In our approach, a database DB is represented as a KB, where C represents
the integrity constraints of DB (then relational schema is also a kind of integrity
constraints), A represents an instance of DB, and S is empty. If KB represents
a set of databases (in a data exchange system it encompasses the source and the
target databases) then S contains knowledge about interrelationships between
concepts from these databases. In this way we achieve the soundness w.r.t. se-
mantics preservation but not completeness (see [15]).

3.1 Representing a Relational Database by a Knowledge Base

For a relational database schema DB, and its instance I, we create a knowledge
base KB = (∅, C,A). We assume that all integrity constraints of the DB, i.e.
constraints concerning attributes, primary keys and foreign keys, are mapped to
integrity constraint axioms (C). The set of standard axioms (S) is empty at the
beginning, and will be later enriched with the application domain knowledge.
The set A of assertions consists of facts representing the database instance.

As a formal framework for the knowledge base we assume a description logic
with a concrete domain ADom.

Representation of Database Schema. Let DB = (R,PKey ∪ FKey) be a
relational database schema. Translation of this schema to a set C of integrity
constraint axioms is given in Table 1, and the specification is: a formal notation
in description logic (DL), an expression in OWL 2 language (OWL 2), and in
the first order rules (ORL).

1. For each relational symbol R ∈ R there is a class (atomic concept) CR ∈ NC .
2. For each attribute A ∈ att(R) there is a data property (concrete role) DA ∈

NDP , and:
– domain of DA is CR (Table 1(1)),
– range of DA is ADom (Table 1(2)),
– each individual of class CR has at least one value of DA (Table 1(3)),
– each individual of class CR can have at most one value of DA, i.e. DA is

a functional data property (Table 1(4)).
3. If A is the primary key of R, i.e. pkey(R,A) ∈ PKey , then the data property

DA is the key of the class CR (Table 1(5)).
4. If A is a foreign key of R referencing to A′ in R′, i.e. fkey(R,A,R′, A′) ∈

FKey , then there is an object property (abstract role) PA ∈ NOP , and:



92 T. Pankowski

Table 1. Representation of database schema

DL OWL 2 EL ORL

(1) ∃DA.ADom 	 CR DataPropertyDomain(DA, CR) DA(x, v) ∧ ADom(v) ⇒
CR(x)

(2) � 	 ∀DA.ADom DataPropertyRange(DA, ADom) DA(x, v) ⇒ ADom(v)

(3) CR 	 ∃DA.ADom SubclassOf(CR, CR(x) ⇒ ∃v.DA(x, v)
ObjectSomeValuesFrom(

DA,ADom))

(4) CR 	≤ 1DA FunctionalDataProperty(DA) DA(x, v1) ∧DA(x, v2) ⇒
v1 = v2

(5) ADom 	≤ 1D
−(∗)
A HasKey(CR, (), (DA)) DA(x1, v) ∧DA(x2, v) ⇒

x1 ≈ x2

(6) ∃PA.� 	 CR ObjectPropertyDomain(PA, CR) PA(x, y) ⇒ CR(x)

(7) � 	 ∀PA.CR′ ObjectPropertyRange(PA, CR′) PA(x, y) ⇒ CR′(y)

(8) CR 	 ∃PA.CR′ SubclassOf(CR, CR(x) ⇒
ObjectSomeValuesFrom( ∃y.(PA(x, y) ∧ CR′(y))
PA, CR′))

(9) PA ◦DA′ ≡ D
(∗)
A EquivalentDataProperties( PA(x, y) ∧DA′(y, v) ⇒

DataPropertyChain(PA, DA′), DA(x, v)

DA)
(∗) DA(x, v) ⇒

∃y.(PA(x, y) ∧DA′(y, v))

(10) CR 	≤ 1PA FunctionalObjectProperty(PA) PA(x, y1) ∧ PA(x, y2) ⇒
y1 ≈ y2

– domain of PA is CR (Table 1(6)),

– range of PA is CR′ (Table 1(7)),

– each individual of class CR has at least one individual connected via PA

(Table 1(8)),

– the data property PA ◦DA′ resulting from the composition of the object
property PA and the data property DA′ is equivalent to the data property
DA (Table 1(9)),

– PA is a functional property (Table 1(10)).

Since DA′ is the key for CR′ and DA is a functional property, then it follows
from PA ◦ DA′ ≡ DA that PA must be also a functional property (Table
1(10)).

By the star ((∗)) we denote expressions illegal in the related notation. In particu-
lar, inversions of data properties (concrete roles) are not allowed in standard DL.
However, the corresponding feature in the form of HasKey does exist in OWL 2
EL. Similarly, in standard DL we cannot compose abstract roles with concrete
roles. Neither we can perform this operation in OWL 2 EL. However, when the
concrete domain (as in our case ADom) is finite and all individuals are named,
we can define it and extend the underlying ontological language to define a data
property as the composition of an object property from C into C′ and a data
property from C′ into ADom resulting in a data property from C into ADom.
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Representation of Relational Database Instance. Let I be an instance
of DB. Then the concrete domain ADom is the active domain of the database
instance (i.e. consisting of all constants belonging to DBI) with the natural
meaning of equality between constants (i.e. c1 = c2). The top (�) class consists
of the set of individuals isomorphic with the set of all tuples belonging to DBI .
If two tuples are equal, r = r′, then the corresponding individuals are equivalent
(the same), i.e. ir ≈ ir′ . Both ADom and � are then finite.

The instance DBI is mapped to assertions (facts) in A as follows (Tab. 2):

Table 2. Representation of database instance

DL and ORL OWL 2 EL

(1) CR(ir) ClassAssertion(CR, ir)

(2) DA(ir, c) DataPropertyAssertion(DA, ir, c)

(3) PA(ir, ir′) ObjectPropertyAssertion(PA, ir, ir′)

1. For each tuple r ∈ RI , where R ∈ R, the individual ir is an instance of the
class CR (Tab. 2(1)).

2. For each constant c = r.A, where A ∈ att(R), r ∈ RI , R ∈ R, the data
property DA assigns the individual ir with the value (literal) c (Tab. 2(2)).

3. Let fkey(R,A,R′, A′) ∈ FKey be a foreign key, then for each r ∈ RI and
r′ ∈ R′I such that r.A = r′.A′, the object property PA assigns the individual
ir with the individual ir′ (Tab. 2(3)).

3.2 Representation of Source-to-Target Dependencies

Let M = (DBs, DBt, Σst) be a data exchange setting and σ = ∀u,v.(ϕs(u,v) ⇒
∃w.ψt(u,w)) be a STD in Σst. Let ϕs be a conjunction of n atomic formulas
over the source database DBs, and ψt be a conjunction of m atomic formulas
over the target database DBt, i.e. ϕs = α1 ∧ · · · ∧ αn, ψt = β1 ∧ · · · ∧ βm.

Let x = (x1, ..., xn) and y = (y1, ..., yn) be two disjoint sequences of different
variables. Then the translation τ(x,y)(σ) of STD σ into conjunction of ORL rules
is given by the procedure:

τ(x,y)(σ) = ∀u,v,x.(τx(ϕs(u,v)) ⇒ ∃w,y.τy(ψt(u,w))),
τ(x1,...,xn)(α1 ∧ · · · ∧ αn) = τx1(α1) ∧ · · · ∧ τxn(αn),
τ(y1,...,ym)(β1 ∧ · · · ∧ βn) = τy1(β1) ∧ · · · ∧ τyn(βm),

τx(R(A1 : v1, . . . , Ak : vk)) = CR(x) ∧DA1(x, v1) ∧ · · · ∧DAk
(x, vk),

τx(v = c) = (v = c),
τx(v1 = v2) = (v1 = v2).

For example, if σ = ∀u, v.(S(A : u,B : v) ⇒ ∃w.T (C : u,D : w)), then τx,y(σ) =
∀u, v, x.(CS(x) ∧DA(x, u) ∧DB(x, v) ⇒ ∃w, y.CT (y) ∧DC(y, u) ∧DD(y, w)).
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4 Semantics Preserving Data Exchange

Let M = (DBs, DBt, Σst) be a data exchange setting. Its counterpart involv-
ing knowledge bases instead of databases is referred to as knowledge-based data
exchange setting.

Definition 1. A knowledge-based data exchange setting corresponding to M =
(DBs, DBt, Σst) is a quadruple KM = (Cs, Ct, Cst,S), where:

– Cs = τ(DBs) - is the translation of the source database schema DBs into a
set of integrity constraint axioms,

– Ct = τ(DBt) - is the translation of the target database schema DBt into a
set of integrity constraint axioms,

– Cst = τ(Σst) - is the translation of the set Σst of STDs over Rs and Rt,
– S - is a set of TBox axioms defining the knowledge about relationships be-

tween concepts occurring in the source- and the target knowledge bases.

The reason for moving from data- to the knowledge-based data exchange is the
attempt to control semantics of exchanged data as far as it is possible. Especially
interesting are data exchange systems which preserve semantics of data, i.e. for
which the following three requirements are satisfied:

1. Admittance of solutions: for each source instance I there is a universal
solution J for I [8], i.e.

I |= Cs ⇒ ∃J.(J |= Ct ∧ (I, J) |= Cst). (1)

2. Consistency with the knowledge base: if J is a universal solution for I
then the pair (I, J) satisfies S, i.e.

I |= Cs ∧ J |= Ct ∧ (I, J) |= Cst ⇒ (I, J) |= S. (2)

3. Maximal generality: if the two conditions above are satisfied for an in-
stance I and its universal solution J , then they are not satisfied for any
proper superset I ′ of I and its solution J ′, i.e.

I |= Cs ∧ J |= Ct ∧ (I, J) |= Cst ∧ (I, J) |= S∧
I ′ |= Cs ∧ J ′ |= Ct ∧ (I ′, J ′) |= Cst ∧ (I ′, J ′) |= S ⇒ ¬(I ⊂ I ′). (3)

The following example illustrates the problem of semantics preservation in data
exchange systems. Let us consider two relational database schemas:

DBs = ( Rs = {s:Student(SId, Name, Type), s:Exam(EId, ESId, Course, Grade)},
ICs = {pkey(s:Student, SId), pkey(s:Exam, EId),

fkey(s:Exam, ESId, s:Student, SId)};
DBt = ( Rt = {t:Student(SId, Name), t:Exam(EId, ESId, Course, Grade)},

ICt = {pkey(t:Student, SId), pkey(t:Exam, EId),
fkey(t:Exam, ESId, t:Student, SId)}.
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The source database DBs stores data about students (undergraduate and grad-
uate) and their exams, while the target data base (DBt) stores the data only
about graduate students. The Type attribute takes ”g” for graduate, and ”u” for
undergraduate students. Each student is identified by student identifier (SId),
and have a name (Name). Each exam is identified be exam identifier (EId), and
represents the fact that the student identified by ESId passed exam in Course

getting the Grade.
Further on, ontological concepts or properties corresponding to symbols in

database schemas will be denoted by the same name but using italic. For ex-
ample, the class Ct:Student is written as t:Student, and the data property DType

assigned to the attribute Type from DBs, is written as s:Type. Prefixes s: or
t: are used to denote that the corresponding concept belongs to the ontology
related to, respectively, the source- or target database schema.

The following set of axioms in DL describes interrelationships between con-
cepts from the source- and the target knowledge bases.

S = {t:Student � s:Student, t:Exam � s:Exam, ∃(s:Type).{”g”} ≡ t:Student}.
This set can be translated into the following set of ORL rules (note that classes
are represented by their key data properties):

S = { t:SId(y, v) ⇒ ∃x.(s:SId(x, v)), t:EId(y, v) ⇒ ∃x.(s:EId(x, v)),
s:SId(x, v) ∧ s:Type(x,w) ∧ w = ”g” ⇒ ∃y.(t:SId(y, v)),
t:SId(y, v) ⇒ ∃x.(s:SId(x, v) ∧ s:Type(x,w) ∧ w = ”g”)}.

The set Cst of STDs, defining mappings between the source and the target knowl-
edge bases, will be verified against the three requirements underlying the seman-
tics preserved data exchange (using the closed world assumption [16]).

1. Let Σst = {σ}, where σ = s:Student(v1, v2, v3) ⇒ t:Student(v1, v2). Then
s:SId(x, v) ⇒ ∃y.(t:SId(y, v)) ∈ Cst And we see that the set

{t:SId(y, v) ⇒ ∃x.(s:SId(x, v)), s:SId(x, v) ⇒ ∃y.(t:SId(y, v))}
violates the consistency requirements (2). The set would be consistent if
s:Student and t:Student were equivalent. But this is not the case.

2. Let Σst = {σ1, σ2}, where

σ1 = s:Student(v1, v2, v3) ∧ v3 = ”g” ⇒ t:Student(v1, v2),
σ2 = s:Exam(w1, w2, w3, w4) ⇒ t:Exam(w1, w2, w3, w4).

We see that τ(σ1) is consistent with S ∪ Ct, but σ2 is not. Moreover, σ2

violates the foreign key integrity constraint in the target database for the
students having in the source database the value of s:Type different from
”g”. Indeed, let x be such s:Student individual (tuple) that s:SId(x,w2) ∧
s:Type(x,w) ∧ w = ”u”. Then:

s:EId(x,w1) ∧ s:ESId(x,w2) ⇒ ∃y.(t:EId(y, w1) ∧ t:ESId(y, w2)),
t:ESId(y, w2) ⇒ ∃z.(t:SId(z, w2)),
t:SId(z, w2) ⇒ ∃r.(s:SId(r, w2) ∧ s:Type(r, w) ∧w = ”g”).
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and we have contradiction with the assumption. Thus, the admittance re-
quirement (1) is not satisfied.

3. Let Σst = {σ3}, where

σ3 = s:Student(v1, v2, v3) ∧ v3 = ”g” ∧ s:Exam(w1, v2, w3, w4) ⇒
t:Student(v1, v2, v3) ∧ t:Exam(w1, v2, w3, w4).

It is easy to show that S ∪ Ct ∪ τ(σ3) is consistent. However, we can see
that some data, that potentially could be mapped, are not mapped by σ3. In
particular, graduate students who did not pass any exam, do not participate
in the mapping (do not satisfy the left hand side of σ3). To be more precise,
note that σ3 can be decomposed into two dependencies:

σ′
3 = s:Student(v1, v2, v3) ∧ v3 = ”g” ∧ s:Exam(w1, v2, w3, w4) ⇒

t:Student(v1, v2, v3),
σ′′
3 = s:Student(v1, v2, v3) ∧ v3 = ”g” ∧ s:Exam(w1, v2, w3, w4) ⇒

t:Exam(w1, v2, w3, w4).

We see that σ′′
3 is formulated correctly – it maps as many data as expected.

In contrast, σ′
3 does not map all expected data. For example, for the instance

I = { s:Student(st1, joe, g), s:Student(st2, eve, g), s:Student(st3, ann, u),
s:Exam(ex1, st1,math,A), s:Exam(ex2, st3, dbs, B)}.

the fact s:Student(st2, eve, g) will not be mapped by σ′
3. However, if the

last conjunct on the left hand side of σ′
3 is dropped, then we obtain

σ4 = s:Student(v1, v2, v3) ∧ v3 = ”g” ⇒ t:Student(v1, v2, v3),

and σ4 maps the data as expected. Moreover, σ4 remains still consistent with
S ∪ Ct.

4. To summarize, we see that Σ = {σ4, σ
′′
3} satisfies all requirements concerning

semantics preserving data exchange.

5 Conclusion

In this paper we study the problem of reasoning about schema mappings between
two database schemas DBs and DBt in data exchange systems. This problem
is of significant importance in many applications, especially in data integration
systems. The approach consists in: (1) Translating source- and target database
schemas into sets Cs and Ct of integrity constraint axioms, and creating a set S
of general knowledge axioms concerning the application domain. We show that
this can be achieved using the expressive power of OWL 2 EL ontology (with
a slight extension). (2) Creation of a knowledge-based data exchange system
with a set Cst of source-to-target dependencies describing how the data from the
source database are to be transformed into the target database. (3) The cru-
cial issue is the control of semantics preservation during transformations in the
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data exchange. We extended the requirement (admittance) formulated against
the data-oriented data exchange systems, adding requirements about consistency
with the S axioms and maximal generality. We identified this problem by devel-
oping the SixP2P system for semantic integration of data in P2P environment
[6,14], where the described method constitutes fundamentals for verifying map-
pings between P2P-connected databases.
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Abstract. The paper presents the Tensor-based Reflective Relational
Learning System (TRRLS) as a tensor-based approach to automatic rec-
ommendation of matches between nodes of semantic structures. The sys-
tem may be seen as realizing a probabilistic inference with regard to the
relation representing the ‘semantic equivalence’ of ontology classes. De-
spite the fact that TRRLS is based on the new idea of algebraic modeling
of multi-relational data, it provides results that are comparable to those
achieved by the leading solutions of the Ontology Alignment Evalua-
tion Initiative (OAEI) contest realizing the task of matching concepts of
Anatomy track ontologies on the basis of partially known expert matches.

Keywords: statistical relational learning, tensor-based data modeling,
ontology matches recommendation, RDF-based reasoning.

1 Introduction

The Encyclopedia of Machine Learning [12] presents Statistical Relational Learn-
ing (SRL) as the approach targeting the main goals of Artificial Intelligence. In
recent years, tensor-based approaches to SLR have become a promising alter-
native to commonly used relational learning methods based on graphical mod-
els [3], [7], [10], [13].

The probabilistic modeling of SRL methods based on graphical models en-
hances the results of structure learning by representing probabilistically the set
of first-order logic propositions explicitly provided to the system [4]. In contrast
to such methods, an SRL method that is based on algebraic data representations
(such as the one presented in this paper) imposes no arbitrary assumptions with
regard to the model’s structure, i.e., no arbitrary distinction between the phases
of structure learning and parameter learning is necessary. It should be admit-
ted that assumptions that are made with regard to a graphical model structure
are not necessarily ‘arbitrary’, but only as long we assume that expert knowl-
edge is more reliable source of knowledge about the domain than patterns of
coincidences appearing in the input data.

The 3rd-order tensor is known as a data structure that allows for very con-
venient representation of heterogeneous relational data, including data provided
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as RDF triples [6], [10]. The Tensor-based Reflective Relational Learning Sys-
tem (TRRLS) presented in this paper is based on one of the first tensor-based
Statistical Relational Learning solutions – referred to as Tensor-based Reflec-
tive Relational Learning Framework (TRRLF). One of the key components of
TRRLF is a probabilistic model of the semantic structure representation con-
sistency. The probabilistic modeling emphasized in the paper is based on the
probabilistic vector-space similarity modeling. We propose to extend the pair-
oriented IR-derived coincidence probability model into a triple-oriented model
what implied the need for a redefinition of the probabilistically interpretable in-
ner product. A rigorous modeling of unambiguously interpretable probabilities
corresponding to all logical propositions that a TRRL system deals with, enables
its fully automatic operation.

The TRRL framework may be seen as a new approach combining tensor-based
relational learning, probabilistic modeling, and reflective data processing. This
way our solution may be regarded as a new contribution to SRL for which the
tensor-based approach has been already recognized as very promising [12]. To our
knowledge, TRRLS is the first SRL system that is based on the probabilistic mod-
eling and introduces elements of the Reflective Random Indexing (RRI) technique
(a highly-effective data processing method established in the area of IR [2]).

2 Related Work

The Encyclopedia of Machine Learning [12] presents tensor-based data modeling
as a research trend initiated by the research on collective matrix factorization
applied to relational data [11]. Sutskever et al. [13] employed the tensor factor-
ization approach to the framework aimed at inferencing from relational data.
The model is based on Bayesian clustering and is not designed to deal with data
provided as RDF triples. Recent works on applying tensors to represent rela-
tional data given as RDF triples include [6] and [10]. Franz et al. [6] used the
PARAFAC decomposition as a means for tensor-based semantic graph represen-
tation generation. The approach presented by Nickel et al. [10] contributes with
an efficient algorithm to compute the factorization of a 3rd-order tensor, but it
is limited to the dyadic relational data model.

None of these approaches targets the probabilistic interpretation of input
data and processing results. The existing tensor-based relational data process-
ing frameworks are founded on different applications of tensor factorization [8],
rather than on theoretically-grounded probabilistic modeling. In contrast to the
existing tensor-based approaches to SRL [6], [10], we model propositional data
in a way that enables full flexibility of specifying the roles that any pair of en-
tities plays with regard to any relation. Instead of using the dyadic relational
model [10], we represent the ‘active mode’ (corresponding to the relation’s sub-
ject) and the ‘passive mode’ (as the relation’s object) ‘views’ of a given entity
as potentially fully independent to each other.

In contrast to other tensor-based approaches to SRL [13], [6], [10], TRRL does
not involve the application of the heuristic dimensionality reduction based on



100 A. Szwabe, P. Misiorek, and P. Walkowiak

some factorization of matrix or tensor data. Although in our method all subjects,
predicates, and objects are represented in a space of d-dimensions, the method
itself does not force us to apply a dimensionality reduction of any form: when
long computation time is acceptable, we may use initial vectors that are fully
orthogonal instead of employing random indexing. Thus, the dimensionality re-
duction is not employed to make our system work or to improve its performance
(by reducing ‘noise’, such it is in the case of Latent Semantic Analysis or similar
methods) but for purely practical reasons of computational scalability. While
the approaches to SRL founded on tensor data representations resemble legacy
Natural Language Processing (NLP) methods such as LSA [6], [10], TRRL is
much more strongly related to similarity-driven reflective data processing meth-
ods, such as RRI. It is worth noting that, at least with respect to the fields of
IR and NLP, reflective data processing methods are regarded by some authors
as outperforming more methods based on the factorization-based dimensionality
reduction heuristics [1].

3 Multi-relational Learning System

3.1 Tensor-Based Propositional Data Representation

Let us introduce system T as representing subject-predicate-object dependencies
in the form of a 3rd-order tensor (understood as a multidimensional array).
System T models the set of relations (predicates) R = {rk} between subjects
from set S = {si} and the objects from set O = {oj}. We assume that |R| = m
and that |S| = |O| = n. The latter assumption is motivated by the fact that we
allow each entity, that we would like to represent in the tensor, to play the role
of a subject or an object. We define the tensor as Ti,j,k = [ti,j,k]n×n×m, where
value ti,j,k represents our initial knowledge about relation k from subject i to
object j. We assume that ti,j,k ≥ 0 for every i, j, k. Additionally, we define set
E as a set of all elements described in the system (E = S ∪ O ∪ R), and set F
as a set of all known facts (i.e., RDF triples (i, j, k)) which are used to build the
input tensor. The number |F | = f determines the number of positive cells in the
input tensor.

3.2 Vector-Space Representation of Heterogeneous Entities

An additional representation (called the context vector) in the d-dimensional
vector space has to be provided for each entity described in T , i.e., for relations,
objects, and subjects, as well as for all known facts stored in the input tensor.
Context vectors are stored in matrix X = [xi,j ](2n+m+f)×d. The content of
this matrix determines the results of training, which is performed to explore
the correspondences between entities from set E = S ∪ O ∪ R, based on the
information about ‘connections’ between them stored in the tensor. We assume
that the first n rows of matrix X represent items from set S, the rows indexed
from n + 1 to 2n represent items from set O, and the next rows indexed from
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2n+ 1 to m+ 2n represent relations from set R. We refer the top n rows of X to
as n× d matrix XS (of vectors xS

i for i = 1..n), the next n rows (rows indexed
from n + 1 to 2n) to as n× d matrix XO (of vectors xO

j for j = 1..n), and the

next m rows to as m× d matrix XR (of vectors xR
k for k = 1..m). Additionally,

we denote the top 2n + m rows of X by (2n + m) × d matrix XE representing
context vectors of all the elements from set E = S ∪O ∪R. The bottom f rows
of matrix X contain context vectors representing facts from the set F and form
f × d matrix XF .

Reflective learning on the basis of the connections between entities modeled
as a 3-rd order tensor is enabled by using the common space for all context
vectors. Such a representation makes it possible to model all the real-world
objects described in the system as compatible objects [15]. The TRRL framework
allows to configure the length of context vectors by setting parameter d.

3.3 Proposition Probability Space

We introduce the probability space that is based on events Ai,j,k corresponding to
the presence of relation k (rk ∈ R) from subject i (si ∈ S) to object j (oj ∈ O).
The probability measure is defined according to a distribution which can be
presented as the 3-rd order tensor TP = [tPi,j,k]n×n×m, where tPi,j,k = P (Ai,j,k)
for i = 1..n, j = 1..n, k = 1..m.

The input tensor is built from RDF triples, in such a way that each tensor
cell (i, j, k), which corresponds to some RDF triple from set F (i.e., for which we
know from input data that relation k for subject i and object j holds), is equal
to the same positive value, whereas all the values in the remaining cells are set
to be equal 0. Then, the tensor is normalized in order to obtain the distribution
tPi,j,k (i.e., in order to ensure that

∑
i,j,k t

P
i,j,k = 1).

The probabilities for particular elements described by tensor T (subjects from
S, objects from O, and relations from R), i.e., probabilities of events:

– AS
i - the event that some relation from subject i to some object is observed,

– AO
j - the event that some relation from some subject to object j is observed,

– AR
k - the event that relation k from some subject to some object is observed,

are calculated based on distribution described by TP ; it is done by adding en-
tries of the tensor slice corresponding to a given element. In particular, we
have P (AS

i ) =
∑

j,k t
P
i,j,k for i = 1..n, P (AO

j ) =
∑

i,k t
P
i,j,k for j = 1..n, and

P (AR
k ) =

∑
i,j t

P
i,j,k for k = 1..m. These probabilities are used in the procedure

of tensor reconstruction that is executed after the learning phase.
The way of building the probability distribution TP

i,j,k implies that the probabil-

ities of eventsAS
i ,AO

j , andAR
k are different, in dependence from the characteristics

of the input data. Following the principle of indifference, for the
purposes of learning and matches calculation we use conditional events Ai,j,k|AS

i ,
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Ai,j,k|AO
j , andAi,j,k|AR

k . We assume that eventsAi,j,k|AS
i ,Ai,j,k|AO

j , andAi,j,k|AR
k

are independent. More precisely, we build the tensor T ′ = [t′i,j,k]n×n×m, where

t′i,j,k = P
((
Ai,j,k|AS

i

) ∩ (
Ai,j,k|AO

j

) ∩ (
Ai,j,k|AR

k

))
= P

(
Ai,j,k|AS

i

)
P
(
Ai,j,k|AO

j

)
P
(
Ai,j,k|AR

k

)
(1)

=
P (Ai,j,k)

P (AS
i )

P (Ai,j,k)

P (AO
j )

P (Ai,j,k)

P (AR
k )

.

Probabilistic relevance modeling applied to quantum information retrieval meth-
ods [15] is the basis for the reconstruction of the TRRLF tensor from the set of
context vectors. It is worth stressing that our method does not involve a typical
tensor factorization – a cell is not factorized into a set of additive components,
but is reconstructed, using the formula derived from quantum probability calcu-
lations. As a result, reconstructed tensor T̂ = [t̂i,j,k]n×n×m is built:

t̂i,j,k = cos2(xS
i , x

O
j )cos2(xS

i , x
R
k )cos2(xO

j , x
R
k ). (2)

3.4 Multi-relational Learning Procedure

The learning procedure uses both tensor TP and matrix X . Matrix X consists of
context vectors which are updated during learning, whereas the tensor is applied
as a source of data used in the learning process.

We propose the 3rd-order Tensor-based Reflective Indexing (3-TRI) proce-
dure, which allows each vector to be ‘learned’ by other context vectors according
to the ‘connections’ between entities represented in tensor TP . Similarly to the
method presented in [14], the 3-TRI procedure presented in this paper is based
on an application of consecutive reflections in a way similar to the RRI ap-
proach [2]. The tensor TP is used to construct matrix Y = [yi,j ](2n+m)×f which
describes correlations between entities and facts represented as tensor TP . In
particular, matrix Y is calculated in the following way:

yi,j =

{√
1
ni

if element i is the subject, object or predicate of fact j,

0 otherwise,
(3)

for 1 ≤ i ≤ 2n + m, and 1 ≤ j ≤ f , where ni is the number of facts in F , which
concern element i. As follows from the above formulas the matrix Y is a sparse
matrix: each its column contains only three nonzero values.

At the first step of the 3-TRI procedure, for each row of matrix XF we select
s coordinates (uniformly at random from the set of d dimensions) and set them
to be equal to 1. Then each of rows of XF is normalized using the formula:

xF
i,· =

xF
i,·

‖xF
i,·‖2

, for 1 ≤ i ≤ f. (4)
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Each reflection step of the 3-TRI procedure is based on the following context
vector update procedure (Eq. (5-10)):

XE := Y XF (5)

∀i=1..2n+m∀j=1..d xE
i,j :=

√
xE
i,j (6)

xE
i,· :=

xE
i,·

‖xE
i,·‖2

, for 1 ≤ i ≤ 2n + m (7)

XF := Y TXE (8)

∀i=1..f∀j=1..d xF
i,j :=

√
xF
i,j (9)

xF
i,· :=

xF
i,·

‖xF
i,·‖2

, for 1 ≤ i ≤ f (10)

After each reflection step, for each known fact (i, j, k) from set F , we calculate its
value using the reconstruction formula (Eq. (2)). The learning procedure stops
when all the reconstructed values t̂i,j,k are at least as big as corresponding values
t′i,j,k (calculated according to Eq. (1)).

4 Application in an Ontology Alignment Scenario

The TRRL system has been applied for the OAEI Anatomy track [16]. According
to the rules of OAEI, TRRLS has used two ontologies as an input (a source and
a target one). Input OWL documents have been represented as a set of matrices,
where each matrix corresponds to one of the relations.

Figure 1 presents the way the tensor for the OAEI Anatomy track scenario
is constructed. Matrices of relations are the first slices of the tensor: r1, r2,...,
rn. Each slice representing a relation consists of two submatrices describing the
relation for the source ontology and the target ontology, respectively. The values
of these submatrices indicate the presence of the relation between entities from
a given ontology. The next hasTerm and termOf slices represent terms that
‘describe’ the entities. The use of the termsOf slice is optional. This relation is
the inverse of the hasTerm relation. The weakIdentity slice is a diagonal matrix
combining the role of an object and the role of a subject for the same entity. The
final correspondences between entities are determined using the slice matchesTo,
which is built using the information about partial matches that is available to
the OAEI competitors for the purposes of Subtask #4 of the OAEI Anatomy
track [5]. The structure-centric approach of TRRL, which is typical for the SRL
methods, is clearly visible in the relational representation of all the data provided
to a system: terms occurring in the names of ontology classes are represented
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Fig. 1. The view on the TRRL tensor structure

just like entities (TRRL ‘objects’), being in the hasTerm relation with entities
representing the classes.

The procedure of matches generation follows the context vector update phase,
described in Subsection 3.4. In order to calculate the tensor values a reconstruc-
tion formula (Eq. (2)) is used, where xS

i corresponds to entities from compared
ontologies in the subject mode, xO

j corresponds to entities from compared on-

tologies in the object mode, and xR
k corresponds to the matchesTo relation. The

submatrix obtained this way is used to establish the final matches. The matches
selection procedure is based on selecting maximum values over the rows and
columns and then applying the thresholding operation.

5 Experimental Evaluation

The experiments presented in this section were performed using the OAEI 2010
dataset from the Anatomy track [5] in the scenario of identifying matches be-
tween the concepts of Adult Mouse Anatomy (MA) and NCI Thesaurus ontolo-
gies. Instead of providing the results for the basic OAEI Anatomy Subtask #1,
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Table 1. Selected results of Anatomy Subtask #4 track of OAEI 2010

Competitor Recall Precision F-measure

AgreementMaker 0.851 0.929 0.888

ASMOV 0.808 0.837 0.822

CODI 0.746 0.968 0.843

we investigate the scenario of OAEI Anatomy Subtask #4, which is focused on
the discovery of nontrivial matches and involves using the data set that includes
the so-called partial matches [16]. The hybrid dataset that we have used contains
all the literal (i.e., trivial) matches complemented by the set of 54 non-literal
matches. The main reason for such a choice is the fact that we investigate osten-
sive retrieval [15] – i.e., we assume the use of behavioral data (i.e. the matchesTo
relation) while defining the semantics of non-behavioral relations [9]. Subtask #4
allows us to introduce the ‘behavioral dimension’ of the matchesTo relation in
our method of matches generation.

We have compared results obtained while using our method with those provided
by the systems competing in OAEI 2010 Anatomy Subtask #4 [5]: the Agreement
Maker (AgrMaker), ASMOV - Automated Semantic Mapping of Ontologies with
Validation (ASMOV), and Combinatorial Optimization for Data Integration Sys-
tem (CODI). In order to enable the comparison, we have used the performance
measures used in OAEI contest, i.e., Precision (P), Recall (R), and F-measure
(F) [5]. It is worth to note that in the case of scenarios other than the ones based
on the OAEI datasets, the system performance evaluation may be enhanced by
the use of measures not limited to the Precision, Recall, and F-measure - e.g., the
AuROC (Area under Receiver Operating Characteristic) curve.

Table 2. The experimentation results

TRRLS(800) TRRLS(1600)

P R F P R F

avg 0.901 0.765 0.827 0.908 0.770 0.833
stddev 0.002 0.002 0.002 0.002 0.002 0.002
min 0.897 0.762 0.824 0.904 0.768 0.831
max 0.905 0.768 0.831 0.911 0.773 0.836

In the case of experiments presented in this paper, the TRRL system has
produced a tensor representing 2737 entities from MA ontology, 3298 entities
for NCI ontology, 2193 terms, and the total number of 53427 facts. We compare
the performance of the system for two different settings of context vector space
dimensionality: for d = 800 (TRRLS800), and for d = 1600 (TRRLS1600). We
use seed s = 2 (the number of non-zero entries per vector) for the random ini-
tialization of matrix XF . Moreover, we set the threshold value for the matches
generation procedure in such a way that the system is allowed to provide addi-
tional 300 matches more than the available 987 partial matches.
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In order to obtain the results which are comparable with those obtained by the
competitors of OAEI 2010 Anatomy Subtask #4, we strictly follow the method-
ology described in [5]. Since we use a random method to generate the initial form
of context vector matrix, we have repeated each experiment 10 times in order to
evaluate the impact of the method’s randomness on the matching quality. Ta-
ble 2 presents the Precision, Recall, and F-measure results for TRRLS800 and
TRRLS1600 in terms of the minimum value, the maximum value, the average
value, and the standard deviation.

The results of Subtask #4 of OAEI 2010 Anatomy track are presented in Ta-
ble 1. AgrMaker and ASMOV provide relatively good recall, but these systems use
external knowledge sources (they use WordNet and UMLS) in order to increase
their performance. CODI is based on lexical similarity measures combined with
the Markov logic approach. The system has relatively good precision but suffers
from relatively weak recall. In contrast, our method is neither supported by an
external knowledge base nor focuses on the lexical similarity of matched nodes
names. Despite those, quite severely limiting assumptions, the TRRL system al-
lows to achieve matching quality comparable the state-of-the-art methods.

6 Conclusions

The Tensor-based Reflective Relational Learning System presented in the paper
may be regarded as a general-purpose semantic structure matching tool. We have
demonstrated that, despite the fact that the tool is fully self-configurable and
does not utilize external knowledge sources, it may be successfully applied to the
ontology alignment task. We believe that the future system improvements (e.g.,
aimed at introduction of domain knowledge) will lead to even better performance
of TRRLS.

TRRL is a fairly new approach to SRL, so its practical value in various appli-
cation areas has yet to be evaluated. Being an SRL solution, the TRRL frame-
work is likely to be successfully applicable to systems that recommend semantic
schema matches, as well as to AI systems from other application areas, in which
case the probability, rather than the provability of automated inferences, is the
key issue.

Acknowledgments. This work is supported by the Polish Ministry of Science
and Higher Education under grant N N516 196737 and by Polish National Science
Centre under grant DEC-2011/01/D/ST6/06788.

References

1. Ciesielczyk, M., Szwabe, A.: RI-based Dimensionality Reduction for Recommender
Systems. In: Proc. of 3rd International Conference on Machine Learning and Com-
puting. IEEE Press, Singapore (2011)

2. Cohen, T., Schaneveldt, R., Widdows, D.: Reflective Random Indexing and Indirect
Inference: A Scalable Method for Discovery of Implicit Connections. Journal of
Biomedical Informatics 43(2), 240–256 (2010)



Multi-Relational Learning for Recommendation 107

3. De Raedt, L.: Logical and Relational Learning. Springer (2008)
4. Dietterich, T., Domingos, P., Getoor, L., Muggleton, S., Tadepalli, P.: Structured

Machine Learning: the Next Ten Years. Machine Learning 73(1), 3–23 (2008)
5. Euzenat, J., Ferrara, A., Meilicke, C., Nikolov, A., Pane, J., Scharffe, F., Shvaiko,

P., Stuckenschmidt, H., Svb-Zamazal, O., Svtek, V., Trojahn dos Santos, C.: Re-
sults of the Ontology Alignment Evaluation Initiative 2010. In: Proc. of 5th ISWC
Workshop on Ontology Matching (OM), Shanghai, pp. 85–117 (2010)

6. Franz, T., Schultz, A., Sizov, S., Staab, S.: TripleRank: Ranking Semantic Web
Data by Tensor Decomposition. In: Bernstein, A., Karger, D.R., Heath, T., Feigen-
baum, L., Maynard, D., Motta, E., Thirunarayan, K. (eds.) ISWC 2009. LNCS,
vol. 5823, pp. 213–228. Springer, Heidelberg (2009)

7. Getoor, L., Taskar, B.: Introduction to Statistical Relational Learning. The MIT
Press (2007)

8. Kolda, T.G., Bader, B.W.: Tensor Decompositions and Applications. SIAM Re-
view 51(3), 455–500 (2009)

9. Lavrenko, V.: A Generative Theory of Relevance. Springer, Berlin (2010)
10. Nickel, M., Tresp, V., Kriegel, H.-P.: A Three-Way Model for Collective Learning

on Multi-Relational Data. In: Proceedings of the 28th International Conference on
Machine Learning (2011)

11. Singh, A.P., Gordon, G.J.: Relational Learning via Collective Matrix Factorization.
In: Proceeding of the 14th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, pp. 650–658 (2008)

12. Struyf, J., Blockeel, H.: Relational Learning. In: Sammut, C., Webb, G. (eds.)
Encyclopedia of Machine Learning, pp. 851–857. Springer (2010)

13. Sutskever, I., Salakhutdinov, R., Tenenbaum, J.B.: Modelling Relational Data Us-
ing Bayesian Clustered Tensor Factorization. Advances in Neural Information Pro-
cessing Systems 22 (2009)

14. Szwabe, A., Ciesielczyk, M., Misiorek, P.: Long-tail Recommendation Based on
Reflective Indexing. In: Wang, D., Reynolds, M. (eds.) AI 2011. LNCS, vol. 7106,
pp. 142–151. Springer, Heidelberg (2011)

15. van Rijsbergen, C.J.: The Geometry of Information Retrieval. Cambridge Univer-
sity Press, New York (2004)

16. Ontology Alignment Evaluation Initiative. 2011 Campaign (2011),
http://oaei.ontologymatching.org/2011/

http://oaei.ontologymatching.org/2011/


 

M. Graña et al. (Eds.): KES 2012, LNAI 7828, pp. 108–118, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Semantically Enhanced Text Stemmer (SETS) 
for Cross-Domain Document Clustering 

Ivan Stankov, Diman Todorov, and Rossitza Setchi 

Knowledge Engineering Systems Group,  
School of Engineering, Cardiff University, UK  

{stankovid,todorovd,setchi}@cardiff.ac.uk 

Abstract. This paper focuses on processing cross-domain document reposito-
ries, which is challenged by the word ambiguity and the fact that monosemic 
words are more domain-oriented than polysemic ones. The paper describes a 
semantically enhanced text normalization algorithm (SETS) aimed at improving 
document clustering and investigates the performance of the sk-means cluster-
ing algorithm across domains by comparing the cluster coherence produced 
with semantic-based and traditional (TF-IDF-based) document representations. 
The evaluation is conducted on 20 generic sub-domains of a thousand docu-
ments each randomly selected from the Reuters21578 corpus. The experimental 
results demonstrate improved coherence of the clusters produced by SETS 
compared to the text normalization obtained with the Porter stemmer. In addi-
tion, semantic-based text normalization is shown to be resistant to noise, which 
is often introduced in the index aggregation stage. 

Keywords: Semantics, stemming, cluster coherency, partitional clustering. 

1 Introduction 

Document clustering is employed in the domain of information retrieval (IR), e.g. 
search engines which return a set of similar documents that resemble a query of words 
to a certain extent [1]. Studies of this domain indicate a growing need for more effi-
cient clustering, to facilitate document browsing and knowledge discovery [2, 3]. 
Document clustering relies on features acquired from text to measure the pair-wise 
document similarity. The features called word stems are obtained from documents 
after text normalization.  
     Normalization is traditionally conducted by the Porter stemmer [4], which employs 
suffix stemming [5]. It involves rule-based transformations, which remove known 
suffixes of words by relying on language morphology. The words are stemmed to 
their morphological root form. Rule-based normalization recognizes as similar those 
words that share a common grammatical root but it may produce errors as a result of 
over- or under-stemming [6]. The Porter stemmer provides a good trade-off between 
speed, reliability and accuracy. State-of-the-art algorithms, which  perform slightly 
better and provide little advantage over the Porter stemmer, are slower and more 
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difficult to implement [7]. The stemming efficiency depends on the computational  
complexity and the quality of the corpus.  

This paper focuses on increasing the coherency of the clusters and providing better 
groupings by developing a semantic text normalization technique, and using semantic 
hierarchies in the text representation to provide more abstract indexing. The semantic 
stemmer proposed in this paper is based on the Porter stemmer, which is used as a 
baseline stemmer in the evaluation. 

The rest of the paper is organized as follows. Section 2 discusses related work in 
the domain of clustering and reviews traditional document clustering. It also introduc-
es the spherical k-means clustering, which is used in the evaluation. The proposed 
semantic clustering algorithm is discussed in Section 3; its evaluation is presented in 
Section 4. Conclusions with regard to the performance of the proposed algorithm are 
outlined in Section 5.  

2 Related Work 

This section firstly discusses feature extraction of word stems from text documents 
using the Porter stemmer. Then the traditional vector space model representation is 
analyzed. Finally, the standard k-means algorithm with cosine similarity measure, i.e. 
spherical k-means, used in the evaluation, is described.  

2.1 Feature Selection and Feature Extraction 

Partitional algorithms use words as features selected for document representation. The 
features used in the representation are the word stems; they are aggregated by apply-
ing series of transformations. The transformations involve pre-processing of the doc-
uments by employing stemming algorithms, such as the Porter stemmer. The text 
normalization is followed by calculating the statistical co-occurrence of the words. 
Then the index aggregated for the document representation is created. It is represented 
as a set of pairs for each document. Each pair consists of a word stem and its weight, ൏ ,ݏ ݓ ൐. Feature selection and extraction are crucial to effective and efficient clus-
tering. Good features can result in decreased workload and simplified subsequent 
clustering or/and improved document groupings [8].  

Porter Stemmer 
The Porter stemming algorithm is the word normalization technique most widely used 
by the information retrieval community. It provides normalization at document level 
by removing the common morphological and inflectional endings of the words. The 
stemmer produces a reduced number of root elements (it reduces dimensionality) by 
conflating a group of words into a single root element. A group of conflated words is 
believed to indicate the same topic. Although the morphological forms of the pro-
duced words are not necessarily real words, the documents retrieved indicate good 
retrieval quality [9]. 
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The Porter stemmer employs various suffix-stripping rules and does not rely on an 
external lexical source, which affects the accuracy of the stemming. Additionally, the 
algorithm does not handle well words that do not follow the morphological rules of 
word inflection, i.e. irregular verbs and words that shift from their root form when a 
suffix is added. In the case of the words “wand” and “wander” as well as “expe-
rience” and “experiment”, the algorithm wrongly conflates the words respectively to 
“wand” and “experi”. The ending “-er” of the word “wander” is considered a suffix 
and is stripped off, which changes the meaning of the word. Instead, the algorithm 
should leave the ending untouched and consider the whole word as part of the stem. 
In the case of “experience” and “experiment” the change in the meaning of the words 
occurs as a result of ambiguity rather than wrong meaning. It is difficult to construct 
rules that cope with a rare change of the root form of the word when a suffix is added. 

These shortcomings illustrate the need to improve the Porter stemmer. Stripping 
the suffixes of the words without using word sense disambiguation and/or part of 
speech disambiguation, introduces ambiguity. In addition, the stemmer needs to han-
dle or avoid the rare inflected irregular forms of the words produced using conjunc-
tions. Context sensitive stemming [10] is used for document search, where the corpus 
is analyzed to find the distributional similarity of the words. The next step is to apply 
the Porter stemmer on candidates acquired from the text to remove the grammatical 
inflections of pluralization. The forms obtained from the words are used in query 
expansion on non-transformed index to retrieve documents. Derivational and inflec-
tional stemmers improve the Porter's algorithm by adding a dictionary check after 
each iteration [11]. They stop the stemming if a correct form of a word is found. Thus, 
these stemmers are able to process irregular forms. The resulting stemmer however, 
performs worse than the original Porter stemmer at additional computational cost.  

2.2 Document Representation 

Partitional clustering employs the vector space model (VSM) that treats documents as 
a bag of words (BOW) [12]. The documents in a collection are transformed into VSM 
using TF-IDF weights. The weight of stems that do not occur in the document is 0. 
This transformation into VSM yields a matrix, where each row is the vector represen-
tation of each document from the corpus in the TF-IDF vector space. The dimensio-
nality of the matrix is usually very high and makes the scalability of the clustering 
algorithms difficult [13]. The scalability problem is typical for algorithms that pro-
duce good results on a small dataset or in a specific domain but fail to perform on 
larger scale or across domains. The latter is due to the ambiguity of words and the fact 
that many domains share common terms, which may contribute to low quality in the 
document groupings [14].  

A strategy for achieving better performance and scalability of the clustering is 
achieved by combining traditional feature selection with a semantic-based approach 
to dimensionality reduction. The semantic approach, which relies on a general ontolo-
gy, is employed in large scale indexing of web pages with concepts. It uses a higher 
order semantic hierarchy in the document representation vectors and is regarded as 
concept indexing [15]. It considers all possible meanings of the words.  A word with 
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multiple meanings shares its weight (significance) equally among the concepts it  
belongs to. In the end, an accumulated scoring result for every possible concept is 
calculated (see formula 1). 

 wୡ൫d୨൯ ൌ ∑ ൬w୲୤ି୧ୢ୤ሺt୧, d୧ሻ ଵ஼ሺ೟೔ሻ൰ ୬୧ୀଵ  (1) 

where n is the number of terms in the document that contains a concept C, wtf-idf de-
notes the significance of a stem. The coefficient 1 ⁄ሺ௧೔ሻܥ represents the “empirical 
observations and the idea that monosemic words are more domain-oriented than poly-
semic ones and provide a greater amount of domain information” [15]. The index 
aggregated for the document representation comprises pairs of concepts and weights, ൏ ܿ, ݓ ൐ for every document. The size of the vectors does not exceed 990, which is 
the number of concepts in the ontology used (see section 3.1). 

Similarly, a method that employs an ontology to “enrich the term vector with con-
cepts” is proposed by Setchi et al. [15]. The use of higher order structure to replace 
the words in the representative vectors with concepts significantly reduces dimensio-
nality and computational complexity. In addition, the higher order hierarchy provides 
better scalability and improved clustering. This approach provides a generic perspec-
tive in establishing similarity between topics when used in clustering [15]. The  
clusters produced are expected to have better coherency.  

2.3 Standard Document Clustering with k-Means 

In order to apply the k-means algorithm, the document collection is represented in the 
VSM, where each document is a vector ݀ in the vocabulary space. The position of the 
vectors in the multidimensional space is defined by the co-occurrence of the terms 
from the collection within the documents, i.e. TF–term frequency, multiplied by the 
inverse document frequency (IDF) of the terms. Thus, TF-IDF defines the representa-
tive weight of each term within each document in the collection:  ݀௧௙ି௜ௗ௙ ൌ ሺ݂ݐ െ ݅݀ ଵ݂, ݂ݐ െ ݅݀ ଶ݂, ݂ݐ െ ݅݀ ଷ݂, … , ݂ݐ െ ݅݀ ௡݂ሻ              ሺ2ሻ 

where ݂ݐ െ ݅݀ ௜݂ is the weight of the token with index  ݅. As a result the more frequent 
words in the collection have less discriminative power (less IDF weight) than the 
more infrequent words. A word that is a representative token of the collection but is 
not in a specific document has a weight of 0. However, computing the weight of all 
words across all documents leads to high computational complexity.  

Partitional clustering creates clusters with flat, non-hierarchical structure. The 
number of clusters is controlled by a parameter passed to the algorithms prior to ex-
ecution. This parameter k drives the process of partitioning documents in k clusters by 
employing the k-means algorithm. Selecting the number of clusters without a priori 
domain knowledge in the area of interest may worsen the results. In addition, if doc-
uments cover a broader thematic area, the clusters can be inferior [16].  
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The spherical k-means algorithm uses the robust cosine measure to compute the 
similarity between documents. It is defined as ܿ݁݊݅ݏ݋ሺ݀ଵ, ݀ଶሻ ൌ ሺ݀ଵ ·  ݀ଵሻ/ห|݀ଵ|ห  ห|݀ଶ|ห   (3) 

where · denotes the vector dot product and ห|݀|ห is the length of the vector. The k-
means algorithm randomly picks k centroid vectors to identify the closest documents 
to the centroids and forms clusters around them. The algorithm iteratively refines the 
randomly chosen initial k centroids, minimizing the average distance between them. 
The algorithm is not deterministic. 

3 Semantically Enhanced Text Stemmer (SETS) 

In this section first, the hierarchical structure of the ontology used in this research 
(OntoRo) is presented. Then, the semantically enhanced feature extraction algorithm 
is introduced. Finally, a document representation with reduced dimensionality is dis-
cussed.  

3.1 OntoRo 

The specific task of the proposed algorithm, to group documents on various topics in 
coherent clusters using semantics, requires the use of a general ontology. The general 
ontology provides a generic perspective on the relations between the concepts in the 
documents. These relations are used to estimate the distance between pairs of docu-
ments. The assumption of the algorithm is that by using the generic relations estab-
lished between the words in the selected ontology, similar relations between the doc-
uments could be detected, which will result in improved cluster coherence. 

The general ontology OntoRo resembles the structure of a thesaurus. The words 
are grouped together based on their meanings in a hierarchy of concepts, heads, sec-
tions and classes [17]. This makes OntoRo’s structural organization very rigid and 
robust in view of the fact that it is tree based.  Every class in OntoRo is a root of a 
separate tree. It is important to note that the word groupings provided by OntoRo are 
based on the ideas these words convey and not on synonymy-based relations. There is 
no specific conceptual interconnectivity that pre-defines these relations.  

The proposed algorithm employs concept indexing as a text representation tech-
nique and OntoRo as an external lexical source. For the purpose of the stemming in 
the next section, OntoRo is stemmed using the Porter stemmer. Thus, all words in 
OntoRo are stemmed to produce a second lexical source regarded as stemmed Onto-
Ro. An example for the word connect is shown in Table 1. The first column contains 
all inflectional forms of connect which can be found in OntoRo. The column ‘Root 
Form’ contains the relevant root forms of the words from column ‘Word’ produced by 
the Porter stemmer. The column ‘Semantic Meanings‘ shows the semantic polysemy 
of the words represented with OntoRo. Since the words in column ‘Word’ conflate to 
the morphological root connect, the stemmed OntoRo will contain only the word 
‚connect‘, which has 12 unique meanings presented in table 1 for all forms of 
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connect1. For that reason, the semantic stemming proposed in the next section aims to 
conflate the words to less ambiguous morphological forms. 

Table 1. Semantic representation of word stems in OntoRo 

Word 
Root 
Form 

Semantic Representation2 
Semantic 
meanings 

connect connect    9ܥ, ,45ܥ ,଺ଶܥ ,71ܥ ,202ܥ 305ܥ 6 
connected connect 9ܥ, ,45ܥ 50ܥ 3 
connection connect 9ܥ, ,11ܥ ,45ሺ2ሻܥ ,47ܥ ,48ܥ  7 706ܥ
connecting connect    ܥସହ 1 
connective connect ܥସହ, ସ଻ܥ 2 

3.2 Semantic Stemming Algorithm 

In this section an algorithm is proposed, which relies on semantics to achieve text 
consistency. It is called a semantically enhanced text stemmer (SETS). A semantic 
approach is used to address the problem of words, which are conflated to the same 
morphological stem but have different semantic representations. Table 1 shows inflec-
tional forms of the word connect with different semantic representations in OntoRo, 
which refer to different meanings. However, they are stemmed to the same morpho-
logical root by the Porter stemmer. This makes the stems more polysemic and when 
used in clustering the clusters produced are inferior. The proposed algorithm aims 
to improve cluster coherency by keeping the normalized words as monosemic as 
possible. 

The algorithm listed in Fig 1 extends the six steps of the Porter stemmer [4]. Every 
word that occurs in a document is searched first in OntoRo by its morphological form. 
If the word is found it is considered stemmed and the algorithm proceeds to the next 
word. If the word does not occur in the lexical source, the algorithm proceeds with the 
first step of the algorithm in Fig 1. The stem produced by the first step of the algo-
rithm is searched for occurrence in OntoRo. If the stem is found it is considered to be 
stemmed. This process is repeated for each of the six steps of the algorithm in Fig. 1. 
In case a word is not stemmed after the last 6th step it is searched for occurrence in the 
stemmed OntoRo. Finally, if the algorithm does not find the stem in the stemmed 
lexical source, it is considered a named entity and no semantic information is 
acquired. Otherwise, the algorithm returns all concepts that the stem is associated 
with. Every concepts refers to a different meaning of the word.  

                                                           
1  connect in stemmed OntoRo ܥଽ, ,ଵଵܥ ,ସହሺଶሻܥ ,ସ଻ܥ ,ସ଼ܥ ,ହ଴ܥ ,଺ଶܥ ,଻ଵܥ ,ଶ଴ଶܥ ,ଷ଴ହܥ  .଻଴଺ܥ
2  The semantic representation ܥழ௡௨௠௕௘௥ଵவሺழ௡௨௠௕௘௥ଶவሻ stands for concept (C), concept num-

ber in OntoRo (൏ 1ݎܾ݁݉ݑ݊ ൐) and the number of semantic meanings in the concept ሺ൏ 2ݎܾ݁݉ݑ݊ ൐ሻ (in case of one semantic meaning the number is omitted), i.e. ܥଽ െ ݊݋݅ݐ݈ܽ݁ݎ, ଵଵܥ െ ,ݕݐ݅݊݅ݑ݃݊ܽݏ݊݋ܿ  ସହܥ െ ,݊݋݅݊ݑ  ସ଻ܥ െ ,݀݊݋ܾ  ସ଼ܥ െ ହ଴ܥ ,݁ܿ݊݁ݎ݄݁݋ܿ  െ ܿܥ ,݊݋݅ݐܾܽ݊݅݉݋଺ଶ െ ,ݐ݊݁݉݁݃݊ܽݎݎܽ  ଻ଵܥ െ ,ݕݐ݅ݑ݊݅ݐ݊݋ܿ  ଶ଴ଶܥ െ ,ݕݐ݅ݑ݃݅ݐ݊݋ܿ  ଷ଴ହܥ െ ݁݃ܽݏݏܽ݌, ଻଴଺ܥ െ  ;݊݋݅ݐܽݎ݁݌݋݋ܿ 
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The next stage is to use the semantic stems produced by the SETS algorithm  
to represent the documents using VSM. For this purpose, the weights (TF-IDF) for all 
stems in the collection are calculopated for every document. Then, using equation (1) 
the documents are represented in the higher order hierarchy of concepts yielding  
a matrix of concept indices ൏ ,ݐ݌݁ܿ݊݋ܿ ݐ݄݃݅݁ݓ ൐. The concept indexing reduces 
dimensionality, since the concept number is limited to the number of concepts in 
OntoRo. 

in:   w ... word 
out:  s ... set of semantic meanings 
s = ontoro_search_for_occurrence(w) 
for(step = 1; s is {} and step <= 6; step = step + 1) 
   w = porter(w, step) 
   s = ontoro_search_for_occurrence (w) 
end 
if s is {} 
   s = ontoro_stemmed_search_for_occurrence (w) 
end 
# if s is {}, w is a named entity 
# otherwise s contains the semantic meanings of W 
return s 

Fig. 1. Semantically enhanced text stemming algorithm 

This approach is similar to using a dictionary for searching the word stem after 
every step of the Porter stemmer [11]. However, the aim of the proposed algorithm is 
to acquire less ambiguous semantic information and not real words. This is achieved 
by considering the semantic meaning of the words before applying rule-based stem-
ming. The errors from under- and over-stemming are thus alleviated. The proposed 
algorithm still relies on TF-IDF to measure the discriminative power of words.   

4 Evaluation and Discussion 

The evaluation of the proposed SETS algorithm is performed using the Reuters-21578 
text categorization test collection. It consists of 21578 news articles on different eco-
nomic subjects published in 1987. The focus of this paper is to investigate the en-
hancement that semantics provides in text normalization, and document clustering in 
particular. For the purpose of the evaluation, the corpus is transformed into VSM 
twice, first by employing the proposed SETS algorithm and then by employing the 
classical approach of TF-IDF weighting after the Porter stemmer normalizes text. The 
latter transformation produces tokens that represent normalized word forms, i.e. Por-
ter stems. The implementation used in the evaluation is the Common Lisp version of 
the algorithm made available by Porter. This transformation into VSM yields two 
matrices where each row is the vector representation of a Reuter’s news article in 
word-based (TF-IDF weights) or respectively OntoRo vector spaces. The TF-IDF 
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matrix is a sparse matrix with 21578 rows and 44293 columns – one for each unique 
word in the corpus. The SETS matrix has 21578 rows and 990 columns; one for each 
concept in OntoRo and this matrix is dense. The collection was reduced to 18457 
documents due to the realization that 3121 documents (21578–18457) are either very 
short and/or contain only named entities and cannot benefit from concept indexing. 
The document-term and –concept matrices are produced for the 18578 documents. 
Then, a cross-domain clustering is simulated by constructing 20 sub-collections of a 
thousand files (rows) each. By design, the construction of a sub-collection introduces 
noise in the document representation, since the statistical analysis (calculating the IDF 
values for the words) is carried out on all 18578 documents and not on the subset of a 
thousand documents in the sub-collections. Thus, the documents representations used 
in the clustering process are tested for robustness. 

All matrices are clustered using the spherical k-means algorithm [33], which is 
available in the CRAN repository. This version of the algorithm is fast and requires 
the number of clusters as input. Experiments are performed to split the data in 5, 10, 
15, 20, 25, 30, 35, 40, 45, and 50 clusters. The quality of the clusters is assessed with 
the silhouette measure proposed by Rousseeuw [3]. This measure is defined as 

ሺ݅ሻݏ  ൌ ௕ሺ௜ሻି௔ሺ௜ሻ௠௔௫ ሼ௔ሺ௜ሻ,௕ሺ௜ሻሽ (4) 

where ܽሺ݅ሻ is the average dissimilarity of the object (row) i compared to all other 
objects of a cluster ܣ and ܾሺ݅ሻ is the average dissimilarity of the object ݅ element ܣ 
compared to all objects in the cluster nearest to ݅. To assess the overall quality of a 
clustering model (ܯ), the measure ݌ሺܯሻ was averaged over all objects: 

ሻܯሺ݌  ൌ ଵ௡ ∑ ሺ݅ሻ௡ଵݏ  (5) 

where n is the total number of news articles. The measure is a number between 0 
and 1 with higher number suggesting stronger cluster coherence. Table 2 shows the 
statistical average values for all sets including the standard deviation. The statistical 
analysis of the obtained results is needed since the sk-means algorithm is not determi-
nistic. The results demonstrate that the SETS algorithm is outperformed by the TF-
IDF weighting approach and Porter when the number of clusters is small – the  
reduced dimensionality of document representation provided by the SETS cannot 
separate clusters well for a small number of clusters when there is a large number of 
files. This is due to the dense document-concept matrix, i.e. most of the concepts are 
used to represent the documents. As the number of clusters increases, the performance 
of the SETS algorithm as well as the separation of the clusters improves. In addition, 
the hypothesis that semantic stemming of the words, i.e. semantic-based word disam-
biguation, leads to clustering solutions with better coherence is proven right. 
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Table 2. Statistical Mean and Standard Deviation for all clustering solutions 

Clusters N 
Porter SETS 

Mean SD Mean SD 
5 0.0658 0.0134 0.0299 0.0036 

10 0.0663 0.0112 0.0446 0.0041 
15 0.0643 0.0133 0.0547 0.0054 
20 0.0662 0.0129 0.0624 0.0058 
25 0.0643 0.0123 0.0706 0.0104 
30 0.0587 0.0162 0.0766 0.0066 
35 0.0610 0.0113 0.0821 0.0080 
40 0.0526 0.0120 0.0866 0.0070 
45 0.0510 0.0086 0.0922 0.0049 
50 0.0466 0.0111 0.0968 0.0068 

The clustering solutions produced from both matrices use the natural dimensionali-
ty of the document representation, i.e. no dimensionality reduction techniques are 
used. The SETS represents documents in reduced dimensionality by design. However, 
the execution times shown in Table. 3 indicate slower clustering of the SETS data. S-
k means produces faster clustering from the sparse TF-IDF matrix where 99.99% of it 
is populated with zero values. In addition, to produce the dense document-concept 
matrix the SETS algorithm requires 5.11 times more time than the Porter stemmer. 
This is as a consequence of searching the stems in OntoRo after each step of the Por-
ter’s algorithm. The memory footprint of the entire SETS matrix is 7.02MB, whilst 
TF-IDF in dense representation is 1.7GB and 25MB in sparse representation.  

Table 3. Execution time in seconds for the clustering solutions 

 5 10 15 20 25 30 50 
TF-IDF 8.15 27.76 28.60 34.01 47.78 53.66 85.64 
SETS 34.95 54.19 99.42 43.15 121.36 103.42 104.24 

5 Conclusions and Future Work 

This paper presents a comparison of the Porter and the SETS stemmers when em-
ployed by the partitional document clustering algorithm sk-means in cross-domain 
environment. The SETS algorithm represents a semantically enhanced Porter stemmer 
where the latter provides good trade-off between speed, reliability and accuracy. The 
other text stemmers either achieve worse stemming results, i.e. higher dimensionality 
of document representation, or better results at higher computational cost, i.e. they are 
not suitable for large collections. SETS aggregates semantic information from text 
and uses it to represent documents in more abstract and generic manner. According to 
the results, the sk-means clustering algorithm achieves better and more consistent 
cluster coherence regardless of the choice for the parameter k. In addition, the ob-
tained document representation produced by the SETS algorithm is proven to be more 
resistant to noise, which is usually introduced in the index aggregation phase, than the 
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standard document representation provided by the Porter normalization and the TF-
IDF weighting mechanism. 

A limitation of the algorithm is that it is designed to work well on generic cross-
domain document collections. In collections, where documents are topically grouped 
based on named entities, the algorithm is expected to perform worse. However, the 
performance can be improved by using a domain specific ontology, which provides 
specific semantic information referring to the specific terms of the domain of interest 
or named entities. Alternatively, word-based clustering algorithms would be a more 
adequate tool. In this paper, the choice of the parameter k was made with the purpose 
to explore a broad range of the parameter space without considering the optimal num-
ber of clusters for the Reuters21578 data.  

The evaluation demonstrates that SETS in conjunction with concept indexing pro-
vides reduced dimensionality of document representation.  This enables more  
advanced clustering algorithms to be used to produce clustering solutions on a large 
scale. In addition, the approach can employ a domain specific ontology along with 
OntoRo to produce clustering solutions from the perspective of the used domain 
knowledge. The scalability and the flexibility of this approach in terms of number of 
documents and different perspectives to a collection of documents provides opportun-
ities for developing new approaches to grouping documents together and discovering 
relationships between them.   
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Abstract.  Electronic devices provide many different kinds of simple services. 
Most of them is able to interoperate with each other. In order to provide suffi-
cient quality of service discovery and composition, ontologies that are used to 
describe services should contain many concepts and relations, which makes 
them big and thus unsuitable to be processed mobile devices. To fully exploit 
the power of a service-oriented approach in a pervasive computing environ-
ment, a technique of runtime ontology recomposition is proposed. Service  
descriptions created from a common ontology are composed into a runtime  
version of the ontology. This runtime ontology is then used to resolve service 
queries instead of the original one. The descriptions’ semantic richness influ-
ences the quality of service discovery and composition. In order to assess their 
most favourable richness the original ontology is used.  

Keywords: semantic services, ontologies, ontology engineering, ontology  
recomposition. 

1 Introduction 

In our daily environment we are surrounded by electronic devices. They come in dif-
ferent shapes and sizes, but, in essence, all of them are small computers that can  
provide simple services: audio playback, GPS-based localization, picture & video 
capture…etc. Those services may be invoked individually, but they may also be  
composed into complex services, producing richer user experience. Such an interop-
erability is not new – semantic web services (SWS) [1] are ontologically annotated 
web services (WS) [2] that may be automatically discovered, composed and executed. 
SWS, however, run on powerful web servers and are used to embody complex  
business logic. Pervasive computing environments, on the other hand, are constituted 
of mobile nodes that provide services used and composed on-the. Using ontologies to 
compose services in such environment faces some challenges – to provide a good 
quality of service discovery and composition, an ontology should contain a lot of 
information about relationships between services. This translates into its size, which 
in turn, may impede its processing in devices with limited computing capabilities. 
Therefore, some way of reducing the size of ontological representation of services is 
required.  

An ontological representation of a domain of interest consists of two components: 
a TBox and an ABox. The TBox describes the domain in terms of concepts and  
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relations, while the ABox in terms of instances of those concepts. Taking the service-
oriented approach, the TBox contains definitions of service types, while the ABox 
descriptions of actual service implementations.  

A straightforward approach to describe a service environment at runtime is to store 
full ontological representation, i.e. information about all the types and all the in-
stances, on each node (Fig. 1a). Such a node description would consist of a full TBox, 
extended with full ABox containing information about all deployments of all services 
present in the environment. This technique is unrealistic, if only due to network  
reconfiguration problems. Another scenario is to store on a node only those ABox 
assertions that are related to this specific node (Fig. 1b): such a description would 
consist of a full TBox extended with ABox assertions defining services available in 
the node. This solution, still has a severe drawback – full TBox may consist of  
hundreds of concepts and its size may still be significant. In this work, full ontological 
representation of an environment is decomposed into individual node descriptions  
(so called TBox snippets [3]). Such a description consists of concepts directly related 
to the service being described and of some additional concepts, called ‘enrichment’.  

Descriptions of nodes present in the environment are composed at runtime into a 
runtime version of the ontological representation of the environment. This runtime 
ontology thus consists of descriptions of relevant services only. In order to provide 
that service discovery and composition performed against runtime ontology will de-
liver similar results as performed against full ontology, a sufficient level of ‘enrich-
ments’ (which might be easily assessed) in service descriptions must be maintained.  
 

 

Fig. 1. Outlines (dotted and dashed) represent node descriptions. A straightforward (a) 
approach is to embed full ontology in each node. A more realistic scenario (b) is to reduce the 
ABox to assertions concerning the node (c). In the approach described in this paper both the 
TBox and ABox parts embedded in a node contain only statements concerning the node. 

The paper structure is as follows: section 2 contains description of the related work 
in the area of ontology recomposition and service matchmaking. In sections 3 and 4 
structure of the ontological representation of services and service descriptions are 
explained. The ontology recomposition technique and the discussion of its impact on 
the quality of service discovery and composition is presented in section 5. Section 6 
concludes the paper.  
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2 Related Work 

2.1 Service Matchmaking 

Service matchmaking is a basis for service discovery a composition – a query is 
matched against service descriptions in order to find services, either individual or 
complex that satisfy it. The first (chronologically) and the simplest techniques are 
text-based approaches [4-7]. Their primary use is to facilitate human-based service 
matching. Service descriptions take the form of natural language definitions. Services 
are annotated with labels and matchmaking is performed by employing string match-
ing.  This reduces its precision (i.e. it is possible to retrieve services whose descrip-
tions contains some but not all of the query keywords). Also, the lack of semantic 
understanding results in reduced recall as some services that are semantically compat-
ible with the query might be rendered not matching it (e.g. services described with 
synonyms), while services semantically not compatible (e.g. services described with 
homonyms) might be rendered matching.  

Some of the problems described above might be resolved by employing a logic 
language in service description [8-15]. By providing formal descriptions, the  
matchmaking becomes unequivocal. On the other hand, such approaches take the 
closed-world assumption, meaning that they need a predefined representation of 
states, actions, objects passed, etc. Each state, action that is not predefined is assumed 
false or invalid. This prevents acquiring new types of information during system  
lifetime and thus limits service opportunities to only the foreseen ones. Also, although 
the representation of entities might be reasonably simple, they still require complex 
data and control-flow structures (e.g. if-then) to express composite services, which 
makes them resource-consuming.  

Employing ontologies in service matchmaking [8, 12, 16-23] overcomes some of 
the problems described above. By exploiting relations between concepts describing 
services, a relationships between services might be detected which adds to flexibility 
of service matchmaking (thus allowing serendipitous service discovery) without sacri-
ficing its quality [24]. Unfortunately, recent research [25] indicates that, similarly to 
logic-based approaches, the semantic matching of service descriptions is a heavy 
process.  

The approach presented in this work employs semantic matchmaking. It shares the 
most features with those in [8, 20]; however, only inputs and outputs are considered 
and no match degrees are used: outputs in the request must subsume or be equivalent 
to concepts in the advertisement and inputs in the request must be subsumed or be 
equivalent to concepts in the advertisement.  

2.2 Ontology Decomposition 

The goal of ontology decomposition is to obtain one or more subsets of the original 
ontology. Existing approaches may be divided into three categories: query-based 
methods, segmentation techniques and traversal-based extractions.  
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Query-based methods [26-30] provide an SQL-like interface to ontology. They  
offer a simple, low-level access to the semantics of the ontology. The produced ex-
tract is transient, as it usually (e.g. in [29]) may not be updated, shared or modified 
independently from the ontology it was taken from. Also, its further integration into a 
new ontology is difficult.   

Segmentation techniques [31,32] divide ontology into many independent modules. 
The modules might overlap, but they are either used separately or only loosely cou-
pled. The algorithms are lossy. While they might ensure the completeness of reason-
ing in a context of a module, by discarding less relevant concepts or properties, some 
of the semantics of the whole ontology is irrevocably lost as the original ontology is 
destroyed during the process. The goal is to decompose the ontology into a number of 
inter-related islands [33] of concepts. The techniques divide ontology based on ab-
stract attributes, e.g. desired number of modules. Ontology segmentation techniques 
are best suited for automatic processing of ontologies of different sizes and structures. 

The ontology-traversal extracts, similarly to query-based approaches, are centered 
around a predefined set of concepts and/or relations. The difference, however, lies in 
the fact that they are application-specific. In [34], for instance, only subsumption and 
OWL restrictions relationships are considered to link concepts in the ontology. This 
way, the generality of the approach is reduced. On the other hand, they allow to  
further fine tune the extracted sub-ontology depending on the specific application. 
This is the case of [35] where certain concepts/relations are omitted in order to  
produce more concise and compact definitions of provided terms.  

While query-based methods are too specific for the task of ontology recomposition, 
the query segmentation techniques are too generic. Although their behavior might be 
fine-tuned, the control is still too coarse. The sub-ontology extraction method which 
is a part of ontology recomposition technique presented in this work follows the  
traversal-extraction methodology. It is targeted at a specific usage - creation of indi-
vidual service descriptions from a large ontology. This, along with the fact the base  
ontology has a predefined structure imposes specific characteristics and structure on 
the extracts, which facilitate their later integration into a new ontology.  

2.3 Ontology Composition 

Existing approaches to ontology composition might be divided into three types – on-
tology integration, ontology merging and ontology alignment [36-38]. Ontology inte-
gration and ontology merging are processes of generating a single, coherent ontology 
from different (sub)ontologies: ontology integration deals with ontologies covering 
different subjects while ontology merging deals with ontologies covering the same 
subject. Ontology alignment is the process of creating links between different ontolo-
gies. They all rely on ontology mapping – a process of relating identical concepts or 
relations in different ontologies.  

There are a number of approaches of finding mappings between concepts and rela-
tions in different ontologies. The most notable group of approaches relies on text 
manipulation techniques [39-42]. The similarity between concepts is calculated based 
on similarity in their naming, either directly (the names are equal) or with the use of 
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text-processing techniques like keyword extraction (e.g. looking for certain nouns in 
concepts descriptions), language processing (e.g. looking for different declinations of 
certain nouns) or the use of linguistic resources (e.g. the use of lexicons or thesauri to 
identify synonyms).  

Another way of detecting similarity between concepts from different ontologies is 
to compare their definitions [39, 40, 43]. This amounts to comparing their attributes, 
properties, instances or related classes. Also, structure of the ontologies being com-
pared might be analysed [39, 40,41]. Such approaches treats concepts as vertexes and 
properties as edges in graphs and apply graph-based algorithms to detect similarity.  

In this work, (sub)ontologies that were previously extracted from the same or  
similar (in terms of its structure) ontology are merged. The (sub)ontologies are then 
merged into a runtime version of the starting ontology. Such runtime ontologies  
contain less concepts and properties but cover the same subject (service description) 
and have similar structure. Concepts with the same names are considered equal.  

3 A Common Ontology 

An ontological representation of a selected domain (a common ontology) consists of 
two layers [3]: an upper level ontology that defines a service model and a domain 
ontology. The upper ontology contains 'marker' concepts that denote atomic services 
(AtomicService) and their parameters (ServiceParameter). The domain 
ontology subclasses of the former represent actual service types (e.g., FireDetec-
tor), while the domain ontology subclasses of the latter represent data types used as 
service parameters (e.g., Temperature). An example of a common ontology is 
shown in Fig. 2. Rounded rectangles denote ontological concepts (service and pa-
rameter types), arrows denote concept subsumption (are) or link service and parame-
ter type concepts (hasInput, hasOutput). Such ontology consists of three parts: 
(1) a service type hierarchy used by the user to organize services (shown in Fig. 2a), 
(2) a parameter type hierarchy used to discover services and compose them into com-
plex ones (Fig. 2b), and (3) axioms linking both hierarchies (Fig. 2c). Relations  
between service and its parameter types are expressed by hasInput or hasOut-
put properties: the former denotes an input parameter, the latter denotes an output 
parameter. 

Common ontology is processed to find services matching input-output criteria de-
fined in a query. The matchmaking algorithm [44] is based on those proposed in [10] 
and [20]. It starts with identifying services whose outputs match those in the query: a 
service's output parameter type must be subsumed by the output type in the query. 
Then, those services are inspected with respect to their inputs: a service's input pa-
rameter type must subsume an input type in the query. Also, a desired service must 
not require any other input types other than those in the query. The algorithm allows 
to compose services either vertically (outputs of one service become inputs to another 
service) or horizontally (a set of services is gathered that together provide all required 
outputs).  
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Fig. 2. An example of a domain ontology. The hierarchy of service types (a), the hierarchy of 
parameter types (b) and relations linking the hierarchies (c). 

4 Service Description 

Each device is characterized by the type of the service it provides – its description is 
created from a common ontology and consists at least of one concept that represents a 
service type and one or more concepts representing parameter types1. Fig. 3 shows 
examples of descriptions for the Thermometer (Fig. 3a) and FireDetector 
(Fig. 3b) services.  

 

 

Fig. 3. Service descriptions (core): (a) Thermometer and (b) FireDetector 

A description might consist of concepts representing service and its parameter 
types only ('core' description), but it may also contain some additional concepts (an 
'enrichment'). Level 1 enrichment consists of concepts being parents and children of 
concepts in the core description, level 2 enrichment of concepts being grandparents 
and grandchildren.....etc . In this context, service descriptions in Fig. 3 have level 0 
enrichment (in short: richness 0). Fig. 4 shows the same descriptions with level 1 
enrichment (children and parents of the service and service parameter concepts are 
included in a description).  

                                                           
1 Term ‘parameter’ is used to refer to both inputs and outputs of a service. 
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Fig. 4. Service descriptions (richness 1): (a) Thermometer and (b) FireDetector 

While devices with more computing power may host ‘richer’ descriptions, simpler 
devices will be provided with ‘core’ descriptions only. It is also important to adjust 
the enrichment level to the intended environment where the service will be used: 
while the additional concepts improve the quality of service discovery and composi-
tion, above certain enrichment level they only inflate the size of ontological represen-
tation and thus increase the ‘cost’ (in terms of the required computing power) of  
processing the ontology. 

5 Recomposing an Ontology 

The goal of the ontology recomposition technique is to create runtime version of a 
common ontology that contain concepts and relations closely representing the state of 
an environment. This runtime ontology (RO) is composed on-the-fly from individual 
service descriptions, embedded in devices present in the environment [3]. RO is thus 
fine tuned to the environment as it does not contain description of services that are 
unavailable (e.g. due to the absence of the device-hosting them). Also, the enrichment 
level of the constituent service descriptions is transferred to the RO and impacts its 
service matchmaking capabilities.  

5.1 The Importance of the Enrichment Level 

Runtime ontology is composed from individual service descriptions present in a spe-
cific environment. If all service descriptions have no enrichments, there is a probabil-
ity that when composed into RO, some of them will not share concepts or object 
properties with other descriptions (Fig. 5a). Since the matchmaking algorithm em-
ploys relations between concepts, this may limit service’s composability – such iso-
lated descriptions cannot become a part of a complex service and may only be used 
alone. With the addition of enrichments, the likelihood of sharing concepts/relations 
with other descriptions increases (Fig. 5b). The more of them the better the service 
discovery and composition.  It is thus essential for the service descriptions to  
'overlap', i.e. to contain as high enrichment level as possible (Fig. 5c).  
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Fig. 5. The impact of service description richness. Although all descriptions share (and thus are 
connected by) model concepts, this connection is not employed in service matchmaking.  
Composing core descriptions only, might result in the runtime ontology taking the form of a set 
of isolated islands (a). Increasing the richness reduces this effect (b, c). 

Increasing richness of the service descriptions, however, increases the size of the 
resulting ontology. Fig. 6 shows the impact of service description richness on the size 
of a RO. X-axis represents the number of service descriptions used in composing RO 
(e.g. 100% means that all service descriptions that were defined in the common ontol-
ogy were used to compose RO). Y-axis shows the size of RO as a percentage of the 
number of concepts from the common ontology (e.g. 50% means that only half of the 
concepts from the common ontology were transferred to the RO).  

It can be seen that using only core service descriptions (r=0) reduces the size of RO 
to 5-20% of the original ontology (depending on the number of description that were 
composed). With the increase of service descriptions’ richness the RO becomes  
bigger (e.g. 22-46% for r=2, 68-78% for r=8). It is also interesting to note that the 
RO’s sizes do not increase linearly with the increase of descriptions’ richness. In fact, 
increasing description richness above 8 does not increase the size of the RO above 
78% of the original ontology’s size. The reason is the presence of concepts in the 
original ontology that are not used in service matchmaking. In the ontology used in 
this experiment they constituted 22% of all concepts. Ontology recomposition always 
‘filters them out’ from the RO. 
 

design time ontology runtime ontology

recomposition

recomposition

recomposition

design time ontology runtime ontology

design time ontology runtime ontology
a)

b)

c)
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Fig. 6. The size of a RO composed from service descriptions of varying richness (r) 

5.2 The Quality of Service Matchmaking 

The reduction of the size of ontological representation of services must not be per-
formed without considering its impact on its primal use: service discovery and com-
postion. Service discovery might be seen as a case of information retrieval and the 
impact of ontology recomposition on the service matchmaking may be measured with 
the use of the Cranfield model [45]. In order to assess relative performance of service 
matchmaking the results of matchmaking against runtime ontology are compared with 
the results obtained by performing the matchmaking against design time ontology 
consisting of the same service descriptions2.  

In this paper, the Recall measure from the Cranfield model is used. Recall is a pro-
portion of documents that are retrieved to documents that are relevant to a query:  ܴ݈݈݁ܿܽ ൌ ܣ|  ת |ܣ||ܤ , ܴ݈݈݁ܿܽ א ൏ 0; 1 ൐ (1)

where B is the set of services obtained by resolving a query against a runtime ontol-
ogy and A is a set of services obtained by resolving the query against a design time 
ontology that contains descriptions of the same services. Additionally, since RO is a 
subset of the common ontology, it is always true that B ⊂ A, the following formula 
may be used:  

                                                           
2  This is in accordance with a common sense - since a RO contains only a subset of a DO, a 

RO-based matchmaking for a given query will never deliver the same results. In order to be 
able to judge the quality of RO-based matchmaking, the services that are not present in the 
RO (and thus couldn't have been retrieved) need to be removed from the DO-based match-
making results. 
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ܴ݈݈݁ܿܽ ൌ |ܣ||ܤ|  , ܴ݈݈݁ܿܽ א ൏ 0; 1 ൐ (2)

Recall=1 means that the query against runtime ontology gives the same results when 
resolving against design time ontology.   

 

 

Fig. 7. Recall for SUMO-based runtime ontology 

The recall measures shown in Fig. 7. were calculated by averaging individual recall 
values calculated by a set of 1934 different queries against a set of runtime 4503 run-
time ontologies differing in number and richness level of their constituent service 
descriptions. X-axis represents the number of service descriptions used in composing 
RO (e.g. 100% means that all service descriptions that were defined in the common 
ontology were used to compose RO). Y-axis shows the averaged recall values.  
Unsurprisingly, ROs composed from core service descriptions offer very low match-
making quality (Recall<0,3). The quality grows with the increase of description rich-
ness. With the ontology used in the experiment, using description richness of 2  
allowed to obtain almost perfect matchmaking quality (Recall values ~1). 

5.3 Assessing Sufficient Richness 

In order to estimate the sufficient enrichnment level of the constituent service descrip-
tions the average distance between service descriptions needs to be calculated. In 
short, a distance between services is defined as a number of ‘hops’ in the common 
ontology between concepts representing their parameter types. If a distance between a 
service description and any other description in the RO is greater than their combined 
richness, the description becomes an isolated island (Fig. 5a). For instance, as Fig. 8 
shows, richness 2 covers services whose distance between parameters is at most four 
hops: Srv_A with Param_7 and SrvB with Param_3 shown in Fig. 8a) lie within 
distance = 4. Also services whose parameters’ distance is 3 require richness 2 to be 
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composable (Fig. 8b): Srv_A with Param_6 and SrvB with Param_3 lie within 
distance=3. Descriptions of richness 1 does not cover the distance between Param_4 
and Param_5 and thus render the composition impossible.  

 

 

Fig. 8. Richness =2 equals the distance of four (a) or three (b) 'hops' in the parameter  
hierarchy tree 

Tab. 1 shows the distribution of distances between composable (i.e. with finite dis-
tances) services in the common ontology used in the experiment. The table shows that 
that the distance between 94% of services is no greater than 4. This means that the 
richness of the service descriptions that was required for maintaining the quality of 
service matchmaking through the ontology recomposition is 2.  

Table 1. Distribution of distances between services in ontology used in the experiment 

Distance 0 1 2 3 4 5 6 
% of services 13 30 28 15 8 4 2 

 
By calculating the distribution of service parameter types of different services in a 

common ontology it is thus possible to assess the descriptions richness that is suffi-
cient to provide good quality of service matchmaking. This way it is possible to give 
recommendations about the enrichment levels of the service descriptions that are to be 
used in a specific environment at design time, upon their creation and deployment in 
target devices.  
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6 Conclusion 

Ontology recomposition technique allows to fine tune the ontology to a specific envi-
ronment by reducing 'semantic richness' of descriptions of individual services present 
in an environment. The reduction level that is sufficient to maintain the quality of 
service matchmaking might be easily estimated from the original ontology.  
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Abstract. One of the main issues during the development of a knowledge repo-
sitory for the Technical Area of Architecture, called KOC, was the organization 
and structuration of this knowledge domain: the ArCo ontology. Although po-
werful tools to write ontologies exist, they do not guide their development. Me-
taConcept answers this need by defining the concepts that describe the structure 
of the ontology and its construction process: first a meta-ontology for the do-
main, then the ontology itself and then the knowledge repository. Two exam-
ples are presented, KOC 2.0, a data repository for real-world experiences in 
building construction and its knowledge repository, and ELLES, a repository of 
lessons learned in the domain of software construction projects. 

Keywords: Ontology, meta-ontology, knowledge repositories, knowledge ob-
jects, Architectural Ontologies. 

1 Introduction 

The project KOC [1] [2] [14], conducted by the COMIT and ACE Groups of Univer-
sity of Los Andes, aims to generate a repository of real-world examples of the appli-
cation of building construction techniques. The goal is to allow instructors and stu-
dents to gain access to information concerning the dynamics of a construction site 
without actually having to organize visits, thus avoiding safety hazards and problems 
concerning the availability, scheduling and coordination of the parties involved.  
This paper presents MetaConcept, one of the conceptual results of the project, which has 
led to a mechanism to build purpose specific ontologies aiming the definition of data and 
knowledge repositories with educational purposes. Initially designed and intended for the 
field of building architecture, MetaConcept extracts the ontology fundamental structure 
and constitutes a meta-ontology applicable to other domains of knowledge. Although the 
concepts and examples presented are mainly drawn from the field of architecture, an 
example of application for a lessons-learned system is also shown. 

For the subject of ontologies and ontology construction, a substantial amount of li-
terature exists [12] [6] [10] showing descriptions of several tools pursuing the same 
objectives as MetaConcept. Without prejudice to other applications, some of these are 
Methontology [4] [5], Ontology Seeker [7] and Protegé [11]. The main concern  
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regarding these applications is that they do not provide guidelines to orient the con-
ceptual development of ontologies, allowing for too much freedom that leads to a 
possible lack of structure, making them difficult to understand and fully exploit. 

Regarding the Architecture domain, stands the MACE portal [8]: it supports ontol-
ogy-based searches for European architectural projects, but focuses on finished 
projects rather than on the architectural techniques used to build them.  

The present article starts by laying the conceptual groundwork for MetaConcept, 
and by defining the stages in the construction of a knowledge repository. Further-
more, two examples show how MetaConcept has been used, including the software 
architecture of KOC 2.0, which allows the generation of three different types of prod-
ucts. The article then provides some suggestions to effectively exploit the semantic 
power of repositories built with MetaConcept, and finally some comments and con-
clusions are drawn. 

2 Construction of Knowledge Repositories 

The main objective of MetaConcept is to guide and support the construction of know-
ledge repositories aimed to facilitate the teaching of a knowledge domain by: (1) giv-
ing a fully structured description of concepts in the domain; (2) the creation and 
browsing of Knowledge Objects (KO) showing real life examples of the use and mi-
suse of these domain concepts; and (3) providing semantic searches of interest for 
instructors and students. 

The conceptual process to create a knowledge repository comprises four stages. 
Section 3 shows a detailed example of expected results and section 4 shows some 
alternatives to exploit these knowledge repositories.  

2.1 Stage 0 – Global Structure of MetaConcept 

Based on [10], MetaConcept defines the conceptual structure of a knowledge domain 
in five elements, as shown in Figure 1.  
 

 

Fig. 1. Main structure of MetaConcept 

• The Dimensions define the conceptual framework of the domain, those features 
and characteristics that which cannot be disregarded when describing an object in 
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the knowledge domain. Each dimension, regardless of its complexity, should be 
described and studied independently. 

• The Levels of Detail complete the description of a dimension. Each dimension is 
described by a hierarchical list of levels. The relationship between two consecutive 
levels may be of inheritance (is-a) or composition (part-of).  

• The Defined-Relationships relate two dimensions by establishing the appropriate 
level of detail in which they interact. A defined relationship is a tuple <n1, d1, n2, 
d2> where n1 is a level of dimension d1 and n2 is a level of dimension d2, indicat-
ing that any concept of n1 may relate to any concept of n2.  

• The Defined-Constraints define relationships between two dimensions restricted by 
rules of coherence and integrity. A defined constraint is a tuple <n1, d1, n2, d2>, 
where n1 is a level of dimension d1, and n2 is a level of dimension d2, indicating 
the level of detail of the two dimensions subject to the constraint. There are two 
types of constraints: by inclusion (A) representing the truths of the domain, i.e., 
what "should be"; and by exclusion (B) representing only the valid combinations of 
concepts, i.e. the “only these”: the inconsistencies and prohibitions in the domain 
are its complement, i.e., what "cannot be". 

Any knowledge domain can be structured using these five elements. 

2.2 Stage 1: Construction of a Meta-Ontology 

Stage 1 searches the expression of the conceptual structure of the knowledge domain 
at hand in terms of MetaConcept elements: The dimensions, levels, defined-
relationships and defined-constraints must be identified and organized. The result, 
although not fully detailed, presents a comprehensive overview of the domain: The 
goal is that any concept in the knowledge domain has a place (and only one place) in 
the conceptual framework defined by this meta-ontology. 

2.3 Stage 2: Construction of the Ontology 

Stage 2 corresponds to the actual construction of the ontology by instantiating the 
specific domain concepts and the specific restrictions of the meta-ontology.  

Each dimension is described as a tree of concepts, following the hierarchical rela-
tionships established in the meta-ontology. Once the dimensions have been defined, it 
becomes necessary to define the constraints between them, according to those defined 
in the meta-ontology: given two concepts of two different dimensions, a restriction is 
created if and only if the meta-ontology includes a defined-constraint between the 
respective levels of corresponding dimensions. 

The result is shown Figure 2.  Dotted arrows represent the fact that relationships 
instances defined in the ontology respects the relationships defined in the meta-
ontology. 
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Fig. 2. Ontology Structure 

2.4 Stage 3: Population of the Repository 

Given the ontology, Stage 3 corresponds to the creation and population of a repository 
of knowledge objects (KO) containing, for every concept in the ontology, real life 
application examples drawn from the domain at hand. Every KO is described (anno-
tated) according to the semantics defined by the ontology and scored according to its 
validity (is it a good or a poor practice?). Figure 3 shows the expected result, where 
the dotted arrows indicate that every annotation is supported by the existence of a 
Defined Relationship in the meta-ontology and must not violate any of the specific 
constraints defined in the ontology. 

 

 
Fig. 3. The Global Picture: A knowledge repository built with MetaConcept 
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It is important to notice that while the meta-ontology must be complete and coherent, 
the ontology thus defined is consistent and ready to use, but its completeness is not 
compulsory: it is not necessary to count with all the concepts in all dimensions. In any 
case, the ontology can be used either for pedagogical purposes, or to create new 
knowledge objects. The ontology and knowledge base should evolve simultaneously, 
in a coherent manner. 

3 Application Examples 

3.1 KOC 2.0  – Knowledge Objects of Construction 

The first example shows the ArCo ontology [14] that was used to build KOC [1], a 
knowledge repository about building construction. 

Issued from Stage 1, Figure 4 presents the meta-ontology ArConcept, the concep-
tual structure of the knowledge domain of building construction, constructed by in-
stantiating the macro concepts of the architecture domain in terms of the elements 
provided by MetaConcept: 

 

Fig. 4. ArcConcept 

• Dimensions: The domain of building construction has eight dimensions. A building 
has a life cycle; defines a set of spaces; is composed by a set of systems; must be 
built by following the architectural technical principles; there exist techniques and 
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equipment appropriate for materials used, which can arrive in different formats to 
the construction site. 

• Levels: Each dimension has several levels of detail. In particular, the Systems and 
Elements dimension establishes that the building has several Systems, subdivided into 
Subsystems; the subsystems comprise several Generic Elements, which may be con-
structed in diversity of forms and materials, following a sequence of Activities. 

• Defined-relationships occur at the lowest levels of dimensions. For example, the 
relationship between the Systems and Elements and Material dimensions occurs at 
the Element level. It is important to note that Activity constitutes the greatest detail 
level connecting all the dimensions in the domain. 

• Defined-constraints(A): There are two of these restrictions, and they establish pre-
cisely that the Elements and Spaces of the building must follow the basic Technical 
Principles of the Architecture 

• Defined-constraints (B): There are several of these constraints, representing the 
fact that the Techniques and Equipment used in the Activities depend on the Mate-
rials used and the Format in which they arrive to the construction site. 

Stage 2 leads to ArCo, an ontology for the technical domain of the Architecture, spe-
cifically about building construction, created according to the structure defined in 
ArConcept. Figure 5 exemplifies the Systems and Elements dimension, with two con-
cepts in each level. 
 

 

Fig. 5. ArCo excerpt 

As stated earlier, MetaConcept arises as part of the evolution of the KOC project, 
whose initial version can be found in [13] and allowed the construction of a new ver-
sion, KOC 2.0, which exploits the expressive power of MetaConcept. 

The general software architecture of the application, Figure 6, allows the construc-
tion of three types of knowledge applications, each one representing a different prod-
uct, with its own advantages, applications and users. 

1. ArcConcept and ArCo constitute a complete application based on MetaConcept 
aiming the creation, editing, and browsing of the ontology and the meta-ontology 
of the knowledge domain of building construction. 

2. DataConcept and Metadata also constitute a complete application based on Meta-
Concept aiming the creation, editing, and browsing of the ontology that describes 

 

 



 Structured Construction of Knowledge Repositories with MetaConcept 139 

the metadata of the architectural data. It includes "classic" document metadata 
(format, date, author, etc.), and also metadata for the architectural domain, such as 
the names of the architects involved, and the name and location of the project, 
among others. 

3. Data refers to the actual architectural data repository (maps, images, videos, etc.), 
described through its metadata ontology. The user interface allows creating, edit-
ing, and navigating the data. 

4. KOC is the knowledge repository of building construction. It is built based on the pre-
vious products and allows the creation, editing, and navigation of knowledge objects 
(KO). This level has an auxiliary application, BarKO [3], which provides a semantic 
query service and ordered navigation of KOs. The queries are made based on ArCo 
and Metadata ontologies; responses are displayed, by default, respecting  a semantic 
ordering of dimensions in the domain: life cycle, systems and elements, spaces, tech-
nical principles, materials, types of presentation, techniques and equipment. 

 

Fig. 6. Architecture of KOC 2.0. 

Again, it is important to note that once you have ArConcept and DataConcept, the 
system can evolve in parallel at all levels: ArCo and Metadata can be created or com-
pleted, and the data and knowledge repositories can be created and browsed. 

3.2 Elles – Enterprise Lessons Learned System 

Another example of the use of MetaConcept is Elles [9], a lessons-learned repository 
for the specific context of technology projects. The knowledge domain comprises the 
stages and deliverables of a software development project, to which the lessons- 
learned are referred. Following the same conceptual process and development used in 
KOC, the following ontologies are built: LeConcept, equivalent to ArConcept; and 
Leleo, equivalent to ArCo. 

The main difference between these two projects, besides the knowledge domain, 
lies in the characteristics of the knowledge objects (Figure 7). A lesson-learned can 
refer to various aspects of the project at different times: using Leleo, a lesson learned 
captures a situation as soon as a problem is detected, as well as its possible causes and 
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the actions taken to solve the problem. Each element of the lesson learned may also 
refer to a different stage or deliverable of the software project. 

 

 

Fig. 7. Lessons Learned Repository built with MetaConcept 

4 Exploitation of the Knowledge Repository 

Once the domain has been structured, and the knowledge repository generated, it is 
possible to define pedagogical activities and also build some other interesting applica-
tions profiting the structure and content of the repository. These are explained using 
ArConcept, ArCo and KOC, but are equally valid for other repositories: 

• Browsing the meta-ontology and the ontology supports the transmission of the 
structure and concepts of the knowledge domain. 

• Browsing of KOs allows the critical and comparative analysis of real-world appli-
cation examples of the concepts. The browsing of the KOs profits from the rela-
tions and restrictions defined in ArConcept to give complete and consistent infor-
mation about the KO; Barko solves the problem of the multiplicity of responses by 
showing the KOs in a semantically ordered fashion. 

• The creation of KOs by users and students forces them to understand and adhere to 
the structure, relationships and constraints in the knowledge domain. 

• Advanced query processing takes advantage of relations and constraints in the 
ontology. This allows knowledge to be inferred from actual data contained in the 
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repository as, for instance, good and bad practices, weaknesses and strengths of the 
company. 

• The connection of the repository with other tools for ontology management and 
inference engines, profiting from the exportation of the ontology to OWL. 

• Connection of the repository with tools for data mining, which can discover hidden 
patterns in the data and in the KO repository. 

• And many more... 

5 Concluding Remarks 

The main point is that MetaConcept effectively achieved its intended goal by provid-
ing a framework to the conceptual development of ontologies, without sacrificing 
expressive power. The organization of a knowledge domain into dimensions and le-
vels allows the expression of the domain at different levels of detail facilitating its 
construction and understanding. In summary: 

• Different levels of abstraction facilitate the construction of ontology-based data 
repositories and knowledge repositories comprising several semantic levels in an 
organized fashion. 

• It is possible to compose several knowledge domains and build multi-ontology 
applications, as shown by KOC which integrates ArCo, Metadata and the KOs. 

• It is possible to generate a uniform interface for the creation of ontologies (i.e., its 
structure and the concepts of the domain), the creation of KOs, ontology browsing, 
KO browsing and queries (BarKo). 

• The dynamism of the ontology and data and knowledge repositories is guaranteed. 
Ontology, metadata and knowledge objects share the structure of the knowledge 
domain and can evolve independently without complications. 

• MetaConcept repositories allow data to present their meaning, with a user-friendly 
interface: all of the relevant structural information is always available to the user. 

All of the above constitutes the many and varied didactic advantages of the present 
proposal, for the teacher, the KO creator, for students, and for people interested in the 
knowledge domain at hand. 
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Abstract. Knowledge mapping can be performed in many different
ways on the web, today. One of them, and increasingly popular, are
social networks where people can share various content among friends,
in user groups or with public. However, the majority of these networks
are for socializing and entertainment. To emphasize the work and results
we use teleology, a branch of philosophy, that claims that each object has
a final purpose. In this paper, we introduce a framework for knowledge
mapping where teleological perspective of knowledge is mapped and pre-
defined ontology provides its context. Thus, we are able to design a social
network for strategic knowledge mapping, useful to track objectives and
areas of interest in academic as well as in business environment.

Keywords: Teleology, Knowledge mapping, Strategic Knowledge Map.

1 Introduction

Teleology in philosophy applies to any system attempting to explain a series
of events in terms of targets, goals or purposes. In this article, we show how
teleology is used as a modern scientific discipline that provides a channel to
achieve different goals. In more detail, it focuses on using teleology in knowledge
mapping where it serves as a framework for capturing strategic knowledge. An
important part of this in a knowledge map is setting individual objectives. How-
ever, without some meaningful context, the different knowledge types are hardly
distinguished. Therefore, we introduce ontology for mapping these knowledge
types separately, in academic environment, through assigning folksonomy tags
to knowledge nodes. Further, we suppose that suggested ontology can be helpful
in profit or non-profit organization where there are needs to improve cooperation
between individuals, existing teams or departments.

Knowledge management as a discipline itself includes several subbranches,
each of which deserves its attention. Knowledge management processes are based
on philosophies of Aristotle or Plato. The concept is based on best practices from
philosophy, information system management, organization science, management
science, cognitive science and other domains. Understanding and using knowl-
edge management methods and tools means understanding simple principles,
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to which often leads a difficult journey. Viewing this from the perspective of
the knowledge hierarchy, with data at the basement and rising over informa-
tion and knowledge, to the wisdom on the top, then managing information is
the most widespread in the business environment. Knowledge management is
understood in various ways but often lacks the weight it deserves. In what way
should managers use knowledge management systems as appropriate assistance?
Where possible, aiming at knowledge, its localization, exchange and storage, is
the correct answer. The processes of knowledge management cannot be simpli-
fied only to storage (e.g. wiki solutions, expert systems), but it starts from the
knowledge owner and the accessibility. Concentration on the availability and
traceability of knowledge appears to be the first important step of knowledge
management and knowledge mapping (KM) can serve as a tool to point out
useful resources.

The structure of the rest of the paper is as follows. We first define basic
terms knowledge types and introduce overview of research on knowledge map-
ping, knowledge maps categorization and knowledge mapping disadvantages.
The section 2.3 introduces collaborative tagging as a useful technique that elim-
inates some disadvantages of others and can be enriched by semantic ontologies.
Summary of teleological approach and its relation to presented knowledge map-
ping techniques and knowledge types is described in section 3. Finally, proposed
knowledge mapping approach, based on teleology and strategic knowledge rela-
tion to all knowledge assets, is applied on academic environment.

2 Knowledge Management Theory

2.1 Knowledge Types

In general, we must be clear in what we mean by knowledge in knowledge map-
ping. This chapter brings a short overview of basic terms. The common view of
knowledge, knowledge type and knowledge mapping is still missing as definitions
of the individual authors also differ. Michael Polanyi, cited by [1], was the first
who suggested two knowledge types, explicit and tacit. Tacit knowledge is essen-
tial to manage any human activity, particularly business processes. It contains
organized and useful data but logic of its organization is too complex and am-
biguous. Tacit knowledge is something that we know but are unable to express.
Stories, rules or math algorithms are examples of explicit knowledge that can
be stored in documents, manuals or databases. Cognitive psychologists defined
descriptive (know-what) and procedural (know-how) knowledge [2]. Descriptive
knowledge defines a state of the world, description of objects, situations, facts or
methods and procedures [3]. Descriptive knowledge is also called declarative and
is more comparable with explicit than tacit dimension. Procedural knowledge
specifies doing something, actions or manipulations, for example, steps to fulfill
a task. Strategic knowledge (know-why, know-when) is considered as the third
type. It is rarely measured and is invoked only when other knowledge types are
used [4]. A person in a decision process considers strategic knowledge to find the
best solution. Each of their decisions is related to an objective and the sequence
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of decisions leading to the objective can be called a strategy. Strategic knowledge
can be considered as a subset of declarative knowledge.

[5] states that knowledge becomes static when the tacit type is made ex-
plicit. Nowadays, investment into knowledge expression is not too important.
Instead, resources of right knowledge accessible at the right time are of much
higher importance. Also, knowledge mapping techniques can significantly im-
prove knowledge traceability.

2.2 Knowledge Mapping

Knowledge is a fundamental part of a company but it cannot be captured suf-
ficiently with a common formal structure. Common organization structure (or-
ganization chart) provides only names and positions of employees. In contrast,
knowledge maps typically point to people, their experience as well as to docu-
ments and databases. [6] noted that developing a knowledge map involves locat-
ing important knowledge in an organization and then publishing some kind of a
list or a chart that shows where to find it.

The key to understanding why someone should use this map is to understand
how people learn. We usually learn by associating objects with other objects.
Thinking about one topic, in individual’s mind, triggers seeking another topic in
the web of their thoughts. This philosophy concept is known as associationism
and its history goes back to Plato, Aristotle or Kant [7]. One thought triggering
another creates a network of interrelated nodes and results in knowledge creation.
Associationism approach is also used in computer systems and is equivalent to
hyperlinking.

There are various ways how knowledge maps can be classified. In the context of
knowledge management, knowledge map brings an overview of knowledge related
content elements: experts, project teams, communities, papers, patents, events,
applications and so on. [8] presents that knowledge maps can be divided into
three knowledge models: (1) charts such as hierarchical diagrams, (2) network
diagrams that show nodes connected by arrows, (3) tables and grids, e.g. forms,
matrices, frames or timelines. [9] focuses on cognitive maps and defines different
categorization: text and language analysis maps, network maps, conclusive maps,
classification maps and schematic maps.

Knowledge mapping techniques were categorized also by Caldwell into three
basic groups [10]:

– Procedural knowledge maps - show knowledge and sources of knowledge
mapped to business processes. The map consists of all relevant business
processes where knowledge can be input or output.

– Conceptual knowledge maps - help to structure concepts and terms, to
classify the content and taxonomy and to discover concepts and ontologies.

– Social knowledge maps - show relationships between individuals, skills
and positions and help to find required expertise in people within an orga-
nization. Social network analysis and other techniques support finding the
right knowledge owners.
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[11] summarized different classification principles in one matrix. Different knowl-
edge map classifications are based on knowledge management processes, content
on knowledge maps, application levels, graphic forms and creation method types.

KnowledgeMapping Disadvantages. Basic disadvantages of knowledge maps
identified by [3] can be summarized as: Misinterpreting, Information overload,
Outdating, Unavailability and Costs of creating. When knowledge mapping is
realized as a statistic survey, it is time consuming. Usually a specific relevant
tool is required as well as knowledge of the terminology and notation (e.g. Topic
Maps [12]). Mapping knowledge is also very tedious and people usually feel a
threat that either it reveals that they know nothing (but keep pretending) or
they are monopolists.

2.3 Collaborative Tagging

This chapter describes collaborative tagging as a type of conceptual knowledge
maps. Next, we mention ontologies as a useful set of restrictions that provide
meaning for tags assigned by users. There are different sources of information
to be found in existing Web 2.0 applications. Users can store references to these
sources and links to online resources can be shared and extended with other
user information [13]. Folksonomy or a collaborative tagging is a way how to
make order in such a complicated structure of resources. Folksonomy is meant
to classify content in a computer network [14] using tags. The term itself is
an analogy to the word taxonomy, where the Greek word taxis means order or
arrangement, the word nomos means law. English folks is a derived term that can
be explained as people [15]. Folksonomy offers a solution for the representation
of resources by individual users in the virtual world and does not specify any
rules. The principle lies in assigning any label called a tag to web pages, photos,
documents and other online resources.

A relevant question is if folksonomy can be considered a knowledge map. The
documents that are necessary to input and output from business processes con-
tain explicit knowledge that can be added to a company folksonomy. [16] stated
that social classification generated by employees reflects the real situation of
knowledge understanding. First of all, tagging can provide an insight into in-
dividual’s expertise and facilitate learning from others. The social dimension
of the document tagging process is creation of social networks. Social network
structure consists of interconnected individuals, who have similar interests, ac-
tivities or personal relationships. If two documents are marked with the same
tags then links between documents can be found as well as links between users
who assigned them [17].

2.4 Ontology

A collaborative online network was successfully applied in many progressive firms
such as Oracle or IBM. Two examples of social networking tools are Oracle Web-
Center [18] or IBM Connections [19], internally developed by significant leading
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IT companies. Adding tags and using tagcloud to locate people and documents
are essential functions of such tools. On the other hand, defined ontology for tags,
to add semantics, is not common. There is a large amount of studies concerning
creation of more effective folksonomies by semantic meanings of words defined
in the ontology or general principles of Nature language processing [20]. Ontol-
ogy is defined as an explicit specification of a conceptualization [21]. Ontologies
support knowledge sharing and represent vocabulary and relations in a specific
domain. Benefits of using the ontology are that one knowledge management sys-
tem can communicate with others or that systems retrieve automatically more
precise collection of knowledge. [22] presents a way how to enable searching in
various publications from various institutions. Folksonomies content is depen-
dent on users; there are no restrictions to define tags.

The main weakness of folksonomies is uncontrolled vocabulary. [23] sum-
marized disadvantages such as acronyms, synonyms, homonyms. For example,
acronym ”ANT” can be a shortcut for ”Actor Network Theory” from the soci-
ology domain or ”Apache Ant” software building tool. A possible way to reduce
these shortcomings is to establish some boundaries for what tags a user can in-
sert into the system. Different theories how to bring additional semantics into
folksonomies were published, e.g. in [24], [25]. An example of teleology approach
as an ontology class in academic environment is given in section 3.2.

3 Knowledge Mapping Approach Based on Teleology

There are three key contributions of this paper. The first is to show how strategic
knowledge is related to teleological perspective, in knowledge mapping. The sec-
ond is the introduction of a new knowledge mapping approach based on teleology
which allows individual’s objective to be specified and externalized. The example
describes academic environment and related model with ontology classes. Third
contribution is a practical approach, based on collaborative tagging, which en-
ables to specify a finite set of concepts and to create company’s strategic knowl-
edge map.

3.1 Teleology Perspective

This section describes philosophical background of teleology. Understanding philo-
sophical base of knowledge enables us to move to relevant knowledge man-
agement processes. In Aristotle’s Nicomachean Ethics there are presented five
virtues, that can be mapped to knowledge levels. Aristotle’s types are used to
cover all possible acts of knowing [26]:

– Scientific knowledge episteme,
– Skill based knowledge techne,
– Practical wisdom based on experience phronesis,
– Intuition nous,
– Theoretical knowledge of universal truths sophia
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In the following, we will concentrate on techne and phronesis. Whereas techne
involves practical rationality, phronesis is characterized as reasoning, pragmatic,
context-dependent and oriented toward action. Phronesis comprehend the ability
to determine how to reach a certain target.

The effectiveness and purposefulness characterize human behavior and dis-
tinguishe it from purposeless reactions. Aristotle argued that all objects have a
definite purpose [27]. Teleology in philosophy applies to any system attempting
to explain a series of events in terms of targets, goals or purposes. [28] provides
natural examples of teleology such as heart is for pumping blood or eyes are
for seeing. It is opposed to mechanism, the theory that all events may be ex-
plained by mechanical principles of causation. [29] stated teleological tendency
that knowledge is always there for a purpose towards some objectives. Every
kind of live being naturally follows its target. This purpose is to live or have
children but natural to humans is happiness. Against this, naturalism stands in
opposition that subject does not foresee a predetermined goal. [30] uses teleolog-
ical representation in robots navigation. Purposes are the abstraction of states
of reality. Thus, the goal can be used as a relation between a robot and the
physical environment.

The concept of purpose can not be easily formalized but it is clearly con-
nected with strategic knowledge. Strategic knowledge concerns the specific pur-
pose for human effort to reach an objective. Definition of relation between strate-
gic knowledge and other knowledge types can be found in section 2. Strategic
knowledge [31] is the key asset of organization. The strategic knowledge of a per-
son who wants to achieve a goal in certain area is associated with tacit knowledge.
Tacit knowledge is difficult to express, the least that can be said is where it is
and how it is used. Thus, strategic knowledge map can serve as a structure where
tacit knowledge is embedded. According to [32], an organization must be seen as
a system in which the workers share meanings and beliefs (strategic knowledge).
Sharing of individual’s objectives (knowing-why) and associations between them
can be made more effective through information technology, with collaboration
tagging in particular. Knowledge mapping should be performed continuously
along with everyday operations; it is not a single-use process. One of the main
purposes of business administration should be to maintain meanings and beliefs
at their best shape, to make organizational culture look complex, consisting of
knowing why, knowing who and knowing what dimensions.

– Knowing who - an individual is identified with an objective, a single person
or a group can benefit from objective sharing,

– Knowing what - electronic documents connected with some objective in-
clude important explicit knowledge (facts),

– Knowing why - an objective has its importance within a group of people,
people discuss about different objectives of their work together. Explicit
objectives publication can improve collaboration in a community.
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3.2 Academic Knowledge Network

The main goal of teleology approach, presented in this paper, is mapping indi-
vidual or community goals and creating links between them. Using collaborative
tagging enables mapping user’s objectives of their common work as a dedicated
tag in a folksonomy. An objective represents individual or group topic of inter-
est, e.g. each academic paper has a relevant research objective. In Fig. 1, we are
presenting basic ontology model for a collaborative filtering tool that enables
sharing research and academic content. University employees, PhD students and
Master’s degree students should have access to a common social network where
each of them could create, update and share their research objectives, create or
join in public and private groups according to areas of interest, share ongoing
work and final results of research activities, information about planned events
and more.

Domain ontologies are available for a variety of different domains, few of them
were created specifically for the academic environment. AKT Reference Ontology
[33] with 160 classes is useful for representing an academic computer science
community. AIISO ontology [34] describes organization structure of academic
community. More abstract ontology for mapping people and information on web
is FOAF [35]. For understanding teleology relations, we consider a few classes
based on the commonest ontology FOAF. We can concentrate on some of the core
academic concepts like Person, Document and Group and relationships between
them. Fig. 1 presents FOAF relations: (1) publications (domain Person, range
Document), where publications are linked to the person, (2) member (domain
Group, range Agent) where the Agent as Person can be a member of the Group.
The shortcomings of folksonomies mentioned in section 2.3 may be effectively
reduced by a collaborative tagging system, that allows the creation of tags in
proposed ontology classes.

Fig. 1. FOAF ontology classes extend by Objective class

If we consider further the involvement of the Objective, the resulting folk-
sonomy content can bring more benefits for its users. Suggested system helps
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the participants to formulate their research objectives. Objectives are used as a
pointer to the strategic knowledge. Thus, associations between strategic knowl-
edge and other key factors (documents, groups, etc.) can be mapped. Principles
of ontology Friend-Of-A-Friend can be used in many different contexts. Often
it can be found in social networks such as Facebook, Twitter, Google+, last.fm
and others. However, the common element of these networks is that pointing out
an objective to be reached is not needed. People share everyday statuses, enter-
taining content, music or videos they like, pictures and everything gets tagged,
liked, re-shared and commented. None of it, though, follows neither middle-term
nor long-term objectives. The situation is entirely different in academic or busi-
ness environment. Whether it is a business objective (e.g. maximizing profit,
turnover, market share, etc.) or research objective (developing new technology,
getting a patent, publishing search results) progress in these areas are always
connected with strategic knowledge. Connecting objectives as a strategic knowl-
edge dimension to FOAF ontology is therefore desired and essential requirement
in order to watch and evaluate any progress in chosen strategy.

It is the authors’ objective to develop a social network to share research ob-
jectives within academic environment that would enhance cooperation between
university’s ongoing project teams, excganging experts from diverse areas and
provide a guidepost for academics as well as students. Teleology serves as a bridge
between FOAF ontology and extended ontology with objectives, thus creating a
strategic knowledge map. Furthermore, such a network with certain adjustments
should be generic enough for deployment in business environment as well. The
additional semantic information identifies particular types of knowledge, e.g. we
can consider a simple ontology shown on Fig. 1:

– Person - tag of type Person is identification of user, e.g. a company worker
(Knowing who), who is owner of procedural knowledge (Knowing how).

– Document - tag of type Document specifies content as an information re-
source, declarative knowledge can be included in such document (Knowing
what).

– Objective - tag of type Objective serves to locate strategic knowledge
(Knowing why).

Understanding of a domain and knowledge localization is improved by adding
semantic to tags. According to tag type, all shared content (documents, pre-
sentations, videos, blog posts, and others) can be filtered. Strategic knowledge
map is created by adding objective tag type and its filtering. Such online system
functions help people to use other view of domain, based on filtering tag types,
when they are locating company knowledge sources. Teleology helps to identify
the objective as an essential and core element of the system that points to strate-
gic knowledge. It is an expected path leading to desired results, it is a reason
for all steps taken to achieve them, it is a tool to know more about ourselves.
By sharing our objectives and associating them with other mapped topics in a
knowledge map we trace our work and give others the information how results
have been achieved.
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4 Conclusion

This paper provided an insight into principles of teleology perspective of knowl-
edge map. Knowledge mapping can be understood in two ways. There is a theory
behind division knowledge into different knowledge types and processes of how to
create, sort or share knowledge. But it also can be viewed as a knowledge map-
ping tool developed in appropriate technology that provides support of these
features for users.

Essential part of sorting the content in this way is collaborative tagging. When
users assign tags to content they work with, they distinguish important resources,
that can be then easily navigated to, from the unimportant ones. It is a simple
and effective way how to overcome known shortcomings of knowledge mapping
and it has several positive impacts on the community. We discussed a possible
way of creating and sharing strategic knowledge in academic environment via
defining each user’s objectives. Proposed ontology model helps to find who is
working on what and helps knowledge map users to concentrate on topics of
their interest and focus on work towards objectives. An objective is a teleologi-
cal class in ontology used for sorting content in a knowledge mapping repository.
The other classes help to point us to descriptive or procedural knowledge, but ob-
jectives provide teleological purpose for actions and other outputs shared within
the map.
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Abstract. Every day, the Internet expands as millions of new multimedia objects
are uploaded in the form of audio, video and images. While traditional text-based
content is indexed by search engines, this indexing cannot be applied to audio and
video objects, resulting in a plethora of multimedia content that is inaccessible to
a majority of online users. To address this issue, we introduce a technique of au-
tomatic, semantically enhanced, description generation for multimedia content.
The objective is to facilitate indexing and retrieval of the objects with the help of
traditional search engines. Essentially, the technique generates static Web pages
automatically, which describe the content of the digital audio and video objects.
These descriptions are then organized in such a way as to facilitate locating cor-
responding audio and video segments. The technique employs a combination of
Web services and concurrently provides description translation and semantic en-
hancement. Thorough analysis of the click-data, comparing accesses to the digital
content before and after automatic description generation, suggests a significant
increase in the number of retrieval items. This outcome, however is not limited
to the terms of visibility, but in supporting multilingual access, additionally de-
creases the number of language barriers.

Keywords: publishing multimedia content, spoken content retrieval, spoken lec-
ture processing.

1 Introduction

The Internet has veritably become the predominant source of information. What began
as mere textual information within simple hypertext systems has evolved mutually with
technical hardware and broadband Internet access and shifted the simple Web concept
to one of a complex multimedia system. Where previously, the exchange of information
on the Web was chiefly one-way, i.e., webmasters published content to general users,
the catch up of Web 2.0 has opened up new means of interaction in which ordinary
Internet users were given the tools to contribute with their own content. As a result of
these two factors, together with the dissemination of electronic devices with built-in
digital cameras and audio recorders, multimedia content has proliferated tremendously
and become an important source of information, communication and social interaction
on the Web. The product is the emanation of a multimedia phenomenon that marks the
online content we see today. Millions of new images, videos and audio are uploaded

M. Graña et al. (Eds.): KES 2012, LNAI 7828, pp. 153–162, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



154 B.P. Nunes et al.

to the web on a daily basis, spurring and motivating an expanse of new research in
various fields. Our focus lies with the issues involving search, retrieval and access to
multimedia content, specifically that of audio and video objects, which we refer to as
“spoken content”.

Today, search engines are the gatekeepers to information. Almost all information
accesses begin with a keyword search. Spoken content, unlike its text-based rival, still
cannot be indexed by search engines as it is encoded into digital audio and video ob-
jects which do not contain intrinsic textual description. Retrieval of information of this
type from a keyword search engine is therefore based solely on the few existing meta-
data (title, description, author, etc), which is of low quality and descriptiveness. As an
alternative, content-independent metadata has been acceptably employed to describe
multimedia files over the last decade [3,9].

Multilingual accessibility, however has posed another problem to online content dis-
covery. While automatic translation tools do a rather good job translating textual docu-
ments and websites, very few have been proven to support the cross-language re-trieval
of objects. To confront the issue of multimedia access on the Web caused by the lack of
indexable contextual content and language barriers, in this work we present a mash-up
tool that facilitates the indexing and retrieval of spoken content through the automatic
generation of transcripts, semantic annotations and translation.

The contributions of this work are twofold:

– We provide an online tool which automatically generates semantically enriched
transcripts and translations of spoken content.

– An evaluation of the technique as pertains to real learning objects (spoken content).

In accordance with the outcomes provided by our contributions, we aim to answer
the following research questions:

– To what extent can automatic generated scripts improve the retrieval of spoken
content?

– To what extent do automatic translations of scripts enable the use of spoken mate-
rial?

The remainder of the paper is structured as follows. Section 2 describes relavant infor-
mation from previous work. Section 3 introduces our publishing technique. Section 4
exposes the results of implementing our tool. Finally, Section 5 presents discussions,
conclusions and future works.

2 Related Work

A recent study explored the improvement of video retrieval via automatic generation
of tagging and geotagging [8]. This work concurs with similar approaches which most
audio, video and image repositories [2,15,17] on the Web utilize to index multimedia
les. However, while content-independent metadata, such as title or author, can describe
some aspects of spoken content, the actual content of these objects remains inaccessible
to text-based search engines. This results in a tedious search on behalf of the user,
because even if the spoken content can be found, the user must still manually locate
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the specific segment he is seeking. In order to increase the likelihood of retrieving the
time-aligned segment of spoken content rather than just the file, a more elaborate form
of annotation is required. This content-descriptive form of metadata, which transcribes
audio and video content, is, however, a wary task rarely executed by the publisher and/or
creator of the content.

Alberti et al. [1] addresses the spoken content retrieval problem in the context of
last US presidential campaign, where a scalable system that makes the video content
searchable was developed. Although their approach adhibits content-descriptive meta-
data and content-independent metadata to describe spoken content, the content is not
prepared to be machine-readable. To address this issue and present a machine-readable
approach, Repp et al. [14] apply a specific ontology to annotate content and make it at-
tainable using OWL-DL for semantic search engines. This approach provides semantic
information to search engines, however that same semantic information is not avail-
able to assist human Web users. A more proactive approach would be the adoption of
RDFa [16], which would assist both machines and humans to index and retrieve Web
content [6].

Glass et al. [5] discuss making spoken lectures findable by implementing compo-
nents of a spoken content retrieval system. Yet this approach poses a challenge to the
data management community [9,10,7] because transcription files can only be accessed
through a search form and are therefore still hidden from search engines. To pragmat-
ically combat these issues we present a technique of automatic video and audio text
description generation, which transforms the spoken search problem into a traditional
text search problem, and in so doing makes spoken content available to users on the
Web. Additionally, our technique processes spoken content in a manner which permits
text-based search engines to assist in locating time-aligned segments of the content.

Furthermore, the technique also annotates entities [11] present in the transcriptions
using RDFa. The annotation process employs Dublin Core [4] to explicate the content-
independent metadata of an asset, while the content-descriptive metadata applies a specic
set of ontologies from DBpedia1 to illustrate the concepts and relationships with other
Web resources. Consequently, content provenance is known by search engines once that
content has been linked with other resources, thus improving precision page ranking.

The effectiveness of the proposed technique is described by an experiment with over
a thousand minutes of spoken content, divided into 99 video objects and an in-depth hit
analysis of these objects.

3 Publishing Technique

This section describes the publishing process with the aid of a complete spoken con-
tent publishing example (see Figure 1). Using an automatic speech recognition service
(ASR), the first step is to transcribe a given spoken content [12,13]. The set of time-
aligned text excerpts thus obtained forms what we call the script of the spoken content,
by analogy of the usual meaning of the word. This approach thus converts the spoken
search problem to a text search problem since the script is a textual representation of
the spoken content. Figure 2 shows an example of a script.

1 http://www.dbpedia.org

http://www.dbpedia.org
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Fig. 1. Publishing technique

Step two seeks to reach additional user populations by translating, if desired, the
script into other languages. Our technique translates these scripts into various languages
using the Google Translator API2. In the following section, we discuss how this step
impacts content retrieval.

The final step is decomposed into two substeps: (a) to transform a plain text script
into a XHTML (eXtensible Hypertext Markup Language) file; and (b) to annotate the
content using RDFa (Resource Description Framework in attributes).

Fig. 2. Example of a script

The first substep involves a conversion process, in which static Web pages for each
asset are generated and every time-aligned excerpt of text from a spoken content is
recast into sections (div elements). Each of these sections contains a hyperlink (the a
element) that indicates the exact segment of spoken content where the speech occurs
and the transcribed text related to that content (p element) (see Figure 2). Moreover,
the language and document type of the content is specified by each static Web page
generated by the aforementioned method. In the example of Figure 3, the document type
is XHTML (4.01 strict) and the language of the content is in English (“xml:lang=en”).

The code in Figure 2 is not enriched with semantic markups, although XHTML sup-
ports semantic description. Accordingly, the embedding of a collection of attributes into
XHTML markups to enrich the semantics of the Web page content comprises substep

2 http://code.google.com/apis/language/

http://code.google.com/apis/language/
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Fig. 3. Example of a Web page

two. Spotlight Web Services analyzes the content transcribed in the previous step, by
annotating references to DBpedia resources in the text. Thus, the text is enriched with
entity detection and name resolution by using. Figure 4 shows the annotation result.
The potential exists in this substep to provide a solution for linking the Linked Open
Data (LOD) cloud to unstructured information sources via DBpedia. Thus, the anno-
tated text can be used for secondary tasks, such as recommending related assets based
on semantics and displaying additional information about those assets in congruence
with its primary use to enhance search and retrieval.

Fig. 4. Result of the XHTML-ize step

4 Experiments

Over the course of our study, real Web data from the educational domain was used
to perform an extensive evaluation of our spoken content publishing technique. Our
objectives included both a thorough analysis of Web page hits synthesized for the audio
and video learning objects, as well as an assessment of the efficacy of the publishing
technique.

4.1 Experimental Setup

The tool was evaluated by means of 99 Learning Objects (LO’s) comprised of 10 minute
video files each containing dialogs on diverse elementary chemistry topics. The ex-
periment was carried out over a period of eight months in two separate stages. Stage
one lasted five months and during this time all 99 LO’s were published using content-
independent metadata. The objective of the first stage was to equalize the Web page hits
via content-independent metadata. The information gathered was then used to create
two balanced groups of LO’s to evaluate the efficacy of the tool. Each LO was then
sorted according to the number of hits and further assigned to different groups in pairs
who shared the same order of magnitude.
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The second stage was a selective process in which one of the groups was submitted
to the tool, while the other was not. This stage had a duration of three months. The
objective of this second stage was to evaluate the efficacy of the tool. Static Web pages
were hosted on the Wordpress server, while the video files were hosted on Youtube. The
tool was then assessed using the statistics these services provide.

4.2 Data Analysis

Let Group A refer to the set of LO’s published in the first stage, Group P refer to the set
of LOs published using the tool in the second stage, and Group ¬P refer to the set of
LOs described only by content-independent metadata. This section examines the results
of the hit analysis during both experiment stages.

Total Hits Analysis. Approximately 75K hits were obtained during both stages of the
experiment. Group A, which represents the first stage with all 99 LO’s, obtained just
22% of the total number of hits. It is important to note that in stage one, data was
collected for five months, whereas stage two had a three-month duration, thus 78% of
the hits were performed in stage two (see Figure 5).

Fig. 5. Hit stats. First stage 1-5. Second
stage 5-8

Fig. 6. Hits percentage of translated
static Web pages generated by our pub-
lishing technique

Observe that Group P captured 66% of the total number of hits whereas Group ¬P
just 12%. Hence, Group P captured 84% of the total number of hits in the second stage,
i.e., 5.3 times more than the number of hits obtained by Group ¬P.

Page Hits Analysis. As described in Section 3, a new static Web page was created for
each new language in the translation step. Throughout the experiment, three language
scripts were generated for each asset; English, Spanish and Portuguese. Figure 6 pro-
vides the percentage of total number of hits for each translated static Web page: 43%
for pages in Spanish, 37% for pages in Portuguese and 20% for pages in English.
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Fig. 7. Countries that have interacted with the content, on the left: Japan, Brazil and Portugal. On
the right: Sweden, Japan, Brazil, Spain, Peru, USA and Portugal.

Although static Web page visitors are anonymous, that is, no information pertaining
to his/her location or mother language is provided, this information is available for
logged in users on Youtube.

The information attained from Youtube is highly relevant to our study because all
actions (share, comment or mark as favorite) are executed by users that share in interest
in the content of an asset. According to this information and as depicted in the left
image of Figure 7, only users from Brazil, Portugal and Japan shared, commented or
marked as favorites the assets of Group A.

The right image of Figure 7 reveals that after the technique had been applied creating
Group P, users from other countries (Sweden, Japan, Brazil, Spain, Peru, United States
and Portugal) could be reached. Note that, the native language of Brazil, Spain, Peru,
United States and Portugal is indeed English, Spanish or Portuguese, the languages
implemented during experimentation with our technique. This does not extend, how-
ever to the populations of Japan and Sweden, although there is a sizable population of
Brazilians living in Japan.

Table 1. Bottom 10 most accessed Learning Objects

LO’s with the largest number of hits 1 2 3 4 5 6 7 8 9 10
Group ¬P 1636 1615 1416 969 812 642 514 300 265 220
Group P 2466 1774 1744 1562 1499 1467 1421 1414 1386 1307

Assets Hits Analysis. At this stage of the experiment, the variance between the number
of hits of an LO that was published using the tool and an LO described by content-
independent metadata was addressed. Table 1 depicts the top 10 LO’s, according to the
number of hits, where the second line corresponds to LO’s in Group P and the third
line to LO’s in Group ¬P. Table 1 illustrates, as expected, that the number of hits for
LO’s indexed by the tool (Group P) is notably greater than the number of hits for LO’s
described only by content-independent metadata (Group ¬P). This is generally true for
all 99 LO’s. Table 2 depicts the LO’s with the lowest number of hits, and shows an even
greater discrepancy.
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Table 2. Top 10 most accessed Learning Objects

Least hit LO’s 10 9 8 7 6 5 4 3 2 1
Group ¬P 32 27 27 25 24 21 21 12 11 7
Group P 333 326 287 271 250 213 195 191 108 95

Fig. 8. The number of hits boosted in different orders of magnitude for each continent

Regional Analysis. Using the information gathered from Youtube pertaining to user
location, it was possible to tabulate the number of hits by continent (with the exception
of Oceania). In the stage one of analysis, Group A obtained 13,911 hits from South
America, 73 hits from North America, 39 hits from Asia, 1,297 hits from Europe and 31
hits from Africa. We note that, from the hits in South America, 13,673 (approx. 99%)
were from Brazil, a Portuguese-speaking country. The same was observed in Europe
where, out of the 1,297 hits, 1,107 (approx. 85%) were from Portugal, which is also a
Portuguese-speaking country.

In the second stage, the assets captured 52,366 hits from South America, 3,738 hits
from Europe, 779 hits from North America, 494 hits from Asia, and 167 hits from
Africa. We again highlight that the vast majority of hits from South America came
from Brazil, and note that the population of Brazil comprises almost 50% of that of
South America. It is important to note, however that during a brief period the number
of hits from other South American countries increased from 1% to 5.5%. This increase
largely took place in Spanish speaking countries. Similarly, the number of hits obtained
from European users was also less concentrated: Portugal, which captured 85% of the
hits in the first stage of the experiment, had 67% in the second stage, whereas the total
number of hits from other European countries more than doubled from 15% to 33%.
Figure 8 depicts the ratio increase by continent, obtained by dividing the number of hits
in the second stage of the experiment by the number of hits in the first stage.
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5 Conclusion

In this paper we presented a technique which automatically enhances spoken content
on the Web using semantic descriptions (transcripts) and translations. This technique
facilitates indexing and retrieval of the objects with the aid of traditional text search
engines. Our techniques provided us the basis for an online tool which was used to
complete the evaluations demonstrated in this paper.

The tool functions by automatically generating static Web pages which describe the
spoken content, which are organized to facilitate locating segments of the content cor-
responding to the descriptions. The tool further annotates the described spoken content
using RDFa and DBpedia to link unstructured information sources to the LOD cloud
and enhances search and information retrieval of the assets. The tool also provides a
means of amplifying user range by breaking down language barriers through the cre-
ation of a multilingual resource. Evaluation proves that the number of hits to the objects
processed by the tool was significantly improved, as well the access of consumers of
foreign languages.

Future work will investigate several extensions to the tool. First, the tool may resort
to semantic information to display complementary information about an asset. Sec-
ond, the semantics will be enriched to function not only with DBpedia resources, but
also with other LOD data sources. Finally, we will recommend related assets by tak-
ing advantage of the connected text through ontologies from the LOD and to assess its
effectiveness.

A complete description of the tool may be found at http://moodle.ccead.puc-rio.
br/spokenContent/.
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Abstract. In this paper an original approach to analytical decision making  
support based on on-line analytical processing of multidimensional data is sug-
gested. According to Dr. Codd’s rules, the effectiveness of data analysis signifi-
cantly depends on the data accessibility and transparency of an analytical model 
of domain. The method of constructing a conceptual OLAP-model as an 
integral analytical model of the domain is proposed. The method is illustrated 
by the example of the scientific activities domain. The integral analytical model 
includes all possible combinations of analyzed objects and gives them the op-
portunity to be manipulated ad-hoc. The suggested method consists in a formal 
concept analysis of measures and dimensions based on an expert knowledge 
about the structure of analyzing objects and their comparability. As a result, 
conceptual OLAP-model is represented as a concept lattice of multidimensional 
cubes. Concept lattice features allow the decision maker to discover the non-
standard analytical dependencies on the set of all actual measures and dimen-
sions of the scientific activities domain. Conceptual OLAP-model implementa-
tion allows user makes better decisions based on on-line analytical processing 
of the scientific activity indicators. 

Keywords: Integral OLAP-model, On-line analytical processing, Formal con-
cept analysis. 

1 Introduction 

The effectiveness of administrative resources management depends on the way the 
analytical information to be provided. The on-line analytical processing (OLAP) is 
widely used for analytical decision making support [1-5]. The analytical processing of 
large amount of data in government (e.g. territorial, industrial, corporate) requires 
new approaches to be developed for OLAP implementation. The effectiveness of data 
analysis depends largely on the data accessibility and transparency of an analytical 
model of domain. As usual, the analytical model of domain is a set of OLAP-models 
for solving the particular problems [1-3]. Such a situation can be represented as a 
fragmentary analytical model of the domain. Constructing an integral analytical mod-
el is a topical problem in computer science [4-8]. In the papers [4, 6] the integral  
approach implementation as a constructing of analyzing objects catalogues is –
represented. This way allows the engineer to systematize the analyzing objects, but 
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doesn’t enable the end-user to intuitively manipulate them. Authors [7] suggest me-
thod of constructing the integral model based on ontology. This method gives the user 
to manipulate analyzing objects of ontology, but doesn’t provide generating analytical 
queries. Our papers [8, 9] present the first informal approach to using the formal con-
cept analysis for the on-line analytical processing. To develop the formal method of 
constructing integral OLAP-model based on an expert knowledge about analyzed 
objects structure and relation of their comparability is of importance. 

In the paper the method of constructing the conceptual OLAP-model as the integral 
analytical model of the domain is proposed. The suggested method is based on formal 
concept analysis of domain measures and dimensions. The way of constructing the 
integral analytical model as a concept lattice of multidimensional cubes is described 
formally. The integral analytical model includes all the possible combinations of ana-
lyzing objects and makes possible the manipulation of them ad-hoc. Conceptual 
OLAP-model implementation improves the effectiveness of decision making support 
based on on-line analytical processing of multidimensional data.  

The outline of our paper is as follows. Section II presents the formal description of 
multidimensional data model and shows importance of developing the integral 
OLAP-model. Section III describes the method of constructing conceptual OLAP-
model using formal concept analysis. In Section IV, we consider the implementation 
of the method of conceptual OLAP-model constructing for scientific activities of the 
organization. We conclude in Section V and sketch some issues for future research. 

2 On-Line Analytical Processing 

The term OLAP (On-line Analytical Processing) is introduced in 1993 by E. Codd 
[10]. Codd formulated 12 rules of OLAP technology. The realization of these rules 
depends on current level of information technology development. OLAP provides an 
efficient means to analyze data. OLAP-means represent data as easy-to-understand 
and easy-to-use data model, which consists of multidimensional cubes. 

The OLAP-cube can be represented as a pair:  
G = < D, F >, where 
D = <d1, d2, …, dn> is a set of the cube dimensions and  F = <f1, f2, …, fm> is a set of 
the cube measures (facts). The measure is a numerical characteristic of the analyzed 
process. And the dimension is an array of values, which belongs to the one data type 
and characterizes a structural property of the domain. A set of dimensions forms an 
axis of the cube. There are analytical measures in a cube cell. 

OLAP operations (e.g. slicing, dicing, drilling, pivoting, filtering) enable users to 
navigate data flexibly, define relevant data sets, analyze data at different granularity 
and visualize results in different forms. An significant advantage of OLAP is an opera-
tion with domain terms [11]. 

The quantity and content of domain OLAP-cubes depends on the quantity of 
solving particular problems. To solve a new analytical problem, user has to construct 
a new OLAP-cube. Constructing OLAP-cube involves the selection of necessary da-
tabase tables, join of these tables, selection of the table fields and their comparison 
with domain terms. It requires special knowledge about database scheme, analyzing 
objects and their properties, about algorithms of analytical measures calculation and 
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about relationships between objects. Thus, to solve each problem the decision maker 
has to apply to an engineer for assistance. As a result, a set of OLAP-cubes forms a 
fragmental analytical model of domain.  

The analytical model of domain has to include all the actual measures and dimen-
sions and all their combinations to improve the effectiveness of decision making sup-
port based on on-line analytical processing. To manipulate all the available analyzing 
objects the analytical model of the domain should be relied on an expert knowledge 
about analyzing objects structure and their comparability. 

3 The Method of Constructing Conceptual OLAP-Model  

To construct the integral OLAP-model based on all the actual analyzing objects, we 
need to determine groups of objects (measures and dimensions) can be processed 
together. In this case, it is preferable to use the methods of binary clustering [12]. One 
of the most appropriate method is data analysis based on formal concepts and concept 
lattices [13].  

Formal Concept Analysis (FCA) is introduced in 1981 by R. Wille [14]. The me-
thod is based on understanding the world in terms of objects and attributes. The for-
mal context is a triplet K = (G, M, I), which consists of set G, set M and relation I ⊆ 
G × M. The elements of set G are objects of the context; the elements of set M are 
attributes of the context. A binary relation I between G and M (described by gIm) 
indicates when object g ∈ G, has attribute m ∈ M. For set A ⊆ G and for set B ⊆ M it 
is defined that: A' = {m ∈ M | gIm for all g ∈ A} (all attributes in M shared by the 
objects of A); B' = {g ∈ G | gIm for all m ∈ B} (all objects in G that have all the 
attributes of B). The formal concept of the formal context is defined by derivation 
operators as pair (A, B) with A ⊆ G, B ⊆ M, A = B', B = A'. A is called an extent, and  
B is called an intent of concept (A, B). 

Formal concept analysis of measures and dimensions allows us to construct the 
integral OLAP-model based on expert knowledge about analyzed objects and their 
comparability [15]. The method of constructing conceptual OLAP-model based on 
integration of OLAP and FCA is suggested. Fig. 1 shows the IDEF0 context diagram 
of constructing the conceptual OLAP-model. 

The method of conceptual OLAP-model constructing includes the following basic 
stages:  

1. Determining a set of analyzed objects. 
2. Forming a formal context. 
3. Generating the formal cube-concepts. 
4. Constructing the concept lattice of multidimensional cubes. 

At the first stage, an expert determines analytical problems of domain and forms the 
queries based on interviewing of the end-users and exploration of the reports. Further, the 
expert extracts special domain terms by analyzing the analytical queries. The determined 
domain terms form a set of analyzed objects that is used for OLAP-cubes construction. In 
accordance with the multidimensional data model, objects of formal concept is divided 
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Fig. 1. Constructing conceptual OLAP-model 

into two sets: a set of measures (facts) F = {f1, f2, …, fm}, and a set of dimensions D = 
{d1, d2, …, dn}. The numeric characteristics are the set of measures, and analysis aspects 
are the set of dimensions. Then, the expert defines database tables and compares ana-
lyzed objects with data fields based on data warehouse structure. 

At the second stage, the expert forms a formal context based on knowledge about 
analyzing objects structure and relation of their comparability. The relation of compa-
rability can be identified as R. In the strict sense, we can say that (di, fj) ∈ R if the i-th 
measure can be processed with the j-th dimension. The formal context K in accor-
dance with FCA is defined as a triplet (F, D, R). The elements of set F are measures; 
the elements of set D are dimensions. The formal context can be represented as a 
binary matrix where the measures are rows, the dimensions are columns and relation 
of comparability is a cross at intersection between a row and a column. 

At the next stage, the formal cube-concepts are generated based on created formal 
context. The pair (A, B) is a formal cube-concept, where A is a set of equidimensional 
measures, which are processed with all dimensions of B. The set of measures A is 
called the extent, the set of dimensions B is called the intent of the formal concept  
(A, B). In the terms of OLAP, the formal cube-concept is an analytical multidimen-
sional cube, which is complete with respect to addition of equidimensional measures 
and compatible dimensions. 

At the final stage the concept lattice of multidimensional cubes is constructed. In 
accordance with FCA the set of all formal concepts of the context is ordered by the 
subconcept-superconcept relation. For two concepts (A1, B1) and (A2, B2) this order is 
formalized as: (A1, B1) ≤ (A2, B2): ⇔ A1 ⊆ A2 (⇔ B2 ⊆ B1). (A1, B1) is called a  
subconcept of (A2, B2), and (A2, B2) is called a superconcept of (A1, B1). The set of all 
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concepts together with subconcept-superconcept relations forms a complete lattice, 
which is called a concept lattice [15]. For conceptual OLAP-model, the concept lat-
tice is defined as a concept lattice of multidimensional cubes and the subconcept-
superconcept relation is defined as a subcube-supercube relation. It means that meas-
ures of a parent cube include measures of a child cube and dimensions of the child 
cube include dimensions of the parent cube.  

The concept lattice of multidimensional cubes is an image of the integral OLAP-
model of the domain. The concept lattice features allow us to develop algorithms for 
intuitively manipulation of all the analyzed objects and analytical experiment support. 
The integral OLAP-model covers all the possible analytical problems of the domain. 

4 The Conceptual OLAP-Model for Scientific Activities 

Consider the implementation of the method of conceptual OLAP-model constructing 
for scientific activities of the organization. Scientific activities are the basic form of 
activities of any scientific and educational institutes. It is intellectual work aimed at 
acquisition and deployment of new knowledge for technological, economic, social 
problem solving.  

Estimation of the scientific activities effectiveness is connected with solving the 
following analytical problems: 

• estimation of the scientific research quality; 
• estimation of the researcher professionalism; 
• estimation of the  researcher publish activities; 
• estimation of the science and education integration; 
• estimation of the teaching practice; 
• other problems.  

Solving the analytical problems is connected with the following queries: 

• published scientific works made by researchers; 
• monographs written by researchers; 
• papers in international journals published by researchers in a year; 
• papers in national journals published by researchers; 
• methodical literature published by researchers;  
• graduation thesis or papers were defended; 
• grants obtained by researchers; 
• patents obtained by researchers; 
• conferences established by organization;  
• honorary titles and prizes got by researchers; 
• other queries.  

We can determine a set of domain terms by analyzing the queries. Then, we can 
define the scientific activities analysis objects: a set of measures (e.g. number of pub-
lished works, number of obtained patents, number of published papers, number of 
published methodical literature, number of established conferences, number of  
researchers, etc.) and a set of dimensions (e.g. type of published work, journal name, 
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type of methodical literature, type of patent, author, status of conference, department 
name, city, year, etc.). 

The formal context is formed based on the comparability relation between meas-
ures and dimensions according to expert opinion. The relation of comparability is 
defined if a measure and a dimension can be processed together. Fig. 2 shows the 
context fragment of scientific activities. 

 

Fig. 2. Context fragment of the of scientific activities 

The described context is represented by set of measures F = {Number of published 
works, Number of formed conferences, Number of obtained patents, Number of pub-
lished articles, Number of published methodical literature} and set of dimensions  
D = {Year, Department name, Type of methodical literature, City, Journal name, 
Type of published work, Type of patent, Status of conference, Author}. Using num-
bers and letters as abbreviations, we also can write F = {f1, f 2, f 3, f 4, f 5} and  
D = {d1, d2, d3, d4, d5, d6, d7, d8, d9}. Relation R is represented by the crosses in con-
text can be formally be expressed by R = {(f1, d1), (f1, d2), (f1, d6), (f1, d9), …,  
(f5,  d9)}.  

The formal cube-concepts are generated based on created context. In our example, 
the formal context contains 10 formal cube-concepts. Consider the way of formal 
cube-concept forming in detail using the derivation operators:  

Choose any set of the measures: A = {Number of formed conferences; Number of 
published articles} = {f2, f4}. 

Derive the compatible dimensions: A’ = {year; department name; city} =  
{d1, d2, d4}. 

Derive the measures which can be processed with all derived dimensions: 
A’’ = {Year; Department name; City}’ = {Number of  formed conferences; Number 
of published articles; Number of published methodical literature} = {f2, f4, f5}. 
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The set of the measures А’’ = А = {f2, f4, f5} can be processed only with set of the 
dimensions A’ = B = {d1, d2, d4} at the same time. Therefore, the pair (А, B) =  
{{f2, f4, f5}, {d1, d2, d4}} is a formal cube-concept.  

The concept lattice of multidimensional cubes is constructed based on subcube-
supercube relation. Fig. 3 shows the integral OLAP-model of the scientific activities 
as the cub-concept lattice. 

 

Fig. 3. Cube-concept lattice of the scientific activities 

The conceptual OLAP-model includes all the possible combinations of analyzing 
objects and enables the decision maker to manipulate them. When user selects meas-
ures and dimensions, assigned for analysis, the conceptual OLAP-model allows algo-
rithm to determine the set of cubes are in accord with user's query. The set of deter-
mined multidimensional cubes allows us to determine the additional measures and 
dimensions to be processed with selected analyzing objects. The discovery of analyti-
cal dependencies of the set of analyzed objects improves the effectiveness of decision 
making process based on on-line analytical processing. 

5 Conclusion 

This paper has presented an approach to analytical decision making support based on 
on-line analytical processing of multidimensional data. The suggested method of con-
structing conceptual OLAP-model allows us to form the integral analytical model of 
domain as a lattice of multidimensional cubes. It allows the decision maker to mani-
pulate analyzing objects in accordance with expert knowledge about domain structure 
and relation of objects comparability. The conceptual OLAP-model includes all the 
possible combinations of analyzed objects and enables the end-user to discover the 
nonstandard analytical dependencies on the set of all actual analyzing objects. 
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The conceptual OLAP-model implementation improves the effectiveness of decision 
making support based on on-line analytical processing of multidimensional data. 

The future research will be connected with developing the algorithm of mining 
analytical dependencies based on the conceptual OLAP-model; developing the me-
thod for forming knowledge base as the concept lattice of multidimensional cubes. 
Developing the software tools for intelligent analytical decision making support based 
on suggested approach is expected.  
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Abstract. The paper proposes an extension of the modal logic AGn

with operators for reasoning about different types of strategies which
agents may adopt in order to win a dialogue game. We model agent
communication using the paradigm of formal systems of dialogues and in
particular, a system proposed by Prakken. In the paper, the traditional
notion of a winning strategy is extended with a notion of a strategy
giving a chance for success and a notion of a strategy giving a particular
degree of chances for victory. Then, using the framework of Alternating-
time Temporal Logic (ATL) we specify AGn operators which allow the
investigation of the dialogical strategies.

Keywords: formal systems for dialogues, dialogue games, strategies to
win a dialogue, modal logics, modal operators for strategies.

1 Introduction

The paper proposes the specification of modal operators for reasoning about dif-
ferent types of dialogical strategies. The motivation is to provide formal models
of dialogue (see e.g. [11,13]) with the possibility of investigating the strategies
that agents may adopt during a dialogue game.

Modelling agent communication as a dialogue govern by a specific set of rules
attracts a lot attention lately, since such an approach allows not only the rep-
resentation of speech (communication) acts that agents perform (like e.g. in
FIPA-ACL [1]), but also the regulation of their interaction during a dialogue (cf.
[10]). Most of dialogue systems provide six types of rules which regulate how
a game should be played (cf. [13]): (1) locution rules which describe what type
of speech acts players can execute during a dialogue (e.g. an agent i may be
allowed to use: claim ϕ for asserting proposition ϕ, why ϕ for challenging ϕ, and
retract ϕ for withdrawing the commitment to ϕ), (2) protocol which describes
what kind of speech acts a player can execute in all conditions of a dialogue (e.g.
after why ϕ an agent i can perform: claim (ψ, ψ → ϕ), or retract ϕ), (3) effect
rules which describe how a particular speech act affects the commitment base
of the player (e.g. the performance of claim ϕ by an agent i results in adding
ϕ into i ’s commitment base), (4) outcome rules which define the outcome of
a dialogue (e.g. in persuasion dialogue, i wins when after a dialogue game i’s
standpoint ϕ is in the commitment base of its opponent j ), (5) turntaking rules
which determine a turn of a dialogue, and (6) termination rules which determine
the cases where no move is legal.
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In each dialogue game, an agent has an individual goal of engaging in the mes-
sage exchange (related to the outcome rules of a dialogue system). For example,
in a persuasion dialogue an agent i has the goal of persuading the other party
j, i.e. i aims to influence j to adopt i’s standpoint [16]. In such a case, the ques-
tion how to achieve the goal, i.e. what strategy i should apply, becomes crucial
(see e.g. [9,14,3] for the dialogue systems that consider the strategies of commu-
nicating agents). Typically, formal systems of dialogue uses a game-theoretical
notion of a strategy, i.e. a notion of a winning strategy. Such a strategy allows
the player to win regardless of what moves the opponent will make [13]. Yet this
notion, useful to analyse games such as chess, is too strong to investigate realis-
tic communication. In most situations, agents are not restricted enough in their
responses in order to “force” them to lose. For example, if the opponent always
responds with a challenge (like in an exchange of speech acts: claim ϕ; why ϕ;
claim ψ; why ψ; and so on), then there is no winning strategy for the proponent.
Therefore, the first contribution of the paper is to introduce two weaker notions
of dialogical strategies: a strategy giving a chance for success and a strategy
giving a particular degree of chances for victory.

Strategies in games can be formally analysed using the Alternating-time Tem-
poral Logic, ATL [2,8,7]. ATL specifies properties of game structures and uses
alternating-time formulas to construct model-checkers in order to address prob-
lems such as receptiveness, realizability, and controllability. The logic introduces
a path quantifier 〈〈A〉〉 parameterized with the set A of players which ranges over
all computations that the players in A can force the game into, irrespective of
how the other players proceed. For example, the formula 〈〈A〉〉Gα expresses that
the group of agents A has a strategy which ensure that always in the future, de-
noted by G, α holds. Yet the Alternating-time Temporal Logic is defined for any
game and does not take into account the specifics of dialogue games. Moreover,
it focuses on the notion of the winning strategy.

The solution to this problem is to apply a formalism which is specifically de-
signed to analyse and verify dialogue games. To the best of the authors’ knowl-
edge, the only proposal of such a logic is the modal logic of Actions and Graded
Beliefs, AGn [4,5]. The aim of AGn is to develop logic-based verification tech-
niques for multi-agent systems in which agents communicate using dialogue-game
based protocols. Originally, AGn was introduced to express beliefs and persua-
sive actions of agents. Then, the logic was implemented to allow the analyst to
investigate different properties of a multi-agent system using the methods of se-
mantic and parametric verification. That is, the model checker allows the analyst
to determine whether a given AGn formula, which describes a property, is true
at a given state of a given model, and to look for the valuations of an expression
with some unknowns such that the obtained AGn formula is true at a given
state of a given model (see [6] for more details about a software tool Perseus).
The second contribution of the paper is to extend the AGn logic designed for
reasoning about dialogue games with the elements of the ATL logic designed
for reasoning about strategies in games and, as a result, to propose the ATL-
like formalization of dialogical strategies (specifically, six modal operators for
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strategies in a dialogue games are introduced). In the future, it will be possible
to implement this formalism in the Perseus model checker allowing the semantic
and parametric verification of agents’ strategies in a dialogue. As far as we are
aware, there are no other logics for reasoning about dialogical strategies.

The paper is structured as follows. Section 2 describes a formal dialogue sys-
tem that is used in the paper to model agent communication. Section 3 presents
the main features of the AGn logic. In Section 4, we discuss the types of strate-
gies that might be adopted by agents during communication. Finally, Section
5 introduces formalization of the dialogical strategies using the frameworks of
AGn and ATL.

2 A Dialogue System for Argumentation

In this section we describe an example of a system in which persuasion dialogues
can be formalized. This system was proposed by H. Prakken in [12]. We use it as
a starting point for our further studies. Below, the main definitions are quoted.

A dialogue system for argumentation (dialogue system for short) is a pair
(L;D), where L is a logic for defeasible argumentation and D is a dialogue system
proper. A logic for defeasible argumentation L is a tuple (Lt, R,Args,→), where
Lt (the topic language) is a logical language, R is a set of inference rules over
Lt, Args (the arguments) is a set of AND-trees of which the nodes are in Lt and
the AND-links are inferences instantiating rules in R, and → is a binary relation
of defeat defined on Args. For any argument A, prem(A) is the set of leaves of
A (its premises) and conc(A) is the root of A (its conclusion).

A dialogue system proper is a triple D = (Lc;P ;C) where Lc (the communica-
tion language) is a set of locutions, P is a protocol for Lc, and C is a set of effect
(commitment) rules of locutions in Lc, specifying the effects of the locutions on
the participants’ commitments. The protocol for Lc is defined in terms of the
notion of a dialogue, which in turn is defined with the notion of a move. The
set M of moves is defined as N×{prop, opp} ×Lc ×N, where the four elements
of a move m are denoted by, respectively: id(m) - the identifier of the move,
pl(m) - the player of the move, s(m) - the speech act performed in m, t(m) -
the target of m. In [12], the following dialogue moves are considered: claim(α)
– the speaker asserts that α is the case, why(α) – the speaker challenges α and
asks for reasons why it would be the case, concede(α) – the speaker admits that
α is the case, retract(α) – the speaker declares that he is not committed (any
more) to α, argue(A) – the speaker provides an argument A.

The set of dialogues, M≤∞, is the set of all sequences m1, . . . ,mi, . . . from
M such that each ith element in the sequence has identifier i, t(m1) = 0, for all
i > 1 it holds that t(mi) = j for some mj preceding mi in the sequence. The
set of finite dialogues, denoted by M<∞, is the set of all finite sequences that
satisfy these conditions. Note that the definition of dialogue implies that two
speakers cannot speak at the same time. A turntaking function T is a function
T : M<∞ → 2{prop,opp} such that T (∅) = {prop}. A turn of a dialogue is
a maximal sequence of stages in the dialogue where the same player moves.
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When T (d) is a singleton, the brackets will be omitted. Note that the definition
alllows that more than one speaker has the right to speak next.

Rules of dialogical games are determined by the crucial element of the dialogue
system, i.e., the protocol. Formally, a protocol on the set of moves M is a set
P ⊆ M<∞ satisfying the condition that whenever d is in P , so are all initial
sequences that d starts with. A partial function Pr : M<∞ → 2M is derived from
P as follows: Pr(d) = undefined whenever d �∈ P ; Pr(d) = {m : (d;m) ∈ P}
otherwise. The elements of dom(Pr) (the domain of Pr) are called the legal
finite dialogues. The elements of Pr(d) are called the moves allowed after d.
Every utterance from Lc can influence participants commitments. Results of
utterances are determined by commitment rules which are specified as a function:
C : M<∞ × Agt → 2Lt for a participant i ∈ Agt and a stage of a dialogue
d ∈ M<∞. C(d, i) denotes a player i’s commitments at a stage of a dialogue d. If
d is a legal dialogue and Pr(d) = ∅, then d is said to be a terminated dialogue.1

3 A Logic for the Dialogue System

For formalization of persuasion dialogues we propose to apply a logical system
called Logic of Actions and Graded Beliefs, AGn in short, which was intro-
duced by Budzynska and Kacprzak in [4]. Its revised version for representation
of Prakken’s system was presented in [5]. This section presents this approach.

3.1 Beliefs of Agents

Beliefs of agents are modelled by means of doxastic relations. For every agent
and every state of a model a doxastic relation determines states which the agent
considers as possible current state of a system. Knowing how many states the
agent considers and in how many of them some formula α is true, the degree
of belief about α can be computed. For example, if an agent i has k2 doxastic
alternatives and in k1 of them α holds, then we say that i believes α with degree
k1

k2
. It is denoted by M !k1,k2

i α. This formula is derived from a modality Mk
i α

which intuitively says that α is satisfied in more than k doxastic alternatives of
i. The degree an agent’s belief may be changed by an action.

3.2 Commitments

The key concept of a dialogue system is the notion of commitment. In order to
add commitments to AGn logic, we define a commitment function C which for
every state of a model and every agent assigns a set of formulas. Moreover we
assume that Lt and Lc are represented by means of the AGn logic. Furthermore,
following [15] we assume that the union of the commitment stores can be viewed
as some state of the dialogue. Thus, in our specification commitments are as-
signed to a state rather than a sequence of dialogue moves (as assumed in [12]).

1 For present purposes a more detailed definitions are not needed. For the full details
the reader is referred to [12].
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The commitment operator is denoted by C. A formula Ciα intuitively says that
α is a commitment of agent i.

3.3 Persuasion Actions

In our approach, two types of actions are taken into account: physical and verbal.
Physical actions modify states of a model and as a result affect agent’s beliefs.
Modeling of verbal actions is a bit complex. The goal of a verbal action is not
to change a state of a model but only doxastic alternatives or commitments of
agents assigned to this state. Thus the whole model is transformed to a new
one. In the updated model, states stay the same but doxastic relations or com-
mitment functions are modified. In this way, physical actions influence agents’
environment while verbal actions influence agents’ perception of this environ-
ment. The verbal actions we use are: claim(α), why(α), concede(α), retract(α),
argue(A), where α is a formula and A ∈ Args is an argument. The possible
result of the execution of a sequence of actions P is expressed by the formula
�(i : P )α, where α is a formula which describes some property.

3.4 Formal Syntax and Semantics

Let Agt = {1, . . . , n} be a set of names of agents, V0 be a set of propositional

variables, Πph
0 a set of physical actions, and Πv

0 a set of verbal actions. Further,
let ; denote a programme connective which is a sequential composition operator.
It enables to compose schemes of programs defined as finite sequences of atomic
actions: a1; . . . ; ak. Intuitively, the program a1; a2 for a1, a2 ∈ Πph

0 means “Do
a1, then do a2”. The set of all schemes of physical programs we denote by Πph.
In similar way, we define a set Πv of schemes of programs constructed over Πv

0 .
The set of F all well-formed expressions of the extended AGn is given by the

following Backus-Naur form:

α ::= p|¬α|α ∨ α|Mk
i α|�(i : P )α|Ciα,

where p ∈ V0, k ∈ N, i ∈ Agt, P ∈ Πph or P ∈ Πv. We also use abbreviations:
�(i : P )α for ¬�(i : P )¬α, Bk

i α for ¬Mk
i ¬α, M !ki α where M !0iα ⇔ ¬M0

i α,

M !ki α ⇔ Mk−1
i α ∧ ¬Mk

i α, if k > 0, and M !k1,k2

i α for M !k1

i α ∧M !k2

i (α ∨ ¬α).
By a semantic model we mean a Kripke structure M = (S,RB, Iph, v, C) where

– S is a non-empty set of states (the universe of the structure),
– RB is a doxastic function which assigns to every agent a binary relation,

RB : Agt −→ 2S×S,
– Iph is an interpretation of physical actions, Iph : Πph

0 −→ (Agt −→ 2S×S),
– C : S ×Agt −→ 2F is a commitment function,
– v is a valuation function, v : S −→ {0,1}V0 .

Function Iph can be extended in a simple way to define interpretation of any
program scheme. Let Iph

Πph : Πph −→ (Agt −→ 2S×S) be a function such that
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Iph
Πph (P1;P2)(i) = Iph

Πph (P1)(i) ◦ Iph
Πph(P2)(i) = {(s, s′) ∈ S × S :∃s′′∈S ((s, s′′) ∈

Iph
Πph (P1)(i) and (s′′, s′) ∈ Iph

Πph (P2)(i))} for P1, P2 ∈ Πph and i ∈ Agt.
Furthermore, let CM be a class of models and CMS be a set of pairs (M, s)

where M ∈ CM and s is a state of the model M. On the set CMS we define a
function Iv which is an interpretation for verbal actions: Iv : Πv

0 −→ (Agt −→
2CMS×CMS). Interpretation IvΠv of all verbal programs is defined similarly to

the function Iph
Πph .

The semantics of formulas is defined with respect to M, i.e., for a given
M = (S,RB, Iph, v, C) and s ∈ S the Boolean value of the formula α is denoted
by M, s |= α and is defined inductively as follows:
M, s |= p iff v(s)(p) = 1, for p ∈ V0,
M, s |= ¬α iff M, s �|= α,
M, s |= α ∨ β iff M, s |= α or M, s |= β,
M, s |= Mk

i α iff |{s′ ∈ S : (s, s′) ∈ RB(i) and M, s′ |= α}| > k, k ∈ N,

M, s |= �(i : P )α iff ∃s′∈S ((s, s′) ∈ Iph
Πph (P )(i) and M, s′ |= α) for P ∈ Πph

or ∃(M′,s′)∈CMS (((M, s), (M′, s′)) ∈ IvΠv (P )(i) and M′, s′ |= α) for P ∈ Πv,
M, s |= Ciα iff α ∈ C(s, i).

3.5 Representation of Speech Acts

Based on commitment rules (cf. [12]) we introduce a specification of dialogue
actions. Since speech acts are verbal actions they are intended to influence the
beliefs or commitments of agents. At the same time, states of a model remain
unchanged. Therefore a dialogue action, like any verbal action in our logic, moves
a system from a model M to a new model M′. For instance, an action claim(α)
performed at a state s of a model M moves a multi-agent system to a model M′

in which a new commitment function C′ is defined in such a way that the new
set of commitments of the performer of the action at s equals to the old one
enriched with α. Because in [12] the change of commitments do not need to be a
subset of beliefs, in the new model M′ the doxastic relation may stay unchanged.
Below we give a formal definition of function Iv, i.e., interpretation of dialogue
actions. Let M = (S,RB, Iph, v, C). Let us start with an interpretation of claim:

((M, s), (M′, s)) ∈ Iv(claim(α))(i) iff M′ = (S,RB, Iph, v, C′) where
C′(s, i) = C(s, i) ∪ {α} and C′(s′, i′) = C(s′, i′) for s′ �= s or i′ �= i.

At state s, agent i adds the formula α to the set of its commitments and all
other commitments stay unchanged. The interpretation of concede is exactly the
same, i.e.:

((M, s), (M′, s)) ∈ Iv(concede(α))(i) iff M′ = (S,RB, Iph, v, C′) where
C′(s, i) = C(s, i) ∪ {α} and C′(s′, i′) = C(s′, i′) for s′ �= s or i′ �= i.

The interpretation of retract is as follows:

((M, s), (M′, s)) ∈ Iv(retract(α))(i) iff M′ = (S,RB, Iph, v, C′) where
C′(s, i) = C(s, i)\{α} and C′(s′, i′) = C(s′, i′) for s′ �= s or i′ �= i.
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At state s, agent i deletes the formula α from the set of its commitments and all
other commitments stay unchanged. The interpretation of argue is as follows:

((M, s), (M′, s)) ∈ Iv(argue(A))(i) iff M′ = (S,RB, Iph, v, C′) where
C′(s, i) = C(s, i) ∪ prem(A) ∪ conc(A) and
C ′(s′, i′) = C(s′, i′) for s′ �= s or i′ �= i.

At state s, agent i adds the premises and the conclusion of an argument A to
the set of its commitments and all other commitments stay unchanged. The
interpretation of why is as follows:

((M, s), (M′, s)) ∈ Iv(why(α))(i) iff M′ = M.

In this case, commitments are not changed.

4 Types of Strategies in Persuasion Dialogues

The aim of our research is to formally analyze dialogical systems in order to
learn about strategies of agents in dialogues. More specifically, we are interested
in conditions which can cause victory or a failure of agents in a game. Therefore
we need to verify systems with respect to questions about how successful different
strategies are.

4.1 Sequence of Dialogue Moves Leading to Victory

The simple question regarding an agent’s victory in a dialogue would be to ask
if a given sequence of moves allows the agent to accomplish his goal. In order
to verify such a question, we first need to specify the notion of a victory of
a persuasion dialogue. Let win(i) mean that i is a winner of a given dialogue
game. As noted above, the notion of a victory can be understood in different
manners depending on the applications we consider. One possible specification
is to assume that a proponent i is the winner if the opponent has conceded i’s
main claim and an opponent is the winner if the proponent i has retracted i’s
main claim [12]. Then, if we consider a dialogue game with the topic t (i.e. a
conflict formula), the proponent i ∈ prop(t), the opponent ī ∈ opp(t), played in
accordance with the protocol P , then:

– win(i) is true in a state, in which Cī(t) holds, while
– win(̄i) is true in a state, in which ¬Ci(t) holds.

Using an assumed specification for the notion of a victory, we can ask: is it
possible that after performing a dialogue d between i and ī played in accordance
with the protocol P , it will be the case that the proposition win(i) will hold, or:
what dialogue has to be performed such that it will be possible that win(i) will
hold. In the first case, an agent may ask if a specific sequence, e.g. claim p; why
p; p since q; ...; concede s, can lead him to win a dialogue. In other words, he
may ask if he can be a winner when a dialogue proceeds according to a specific
scenario.
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Perhaps the more interesting question would be to ask what sequence of moves
allows an agent to win a dialogue game. This question requires our model checker
to perform parametrical verification. It means that Perseus searches for a legal
dialogue (i.e. a dialogue played according to a given protocol) such that it is
possible that after performing it the proposition win(i) (or win(̄i)) will hold.
Knowing that a given dialogue sequence is “victorious” allows an agent to plan
how he should play the dialogue game in order to win it.

Yet this type of question has a strong limitation. Unlike other types of se-
quence of actions, a dialogue always consists of actions executed not only by one
agent, but also by his adversary. Intuitively it means that part of a sequence
is not under control of a given agent. As a result, even though i knows that a
particular sequence leads him to the victory, this sequence may not be performed
in a dialogue, since ī may execute the action allowed by a dialogue protocol, but
other than considered by i. Say that a sequence claim p; why p; p since q; ...;
concede s allows i to win a dialogue. However, in the second move ī may exe-
cute claim ¬p instead of why p. Consequently, i’s knowledge that the sequence
is victorious becomes useless in this case. Therefore, we need a stronger notion
that will allow an agent to reason about the victory regardless of what action his
opponent will execute. In the next section, we consider the notions of a strategy
and a winning strategy.

4.2 Winning Strategy

As mentioned above, a strategy for an agent i can be defined as a function from
the set of all finite legal dialogues in which i is to move into Lc [13]. Intuitively,
i has a strategy if he has a plan of how to react to any move of his adversary.
Say that the first move claim p is performed by i. At this state, i considers how
he will response after all possible moves that ī is allowed to make at the next
stages of a dialogue. In particular, he may plan that at the subsequent stage (i.e.
after claim p) if ī executes why p, then his response will be: p since q (instead
of, e.g., retract p), if ī executes claim ¬p, then his response will be: why ¬p
(instead of, e.g., concede ¬p), and so on.

An agent may want to know if a strategy that he adopted guarantees him
the victory in a given dialogue game regardless of what actions his opponent
will perform. This type of strategy is called a winning strategy. A strategy is
a winning strategy for i if in every dialogue played according to this strategy i
accomplishes his dialogue goal [13]. Knowing that a given strategy is a winning
one allows an agent to choose and adopt it and, in consequence, to win.

The question about a winning strategy has some limitations when applied to
the systems of persuasion dialogue. It is well-known (see e.g. [12, p. 1021]) that
playing according to a protocol a player may avoid losing simply by never giving
in, e.g. an opponent may repeat why α as a response to any assertion that the
proponent performs, such as claim α or β since α. Figure 1 shows the fragment
of a dialectical tree constructed according to the protocol from [12]. In such a
case, there is no winning strategy for the proponent, since no matter how good
his responses will be, there will be a path where he cannot win, as long as his
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opponent will infinitely keep repeating why α (e.g. claim p; why p; p since q;
why q; q since r; why r, and so on).

prop: claim p

opp: why p opp: concede p

prop : p since q prop : retract p

opp: why q opp: concede q

Fig. 1. The fragment of a dialectical tree

In such cases, the notion of winning strategy is too rigid in this sense that an
agent cannot choose a strategy that has this feature (since there does not exist
any). In other words, if a protocol allows for such a game in which the response
follows the pattern “why why why”, there is no possibility to construct a winning
strategy. Thus, in those cases we need a slightly “weaker” type of strategy, which
will allow an agent to reason not about the guarantee but about the possibility
of victory. In the next section, we consider the notion of a strategy, which gives
an agent chance for success.

4.3 Strategy Giving Chance for Success

An agent may want to know if a strategy that he adopted gives him a chance to
be successful in a given dialogue game. Intuitively, a strategy gives i chance for
success if there is a dialogue game played according to this strategy such that
i accomplishes his dialogue goal. Knowing that the strategy has this feature
allows an agent to make decision about which strategy he should adopt in order
to have a chance to win. Even though the agent is not sure that he will win,
the information that one strategy can bring him success and the other cannot is
better than no information.

However, the question about a strategy giving chance for success has some
limitations. Say that an agent knows that ten strategies allows him to be vic-
torious. How can he decide which strategy to choose? In the next section, we
consider the notion of a strategy, which gives an agent chance for success in a
certain degree.

4.4 Degree of Chance of Success

An agent may wish to know in how many cases a strategy gives him a chance to be
victorious. Assume a class of dialogue games in which there is a finite number of
possible game’s scenarios. Let k2 be the number of all dialogues played according
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to a given strategy, and k1 be a number of dialogues played according to this
strategy in which a given agent i accomplishes his dialogue goal. If k1 and k2 are
finite, then we say that this strategy gives i chance for success in a degree k1

k2
. If

they are infinite, the degree of chance for success is not defined. Knowing that
ten strategies allows him to be victorious and knowing their degrees of chance for
success allows an agent to choose among them and, in consequence, to maximize
his chance to win.

4.5 Types of Questions about Victory

In summary, we are interested in verification related to six types of questions:

– Is there a strategy that allows an agent to win a dialogue game?
– Is there a strategy that allows an agent to win with a certain frequency (with

a certain degree of chance for success)?
– Is there a winning strategy?
– Does a given strategy allow an agent to win a dialogue game?
– How high the chance for success is?
– Is a given strategy winning?

5 Formalization of Dialogical Strategies

In this section we introduce new strategy operators. Their interpretation is based
on a formal notion of a computation and a strategy. Formulas with these op-
erators describe properties of dialogical systems which express that a specific
strategy may lead to a victory, or leads to a victory with some degree, or always
leads to a victory, i.e. is a winning strategy, etc. The operators are inspired by
operators of ATL logic.

5.1 Basic Definitions

Let
δ : CM× S ×Agt → 2(Π

Ph∪Πv)

be a function mapping a triple consisting of a model, a state of this model and
an agent to a set of actions. These actions are assumed to be actions which the
agent can perform next. In fact this function determines transition function, i.e.
indicates models and states of these models reachable from a given state of a
given model by a given agent.

Definition 1. A computation is a sequence

(M0, s0), (M1, s1), (M2, s2), . . .

such that for every k ≥ 0, there exists an action ak and an agent ik such that
ak ∈ δ(Mk, sk, ik) and ((Mk, sk), (Mk+1, sk+1)) ∈ I(ak, ik) where I is the inter-
pretation of action ak, i.e., I = Iph if ak is a physical action and I = Iv if ak
is a verbal action.
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Intuitively by a computation we mean a sequence of pairs (Mk, sk), a model and
a state of this model, such that for every position k, (Mk+1, sk+1) is a result of
performing an action ak by an agent ik at the state sk of the model Mk.

Definition 2. By a strategy for an agent i we call a mapping fi : M<∞ → 2M

which assigns to every finite dialogue d = m0,m1, . . . ,mk ∈ M<∞ in which it is
i’s turn, i.e., i ∈ T (d), a move m ∈ M such that m ∈ Pr(d).

In other words, a strategy function returns a move which is allowed by the
protocol P after a dialogue d where i is to move. We say that a dialogue d =
m0,m1, . . . is consistent with a strategy fi iff for every k ≥ 1 if i = pl(mk) then
mk ∈ fi(m0, . . . ,mk−1) and for k = 0 if i = pl(mk) then mk ∈ fi(∅), i.e., every
move of agent i is determined by the function fi.

Next, we define the outcomes of fi, i.e., a set of computations which are
consistent with this strategy. Let λ = (M0, s0), (M1, s1), (M2, s2), . . . be a com-
putation, then

λ ∈ out((M, s), fi) iff (M0, s0) = (M, s) and

there exists a dialogue d = m0,m1, . . . consistent with fi such that

for every k ≥ 0, s(mk) ∈ δ(Mk, sk, pl(mk))

and
((Mk, sk), (Mk+1, sk+1)) ∈ I(pl(mk), s(mk)).

Intuitively, a computation is consistent with a strategy if it is determined by a
dialogue consistent with the strategy.

5.2 Strategy Operators

In this section we introduce strategy operators. Let d = m0,m1,m2, . . . be a
dialogue and �(d)α will be a short for

�(pl(m0) : s(m0))�(pl(m1) : s(m1)) . . .�(pl(mk) : s(mk))α.

Then the formula
�(d)α

expresses that it is possible that after the performing of the dialogue d, α holds.
If α says t then the formula expresses that d may terminate with the success.
This property is important, but we need to know more about a dialogue system.

It is more informative for an agent to know whether a proponent has a strat-
egy which leads him to a successful state. In other words, we ask whether the
proponent knows such responses for his adversary which may result in the pro-
ponent being able to achieve his goal. To express such a property we need to
introduce a new operator:

〈i〉Gα.
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It says that there exists a strategy of i and there exists a computation consistent
with this strategy such that in all states of this computation α is true. Formally:

M, s |= 〈i〉Gα iff there exists a strategy fi such that for some computation λ =
(M0, s0), (M0, s0), · · · ∈ out((M, s), fi), and for all k ≥ 0, we have (Mk, sk) |= α.

Given a finite set of computations consistent with some strategy we can com-
pute to what degree this strategy is successful. It will be measured by a fraction
k1

k2
where k2 is the number of all computations and k1 is the number of compu-

tations in which every state satisfy α. Then the formula

〈i〉kGα

expresses that agent i has such a strategy for which k1

k2
≥ k. The value k1

k2
will

be called a degree of a strategy.
The most useful are such strategies as will always lead to success. This prop-

erty is expressed by means of the following operator

〈〈i〉〉Gα.

It expresses that there exists such a strategy which always leads to success
regardless of the opponent actions, i.e. the proponent has a winning strategy:

M, s |= 〈〈i〉〉Gα iff there exists a strategy fi such that for all computations λ =
(M0, s0), (M1, s1), · · · ∈ out((M, s), fi), and for all positions k ≥ 0, we have
Mk, sk |= α.

Let f be a strategy of agent i. Sometimes we need to check what features the
strategy has. So we introduce the operator

〈i〉fGα.

Intuitively it says that for the strategy f there exists a computation consistent
with this strategy such that in all states of this computation α is true. Formally:

M, s |= 〈i〉fGα iff for some computationλ = (M0, s0), (M1, s1), · · · ∈ out((M, s), f),
and for all positions k ≥ 0, we have Mk, sk |= α.

Next the operator
〈i〉kfGα

expresses that the strategy f of agent i has degree k1

k2
≥ k.

The last operator we use is
〈〈i〉〉fGα.

It expresses that the strategy f is a winning strategy. Formally:

M, s |= 〈〈i〉〉fGα iff for all computationsλ = (M0, s0), (M1, s1), · · · ∈ out((M, s), f),
and for all positions k ≥ 0, we have Mk, sk |= α.

Similar to ATL logic we can consider also strategy formulas 〈〈i〉〉Xα and
〈〈i〉〉αUβ with the following semantics:
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M, s |= 〈〈i〉〉Xα iff there exists a strategy fi such that for all computations λ =
(M0, s0), (M1, s1), · · · ∈ out((M, s), fi), we have M1, s1 |= α,

M, s |= 〈〈i〉〉αUβ iff there exists a strategy fi such that for all computations
λ = (M0, s0), (M1, s1), · · · ∈ out(s, fi), there exists a position k ≥ 0 such that
Mk, sk |= β and for all positions 0 ≤ j < k, we have Mj , sj |= α.

The formulas 〈i〉Xα, 〈i〉kXα, 〈i〉fXα, 〈i〉kfXα, 〈〈i〉〉fXα, 〈i〉αUβ, 〈i〉kαUβ,

〈i〉fαUβ, 〈i〉kfαUβ, 〈〈i〉〉fαUβ can be defined analogously.

5.3 Examples of Properties

The most important property, which we would like to verify in a given system, is
whether there exists a winning strategy in a game for a given agent i, i.e., whether
there exists a strategy which enures that i will win for sure. This property is
expressed by the formula:

〈〈i〉〉 true U win(i).

If a strategy is not a winning strategy but leads to a success with degree higher
than 0.75 then it can be expressed by the following formula:

〈i〉0.75 true U win(i).

The success of the agent i can mean various events. For example, the agent i will
win the game if its adversary believes a sentence t with degree 3

4 . The following
formula expresses that agent i has a chance to achieve this success:

〈〈i〉〉 true U (M !3,4
ī

)t.

Similarly, the agent i is a winner if i’s adversary is committed to a sentence t.
The property which says that there is a strategy for i which ensures this kind of
victory is expressed by the formula:

〈〈i〉〉 trueU Cī(t).

6 Conclusions

The paper addresses the problem of analysis of persuasion dialogue games. It
proposes a formal framework which allows for specification of properties of di-
alogical systems concerning winning strategies and abilities. The presented ap-
proach applies verification techniques on modal logics, specifically variations of
the Alternating-time temporal logic ATL, to games for argumentation. A lan-
guage with new strategy operators is introduced and studied. It extends the
language of AGn logic which is a basis for the software tool Perseus designed
for automated verification of properties of persuasion processes conducted in
multi-agent systems.
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Abstract. This paper introduces an automatic scoring algorithm on
shooting target based on computer vision techniques. As opposed to pro-
fessional solutions, proposed system requires no additional equipment
and relies solely on existing straightforward image processing such as
the Prewitt edge detection and the Hough transformation. Experimental
results show that the method can obtain high quality scoring. The pro-
posed algorithm detects holes with 99 percent, resulting in 92 percent
after eliminating false positives. The average error on the automatic score
estimation is 0.05 points. The estimation error for over 91 percent holes
is lower than a tournament–scoring threshold. Therefore the system can
be suitable for amateur shooters interested in professional (tournament-
grade) accuracy.

Keywords: Computer vision, Hough transform, Pattern recognition,
Score estimation.

1 Introduction

This paper describes a low–cost computer vision based system for shooting target
scoring. Typically, automatic scoring of shooting target is done by expensive
equipment such as shooting targets scanners [6], optical evaluation systems [2],
electronic shooting targets [13], or acoustic systems [3].

A cheaper alternative can be created using computer vision based automatic
scoring systems. However, existing systems also require special equipment such as
high–resolution digital camera [1], DH–CG320 capture card [8], or a laser [12].
Moreover, these solutions are designed as stationary systems for professional
shooters.

Our aim was a creation of a professional system that could be used by ama-
teur shooters. Such system should estimate the score on a level accepted by an
International Shooting Sport Federation (ISSF) as presented in Fig. 1.

Since the solution is proposed to amateur shooters, the hardware requirements
should be fulfilled by any consumer grade cameras or mobile devices capable of
capturing image with at least 0.5 Mpix resolution.

M. Graña et al. (Eds.): KES 2012, LNAI 7828, pp. 185–195, 2013.
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Fig. 1. A professional scoring with a tournament precision. The score is 8.8 in this case.

The described system consists of three steps. The first one is a target detection,
which is described in section 2. The next step is the detection of holes, presented
in section 3. The last step, which is assigning score values to detected holes is
demonstrated in section 4.

The algorithm was tested on several amateur photographs of shooting targets
and section 5 contains the complete experimental results. The paper is concluded
in section 6.

2 Target Detection

The first step of target detection involves finding of the depicted target’s com-
ponents. The main element of the target is a bull–eye, which is the central black
circle on a white background. Surrounding the center, there is a number of black
(closer) and white (surrounding) circles that define scoring sections.

The minimal conditions for successful detection are that the whole bull–eye is
visible and the optical axis tilted by no more than 30 degrees from the normal
of the target plane.

2.1 Bull–Eye Detection

Because of inconsistent illumination and other factors resulting from blurred
binary projection, simple binarization filters are insufficient for detecting target’s
components. Instead an algorithm extracting a list of segments is proposed.

The algorithm runs as follows. Firstly, the image resolution is reduced. Next,
the Prewitt operator is used to detect edges. Finally, cohesive areas are detected
by a flood fill and saved for future analysis.
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(a)

(b)

Fig. 2. (a) Amateur photos of targets (b) Results of bull–eyes detection algorithm.
Detected bull-eyes are marked with squares.

Before proceeding with objects’ analysis an additional feature, γp is calculated
for each pixel p. It is defined as the brightness difference between the pixel and
its eight–point neighborhood P = {p1 . . . p8} as

γp = max
px∈P

|lum(p) − lum(px)|, (1)

where lum returns a value (brightness) component of HSV model.
Now, each object from the list must satisfy the following two conditions to be

recognized as a bull–eye. Each pixel lying on an edge must have it’s brightness
greater than the calculated maximum difference: (1):

lum(p) − γp > 0, (2)

If almost all pixels satisfy the condition then the shape is a potential bull–eye.
It will be accepted on the condition that its width and height are similar:
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max(W,H)

min(W,H)
< 2, (3)

where W and H are width and height respectively. The results of the algorithm
applied to amateur photos in Fig. 2(a) are shown in Fig. 2(b). Detected bull-eyes
are marked with squares.

A detected bull–eye brings local information about a threshold for binariza-
tion. Points inside the bull–eye are dark whereas, points on the edge are light.
For both sets of points average values of colors are calculated. The following
procedure is run for each component of color model individually. Firstly, pa-
rameters of normal distribution are estimated for both sets. All points that lie
farther than two standard deviations from the mean are removed to eliminate the
influence of light elements on dark color estimation on a bull–eye. The threshold
for binarization is set halfway between averages of dark and light points sets.

After the binarization, Thr set of points on the bull–eye’s edge will be used
as the source of information about geometry of rings projections.

2.2 Rings Detection

The set of points on the bull–eye edge determines the approximate shape of the
main ring. After corrections, selected points can be used for the parametrization
of the ring projection.

Correction. The bull–eye was detected in the low–resolution image, while the
ring geometry should be detected in the original photo. For that reason the
detected points are only approximate. It can be assumed that a point from a
ring lies on the line determined by approximate point and the center of the
target. Moreover, a distance between the points should be no more than 1

6 of
the distance between rings as it is shown in Fig. 3.

These conditions define a segment that includes the ring point. For the seg-
ment, the value V from HSV color model is calculated in each point. The segment
has the minimum, the maximum, and the average values labeled as Vmin, Vmax,
and Vavg respectively. For a given threshold α ∈ [0, 1] a point from the ring pring
is calculated as

pring =

⎧⎪⎨⎪⎩
pmin if κ > 1 − α

pmax if κ < α

pdiff if α < κ > 1 − α,

(4)

where

κ =
Vavg − Vmin

Vmax − Vmin
. (5)

The selected point can be the most brightnest pmax, the darkest pmin, or of the
highest difference between neighbors pdiff .
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Fig. 3. Estimated points (dark) and actual rings’ points (light)

Selection. Some points from the set can be taken as a part of the ring by
a mistake. To avoid such situation, several ellipses are generated from random
subsets of points [9] using the following algorithm:

An ellipse e based on m random points is created [10,11]. Next, for each ellipse
the following steps are completed

1. All points in the nearest neighborhood of ellipse’s center increase their coun-
ters. The nearest neighborhood is defined by d, distance in the Manhattan
metric.

2. If a point with maximal counter is changed then go to the next step.
3. If distance between the last point with maximal counter and a new one is

lower than d then add the ellipse e to a result list. In other case, remove all
ellipses from the result list.

Newly created ellipses are evaluated with distance criteria. A subset with mini-
mal variation of distances between points and foci should be selected as a base
for the final ellipse.

Parametrization. An ellipse is given by the following equation:

F (x, y) = ax2 + bxy + cy2 + dx + ey + f = 0. (6)

The parameters of the ellipse can be found using the least squares method [10].
However, this method is numerically unstable and a stable solution was used
instead [11]. A MATLAB implemetation is given below.
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(a) (b) (c) (d)

Fig. 4. Holes detection. 4(a) A result of the Prewitt operator. 4(b) Hough transforma-
tion results with a significant number of false positives. 4(c) A result of the Prewitt
operator with erased rings. 4(d) Hough transformation results with a reduced number
of false positives.

Ellipse parametrization

function a = fit_ellipse(x, y)

D1 = [x . 2, x .* y, y . 2]; % quadratic part of the

design matrix

D2 = [x, y, ones(size(x))]; % linear part of the design

matrix

S1 = D1 * D1; % quadratic part of the scatter matrix

S2 = D1 * D2; % combined part of the scatter matrix

S3 = D2 * D2; % linear part of the scatter matrix

T = - inv(S3) * S2; % for getting a2 from a1

M = S1 + S2 * T; % reduced scatter matrix

M = [M(3, :) ./ 2; - M(2, :); M(1, :) ./ 2]; %

premultiply by inv(C1)

[evec, eval] = eig(M); % solve eigensystem

cond = 4 * evec(1, :) .* evec(3, :) - evec(2, :) . 2;

% evaluate aCa

a1 = evec(:, find(cond > 0)); % eigenvector for min.

pos. eigenvalue

a = [a1; T * a1]; % ellipse coefficients

MATLAB code for an ellipse parametrization based on [11]

3 Hole Detection

After each shooting series, there should be no more than ten holes in the target.
Each hole can be estimated by an ellipse and such ellipses can be detected using
the Hough transformation [7].

The Hough transformation based ellipse center detection is a voting procedure.
The point that gets the greatest number of votes wins. All results of Hough
transformations can be ordered by the number of votes given to the center.
Among them twenty best results are taken for future analysis.
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Fig. 5. Holes analysis. From the top: shapes created by the flood fill algorithm, detected
edges, results of Hough transformation, and estimated centers of holes. The most right
example is a false positive.

As an input for the Hough transformation results of the Prewitt operator can
be used. The Prewitt operator is an edge detector that gave the best results
among tested. However, rings, numbers, and other marks of the target have a
significant influence on Hough transformation results. In Fig. 4 an input image
4(a) and Hough transformation results 4(b) are shown. Among the best results
there are some false positives. Moreover, several existing holes are ignored be-
cause their results are placed outside the first twenty.

The results can be improved when detected rings (section 2.2) are erased
from the image. In Fig. 4 an input image with erased rings 4(c) and Hough
transformation results 4(d) are shown. This time a number of false positives is
scarce and all holes are detected.

As alternative to Hough transformation, the median filter was also tested but
used method worked faster.

4 Hole Analysis

The main aim of hole analysis is precise localization of hole center. Moreover, it
can be used to reduce a number of false positive results.

The analysis of detected holes has the following steps. Firstly, the shape of
hole is determined by the flood fill algorithm. If the algorithm is used on images
different than binary then a color tolerance has to be defined. The distance
between colors can be calculated as a maximum difference between components
of the RGB color model:

d(c1, c2) = max(|R(c1) −R(c2)|, |G(c1) −G(c2)|, |B(c1) −B(c2)|), (7)

where c1, c2 are colors and functions R,B,G calculate components of the RGB
color model.
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(a) (b)

Fig. 6. The shooting targets. 6(a) Target with one hole missing. 6(b) Target with all
holes detected on a photograph tilted by 30 degrees.

In the next step, the Prewitt operator is used to detect edges. The edges are
then used as an input for the Hough transformation, which in turn is used to
detect an ellipse center [4,5]. All steps are shown in Fig. 5.

Similarly as in the section 3 all results of Hough transformations can be or-
dered by the number of votes given to the center. The rejection threshold is
calculated as 60 percent of the best result, which all results under the threshold
being rejected. Remaining holes are classified as valid.

5 Results

In this section tests for genuine shooting targets are presented.

5.1 Number of Detected Holes

The tests were done for 14 shooting targets with 152 holes total. Pictures of the
shooting targets were taken under various angles as it is shown in Fig. 6. The hole
detection algorithm marked 208 objects. Among this number 150 were correctly
detected holes and 58 were false positives. Details are given in Table 5.1. For
each target the total number of holes (ALL) is shown as well as the number of
detected ones (TP ). The quality of detection is calculated as TP

ALL . The number of

false positive (FP ) decision is shown and its signification calculated as FP
FP+TP .

The detection results are very good. About 99 percent of holes were detected,
which is better than the results published in [1]. However, among all positive
decisions 28 percent were false positive.

The results of detection were used as input for the hole analysis described
in Section 4. The analysis rejected all false positive inputs except two. The
negative aspect is that 13 correct holes were also eliminated. Details are given
in Table 2. For each target a number of positive (PI) and negative (NI) inputs
from the detection is given. The quality of the analysis results is estimated by a
classification error for each group of inputs.
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Table 1. Results of holes detection

Shooting Holes True TP False FP

target positive ALL positive (FP + TP )

1 9 9 1.00 7 0.44
2 10 10 1.00 5 0.33
3 10 10 1.00 6 0.38
4 9 9 1.00 1 0.10
5 13 13 1.00 2 0.13
6 11 11 1.00 4 0.27
7 13 13 1.00 2 0.13
8 13 13 1.00 2 0.13
9 12 11 0.92 3 0.21
10 13 13 1.00 2 0.13
11 9 9 1.00 7 0.44
12 9 9 1.00 6 0.40
13 11 10 0.91 6 0.38
14 10 10 1.00 5 0.33
Total 152 150 0.99 58 0.28

The analysis rejected 97 percent of false positives inputs. However, about 8
percent of holes were rejected at the same time. The total quality of the algorithm
calculated as a percent of detected holes multiplied by a percent of accepted in
the analysis is 92 percent.

5.2 Quality of Estimated Score

When a center of a hole is known then its score can be calculated. A pellet
diameter is constant and can be used to determine the radius of a hole. The
scoring point lies on the circumference determined by both the hole’s center and
the pellet’s radius. The point that lies nearest to the target center should be
selected. The score is given by the smallest ring that includes the point.

This method of estimation was tested on 148 holes. The results were compared
with human estimation . The distribution of errors is given in Fig. 7.

The average error is 0.05 points. For over 91 percent of holes, the error is less
than 0.1 points, which is a typical scoring precision.

5.3 Comparison with Related Methods

There are two aspects of results evaluation. The first one is a number of detected
holes as well as number of false positives. The second aspect is the score accuracy.
Comparison of available papers papers concerning the subject is presented below.

In the paper [1] only holes detection is described. 98.3 percent of holes were
detected. However, the number of false positives is not given. Similarly, our
algorithm detects 99 percent of holes if false positives are not eliminated.
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Table 2. Results of holes analysis

Shooting Input Positive Negative False FP False FN

target input input positive NI negative PI

1 16 9 7 1 0.14 1 0.11
2 15 10 5 0 0.00 1 0.10
3 16 10 6 0 0.00 1 0.10
4 10 9 1 0 0.00 0 0.00
5 15 13 2 0 0.00 1 0.08
6 15 11 4 0 0.00 1 0.09
7 15 13 2 0 0.00 1 0.08
8 15 13 2 0 0.00 0 0.00
9 14 11 3 0 0.00 0 0.00
10 15 13 2 0 0.00 1 0.08
11 16 9 7 0 0.00 1 0.11
12 15 9 6 0 0.00 0 0.00
13 16 10 6 0 0.00 1 0.10
14 15 10 5 1 0.20 1 0.10
Total 208 158 58 2 0.03 13 0.08

In the papers [8,12] only the accuracy of the total score is given. In both cases
it is 0.1 point. It looks similar to our results (the average error is 0.05 points and
the error is less than 0.1 for over 91)

In conclusion, our solution dedicated for amateur shooter gives similar results
to the computer vision based systems for professional shooters.

Fig. 7. Estimation errors distribution



Low–Cost Computer Vision Based Automatic Scoring of Shooting Targets 195

6 Conclusions

In this paper, the issue of automatic scoring of shooting target is described. The
proposed solution divides the issue into three problems: target detection, holes
detection, and hole analysis.

The target detection based on a set of several basic algorithms is reliable. It
localizes targets on amateur photos if only minimal requirements are satisfied.

The implemented hole detection finds 99 percent of holes in photos of at
least 1 Mpix resolution.. Among detected holes false positives appear. Additional
analysis eliminates most of them, with reduction of positive inputs to 92 percent.

The average error for the automatic score estimation is 0.05 points. For over
91 percent of holes the error is less than 0.1 points. The result is similar to the
results of stationary systems for professional shooters.

The system is based on straightforward image processing such as the Pre-
witt edge detection and the Hough transformation. Simple techniques together
with low requirements for processed images create possibility of developing the
described system as an application for mobile devices.
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Abstract. There are many online bookmakers that allow betting money
in virtually every field of sports, from football to chess. The vast majority
of online bookmakers operate based on standard principles and estab-
lish the odds for sporting events. These odds constantly change due to
bets placed by gamblers. The amount of changes is associated with the
amount of money bet on a given odd. The purpose of this paper was to
investigate the possibility of predicting how upcoming football matches
will end based on changes in bookmaker odds. A number of different clas-
sifiers that predict the final result of a football match were developed.
The results obtained confirm that the knowledge of a group of people
about football matches gathered in the form of bookmaker odds can be
successfully used for predicting the final result.

Keywords: bookmaker odds, feature extraction, classification, forecast-
ing, sports betting.

1 Introduction

The purpose of this paper is to investigate the possibility of predicting how
upcoming sporting events will end based on changes in bookmaker odds. Football
was the sport chosen for observation of changes in bookmaker odds. It should be
assumed that if a gambler risks his own money, he has reasons to place such a
bet. The greater the amount of gambled funds, the greater the change of the odds
and greater possibility that the bet was based on factual knowledge about the
competing teams, the status of the players, games played, etc. Predictions of the
result can be based on such types of information. If the research should provide
promising results, one might be tempted to build a decision-making system that
could allow predicting final results based on observation of fluctuations of odds.

2 Previous Works

There are several papers that have dealt with similar problems of analysis and
prediction of sporting event results. They are based on various types of data
such as expert knowledge, results of previous matches, rankings of teams or
bookmaker odds.

M. Graña et al. (Eds.): KES 2012, LNAI 7828, pp. 196–205, 2013.
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A group of papers directly referring to this paper are those addressing the
problem of using data mining techniques to predict the final result of a sports
match. An analysis of data of National Basketball Association (NBA) seasons
was used to develop the expert system, which predicts the winner in a sport
game [1]. The analyzed data contained detailed statistics of each game played
during a season. The best accuracy (67%) was achieved by a classifier built using
a multinomial logistic regression model with a ridge estimator. Miljkovic et al.
[2] presents a system that uses data mining techniques in order to predict the
outcomes of basketball games in the NBA league. To predict the game result
the Naive Bayes method is used. Besides the actual result, the system calculates
the spread for each game by using multivariate linear regression. Each game was
described with attributes composed of the standard basketball statistics (field
goals made, field goals attempted, 3 pointers, free throws, rebounds, blocked
shots, fouls, etc), and information about league standings (number of wins and
losses, home and away wins, current streak etc). The system correctly predicted
the winners of about 67% of the matches. McCabe and Trevathan [3] used Arti-
ficial Neural Networks to predict games. They used attributes that indicate the
quality of a particular team and achived 54.6% correct predictions for the En-
glish Football Premier League and 67.5% for Super Rugby. Smith et al. [4] used
the Bayesian classifier to predict Cy Young Award winners in American base-
ball. The model was crated based on player statistics data collected for baseball
seasons from 1967 to 2006. The accuracy of the Bayesian classifier was more
than 80% correct.

3 Classic Football Bets of 1-X-2 Type

This work focuses on classic football bets of 1-X-2 type. For example, the result
is a win of the first team, second team or a draw. Because of the three possible
endings for the match, a three-way 1-X-2 bet, where ”1” is an odd for the home
team, ”X” a draw, ”2” odds for the away team, is used in football betting. The
home team is the one that plays at home, while the visiting team is the away
team. The classic bets are regarded as winning if the selected result is correct.

For example, a football match: Tottenham Hotspur vs. Chelsea:

– Bet on Tottenham Hotspur (type 1) will be settled as a win if Tottenham
Hotspur wins. If Chelsea wins or there is a tie, the bets will be settled as a
loss. It would be the same with a bet on Chelsea (type 2).

– A bet on a draw (type X) will be settled as a winning bet only in the event
of the match ending in a tie.

4 Input Data

The input data describing the changes in bookmakers odds was obtained from the
PinnacleSports [5] website, which makes public any information about sporting
events in a clear form of an XML document. The XML file can be found at
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http://www.xml.pinnaclesports.com/pinnacleFeed.asp. This is a static file,
updated every 10 minutes. The process of importing data from an XML file
consisted in tracking its contents for the last 10 hours preceding the football
game and recording data on the changing odds. Additionally, the input data
had to be supplemented with the final result of the matches. Due to the fact
that Pinnacle Sports does not provide such data, we imported it from another
source: Betfair.com [6]. We collected the input data for a period of six months,
from a total of 2615 matches.

4.1 Feature Extraction

Every game, which is an independent instance included in the input data of the
decision-making system, was described by a set of features. They reflected signif-
icant changes in bookmaker odds, which may affect the final result of the match.

We analyzed the overall level of changes in bookmaker odds of football games,
which could determine the path of further research. For this purpose sample
graphs showing the odds over time were analyzed. A period of 10 hours of sam-
pling before the match was taken into consideration, because in this period the
greatest fluctuations of the odds occurred. The time interval between successive
samples was 10 minutes.

Fig. 1. Sample chart of odds changes (home, away, draw) in 1-X-2 type bets

http://www.xml.pinnaclesports.com/pinnacleFeed.asp
Betfair.com
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Fig. 2. Odd changes for the Racing Genk vs. Loceren (2:1) match

We observed that the closer to the start of the match, the more changes in
the odds occurred. Figure 1 illustrates such a situation. This is a chart of values
of the odds for the home team, the visiting team, and a draw over time (Y axis)
during the last 10 hours (X axis) before the Tottenham Hotspur vs. Chelsea
match, which was held on 12th December 2010 and ended with a 1-1 draw.
Figure 2 presents another example of changes in bookmaker odds for the Racing
Genk vs. Loceren (2:1) match, which was held on 3th April 2011.

We decided that it would be justified to divide the sampling period into several
smaller ones, because the irregularity of the distribution of the changes may
indicate that the entire sampling period does not have the same effect on the
final result. For each period we generated the same set of features. Additionally,
the entire sampling period was also taken into account. This allowed us to extract
general information about the match. Figure 3 shows a schematic diagram of such
a division.

Fig. 3. Division of the sampling period
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We examined three data sets:

1. Set of odds for a home team win;
2. Set of odds for a away team win;
3. Set of odds for a draw.

Regardless of the data set, we investigated four sampling periods:

– the entire 10-hour sampling period prior to the match;
– 1st sampling period correlating to the first 3 hours and 20 minutes;
– 2nd sampling period beginning on the 21st minute of the third hour and also

lasting 3 hours and 20 minutes;
– 3rd sampling period correlating to the last 3 hours and 20 minutes before

the start of the match.

For each set of data in each sampling period we generated a set of 24 stan-
dard features, which include: the minimum value; the minimum value given as a
percentage; the maximum value; the maximum value given as a percentage; the
value of the arithmetic mean; arithmetic mean given as a percentage; the number
of odds with different values; standard deviation; initial value; initial value given
as a percentage; final value; final value given as a percentage; the difference in
the initial and final value; the difference in the initial and final values given as a
percentage; angle between the horizontal line and a line drawn from the initial
to the maximum value; angle between the horizontal line and a line drawn from
the initial to the minimum value; minimum value of the derivative; maximum
value of the derivative; arithmetic mean of the derivative; standard deviation of
the derivative; initial value of the derivative; final value of the derivative; the
difference between the initial and the final values of the derivative; the number
of different values of the derivatives.

Additionally, a single sampling period contained eight general features that
apply to all three data sets simultaneously: minimum limit of money; maximum
limit of money; arithmetic mean of the limit of money; nominal feature which
based on the arithmetic mean value of the odds determines the favored team;
nominal feature determining the favored team at the beginning of the sampling
period; nominal feature determining the favored team at the end of the sampling
period; nominal feature determining the team that recorded the biggest odds
drop between the beginning and the end of the sampling period; nominal feature
determining the team that recorded the biggest odds drop between successive
sampling periods.

The number of features determined for a single sampling period is equal to
80. This is the sum of the general features (8) and the product of the number
of features included in the set of standard features (24) with the amount of data
sets (3). We get a total of 320 features from the four sampling periods.

4.2 Data in ARFF Format

To use the collected input data about the matches in the decision-making pro-
cess, the values of all the features describing a particular match were determined
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and later recorded in the ARFF file format. The last declared attribute (feature)
in this file is the decision class, which is the result of the match and adopts the
nominal values from the set: Win-home, Win-away, Win-draw. It defines the
final outcome of the match. For the input data prepared in such a manner, clas-
sifiers were developed allowing to predict the final result. To analyze the data
and the development of classifiers, a data mining task software WEKA [7] was
used. Cross-Validation Folds 10 (CV-10) were used to evaluate the classifiers.

5 Experiment Results

We constructed three variants of classifiers in order to thoroughly test the data
on football matches.

5.1 Standard Data Set Classification

To make the data collected from the PinnacleSports and Betfair sites useful
for data mining purposes, they had to go through pre-treatment in the form of
transformation and cleaning of the collected information. The overall objective
was to minimize so-called GIGO (garbage in - garbage out) - the reduction of
”garbage” that enters the model so that the model could minimize the number of
incorrect results [8]. For this purpose, the study included only those events that
had odds in the full 10-hour sampling period and had not been postponed. An
equal number of matches for each decision-making class was included in order to
offset the number of instances from each class [9]. Thus a total of 1116 sample
football games were selected, including: 372 matches that ended with a win for
the home team; 372 matches that ended with a win for the away team; 372
matches that ended with a draw.

Six classification algorithms were selected: BayesNet, SMO, LWL, EnsembleS-
election, DecisionTable and SimpleCart [7]. For attribute selection the following
attribute evaluators and search methods were used: CfsSubsetEval with Best-
First, CfsSubsetEval with LinearForwardSelection and PrincipalComponents
with Ranker. The highest accuracy rate of 46.51% was achieved by the Deci-
sionTable algorithm. The confusion matrix for the created model is presented in
Table 1.

Table 1. Confusion matrix of classifier for a win for the home team, the away team or
a draw

a b c ← classified as

260 65 47 a = Win-home
154 154 64 b = Win-away
173 94 105 c = Win-draw

Matches that ended with a win for home team (Win-home class) are classified
very well in comparison with the two other classes. Most of the matches which
ended with a win for the away team were classified slightly worse. In this case
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a big mistake occurred due to a mistaken classification as a win for the home
team. The worst is the classification of matches that ended in a draw, which are
mostly classified incorrectly as a win for the home or the away team. This is
because a draw is a middle class between the two results.

5.2 Binary Classification

For better detection of the match result, we decided to build binary classifiers [10]
for each type of match result: win for the home team (Win-home), win for the
away team (Win-away), and a draw (Win-draw). The binary classifier focuses
on one problem and it can perform a better classification than a classifier that
has to identify three classes.

Binary Classifier for a Win for the Home Team. When developing a
classifier for the home team win, just as before (section 4.1), we used 1116 sample
football matches. Matches which ended with a win for the home team remained
unchanged, but the matches that ended with a win for the visiting team and
a draw were combined to form a new class. Then, we randomly discarded 372
matches to make the number of the instances in each class equal. Below is the
size of the two classes: 372 matches that ended with a win for the home team
(Win-home class); 372 matches that ended with a win for the away team or a
draw (Win-no-home class).

Six classification algorithms were selected: BayesNet, SMO, LWL, Bagging,
DecisionTable, and LadTree. For attribute selection the following attribute eval-
uators and search methods were used: CfsSubsetEval with BestFirst, Consis-
tencySubsetEval with GreedyStepwise, WrapperSubsetEval (classifier: Bagging)
with BestFirst. The highest accuracy rate of 70.56% was noted by the Bagging
algorithm, which obtained this result after feature selection (WrapperSubsetEval
with BestFirst) and after discretization of attributes. The confusion matrix for
the created model is presented in Table 2.

Table 2. Confusion matrix of binary classifier for a win for the home team

a b ← classified as

229 143 a = Win-home
76 296 b = Win-no-home

Binary Classifier for a Win for the Away Team. The accuracy of predict-
ing a win for the away team proved to be a bit more difficult than predicting
a win for the home team. The classifiers achieved worse results, but as in pre-
vious studies, a positive influence of feature selection and data discretization
was observed. The highest accuracy rate of 65.46% was noted by the Bayesian
NaiveBayes algorithm. The confusion matrix for the created model is presented
in Table 3.
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Table 3. Confusion matrix of binary classifier for a win for the away team

a b ← classified as

244 128 a = Win-no-away
129 243 b = Win-away

Binary Classifier for a Draw. Same as with the evaluation of classifiers of
the standard data set (section 4.1), draws proved to be very difficult to predict.
In many cases, the classifiers could not perform a correct classification, which
resulted in obtaining accuracies which were not satisfactory. It can be concluded
that the values of features describing matches that ended in a draw are very
similar to those relating to the win of the home and away teams. The Ensemble-
Selection classifier proved to be the most accurate which after feature selection
(without discretization) achieved an accuracy of 56.99%. The confusion matrix
for the created model is presented in Table 4.

Table 4. Confusion matrix of binary classifier for a draw

a b ← classified as

196 176 a = Win-no-draw
144 228 b = Win-draw

5.3 Classification of Data without Draws

Due to the fact that predicting a draw is difficult, we decided to perform addi-
tional tests on data that do not contain instances of matches ending in a draw.
This allowed creating a classifier that could enable predicting a win for the home
or the away team. This information can be used to place Asian handicap bets,
where in the case of a draw the betting amount is returned.

Matches that ended in a draw were discarded from the 1116 football matches
sample set. Matches that ended with a win for the home or the away team were
left unchanged. Below is the size of the two classes: 372 matches that ended with
a win for the home team (Win-home class); 372 matches that ended with a win
for the away team (Win-away class).

Six classification algorithms were selected: BayesNet, VotedPerception, Ibk,
Bagging, DecisionTable, and LADTree. For attribute selection the following at-
tribute evaluators and search methods were used: CfsSubsetEval with BestFirst,
ConsistencySubsetEval with BestFirst, WrapperSubsetEval (classifier: Naive-
Bayes) with BestFirst.

Removal of matches that ended in a draw from the sample data set proved to
be very beneficial. Classifiers predicting a win for a home or away team obtained
the highest accuracy taking all the conducted studies into account. The classifier
that proved to be the most accurate was an algorithm based on the Bayesian
network: BayesNet, which after feature selection conducted after discretization
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achieved an accurancy of 70.30%. The confusion matrix for the created model
is presented in Table 5. The best BayesNet algorithm correctly classified more
than 80% of Win-home and 60% of Win-away class matches.

Table 5. Confusion matrix of classifier for win for the home or the away team

a b ← classified as

298 74 a = Win-home
147 225 b = Win-away

5.4 Summary of Classification of 1-X-2 Type Bets

The evaluation performed on the classifiers built for 1-X-2 type bets showed
that a draw is the most difficult to predict. This study confirms the reality of
football, because the draw class determines the intermediate odd between a win
for the home and the away team. Tests showed that features describing a draw
contain many similarities to those relating to a win for the home or the away
team. Matrices of classification errors in the study of the standard data set show
that most matches which ended in a draw are incorrectly classified as a win for
the home team. This is due to the fact that in most cases, the home team is the
favorite (has the lowest odd).

In the case of binary classifiers, the accuracy of predicting a win for the home
team and the away team is promising. The classifier of a win for the home team
achieved an accuracy of 70.56%. Once again the classifier of a draw had the
worst results. The best independent classifier was the classifier of a win for the
home or away team; the accuracy did not deteriorate with matches which ended
in a hardly recognizable draw. The achieved accuracy of this classifier is very
satisfying. This classifier can be used for Asian handicap bets, where in the case
of a draw the betting amount is returned.

In most cases, feature selection resulted in increasing the accuracy of clas-
sification. We observed that the features were selected from all the sampling
intervals. A selection frequently used features concerning the minimum and max-
imum values, angles to these values, derivatives, the differences between the first
and last samples in the interval, and the largest drops in the value of odds be-
tween adjacent samples. This indicates that these features were most important.

Table 6. Classifying algorithms selected for predicting 1-X-2 type bets

Type of classifier Algorithm Accuracy

Standard data set DecisionTable 46.51%
Win for home team Bagging 70.56%
Win for away team NaiveBayes 65.46%

Draw EnsembleSelection 56.99%
Win for home and away team BayesNet 70.30%
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Discretization in most cases also had a very positive influence on the results of
classification. Below are the best classification algorithms that have been selected
to predict the final results of new football matches. A summary of accuracy of
the developed classifiers is presented in Table 6.

6 Conclusions

The results obtained, an effectiveness of 70%, are quite satisfactory and prove the
existence of a relationship between changes in the bookmaker odds values and
the outcome of the football match. These results confirm that the knowledge of a
group of people about football matches gathered in the form of bookmaker odds
can be successfully used for predicting the final result. Based on our research
results, one could build a decision-making system that could allow predicting
final results based on observation of fluctuations of odds. In further work on
the system, new features describing changes of the odds should be investigated,
which would probably contribute to improving the accuracy of the system.
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Trawiński, Grzegorz 1

Vacek, Miloš 143
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