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Abstract. In this paper, we take the advantages of color contrast and
color distribution to get high quality saliency maps. The overall proce-
dure flow of our unified framework contains superpixel pre-segmentation,
color contrast and color distribution computation, combination, final re-
finement and then object segmentation. During color contrast saliency
computation, we combine two color systems and then introduce the using
of distribution prior before saliency smoothing. It works to select correct
color components. In addition, we propose a novel saliency smoothing
procedure that is based on superpixel regions and is realized in color
space. This processing step leads to total object being highlighted evenly,
contributing to high quality color contrast saliency maps. Finally, a new
refinement approach is utilized to eliminate artifacts and recover uncon-
nected parts in the combined saliency maps. In visual comparison, our
method produces higher quality saliency maps which stress out the to-
tal object meanwhile suppress background clutters. Both qualitative and
quantitative experiments show our approach outperforms 8 state-of-the-
art methods, achieving the highest precision rate 96% (3% improvement
from the current highest), when evaluated via one of the most popular
data sets [1]. Excellent content-aware image resizing also can be achieved
with our saliency maps.

1 Introduction

Human usually pay more attention to some parts of a given image. This visual
attention mechanism has been extensively studied by researchers, due to it can
allow us to allocate our sensory and computational resources to the most valuable
information. Salient object detection is one of the most important aspects of such
attention mechanism. Various applications have been explored by using saliency
detection, such as auto target location and segmentation [2, 3], object based
image retrieval [4], content-aware image resizing [5–8] and so on.

Saliency models usually can be divided into two categories, so-called bottom-
up and top-down. Bottom-up model [9–13, 1, 14] simulates our instinctive visual
attention mechanism and lots of low-level features like color (intensity), edge
(texture) could be adopted. A salient object should be unique or have strong
contrast compared to its surroundings on theses features. Among them, color
contrast is one low-level feature which may easily draw our attention [15, 16].
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Another model called top-down [17–19] is defined in visual perceptual field as
using effective memory to process presented saliency information. Via the com-
puter vision techniques, we can realize the top-down model through combining
the prior statistical knowledge and learning of classifiers.

In this paper, we take the advantages of color contrast and color distribution
to carry out our saliency detection, so our method belongs to bottom-up kind.
The previous work which is most related to ours is [10] and recent [11]. The
former defines pixel-wise saliency as a pixel’s contrast to all other pixels. This
is then converted into computation based on color histogram. Also, good results
are reported using HC (Histogram Contrast) and RC (Region Contrast) methods
in [10]. However, we find that their methods only consider the color contrast but
exclude the color distribution, which may also be an important kind of character
for salient object. So their HC and RC methods may not get good results on
the images in which some parts of background have relatively stronger contrast
than the real salient object. Besides, the saliency maps obtained using RC usually
highlights some parts of salient object, rather than the overall, and there are also
lots of background clutters, as is shown in Fig.3 and Fig.4.

In addition, our work differs from [11] as we perform more processing steps in
our color contrast based saliency computation, which are proved to be necessary
to improve the final performance in a relative large margin. Moreover, we propose
a different approach to refine our saliency maps.

In summary, we propose that a salient object should have the following char-
acters on color feature, in two folds, the color contrast and color distribution.

(i). The color components belong to a salient object may have strong contrast
to their surroundings, which is biologically inspired. (contrast)

(ii). These color components may be located near image center rather than
image boundary. It is based on the fact [19] that shows human fixation has much
higher probability to fall onto the center of image. (distribution)

(iii). These color components usually distribute compactly. In another word,
color components which distribute widely are less likely to belong to a salient
object. (distribution)

Our method takes the above three characters to perform saliency detection.
The experimental results show our algorithm can highlight the whole part of a
salient object meanwhile have strong ability to suppress background clutters. As
a result, high quality saliency maps can be obtained.

The rest of this paper is organized as follows. Related works are described in
Section 2. Our methodology is proposed in Section 3. Experimental results are
analyzed in Section 4 while conclusion and future work are drawn in Section 5.

2 Related Work

As is mentioned above, the main categories of saliency detection methods are
bottom-up and top-down. Because our method belongs to the former, here we
only review related bottom-up kind. For top-down kind, we suggest readers to
refer to [19].
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Among bottom-up kind, as one of the earliest work, Itti et al [9] proposed a
center-surround operation as local feature contrast in the color, intensity, and
orientation of an image. The center-surround operation is realized using DOG
(Difference of Gaussians). Then Hou et al [12] propose a method based on the
spectral residual in the amplitude spectrum of Fourier transform. Zhai et al [13]
define the saliency of each pixel as its contrast to all other pixels. However, for
efficiency, they only consider the luminance channel. Achanta et al [1] propose
a frequency tuned method which is extremely fast. They define the saliency of
a pixel as its distance to the image average. But this algorithm is less promis-
ing for images that contain complex background and textures. Goferman et al
[14] combine local feature and global feature to estimate the patch saliency in
multi-scale. This leads to high computational cost. Besides, the use of local fea-
ture may cause edges highlighted. Cheng et al [10] propose Histogram Contrast
based and Region Contrast based methods, called HC and RC respectively, as is
mentioned in Section 1. Saliency maps obtained using their methods may con-
tain background clutters and sometimes highlight parts of the object. Although
they combine GrabCut [20] and their saliency maps to get good segmentation
results, we demonstrate that high quality saliency map is the basis of various
post processing. Thus the key point should be focused on how to improve the
quality of the obtained saliency map. More recently, Perazzi et al [11] combine
color contrast and color distribution to perform saliency detection. They show
that the complete contrast and saliency estimation can be formulated in a uni-
fied way using high dimensional Gaussian filters. However, they only combine
basic steps of computing color contrast and distribution.

Furthermore, there are some bottom-up methods which adopt multiple fea-
tures. Liu et al [21] and Alexe et al [22] use a sliding window and compute a
multiple low-level feature based saliency score for each window. Salient object
corresponds to the window with the highest score. Feng et al [23] compute the
window saliency based on superpixels. They use all the superpixels outside the
window to compose the inside ones, thus the global image context is combined.

Our saliency detection method varies from the state-of-the-art bottom-up
methods, because our method concentrates on how to produce high quality
saliency maps which strongly highlight the total object as well as suppress the
background clutters enormously. High quality saliency maps facilitate most post
processing like object segmentation and content-aware image resizing, as we will
show later.

3 Methodology

Fig.1 shows the whole procedure flow of our method, including SLIC superpixel
pre-segmentation [24], color contrast and color distribution computation, combi-
nation, final refinement and then object segmentation. As high quality saliency
maps are produced, using simple thresholding may achieve good segmentation
results, as we will show in the final quantitative comparison. Note that an input
image is first resized to the size of (W,H), which subjects to max (W,H) = 400.
Then all the parameters of our method are tuned on this basic resolution.
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Fig. 1. The whole procedure flow of our method, including SLIC superpixel pre-
segmentation, color contrast and color distribution computation, combination, final
refinement and object segmentation

3.1 Pre-segmentation

In order to calculate color contrast of a pixel to all other pixels, a straightforward
way is pixel-wise computation, as is mentioned in [13]. However, the computa-
tional cost of such algorithms is O(M2), where M denotes the number of pixels
in the input image. An elegant way to speed up and reduce computational cost is
histogram based computation [10, 13] or segmenting images into edge-preserving
regions, like that in [10, 11, 23]. Pixels in the same region usually have homoge-
nous color component. Computing region based contrast instead of pixel-wise
operation enormously pulls down the computational complexity. Thus, we first
use SLIC superpixels [24] to decompose an image and generate spatial compact
regions Ri, i = 1, 2, 3...N . SLIC superpixels are also used in [11] as abstraction
technique. Compact SLIC superpixels are generated iteratively using mean-shift
clustering based on the initial uniformly distributed region seeds. We use SLIC
superpixels in LAB color space, which well characterize human visual percep-
tion. For an image with basic resolution, we segment it into about N = 500
superpixels, a tradeoff between computational cost and description ability. Here
we use ci, pi to denote the average color and position of superpixels as

ci =

∑
Im∈Ri

ICm
|Ri| , pi =

∑
Im∈Ri

IPm
|Ri| (1)

where ICm and IPm are respectively 6D color vector, constituted by LAB and
RGB components (corresponds cLAB

i and cRGB
i ), and position vector of pixel

Im. |Ri| is the sum area of superpixel region Ri. Pre-segmenting the image into
superpixels eliminates unnecessary details and noises as well.
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3.2 Color Contrast

According to character (i), we define region’s color contrast saliency Scontrast
i as

Scontrast
i =

∑

j

D(ci, cj)
2wP

ij (2)

in which D(ci, cj) = ||ci − cj ||2 is Euclidean distance between ci and cj . That
means we first combine both color systems in color contrast computation. This
is motivated by one color system does not always work [25]. Note that ci and cj
is normalized before computation. Here we use quadratic term to suppress the
background clutters. wP

ij = e−α||pi−pj ||2 is spatial constrain, which enhances the
effect of nearer neighbors. α controls the weight’s sensitivity to spatial distance.
When α → 0, wP

ij → 1, (2) degrades into global contrast calculation which is

similar to that in [10]. In our experiment, we find 5× 10−5 is suitable for α.
Besides the color contrast, we also introduce the color distribution prior, which

meets character (ii) mentioned in Section 1 and is not considered in [10] and
[11]. After combining the distribution prior of region Ri, (2) should be rewritten
as

Scontrast
i = Dprior(pi)

∑

j

D(ci, cj)
2wP

ij (3)

In (3), Dprior(pi) is the distribution prior at position pi. An advantage of using
distribution prior is that we can filter out the background color components
which have the similar or even higher contrast than the color components that
belong to the real salient object. Notice that in Fig.3, compared with color
contrast based methods HC and RC, our approach renders the white road in the
background much lower saliency.

According to the fact that human fixation has much higher probability to
fall onto the center of the image, Dprior(pi) is larger when pi is closer to the

image center. Here a Gaussian distribution like Dprior(pi) = e−w||pi−c||2 may
be used, in which c denotes image center. However, instead of being puzzled
by how to adjust parameter w, which controls the probability distribution of
salient object’s occurrence, a simple but effective statistical approach is used.
We compute the average of 1000 ground truth images1 provided by [1] (Fig.2),
noting that ground truth images are first resized to resolution 400 × 400. The
average image commonly shows where a salient object is most likely to appear.
Then it is normalized to have maximum value 1 to form the distribution prior
map. In our implementation, the distribution prior map (resolution 400×400) is
resized to the input resolution when it is used, andDprior(pi) is directly obtained
from the resized distribution prior map (Fig.2).

Combining color contrast and distribution prior may highlight some parts of
an object, leading to the overall object being ambiguous, as is shown in Fig.3.

1 Actually when we compute the saliency map of an image from this dataset, we
should consider the other 999 images’ ground truth to calculate the distribution
prior. However, the average of 999 images is almost equal to that of 1000 images.
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Fig. 2. An illustration for obtaining distribution prior map

The color contrast saliency maps produced by RC [10] and SF (called uniqueness
in [11]) also have such problem. As a solution, we adopt saliency smoothing in
color space to render regions with similar colors the closer saliency values as

Scontrast
i =

∑

j

Scontrast
j wC

ij (4)

where Scontrast
i represents the smoothed saliency. wC

ij = 1
NC e−β||cLAB

i −cLAB
j || is

the weight corresponding to color similarity, as LAB is better for smoothing in

practice. NC =
∑

j e
−β||cLAB

i −cLAB
j || is its normalization term that guarantees all

weights summed to 1. In our experiment, we find that exponent function works
better than Gaussians on smoothing saliency of the whole object. In contrast,
Gaussians fall down too sharply and usually highlight parts of object. β controls
the extent of smoothing. When β → 0, wC

ij → 1
N , after computing (4), all

regions will obtain the same saliency, achieving the most extreme case. When
β →∞, output Scontrast

i equals to Scontrast
i . Through computing (4), the whole

object’s saliency becomes more uniform (Fig.3). Here, we set β = 10−3 for non-
normalized LAB color space, which is feasible for highlighting the overall object.

Finally, the smoothed saliency map is normalized to [0, 1] using linear stretch
as (5) to get the ultimate color contrast saliency map.

Scontrast
i ← Scontrast

i −minj(Scontrast
j )

maxj(Scontrast
j )−minj(Scontrast

j )
(5)

3.3 Color Distribution

We compute color distribution similarly to [21] to meet character (iii), but based
on superpixel regions. The distribution of Ri is defined as

Ddistribution
i = ||

∑

j

wC
ijp

2
j − (

∑

j

wC
ijpj)

2||1 (6)

Here, the square of pj = (xj , yj)
T denotes the element square of vector pj ,

that is p2j = (x2
j , y

2
j )

T . Actually (6) calculates the distribution variance in x
and y direction and uses 1-norm to add them up. High distribution variance
indicates that the corresponding color components are widely distributed in the
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Fig. 3. Our smoothing in color space highlights the overall object. The results of con-
trast based methods HC and RC are also shown. Notice that the road in the background
is rendered the highest saliency by HC while RC highlights the flower unevenly.

whole image and are less likely to belong to a salient object, while low variance
indicates a spatially compact distribution.

Note that the parameter β in wC
ij of (6) is tuned differently from that in (4),

resulting in more promising performance in practice. In our implementation, β
in (6) is set as 10−1. Ddistribution

i is then normalized to [0, 1] similarly to (5).
As demonstrated above, regions with high distribution variances should obtain

low saliency, so we define the color distribution based saliency as

Sdistribution
i = 1−Ddistribution

i (7)

3.4 Combination and Refinement

We define the final combination as non-linear integration of color distribution
saliency and color contrast saliency, as is presented in (8), for we find that such
non-linear combination can better pop out salient objects meanwhile suppress
background than linear combination.

Si = Scontrast
i × Sdistribution

i (8)

After combination, there may still be noises and artifacts due to quantization
errors of superpixel segmentation. In order to get high quality saliency maps,
we again segment the images into non-compact regions R′

k, k = 1, 2, 3...N ′ using
Mean-shift segmentation [26]. We set fixed parameters sigmaS = 7, sigmaR =
6.5,minRegion = 240 for all images. “Non-compact” here means homogenous
object surfaces or background will be segmented into one large region. Then the
image saliency is refined based on these regions as

Sk =

∑
Im∈R′

k
ISm

|R′
k|

s.t. ISm = Si|Im∈Ri (9)
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where ISm is pixel saliency computed by (8). |R′
k| is the sum area of region

R′
k. Thanks to this operation, artifacts are eliminated while unconnected parts

generated by pre-segmentation become connected. Finally, Sk, k = 1, 2, 3...N ′ is
normalized to [0, 1] to render our final saliency map.

4 Experiment and Comparison

4.1 Visual Comparison

We test our method on the popular public data set provided by [1], which con-
tains 1000 images as well as the corresponding ground truth images. Each image
usually contains one unambiguous salient object. We select the current popular
8 state-of-the-art saliency detection methods including IT [9], SR [12], CA [14],
FT [1], LC [13], HC [10], RC [10] and SF [11] for comparison. The saliency maps
of previous works excluding SF are provided by [10]2. The SF [11] saliency maps
are obtained from the author’s webpage3. Fig.4 shows several comparison re-
sults. Visually, it can be seen that our method obtains relatively higher quality
saliency maps compared with the rest 8 methods, which sometimes highlight
parts (RC and SF), corners (IT) or edges (SR and CA) with relatively more
background clutters (HC, RC, LC and FT). In contrast, our method performs
better on stressing out the complete prominent object while suppressing back-
ground. The saliency maps of our method for the 1000 images are provided in
the supplementary materials.

4.2 Quantitative Comparison

Besides visual comparison, we also implement quantitative comparison. We eval-
uate the performance of our method by comparing its precision-recall rate. For
a given threshold T , the precision and recall rate of a certain saliency detection
method are defined as

Precision(T ) =
1

1000

1000∑

i=1

|Mi(T ) ∩Gi|
|Mi(T )| , Recall(T ) =

1

1000

1000∑

i=1

|Mi(T ) ∩Gi|
|Gi|

(10)
where Mi(T ) is the binary mask obtained by directly thresholding the saliency
map using threshold T on the ith image. Gi is the ground truth. | · | denotes
mask’s sum area. As we use data set provided by [1], (10) are the averages of
1000 terms. In order to draw the precision and recall curves under different T ,
we use every possible threshold T from 0 to 255. This is similar to the fixed
threshold experiment in [10, 11, 1].

The left two in Fig.5 show the precision and recall curves. As can be seen, our
method presents the best precision and recall curve. Our maximum precision

2 http://cg.cs.tsinghua.edu.cn/people/~cmm/Saliency/Index.htm
3 http://www.fedeperazzi.com/saliency_filters/

http://cg.cs.tsinghua.edu.cn/people/~cmm/Saliency/Index.htm
http://www.fedeperazzi.com/saliency_filters/
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Original IT SR CA FT LC HC RC Ours GTSF

Fig. 4. Visual comparison results between our method and other 8 popular state-of-
the-art methods

rate is 96%, with 3% improvement from the second best 93% (SF). Another
interesting phenomenon is that our method maintains high precision rate under
various recall rate. This is actually consistent with our visual evaluation, which
shows our approach provides high quality saliency maps that highlight the whole
objects while suppress background, leading to high precision under high recall.
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Fig. 5. Precision-recall, F-measure curves of 8 state-of-the-art methods including CA,
IT, SR, FT, LC, HC, RC, SF as well as our method

In addition to precision-recall curves, we also evaluate the F-measure, which
is an integrated evaluation criterion that combines precision and recall as

Fβ(T ) =
(1 + β2)Precision(T )×Recall(T )

β2 × Precision(T ) +Recall(T )
(11)

where β2 is set as 0.3, as is suggested in [10], [11] and [1]. Note that none
of previous works shows F-measure curve varying with threshold T . The
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last two in Fig.5 show our F-measure curves. Compare with other methods,
our method achieves the best F-measure curve when T varies from 65 to 240
and second best when T varies from 0 to 65. Notice that under this F-measure
criterion, RC sometimes performs less better than HC. This may be attributed
to that RC achieves higher precision, but lower recall at the same time, which
pulls down the F-measure score to some extent. The same thing also happens
on SF. As high quality saliency maps can be obtained using our method, using
simple fixed threshold can achieve good segmentation results.

Fig.6 presents the evaluation for individual phase of our algorithm, respec-
tively including only contrast, only distribution, without distribution prior, with-
out saliency smoothing and without refinement. It shows the benefit of combining
all steps while adding distribution prior and saliency smoothing really works for
enhancing the performance.
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Fig. 6. The first two show the individual phase of our algorithm, respectively including
only contrast, only distribution, without distribution prior, without saliency smoothing
and without refinement. The last histogram shows the evaluation for adaptive threshold
experiment.

Besides, an adaptive threshold experiment, similar to that in [11] and [1], is
carried out. The adaptive threshold Ta is defined as two times the mean saliency
of an obtained saliency map, as is shown in (12).

Ta = min {2×
∑M

i S(Ii)

M
,Tmax} (12)

where M denotes the number of pixels in the saliency map and i is pixel index.
Tmax is the upper bound for Ta and is set as 255 by us. The last histogram in Fig.6
shows the precision, recall and F-measure in adaptive threshold experiment. It
can be seen that in this experiment, RC still achieves high precision but low
recall, because RC usually highlights only part of the real salient object. The
precision rate of SF is very close to our method, but our method shows the
highest recall rate and F-measure score, respectively 81% (9% improvement)
and 0.86 (0.03 improvement).

4.3 Content-Aware Image Resizing

In content-aware image resizing [5–8], saliency maps are usually used to specify
relative importance across image parts. Here we use the framework proposed in
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[5] to validate the performance of the saliency maps produced by our method on
smart image resizing task. The images are scaled along their x -axis. Other cases
are straightforward. Fig.7 shows that our method better preserves the whole
object than RC and SF during scaling.

Original Uniform RC Ours Original Uniform RC OursSF SF

Fig. 7. Using saliency maps of RC, SF and ours on content-aware image resizing

5 Conclusion and Future Work

In this paper, we show how to combine color contrast and distribution to obtain
high quality saliency maps, which highlight overall salient object meanwhile
suppress the background. Qualitative and quantitative comparisons show that
our method outperforms current popular bottom-up saliency detection methods.
Our future work includes mining more low-level features which are effective and
combining several high-level features like face and human body detection into
our system.
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